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#### Abstract

Sparse signal structures have become increasingly important in signal processing applications as the technology progresses and a plethora of data needs to be handled. It has been shown in practice that various signals have fewer degrees of freedom compared to their actual sizes, i.e., can be expressed in terms of a small number of elements from some dictionary. Alongside an increase in applications, a recent theory of sparse and compressible signal recovery has been recently developed under the name of Compressed Sensing (CS). This approach states that a sparse signal can be efficiently recovered from a small number of random linear measurements.

Another powerful tool in signal processing is frames which provide redundant representations for signals. Such redundancy is desirable in many applications where resilience to errors and losses in data is important. The increase in data has also significantly increased the demand to model applications requiring distributed processing which goes beyond the classical frames. The recent theory of Fusion Frames, which can be regarded as a generalization of classical frames, satisfies those needs by analyzing signals by projecting them onto multidimensional subspaces. Fusion frames provide a suitable mathematical framework to model large data systems such as sensor networks, transmission of data of communication networks, etc.

In this thesis, we combine these two recent theories and consider the recovery of signals that have a sparse representation in a fusion frame. As in the classical CS, a sparse signal from a fusion frame can be sampled using very few random projections and efficiently recovered using a convex optimization that minimizes the mixed $\ell_{1} / \ell_{2}$-norm. This problem has close connections with other similar recovery problems studied in CS literature such as block sparsity and joint sparsity problems. A key contribution in this thesis is to exploit the incoherence of the fusion frame subspaces in order to enhance the existing recovery results by incorporating this structure. In particular, we derive upper and lower bounds for the number of measurements required for the sparse recovery and the error derived by convex optimization. Aside from our results in the fusion frame setup, we also present results in the classical CS where we focus on improving constants appearing in the number of measurements required and prove optimal constants in the nonuniform setting with rather concise and simple proofs.
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## CHAPTER 1

## Introduction

Many technological advances deal with the problem of measuring a signal and reconstructing it from measured data. This is one of the main goals of signal and image processing. The conventional way of data acquisition relies on Shannon's celebrated sampling theorem, which dictates that a signal can be perfectly reconstructed from its samples if the sampling rate is at least twice the maximum frequency present in the signal (the so-called Nyquist rate). Following this principle, in most devices used in consumer audio and visual communication, medical imaging, radar etc., the data acquisition typically works as follows: massive amounts of samples are collected through the measurement device, and then a compression stage is invoked in which most of this data is discarded and only the meaningful part is stored and transmitted. For instance, our modern digital cameras which use JPEG standard $\mathbf{1 1 2}$ acquire data with millions of pixels and compress it into a picture of only few hundred kilobytes. This is possible because many man-made and natural images are 'sparse' in the sense that most of its components in an appropriate basis are zero or close to zero. However this measurement process, where a lot of data is collected to be only thrown away at the end, seems like a waste of energy and resources. Compressed sensing (CS) initiated by the seminal papers by E. Candès, J. Romberg, T. Tao $\mathbf{1 8} \mathbf{2 0}$ and by D. Donoho $\mathbf{3 8}$ merges the two steps of acquiring and compressing data into one step by exploiting the sparseness inherent in many signals. Since the appearance of these papers, a large research activity has been carried out at the interface of mathematics, engineering and computer science with a lot of potential applications such as MRI (magnetic resonance imaging) 66, 81, radar imaging 67, 69], single-pixel cameras 46. The motivation in each of these applications for using the ideas of CS may vary. For instance, as anybody who has sat through an imaging session in an MRI machine knows, the sensing process might be quite slow. To speed up this process, applying undersampling techniques from CS becomes very promising.

In mathematical terms, given a signal $x \in \mathbb{C}^{N}$, many measurement schemes in signal acquisition can be modelled by the linear system of equations

$$
y=A x
$$

where $y \in \mathbb{C}^{m}$ and $A \in \mathbb{C}^{m \times N}$. Recovering $x$ from its measurements $y$ is not possible if the system is underdetermined, i.e., $m<N$. CS shows that if $x$ is sparse, i.e., has few nonzero entries, then it can be recovered efficiently when $m$ is much smaller than $N$.

This thesis comprises two parts. In the first part we provide our results in CS for the nonuniform setting, where we deduce the optimal number of measurements $m$ in terms of the constants appearing in the lower bounds. This has importance for the practical use of CS results. In the second part, we focus on fusion frames which are generalizations of classical frames. We extend
the concepts of CS to fusion frames and improve existing results by taking a certain structure in the fusion frames into account.

### 1.1. Compressed sensing

When the acquisition system is linear, the information of a signal $f(t)$ is obtained by linear functionals recording the values $y_{k}=\left\langle f, \theta_{k}\right\rangle, k=1, \ldots, m$. This is a standard setup. For instance linear functionals $\theta_{k}$ can be Dirac delta functions taking samples of $f$, can be indicator functions of pixels as in a digital camera, or can be sinusoids which yield Fourier coefficients of $f$. After an appropriate discretization step, we can consider our signal to be a vector $f \in \mathbb{C}^{N}$. Then the measurement scheme can be written as

$$
y=\Theta f
$$

where $\Theta \in \mathbb{C}^{m \times N}$ consists of the rows $\theta_{1}, \ldots, \theta_{m} \in \mathbb{C}^{N}$. Most of the results in CS are in this discrete setting which is conceptually simple and can be potentially extended to continuous time signals as well. As mentioned earlier, many signals have a concise representation with respect to a suitable basis. Mathematically speaking, the vector $f \in \mathbb{C}^{N}$ can be expanded into an orthonormal basis $\Phi=\left[\phi_{1}, \ldots, \phi_{N}\right]$ as

$$
f=\sum_{i=1}^{N} x_{i} \phi_{i}
$$

where $x \in \mathbb{C}^{N}$ is a coefficient sequence. For instance, if sparsity is with respect to the discrete Fourier transform (DFT) which is used in MRI, the $\phi_{i}$ are sinusoid functions. Then the measurement can be written as

$$
\begin{equation*}
y=\Theta \Phi x=A x \tag{1.1}
\end{equation*}
$$

with $A \in \mathbb{C}^{m \times N}$. Before continuing, for the sake of simplicity, we will assume $\Phi$ to be the identity matrix. The basic goal is to recover $x$ from its measurements $y$. When $m<N$, 1.1 becomes underdetermined, therefore there are infinitely many solutions to this system. In other words, it is impossible to find the original $x$ without additional information. CS shows that if $x$ is sparse, i.e., has few nonzero entries, then it can be recovered efficiently even when $m$ is much smaller than $N$. The sparsity assumption is related to the empirical observation that many real world signals are approximately sparse. The CS problem consists of two main questions: a) how to design the measurement matrix $A, b$ ) how to reconstruct $x$ from $y$ in an efficient and tractable way. In Section 1.2 we will give an overview of the answers to these questions. We would like to mention an interesting point of CS: often randomness plays an important role in the design of the measurement schemes. All known provably optimal results of CS are obtained by such random matrices, which are also a central theme of our theoretical results.

### 1.2. Recovery results for compressed sensing

The field of CS emerged after the appearance of the seminal papers by Candès, Romberg and Tao 18 and Donoho $\mathbf{3 8}$. There have been earlier works on the effectiveness of $\ell_{1}$-minimization, however the seminal works $\mathbf{1 8} \mathbf{3 8}$ have combined the random masurements with $\ell_{1}$-minimization in order to achieve near-optimal recovery results and have also pointed towards important applications in signal processing. We have seen that the central mathematical question in CS is solving
the underdetermined system (1.1) $(m<N)$ under a sparsity assumption for $x$. A vector $x \in \mathbb{C}^{N}$ is called $s$-sparse if $\|x\|_{0}:=\operatorname{card}\left\{\ell \in[N], x_{\ell} \neq 0\right\} \leq s$, where $[N]=\{1, \ldots, N\}$. We note that $\|\cdot\|_{0}$ is called $\ell_{0}$-norm although it is not a norm. As a first approach one is led to solve the combinatorial problem

$$
\min _{z \in \mathbb{C}^{N}}\|z\|_{0} \text { subject to } A z=y
$$

where $y=A x$. Unfortunately, this problem is NP-hard in general. One of the initial ideas of CS was to replace $\ell_{0}$-norm by $\ell_{1}$-norm which leads to the convex optimization problem

$$
\begin{equation*}
\min _{z \in \mathbb{C}^{N}}\|z\|_{1} \text { subject to } A z=y \tag{1.2}
\end{equation*}
$$

where $\|z\|_{1}=\sum_{i}\left|z_{i}\right|$. This problem is also called the basis pursuit and can be solved in polynomial time. There are other $\ell_{1}$-type minimizations, e.g. LASSO, Dantzig selector, and greedy algorithms that have been investigated for solving the original CS problem, but in this thesis we will only focus on $\ell_{1}$-minimization. A classical result of CS is that $m \geq C s \ln (N / s)$ many measurements are sufficient for recovery via $\ell_{1}$-minimization. This result is achieved by random measurement matrices such as Gaussian or Bernoulli ( $\pm 1$ entries). Up to today, it is an open and very hard problem to come up with deterministic constructions for $A$ which gives the same result. It is also known that $m \geq C s \ln (N / s)$ measurements are necessary for recovery of an $s$-sparse vector via any reconstruction method. This implies that CS allows us to reduce the number of measurements almost to the sparsity level $s$ which is potentially far less than the dimension $N$ of the signal. Since we do not know a priori where the $s$ nonzero entries of $x$ are, we pay the factor of $\ln (N / s)$ as a price to find those entries.

It is of interest to find what type of measurement matrices are in general suitable for CS. One observation is that the measurement matrix needs to be incoherent with the sparsifying basis matrix, which we chose to be the identity earlier. The coherence of a matrix $A \in \mathbb{C}^{m \times N}$ is defined as

$$
\mu:=\max _{j \neq k}\left|\left\langle a_{j}, a_{k}\right\rangle\right|,
$$

where the $a_{j}$ are the $\ell_{2}$-normalized columns of $A$. Analysis of various recovery algorithms including $\ell_{1}$-minimization yields the sufficient condition

$$
\begin{equation*}
(2 s-1) \mu<1 \tag{1.3}
\end{equation*}
$$

for sparse recovery. This suggests to choose $A$ with low coherence to obtain good recovery guarantees. However the coherence obeys the lower bound

$$
\mu \geq \sqrt{\frac{N-m}{m(N-1)}}
$$

For large $N$, the right hand side scales like $1 / \sqrt{m}$. There are also deterministic constructions of matrices achieving this lower bound such as equiangular tight frames. However, this bound together with (1.3) only gives us the sufficient condition

$$
m \geq C s^{2}
$$

for recovery. This quadratic scaling of the number $m$ of samples in terms of sparsity $s$ is only suboptimal. In order to overcome this quadratic bottleneck, a stronger concept to measure the
quality of a measurement matrix was given by Candès and Tao in $\mathbf{2 0} \mathbf{2 4}$ under the name restricted isometry property (RIP). The RIP constant $\tilde{\delta}_{s}$ of a matrix $A \in \mathbb{C}^{m \times N}$ is defined as the smallest $\delta \geq 0$ such that

$$
\begin{equation*}
(1-\delta)\|x\|_{2}^{2} \leq\|A x\|_{2}^{2} \leq(1+\delta)\|x\|_{2}^{2} \tag{1.4}
\end{equation*}
$$

for all $s$-sparse $x$. The matrix $A$ is said to satisfy RIP if $\tilde{\delta}_{s}$ is small for sufficiently large $s$. In other words, $A$ needs to be almost an isometry on its column submatrices of size $s$. The matrices which satisfy RIP turn out to be suitable for CS. For instance it has been shown that if $\tilde{\delta}_{s}<1 / 3 \mathbf{1 5}$, then $\sqrt{1.2}$ recovers all $s$-sparse vectors from their measurements. The constant $1 / 3$ is optimal. The next question is: which matrices satisfy the RIP? There has been a great amount of research in finding such matrices with good RIP constants. As mentioned before, most of the theoretical results involve some degree of randomness in the design of the matrix and we will give an overview of these results in Section 1.2.1. Proving RIP results is generally not easy and involves advanced probabilistic techniques that have been successfully implemented and improved over the course of CS. In this thesis, we will also use some of those techniques in proving our results.

In real world applications, one often measures a signal which is not exactly sparse but only approximately sparse. These are vectors with small best $s$-term approximation error in $\ell_{1}$-norm,

$$
\sigma_{s}(x)_{1}:=\inf _{\|z\|_{0} \leq s}\|x-z\|_{1}
$$

also called 'compressible' vectors. In addition, noise is often present in the measurement process due to the circuit imperfections which is modeled by

$$
y=A x+e
$$

with $\|e\|_{2} \leq \eta$ (in some settings the error is assumed to be stochastic as well). Reconstruction by $\ell_{1}$-minimization and other CS techniques is also robust with respect to such nonidealities. In particular, if the matrix $A$ satisfies the RIP with constant $\tilde{\delta}_{2 s} \leq 1 / \sqrt{2} \boldsymbol{1 6}$, the solution $\hat{x}$ to $\min _{z}\|z\|_{1}$ s.t. $y=A z+e$ and $\|e\|_{2} \leq \eta$ satisfies

$$
\begin{equation*}
\|x-\hat{x}\|_{2} \leq C \frac{\sigma_{s}(x)_{1}}{\sqrt{s}}+D \eta, \quad \text { and } \quad\|x-\hat{x}\|_{1} \leq C \sigma_{s}(x)_{1}+D \sqrt{s} \eta \tag{1.5}
\end{equation*}
$$

with absolute constants $C, D>0$. For random measurement matrices, one can speak of two types of recovery results: uniform and nonuniform. A uniform recovery guarantee means that, with high probability on the choice of a random matrix, one can recover all $s$-sparse vectors. The RIP gives sufficient conditions for this type of recovery conditions. In nonuniform recovery, we deal with specific sparse vectors rather than with all vectors with a given sparsity. A nonuniform result states that a fixed sparse vector can be recovered with high probability with a random draw of the matrix. We give a precise formulation of these two type of results in Section 2.1.1. In CS, a significant theory dealing with the nonuniform recovery of sparse signals has been developed. In particular, one requires weaker conditions than RIP in order to guarantee nonuniform recovery. In Sections 2.2.1 and 2.3.1 we present sufficient conditions for nonuniform sparse recovery.

Our contribution: Practical experience suggests that constants appearing in the lower bounds of the necessary number $m$ of measurements are quite pessimistic, thus there is a huge gap between theoretical guarantees and practical performance of CS techniques. Our main contribution is to
bridge this gap by showing that subgaussian matrices provide explicit and good constants for nonuniform recovery. In particular, our nonuniform analysis in Chapter 2 yields roughly that $m \geq 2 s \ln (N)$ Gaussian or Bernoulli measurements are enough to guarantee exact and stable recovery of $s$-sparse vectors with a rather concise and simpler proof than the other similar results in the literature. This is interesting theoretically, since the constant 2 is shown to be optimal (although the optimal term $\ln (N / s)$ is replaced by $\ln (N)$ ) and our results hold for finite values of $m, s, N$ in contrast to some asymptotic results in the literature, see Section 2.4 for a review.

Next, we will state various important results of CS obtained in the last 10 years starting with the pioneering CS papers and continuing with the subsequent line of theory.

### 1.2.1. Overview of RIP results

We begin by reviewing the relevant works of Candès and co-workers. The first nonasymptotic results in CS were derived in $\mathbf{1 8}, \mathbf{3 8}$, showing that $m \gtrsim s \ln (N)$ random Fourier measurements are sufficient for exact recovery of a fixed $s$-sparse vector. This is a nonuniform result. Candès and Tao introduced the concept of the restricted isometry property (RIP) in $\mathbf{2 0} \mathbf{2 4}$ for the first time. They showed that the RIP implies uniform sparse recovery and proved exact and stable recovery results for Gaussian, partial Fourier and Bernoulli random matrices. In particular, they gave the sufficient condition $\tilde{\delta}_{2 s}+\tilde{\delta}_{3 s}<1$ for exact recovery via $\ell_{1}$-minimization (basis pursuit). Cai and Zhang 16 recently improved this condition to $\tilde{\delta}_{2 s}<1 / \sqrt{2}$ and this was shown to be optimal by Davies and Gribonval 33. Another optimal result concerning RIP for exact recovery is $\tilde{\delta}_{s}<1 / 3$ shown by Cai and Zhang $\mathbf{1 5}$. A uniform recovery result for Gaussian matrices was first given by Candès and Tao 20 which requires $m \gtrsim s \ln (N / s)$. This was also shown to be optimal up to constants by using the works of Kashin $\boldsymbol{7 1}$ and Garnaev and Gluskin $\mathbf{5 6}, \mathbf{5 9}$. Before CS became a field, they gave sharp upper and lower bounds for the Gelfand widths of the $\ell_{1}$-ball $B_{1}^{N}$ in $\mathbb{R}^{N}$ and provided substantial material in order to derive the RIP results for Gaussian and Bernoulli matrices. A similar optimal result $m \gtrsim s \ln (N / s)$ for subgaussian matrices was given with a rather short proof by Baraniuk et. al. [3] and independently by Mendelson et. al. 84]. The stability and robustness of sparse reconstruction via basis pursuit as stated in 1.5 were also established in earlier CS papers by Candès, Romberg and Tao $\mathbf{1 9}$ where they derived the condition $\tilde{\delta}_{3 s}+3 \tilde{\delta}_{4 s}<2$. This was later improved several times. In particular, Candès gave the condition $\tilde{\delta}_{2 s}<\sqrt{2}-1$ in $\mathbf{1 7}$ which we follow similarly for proving stable recovery in the fusion frame setup in Section 3.2.7. We also note that the condition $\tilde{\delta}_{2 s}<1 / \sqrt{2}$ derived in $\mathbf{1 6}$ is optimal for stable recovery.

While subgaussian random matrices provide optimal measurement matrices for CS, using a fully random matrix may not be very desirable in some applications for a variety of reasons. First of all, when the matrix is too large, it may be an issue to store the matrix. Secondly, in some applications there are a priori contraints on the structure of the measurement matrix which do not allow a liberal design of the matrix. In addition, some structure in the matrix allows for fast matrix multiplications such as fast Fourier transform (FFT). Since, up to date, it has not been possible to design fully deterministic matrices with optimal guarantees for CS, there has been a significant body of research focused on other types of measurements ensembles, such as structured random matrices, showing that they satisfy the RIP with high probability. It turns out that the additional structure makes it harder to prove the RIP when compared to entirely random matrices such as

Gaussian and Bernoulli. The RIP for partial random Fourier matrices was first analyzed in 20, where the authors obtained the bound $m \gtrsim s \ln ^{5}(N)$ on the number of measurements. This was later improved by Rudelson and Verhsynin 95 by one log-factor by using involved probabilistic analysis including Dudley's inequality. A similar version of their method is also used in proving our results given in Chapter 3. The proof techniques of $\mathbf{2 0} \mathbf{9 5}$ apply also to general discrete orthogonal systems. Krahmer, Mendelson and Rauhut 75 considered partial random circulant matrices and obtained the sufficient condition $m \gtrsim s \ln ^{2}(s) \ln ^{2}(N)$ for uniform recovery via RIP. It seems that extra log-factors appearing in the conditions are the price of having extra structure in the measurement process when compared to fully random matrices.

While there has been a lot of work in $\ell_{1}$-minimization based algorithms, e.g., basis pursuit, LASSO $\mathbf{1 0 2}$ and the Dantzig selector $\sqrt[21]{ }$, other types of reconstruction methods such as greedy algorithms have also been considered for recovering sparse vectors from undersampled measurements. A simple greedy algorithm is the orthogonal matching pursuit (OMP) which has initially appeared in $\mathbf{3 4}, \mathbf{8 2}$. This algorithm builds up the support set of the sparse vector by adding one index to the target support set at each step. Gilbert and Tropp $\mathbf{5 7}$ demonstrated that a fixed $s$-sparse vector can be recovered from $\mathcal{O}(s \ln (N))$ Gaussian measurements via OMP in $s$ iterations. However, it is not possible to achieve uniform recovery of $s$-sparse signals via $s$ OMP iterations under RIP conditions 41, 92. This issue was solved by Needell and Vershynin $8 \mathbf{8 5}, 86$ with the regularized OMP algorithm. This method is stable to noise under RIP conditions, although an additional log-factor appeared in the condition on the restricted isometry constant. This log-factor was later removed by the compressive sampling matching pursuit (CoSaMP) introduced by Needell and Tropp 104. In particular they gave the condition $\tilde{\delta}_{4 s}<0.17$ for stable and robust recovery, see also $\mathbf{5 4}$ where a slightly better condition appears.

### 1.2.2. Null space conditions

The null space property (NSP) is another important ingredient in CS theory. It gives necessary and sufficient conditions for exact recovery of $s$-sparse vetors via $\ell_{1}$-minimization.

Definition. A matrix $A \in \mathbb{C}^{m \times N}$ is said to satisfy the null space property of order $s$ if for all subsets $S \subset[N]$ with $|S|=s$ it holds that

$$
\left\|v_{S}\right\|_{1}<\left\|v_{\bar{S}}\right\|_{1} \quad \text { for all } v \in \operatorname{ker} A \backslash\{0\}
$$

NSP basically requires that every vector in the null space of $A$ is far from being sparse. It first appeared in the CS literature implicitly in works of Donoho and Elad $\mathbf{4 2}$, of Donoho and Huo $\boxed{43}$ and of Elad and Bruckstein $[\mathbf{4 8}$, and explicitly in the work of Gribonval and Nielsen 64 . Later on, stable and robust versions of NSP were also given in the context of recovery via basis pursuit (see 54, Chapter 4] for a review). The next result indicates the link between the null space property and exact recovery of sparse vectors via basis pursuit.

Theorem 1.1. Given a matrix $A \in \mathbb{C}^{m \times N}$, every s-sparse vector $x \in \mathbb{C}^{N}$ is the unique solution of (1.2) with $y=A x$ if and only if $A$ satisfies the null space property of order s.

Even though NSP provides a necessary and sufficient condition for sparse recovery via $\ell_{1}$ minimization, it is hard to verify it by a direct computation. This is why many researchers have instead worked with sufficient RIP conditions in order to prove their results. However there has
been some work towards showing the null space property directly for Gaussian matrices. Foucart and Rauhut [54. Theorem 9.29] used the escape through the mesh theorem due to Gordon $\mathbf{6 2}$ in order to show NSP, see also [70]. This yields that $m \gtrsim s \ln (N / s)$ Gaussian measurements are sufficient for stable recovery of $s$-sparse vectors. Similar ideas were also used in $\mathbf{9 5} \mathbf{9 8}$. In Section 3.2 .8 we follow these ideas in order to prove NSP for fusion frames.

### 1.3. Compressed sensing meets fusion frames

Before introducing fusion frames, we would like to start with explaining 'classical frames'. A frame for a vector space equipped with an inner product can be seen as a generalization of a basis to a linearly dependent set of vectors. One can obtain a frame by adding some more elements to a basis. Formally speaking, a set of vectors $\left\{e_{k}\right\}_{k=1}^{M} \subset \mathbb{R}^{N}$ is called a frame if

$$
A\|x\|_{2}^{2} \leq \sum_{j=1}^{M}\left|\left\langle e_{k}, x\right\rangle\right|^{2} \leq B\|x\|_{2}^{2}
$$

for all $x \in \mathbb{R}^{N}$. Here $A, B>0$ are called frame constants and $\|\cdot\|_{2}$ denotes the Euclidean norm. Frames were first introduced by Dustin and Schaeffer 47 in the context of nonharmonic Fourier series. They typically provide non-unique representations of each vector in the space $\mathbf{2 9}$. Due to this redundancy, classical frames are nowadays a standard notion for modeling applications, in which redundancy plays a vital role such as filter bank theory, sigma-delta quantization, signal and image processing and wireless communication. During the transfer of data (i.e., frame expansion coefficients of a signal), the overcompleteness of frames offers resilience to errors such as data loss, stability to noise, and freedom to capture important signal characteristics.

Fusion frames are a relatively new concept which is potentially useful when a single frame system is not sufficient to represent the whole sensing mechanism efficiently. Fusion frames were first introduced in 26] under the name of 'frames of subspaces' (see also the survey 25]). They analyze signals by projecting them onto multidimensional subspaces, in contrast to frames which consider only one-dimensional projections. We define a fusion frame for $\mathbb{R}^{d}$ as a collection of $N$ subspaces $W_{j} \subset \mathbb{R}^{d}$ and associated weights $v_{j}$ that satisfy

$$
\begin{equation*}
A\|x\|_{2}^{2} \leq \sum_{j=1}^{N} v_{j}^{2}\left\|P_{j} x\right\|_{2}^{2} \leq B\|x\|_{2}^{2} \tag{1.6}
\end{equation*}
$$

for all $x \in \mathbb{R}^{d}$ and for some universal fusion frame bounds $0<A \leq B<\infty$, where $P_{j} \in \mathbb{R}^{d \times d}$ denotes the orthogonal projection onto the subspace $W_{j}$. If $A=B$, then $\left(W_{j}\right)_{j}$ is called a tight fusion frame. The initial idea to construct a fusion frame 26 was to obtain a frame for the whole space $\mathbb{R}^{N}$ by first building 'smaller' frames, i.e., for subspaces $W_{j}$, and then fuse them together. This idea allows managing the data by first projecting them to subspaces and then process them within each subspace and finally collect the locally computed objects. There have been a number of applications where fusion frames have proven to be useful practically, such as distributed processing 27, 76], parallel processing [5, 88, packet encoding [6]. In Section 3.1.2, we give more details about these applications.

Sparse recovery in fusion frames. Often signals have additional a priori structure other than just pure sparsity. For instance the support set to be recovered can exhibit a certain structure,
i.e., only specific support sets are allowed. Suppose that we have block vectors consisting of $N$ blocks $x_{1}, \ldots, x_{N}$, where each $x_{j} \in \mathbb{R}^{d}$. The sparsity concept for such vectors is 'block' sparsity which is the ' $\ell_{0}$ - block norm' defined as

$$
\|\mathbf{x}\|_{0}=\operatorname{card}\left\{j \in[N]: x_{j} \neq 0\right\}
$$

Here we count the number of non-zero blocks instead of the number of non-zero entries. The problem of recovering a sparse block vector from linear measurements can be considered as an extension of the classical CS problem, where the vectors of interest now consist of blocks. The block sparsity model $\mathbf{5 1}$ along with other types of similar problems (such as joint $\mathbf{5 2}$ and group sparsity (91], see Section 3.1.4) has been already investigated in the literature. A usual proxy for the $\ell_{0}$-minimization algorithm for recovering the block signal is the $\ell_{1} / \ell_{2}$-minimization $\mathbf{5 1 ]}$.

Boufounos, Kutyniok and Rauhut in their paper 9 further extend ideas from CS to the fusion frame setup. In this paper, they consider $N$ fusion frame subspaces $W_{1}, \ldots, W_{N}$ in $\mathbb{R}^{d}$ and collect block vectors $\mathbf{x} \equiv\left(x_{j}\right)_{j=1}^{N}$ with $x_{j} \in W_{j}$ in the space

$$
\mathcal{H}=\left\{\left(x_{j}\right)_{j=1}^{N}: x_{j} \in W_{j}, \forall j \in[N]\right\}
$$

Then the authors consider the recovery of $s$-sparse vectors from the set $\mathcal{H}$ from $m<N$ linear measurements. Details of the problem setup is given in Section 3.1.3. The novelty of $\mathbf{9}$ is the additional assumption that each block $x_{j}$ belongs to one of the fusion frame subspaces $W_{j}$. Typically those subspaces are lower dimensional than the ambient space $\mathbb{R}^{d}$, say $\operatorname{dim}\left(W_{j}\right)=k<d$, and they satisfy an incoherence property which is quantified by the parameter

$$
\lambda=\max _{i \neq j}\left\|P_{i} P_{j}\right\|_{2 \rightarrow 2}, \quad i, j \in[N]
$$

which gives the cosine of the least principle angle between the subspaces. In $[9$ it was shown that $m \gtrsim s \ln (N / s)$ measurements are sufficient for many random measurement ensembles as in the classical CS. This result is also parallel to other results in block sparsity problems in the literature, see Section 3.6

Our contribution: In Chapter 3 we show that one can improve the condition $m \gtrsim s \ln (N / s)$ by using the incoherence property of the subspaces. This is mainly done by invoking the $\ell_{1} / \ell_{2^{-}}$ minimization program where the a priori information of the subspaces, in which the original vector lies, is encoded. In particular we show that as $\lambda$ decreases, i.e., the incoherence of the subspaces increases, fewer measurements are needed for sparse recovery. Our results are three-fold. First we present a nonuniform result stating that

$$
m \gtrsim(1+\lambda s) \ln ^{\alpha}(N)
$$

measurements suffice for nonuniform recovery with Gaussian or Bernoulli matrices. Secondly, we show a similar result for uniform recovery in two separate ways giving the conditions

$$
\begin{align*}
& m \gtrsim(\lambda s+\sqrt{s}) \ln (N d) \ln ^{2}(s k)(\ln (N)+k \ln (s \sqrt{k})), \quad \text { and }  \tag{1.7}\\
& m \gtrsim d(1+\lambda s) \ln (N), \tag{1.8}
\end{align*}
$$

respectively. Condition 1.7 is valid for subgaussian matrices and exhibits a slightly worse order in $s$ and more log-factors. Condition 1.8 is valid only for Gaussian matrices and has the ambient dimension $d$ as a linear factor, which we think is suboptimal. All nonuniform and uniform results
are also shown to be robust with respect to noise and stable under passing to approximately sparse signals. Finally we provide a necessary condition for sparse recovery via $\ell_{1} / \ell_{2}$-minimization. We show that

$$
m \gtrsim \frac{s}{d} \ln \left(\frac{N}{s}\right)+\frac{k s}{d}
$$

measurements are required for any type of linear measurement scheme - not necessarily random. We also provide a comparison between our results and show that our sufficient recovery conditions do not fall very short from the necessary ones in the special case when the subspaces are assumed to be equi-angular, see Section 3.2.5

In Sections 3.3 .3 and 3.6 , we briefly explain certain standard approaches in CS that we have tried for proving recovery results for (sub-)Gaussian matrices but do not give the desired estimate that becomes better with decreasing $\lambda$. Therefore, we employ more recently developed tools $\mathbf{7 5}$ based on suprema of chaos processes and apply them to our problem in order to reach our results presented in Chapter 3. We would also like to note that our results do not necessarily assume that the subspaces satisfy the fusion frame property 1.6 .

### 1.4. Organization

Each of the chapters below is self contained, including notation.

- Chapter 2: Here, we present nonuniform recovery results in the classical CS setting with subgaussian matrices which include Gaussian and Bernoulli matrices as examples. We use an RIP-less theory in order to achive our results. In many contributions the constant in the optimal scaling $m \geq C s \ln (N / s)$ is either not provided explicitly or is rather large. In our work we give an explicit constant $C=2$ for Gaussian and Bernoulli matrices (with a slightly suboptimal log-factor). The constant 2 is also shown to be optimal, and has been provided by different authors almost simultaneously. We also show the stability and robustness of our results. In the rest of the chapter, we give an overview and comparison of existing CS results in the nonuniform setting.
- Chapter 3: Here, we extend the concepts of CS to fusion frames and present results on the solution of the sparse recovery problem in fusion frames. Our model considers a block sparsity setup which is induced by the fusion frames subspaces with an additional incoherence property of these subspaces (quantified by the parameter $\lambda$ ). A sparse vector from the fusion frame is measured by a random matrix and then recovered by using $\ell_{1} / \ell_{2}$-minimization. It was shown earlier that $m \gtrsim s \ln (N / s)$ many measurements are sufficient for recovery. We improve this result to $m \gtrsim(1+\lambda s) \ln (N)$ by incorporating the structure of the subspaces. In Section 3.2.6, we present a number of numerical experiments in order to support our theoretical results. Our proofs use various techniques from CS such as an extension of RIP for fusion frames (see Section 3.2.7), the null space property (see Section 3.2.8) and several tools from Banach space geometry, coding theory and probability theory, in particular, random matrices and concentration inequalities.
- Chapter 4: Here, we give a brief summary of our results presented in the earlier chapters and discuss some open problems and future research directions.
- Appendix: In order not to break the flow of the thesis, we present some auxiliary results used in the main proofs in the appendix. These are mostly borrowed from probability theory.


## CHAPTER 2

## Nonuniform Recovery with Subgaussian Matrices

### 2.1. Introduction

Compressed sensing (CS) allows to reconstruct signals from far fewer measurements than what was considered necessary before. The seminal papers by E. Candès, J. Romberg, T. Tao $\mathbf{1 8} \mathbf{2 0}$ and by D. Donoho $[\mathbf{3 8}$ on this subject have triggered a large research activity in mathematics, engineering and computer science with a lot of potential applications.

In mathematical terms we aim at solving the linear system of equations $y=A x$ for $x \in \mathbb{C}^{N}$ when $y \in \mathbb{C}^{m}$ and $A \in \mathbb{C}^{m \times N}$ are given, and when $m \ll N$. Clearly, in general this task is impossible since even if $A$ has full rank as there are infinitely many solutions to this equation. The situation dramatically changes if $x$ is sparse, that is, $\|x\|_{0}:=\operatorname{card}\left\{\ell, x_{\ell} \neq 0\right\}$ is small.

As a first approach one is led to solve the optimization problem

$$
\min _{z \in \mathbb{C}^{N}}\|z\|_{0} \text { subject to } A z=y
$$

where $y=A x$. Unfortunately, this problem is NP-hard in general. It has become common to replace the $\ell_{0}$-minimization problem by the $\ell_{1}$-minimization problem

$$
\begin{equation*}
\min _{z \in \mathbb{C}^{N}}\|z\|_{1} \text { subject to } A z=y \tag{2.1}
\end{equation*}
$$

This problem can be solved by efficient convex optimization techniques 11]. As a key result of CS, under appropriate conditions on $A$ and on the sparsity of $x, \ell_{1}$-minimization indeed reconstructs the original $x$. Certain random matrices $A$ are known to provide optimal recovery guarantees with high probability.

### 2.1.1. Nonuniform vs. uniform recovery

Throughout this thesis, we mainly talk about two types of recovery results:

- Uniform recovery: Such results state that with high probability on the draw of the random matrix $A$, every sparse vector can be reconstructed under appropriate conditions.
- Nonuniform recovery: Such results state that a given sparse vector $x$ can be reconstructed with high probability on the the draw of the matrix $A$ under appropriate conditions. The difference to uniform recovery is that nonuniform recovery does not imply that there is a matrix that recovers all $x$ simultaneously. Or in other words, the small exceptional set of matrices for which recovery fails may depend on $x$.

Clearly, uniform recovery implies nonuniform recovery, but the converse is not true. One pursues different strategies in order to prove these different types of recovery results. In this chapter, we deal with nonuniform recovery with subgaussian matrices (see Section 2.1.3 for definition). In order to obtain such a result, a sufficient recovery condition for an individual vector is given by
constructing a 'dual certificate' which is mainly based on the Lagrange dual problem of 2.1), see Section 2.2.1.

### 2.1.2. Obtaining good constants for compressed sensing

Uniform recovery via $\ell_{1}$-minimization is for instance satisfied if the by-now classical restricted isometry property (RIP) 1.4 holds for $A$ with high probability $\mathbf{1 7}, \mathbf{1 9}$. A common choice is to take $A \in \mathbb{R}^{m \times N}$ as a Gaussian random matrix, that is, the entries of $A$ are independent normal distributed random variables. If, for $\varepsilon \in(0,1)$,

$$
\begin{equation*}
m \geq C(s \ln (N / s)+\ln (2 / \varepsilon)) \tag{2.2}
\end{equation*}
$$

then with probability at least $1-\varepsilon$, we have uniform recovery of all $s$-sparse vectors $x \in \mathbb{R}^{N}$ using $\ell_{1}$-minimization and $A$ as measurement matrix, see e.g. 20, 40, $\mathbf{8 4}$. The constant $C>0$ is universal and estimates via the restricted isometry property give a value of around $C \approx 200$, which is significantly worse than what can be observed in practice. A direct analysis in 95 for the Gaussian case, which avoids the restricted isometry property, gives $C \approx 12$. Foucart and Rauhut in 54 follows a similar approach to obtain $C \approx 8$, see also 70 . This is still somewhat larger than the constants we obtain in the nonuniform setting. Our main results consider nonuniform sparse recovery using Gaussian and more general subgaussian random matrices in connection with $\ell_{1}$-minimization and provide nonuniform recovery guarantees with an explicit and good constant $C=2$. In particular, we also obtain the same constant for Bernoulli matrices whose entries are independent random variables taking the values +1 and -1 with equal probability. Moreover, our results can treat also the recovery of complex vectors and they extend to the stability of reconstruction when the vectors are only approximately sparse and measurements are perturbed.

Gaussian and subgaussian random matrices are very important for the theory of CS because they provide a model of measurement matrices which can be analyzed very accurately (as shown in this chapter). They are used in real-world sensing scenarios, for instance in the one-pixel camera 46. Moreover, even if certain applications require more structure of the measurement matrix (leading to structured random matrices $\mathbf{9 4}$ ), the empirically observed recovery performance of many types of matrices is very close to the one of (sub-)Gaussian random matrices 44, which underlines the importance of understanding subgaussian random matrices in CS.

### 2.1.3. Main results

## - The Gaussian case

We say that an $m \times N$ random matrix $A$ is Gaussian if its entries are independent and standard normal distributed random variables, that is, having mean zero and variance 1. Our nonuniform sparse recovery result for Gaussian matrices and $\ell_{1}$-minimization reads as follows.

Theorem 2.1. Let $x \in \mathbb{C}^{N}$ with $\|x\|_{0}=s$. Let $A \in \mathbb{R}^{m \times N}$ be a randomly drawn Gaussian matrix, and let $\varepsilon \in(0,1)$. If

$$
\begin{equation*}
m \geq s[\sqrt{2 \ln (4 N / \varepsilon)}+\sqrt{2 \ln (2 / \varepsilon) / s}+1]^{2} \tag{2.3}
\end{equation*}
$$

then with probability at least $1-\varepsilon$ the vector $x$ is the unique solution to the $\ell_{1}$-minimization problem (2.1).

Remark. For large $N$ and $s$, Condition 2.3 roughly becomes

$$
\begin{equation*}
m>2 s \ln (4 N / \varepsilon) \tag{2.4}
\end{equation*}
$$

Comparing with 2.2 we realize that the log-term falls slightly short of the optimal one $\log (N / s)$. However, we emphasize that our proof is short, and the constant is explicit and good. Indeed, when in addition $s / N$ becomes very small (this is in fact the interesting regime) then we nevertheless reveal the conditions found by Donoho and Tanner $\mathbf{3 9} \mathbf{4 0}$, and in particular, the optimal constant 2. We note that Donoho and Tanner used methods from random polytopes, which are quite different from our proof technique. For a detailed overview see Section 2.4 .

## - The subgaussian case

We generalize our recovery result for matrices with entries that are independent subgaussian random variables. A random variable $X$ is called subgaussian if there are constants $\beta, \theta>0$ such that

$$
\mathbb{P}(|X| \geq t) \leq \beta e^{-\theta t^{2}} \text { for all } t>0
$$

It can be shown $\mathbf{1 1 1}$ that $X$ is subgaussian with $\mathbb{E} X=0$ if and only if there exists a constant $c$ (depending only on $\beta$ and $\theta$ ) such that

$$
\begin{equation*}
\mathbb{E}[\exp (t X)] \leq e^{c t^{2}} \text { for all } t \in \mathbb{R} \tag{2.5}
\end{equation*}
$$

Important special cases of subgaussian mean-zero random variables are standard Gaussians, and Bernoulli (also called Rademacher) variables, that is, random variables that take the values $\pm 1$ with equal probability. For both of these random variables the constant $c=1 / 2$, see the Bernoulli case.

A random matrix with entries that are independent mean-zero subgaussian random variables with the same constant $c$ in 2.5 is called a subgaussian random matrix. Note that the entries are not required to be identically distributed.

Theorem 2.2. Let $x \in \mathbb{C}^{N}$ with $\|x\|_{0}=s$. Let $A \in \mathbb{R}^{m \times N}$ be a random draw of a subgaussian matrix with constant $c$ in 2.5), and let $\varepsilon \in(0,1)$. If

$$
\begin{equation*}
m \geq s[\sqrt{4 c \ln (4 N / \varepsilon)}+\sqrt{C(3+\ln (4 / \varepsilon) / s)}]^{2} \tag{2.6}
\end{equation*}
$$

then with probability at least $1-\varepsilon$ the vector $x$ is the unique solution to the $\ell_{1}$-minimization problem (2.1). The constant $C$ in 2.6) only depends on $c$.

More precisely, the constant $C=1.646 \tilde{c}^{-1}$, where $\tilde{c}=\tilde{c}(c)$ is the constant in 2.17.

## - The Bernoulli case

We specialize the previous result for subgaussian matrices to Bernoulli matrices. We are then able to give explicit values for the constants appearing in the result of Theorem 2.2. If $Y$ is a Bernoulli random variable, then by a Taylor series expansion

$$
\mathbb{E}(\exp (t Y))=\frac{1}{2}\left(e^{t}+e^{-t}\right) \leq e^{\frac{1}{2} t^{2}}
$$

This shows that the subgaussian constant $c=1 / 2$ in the Bernoulli case. Further, we have the following concentration inequality for a matrix $B \in \mathbb{R}^{m \times N}$ with independent entries taking values
of $\pm 1 / \sqrt{m}$ with equal probability,

$$
\begin{equation*}
\mathbb{P}\left(\left|\|B x\|_{2}^{2}-\|x\|_{2}^{2}\right|>t\|x\|_{2}^{2}\right) \leq 2 e^{-\frac{m}{2}\left(t^{2} / 2-t^{3} / 3\right)} \tag{2.7}
\end{equation*}
$$

for all $x \in \mathbb{R}^{N}, t \in(0,1)$, see e.g. $\mathbf{1}, \mathbf{3}$. We can simply estimate $t^{3}<t^{2}$ in 2.7 and obtain $\tilde{c}=1 / 12$ in 2.17 and consequently $C=1.646 \tilde{c}^{-1}=19.76$.

Corollary 2.3. Let $x \in \mathbb{C}^{N}$ with $\|x\|_{0}=s$. Let $A \in \mathbb{R}^{m \times N}$ be a matrix with entries that are independent Bernoulli random variables, and let $\varepsilon \in(0,1)$. If

$$
\begin{equation*}
m \geq 2 s[\sqrt{\ln (4 N / \varepsilon)}+\sqrt{29.64+9.88 \ln (4 / \varepsilon) / s}]^{2} \tag{2.8}
\end{equation*}
$$

then with probability at least $1-\varepsilon$ the vector $x$ is the unique solution to the $\ell_{1}$-minimization problem (2.1).

Roughly speaking for large $N$ and mildly large $s$ the second square-root in 2.8 can be ignored and we arrive at $m \geq 2 s \log (4 N / \varepsilon)$.

- Stable and robust recovery

In this section we state extensions of our results for nonuniform recovery with Gaussian matrices that show stability when passing from sparse signals to only approximately sparse ones and that are robust under perturbations of the measurements. In this context we assume the noise model

$$
\begin{equation*}
y=A x+e \in \mathbb{C}^{m} \text { with }\|e\|_{2} \leq \eta \sqrt{m} \tag{2.9}
\end{equation*}
$$

It it natural then to work with the noise constrained $\ell_{1}$-minimization problem

$$
\begin{equation*}
\min _{z \in \mathbb{C}^{N}}\|z\|_{1} \text { subject to }\|A z-y\|_{2} \leq \eta \sqrt{m} \tag{2.10}
\end{equation*}
$$

For the formulation of the next result we also recall the best $s$-term approximation error of $x$ in $\ell_{1}$-norm

$$
\sigma_{s}(x)_{1}=\inf _{\|z\|_{0} \leq s}\|x-z\|_{1}
$$

Theorem 2.4. Let $x \in \mathbb{C}^{N}$ be an arbitrary fixed vector and let $S \subset\{1,2, \ldots, N\}$ denote the index set corresponding to its s largest absolute entries. Let $A \in \mathbb{R}^{m \times N}$ be a draw of a Gaussian random matrix. Suppose we take noisy measurements as in 2.9. If, for $\theta \in(0,1)$,

$$
\begin{equation*}
m \geq s\left[\frac{\sqrt{2 \ln (12 N / \varepsilon)}}{1-\theta}+\sqrt{2 \ln (6 / \varepsilon) / s}+\sqrt{2}\right]^{2} \tag{2.11}
\end{equation*}
$$

then with probability at least $1-\varepsilon$, the solution $\hat{x}$ to minimization problem 2.10 satisfies

$$
\begin{equation*}
\|x-\hat{x}\|_{2} \leq \frac{C_{1}}{\theta} \eta+\frac{C_{2}}{\theta} \frac{\sigma_{s}(x)_{1}}{\sqrt{s}} . \tag{2.12}
\end{equation*}
$$

The constants $C_{1}, C_{2}>0$ are universal.
Remark. Condition (2.11) on the number of required measurements is very similar to (2.3) in the exactly sparse and noiseless case. When $\theta$ tends to 0 we almost obtain the same condition, but then the right hand side of the stability estimate 2.12 blows up. In other words, we need to take slightly more measurements than required for exact recovery in order to ensure stability and robustness of the reconstruction. Also, a version for subgaussian random matrices can be shown.

We note that the $\ell_{2}$-estimate for the reconstruction error in 2.12 is as strong as the $\ell_{2}$-error guarantee implied by the RIP in 1.5 , as the coefficient of $\sigma_{s}(x)_{1}$ is $1 / \sqrt{s}$ and the coefficient of $\eta$ is a constant in both. In our proof of Theorem 2.4 we use a weaker concept of RIP introduced in Section 2.3.1 which allows us to obtain this strong error estimate and also have good constants in 2.11.

### 2.1.4. Notation

We now set up some notation needed in this chapter. Let $[N]$ denote the set $\{1,2, \ldots, N\}$. For a set $S \subset[N], \bar{S}$ denotes the complement set $[N] \backslash S$. The column submatrix of a matrix $A$ consisting of the columns indexed by $S$ is written $A_{S}=\left(a_{j}\right)_{j \in S}$ and $a_{j} \in \mathbb{R}^{m}, j=1, \ldots, m$ denote the columns of $A$. Similarly $x_{S} \in \mathbb{C}^{S}$ denotes the vector $x \in \mathbb{C}^{N}$ restricted to the entries in $S$. We further need to introduce the sign vector $\operatorname{sgn}(x) \in \mathbb{C}^{N}$ having entries

$$
\operatorname{sgn}(x)_{j}:=\left\{\begin{array}{ll}
\frac{x}{\left|x_{j}\right|} & \text { if } x_{j} \neq 0, \\
0 & \text { if } x_{j}=0,
\end{array} \quad j \in[N]\right.
$$

The Moore-Penrose pseudo-inverse of a matrix $B$ such that $\left(B^{*} B\right)$ is invertible is given by $B^{\dagger}=$ $\left(B^{*} B\right)^{-1} B^{*}$, so that $B^{\dagger} B=\mathrm{Id}$, where Id is the identity matrix.

### 2.2. Exact sparse recovery

### 2.2.1. Dual certificate

In this section we state some auxiliary results that are used in the proofs of the main theorems, directly or indirectly. The proofs of Theorems 2.1 and 2.2 require a condition for sparse recovery, which not only depends on the matrix $A$ but also on the sparse vector $x \in \mathbb{C}^{N}$ to be recovered. The following theorem is due to J.J. Fuchs 55 in the real-valued case and was extended to the complex case by J. Tropp $\mathbf{1 0 3}$, see also $\mathbf{9 4}$, Theorem 2.8] for a slightly simplified proof.

Theorem 2.5. Let $A \in \mathbb{C}^{m \times N}$ and $x \in \mathbb{C}^{N}$ with $S:=\operatorname{supp}(x)$. Assume that $A_{S}$ is injective and that there exists a vector $h \in \mathbb{C}^{m}$ such that

$$
\begin{aligned}
& A_{S}^{*} h=\operatorname{sgn}\left(x_{S}\right) \\
& \left|\left(A^{*} h\right)_{\ell}\right|<1, \ell \in[N] \backslash S
\end{aligned}
$$

Then $x$ is the unique solution to the $\ell_{1}$-minimization problem (2.1) with $y=A x$.
Choosing the vector $h=\left(A_{S}^{\dagger}\right)^{*} \operatorname{sgn}\left(x_{S}\right)$ leads to the following corollary.
Corollary 2.6. Let $A \in \mathbb{C}^{m \times N}$ and $x \in \mathbb{C}^{N}$ with $S:=\operatorname{supp}(x)$. If the matrix $A_{S}$ is injective and if

$$
\left|\left\langle\left(A_{S}\right)^{\dagger} a_{\ell}, \operatorname{sgn}\left(x_{S}\right)\right\rangle\right|<1 \text { for all } \ell \in[N] \backslash S
$$

then the vector $x$ is the unique solution to the $\ell_{1}$-minimization problem with $y=A x$.

### 2.2.2. Proof of Theorem 2.1

We set $S:=\operatorname{supp}(x)$, which has a cardinality $s$. By Corollary 2.6 for recovery via $\ell_{1}$-minimization, it is sufficient to show that

$$
\left|\left\langle\left(A_{S}\right)^{\dagger} a_{\ell}, \operatorname{sgn}\left(x_{S}\right)\right\rangle\right|=\left|\left\langle a_{\ell},\left(A_{S}^{\dagger}\right)^{*} \operatorname{sgn}\left(x_{S}\right)\right\rangle\right|<1 \text { for all } \ell \in[N] \backslash S
$$

Therefore, the probability of recovery failure is bounded by

$$
\mathcal{P}:=\mathbb{P}\left(\exists \ell \notin S\left|\left\langle\left(A_{S}\right)^{\dagger} a_{\ell}, \operatorname{sgn}\left(x_{S}\right)\right\rangle\right| \geq 1\right)
$$

If we condition $X:=\left\langle a_{\ell},\left(A_{S}^{\dagger}\right)^{*} \operatorname{sgn}\left(x_{S}\right)\right\rangle$ on $A_{S}$, it is a Gaussian random variable. Further, $X=\sum_{j=1}^{m}\left(a_{\ell}\right)_{j}\left[\left(A_{S}^{\dagger}\right)^{*} \operatorname{sgn}\left(x_{S}\right)\right]_{j}$ is centered so its variance $\nu^{2}$ can be estimated by

$$
\begin{aligned}
\nu^{2} & =\mathbb{E}\left(X^{2}\right)=\sum_{j=1}^{m} \mathbb{E}\left[\left(a_{\ell}\right)_{j}^{2}\right]\left[\left(A_{S}^{\dagger}\right)^{*} \operatorname{sgn}\left(x_{S}\right)\right]_{j}^{2} \\
& =\left\|\left(A_{S}^{\dagger}\right)^{*} \operatorname{sgn}\left(x_{S}\right)\right\|_{2}^{2} \leq \sigma_{\min }^{-2}\left(A_{S}\right)\left\|\operatorname{sgn}\left(x_{S}\right)\right\|_{2}^{2}=\sigma_{\min }^{-2}\left(A_{S}\right) s,
\end{aligned}
$$

where $\sigma_{\text {min }}$ denotes the smallest singular value. The last inequality uses the fact that $\left\|\left(A_{S}^{\dagger}\right)^{*}\right\|_{2 \rightarrow 2}=$ $\left\|A_{S}^{\dagger}\right\|_{2 \rightarrow 2}=\sigma_{\min }^{-1}\left(A_{S}\right)$. The tail of a mean-zero Gaussian random variable $X$ with variance $\sigma^{2}$ obeys

$$
\begin{equation*}
\mathbb{P}(|X|>t) \leq e^{-t^{2} / 2 \sigma^{2}} \tag{2.13}
\end{equation*}
$$

(See $\mathbf{9 4}$, Lemma 10.2].) Then it follows that

$$
\begin{align*}
\mathcal{P} \leq & \mathbb{P}\left(\exists \ell \notin S\left|\left\langle\left(A_{S}\right)^{\dagger} a_{\ell}, \operatorname{sgn}\left(x_{S}\right)\right\rangle\right| \geq 1 \mid\left\|\left(A_{S}^{\dagger}\right)^{*} \operatorname{sgn}\left(x_{S}\right)\right\|_{2}<\alpha\right) \\
& +\mathbb{P}\left(\left\|\left(A_{S}^{\dagger}\right)^{*} \operatorname{sgn}\left(x_{S}\right)\right\|_{2} \geq \alpha\right) \\
\leq & 2 N \exp \left(-1 / 2 \alpha^{2}\right)+\mathbb{P}\left(\sigma_{\min }^{-1}\left(A_{S}\right) \sqrt{s} \geq \alpha\right) \tag{2.14}
\end{align*}
$$

The inequality in (2.14) uses the tail estimate (2.13), the union bound, and the independence of $a_{\ell}$ and $A_{S}$. The first term in 2.14 is bounded by $\varepsilon / 2$ if

$$
\begin{equation*}
\alpha \leq \frac{1}{\sqrt{2 \ln (4 N / \varepsilon)}} \tag{2.15}
\end{equation*}
$$

In order to estimate the second term in 2.14 we use A.9 as follows

$$
\begin{align*}
\mathbb{P}\left(\sigma_{\min }^{-1}\left(A_{S}\right) \sqrt{s} \geq \alpha\right) & =\mathbb{P}\left(\sigma_{\min }\left(A_{S}\right) \leq \sqrt{s} / \alpha\right)=\mathbb{P}\left(\sigma_{\min }\left(A_{S} / \sqrt{m}\right) \leq \frac{1}{\sqrt{m}} \frac{\sqrt{s}}{\alpha}\right) \\
& \leq \exp \left(\frac{-m\left(1-\left(\alpha^{-1}+1\right) \sqrt{s / m}\right)^{2}}{2}\right) \tag{2.16}
\end{align*}
$$

If we choose $\alpha$ that makes 2.15 an equality, plug it into condition 2.16 , and require that 2.16 is bounded by $\varepsilon / 2$ we arrive at the condition

$$
m \geq s[\sqrt{2 \ln (4 N / \varepsilon)}+\sqrt{2 \ln (2 / \varepsilon) / s}+1]^{2}
$$

which ensures recovery with probability at least $1-\varepsilon$. This concludes the proof of Theorem 2.1 .

### 2.2.3. Proof of Theorem 2.2

- Conditioning of subgaussian matrices

We start with a definition.
Definition. Let $Y$ be a random vector in $\mathbb{R}^{N}$. If $\mathbb{E}|\langle Y, x\rangle|^{2}=\|x\|_{2}^{2}$ for all $x \in \mathbb{R}^{N}$, then $Y$ is called isotropic. Furthermore, if for all $x \in \mathbb{R}^{N}$ with $\|x\|_{2}=1$, the random variable $\langle Y, x\rangle$ is subgaussian with subgaussian parameter $c$ being independent of $x$, that is,

$$
\mathbb{E}[\exp (\theta\langle Y, x\rangle)] \leq \exp \left(c \theta^{2}\right), \quad \text { for all } \theta \in \mathbb{R}, \quad\|x\|_{2}=1
$$

then $Y$ is called a subgaussian random vector.
While the following lemma is well-known in principle, the right scaling in $\delta$ has only recently appeared in $\mathbf{5 4}$, compare with $\mathbf{3}, \mathbf{8 4}$. We include its proof for the sake of completeness.

Lemma 2.7. Let $S \subset[N]$ with $\operatorname{card}(S)=s$. Let $A$ be an $m \times N$ random matrix with independent, isotropic, and subgaussian rows with the same parameter $c$ as in 2.5). Then, for $\delta \in(0,1)$, normalized matrix $\tilde{A}=\frac{1}{\sqrt{m}} A$ satisfies

$$
\left\|\tilde{A}_{S}^{*} \tilde{A}_{S}-\operatorname{Id}\right\|_{2 \rightarrow 2} \leq \delta
$$

with probability at least $1-\varepsilon$ provided

$$
m \geq C \delta^{-2}\left(3 s+\ln \left(2 \varepsilon^{-1}\right)\right)
$$

where $C$ depends only on $c$.
Proof. The following concentration inequality for subgaussian random variables appears, for instance, in 1,84 .

$$
\begin{equation*}
\mathbb{P}\left(\left|\|\tilde{A} x\|_{2}^{2}-\|x\|_{2}^{2}\right|>t\|x\|_{2}^{2}\right) \leq 2 \exp \left(-\tilde{c} m t^{2}\right) \tag{2.17}
\end{equation*}
$$

where $\tilde{c}$ depends only on $c$. We will combine the above concentration inequality with the net technique. Let $\rho \in(0, \sqrt{2}-1)$ be a number to be determined later. According to a volumetric argument given in Proposition 3.47, see also [94, Proposition 10.1], there exists a finite subset $U$ of the unit sphere $\mathcal{S}=\left\{x \in \mathbb{R}^{\mathbb{N}}, \operatorname{supp}(x) \subset S,\|x\|_{2}=1\right\}$, which satisfies

$$
|U| \leq\left(1+\frac{2}{\rho}\right)^{s} \quad \text { and } \quad \min _{u \in U}\|z-u\|_{2} \leq \rho \quad \text { for all } z \in \mathcal{S}
$$

The concentration inequality 2.17 yields

$$
\begin{aligned}
& \mathbb{P}\left(\left|\|\tilde{A} u\|_{2}^{2}-\|u\|_{2}^{2}\right|>t\|u\|_{2}^{2} \quad \text { for some } u \in \mathcal{U}\right) \\
& \leq \sum_{u \in U} \mathbb{P}\left(\left|\|\tilde{A} u\|_{2}^{2}-\|u\|_{2}^{2}\right|>t\|u\|_{2}^{2}\right) \leq 2|U| \exp \left(-\tilde{c} t^{2} m\right) \\
& \leq 2\left(1+\frac{2}{\rho}\right)^{s} \exp \left(-\tilde{c} t^{2} m\right)
\end{aligned}
$$

The positive number $t$ will be set later depending on $\delta$ and on $\rho$. Let us assume for now that the realization of the random matrix $\tilde{A}$ yields

$$
\begin{equation*}
\left|\|\tilde{A} u\|_{2}^{2}-\|u\|_{2}^{2}\right| \leq t \quad \text { for all } u \in U \tag{2.18}
\end{equation*}
$$

By the above, this occurs with probability exceeding

$$
1-2\left(1+\frac{2}{\rho}\right)^{s} \exp \left(-\tilde{c} t^{2} m\right)
$$

Next we show that 2.18 implies $\left|\|\tilde{A} x\|_{2}^{2}-\|x\|_{2}^{2}\right| \leq \delta$ for all $x \in \mathcal{S}$, that is $\left\|\tilde{A}_{S}^{*} \tilde{A}_{S}-\mathrm{Id}\right\|_{2 \rightarrow 2} \leq \delta$ (when $t$ is determined appropriately). Let $B=\tilde{A}_{S}^{*} \tilde{A}_{S}-\mathrm{Id}$, so that we have to show $\|B\|_{2 \rightarrow 2} \leq \delta$. Note that 2.18 means that $|\langle B u, u\rangle| \leq t$ for all $u \in U$. Now consider a vector $x \in \mathcal{S}$, for which we choose a vector $u \in U$ satisfying $\|x-u\|_{2} \leq \rho<\sqrt{2}-1$. We obtain

$$
|\langle B x, x\rangle|=|\langle B(u+x-u), u+x-u\rangle|
$$

$$
\begin{aligned}
& =|\langle B u, u\rangle+\langle B(x-u), x-u\rangle+2\langle B u, x-u\rangle| \\
& \leq|\langle B u, u\rangle|+|\langle B(x-u), x-u\rangle|+2\|B u\|_{2}\|x-u\|_{2} \\
& \leq t+\|B\|_{2 \rightarrow 2} \rho^{2}+2\|B\|_{2 \rightarrow 2} \rho
\end{aligned}
$$

Taking the supremum over all $x \in \mathcal{S}$, we deduce that

$$
\|B\|_{2 \rightarrow 2} \leq t+\|B\|_{2 \rightarrow 2}\left(\rho^{2}+2 \rho\right), \quad \text { i.e., } \quad\|B\|_{2 \rightarrow 2} \leq \frac{t}{2-(\rho+1)^{2}}
$$

Note that the division by $2-(\rho+1)^{2}$ is justified by the assumption that $\rho<\sqrt{2}-1$. Then we choose

$$
t=t_{\delta, \rho}:=\left(2-(\rho+1)^{2}\right) \delta
$$

so that $\|B\|_{2 \rightarrow 2} \leq \delta$, and with our definition of $t$,

$$
\mathbb{P}\left(\left\|\tilde{A}_{S}^{*} \tilde{A}_{S}-\mathrm{Id}\right\|_{2 \rightarrow 2}>\delta\right) \leq 2\left(1+\frac{2}{\rho}\right)^{s} \exp \left(-\tilde{c} \delta^{2}\left(2-(\rho+1)^{2}\right)^{2} m\right)
$$

Hence, $\left\|\tilde{A}_{S}^{*} \tilde{A}_{S}-\mathrm{Id}\right\|_{2 \rightarrow 2} \leq \delta$ with probability at least $1-\varepsilon$ provided

$$
\begin{equation*}
m \geq \frac{1}{\tilde{c}\left(2-(\rho+1)^{2}\right)^{2}} \delta^{-2}\left(\ln (1+2 / \rho) s+\ln \left(2 \varepsilon^{-1}\right)\right) \tag{2.19}
\end{equation*}
$$

Now we choose $\rho$ such that $\ln (1+2 / \rho)=3$, that is, $\rho=2 /\left(e^{3}-1\right)$. Then 2.19) gives the condition

$$
m \geq C \delta^{-2}\left(3 s+\ln \left(2 \varepsilon^{-1}\right)\right)
$$

with $C=1.646 \tilde{c}^{-1}$. This concludes the proof.

## - Proof of Theorem 2.2 continued

We follow a similar path as in the proof of the Gaussian case. First denote $S:=\operatorname{supp}(x)$. The failure probability $\mathcal{P}$ can be bounded by

$$
\begin{equation*}
\mathcal{P} \leq \mathbb{P}\left(\exists \ell \notin S\left|\left\langle\left(A_{S}\right)^{\dagger} a_{\ell}, \operatorname{sgn}\left(x_{S}\right)\right\rangle\right| \geq 1 \mid\left\|\left(A_{S}^{\dagger}\right)^{*} \operatorname{sgn}\left(x_{S}\right)\right\|_{2}<\alpha\right)+\mathbb{P}\left(\left\|\left(A_{S}^{\dagger}\right)^{*} \operatorname{sgn}\left(x_{S}\right)\right\|_{2} \geq \alpha\right) \tag{2.20}
\end{equation*}
$$

The first term in 2.20 can be bounded by using Lemma A.1. Conditioning on $A_{S}$ and $\left\|\left(A_{S}^{\dagger}\right)^{*} \operatorname{sgn}\left(x_{S}\right)\right\|_{2}<$ $\alpha$, we obtain

$$
\mathbb{P}\left(\left|\left\langle\left(A_{S}\right)^{\dagger} a_{\ell}, \operatorname{sgn}\left(x_{S}\right)\right\rangle\right| \geq 1\right)=\mathbb{P}\left(\left|\sum_{j=1}^{m}\left(a_{\ell}\right)_{j}\left[\left(A_{S}^{\dagger}\right)^{*} \operatorname{sgn}\left(x_{S}\right)\right]_{j}\right| \geq 1\right) \leq 2 \exp \left(-1 /\left(4 c \alpha^{2}\right)\right)
$$

So by the union bound the first term in 2.20 can be estimated by $2 N \exp \left(-1 /\left(4 c \alpha^{2}\right)\right)$, which in turn is no larger than $\varepsilon / 2$ provided

$$
\begin{equation*}
\alpha \leq \sqrt{1 /(4 c \ln (4 N / \varepsilon))} \tag{2.21}
\end{equation*}
$$

For the second term in 2.20, we have

$$
\begin{aligned}
& \mathbb{P}\left(\left\|\left(A_{S}^{\dagger}\right)^{*} \operatorname{sgn}\left(x_{S}\right)\right\|_{2} \geq \alpha\right) \leq \mathbb{P}\left(\sigma_{\min }^{-1}\left(A_{S}\right) \sqrt{s} \geq \alpha\right) \\
& =\mathbb{P}\left(\sigma_{\min }\left(A_{S}\right) \leq \sqrt{s} / \alpha\right)=\mathbb{P}\left(\sigma_{\min }\left(A_{S} / \sqrt{m}\right) \leq \frac{1}{\sqrt{m}} \frac{\sqrt{s}}{\alpha}\right)
\end{aligned}
$$

where $\sigma_{\min }$ denotes the smallest singular value. By Lemma 2.7 the normalized subgaussian matrix $\tilde{A}_{S}:=A_{S} / \sqrt{m}$ satisfies

$$
\mathbb{P}\left(\sigma_{\min }\left(\tilde{A}_{S}\right)<1-\delta\right)<\mathbb{P}\left(\sigma_{\min }\left(\tilde{A}_{S}\right)<\sqrt{1-\delta}\right)<\mathbb{P}\left(\left\|\tilde{A}_{S}^{*} \tilde{A}_{S}-\mathrm{Id}\right\|_{2 \rightarrow 2} \geq \delta\right)<\varepsilon / 2
$$

provided $m \geq C \delta^{-2}\left(3 s+\ln \left(4 \varepsilon^{-1}\right)\right)$ and $\delta \in(0,1)$, where $C$ depends on the subgaussian constant c. The choice $\frac{1}{\sqrt{m}} \frac{\sqrt{s}}{\alpha}=1-\delta$ yields $\delta=1-\frac{\sqrt{s}}{\alpha \sqrt{m}}$. Combining these arguments and choosing $\alpha$ that makes 2.21 an equality, we can bound the failure probability by $\varepsilon$ provided

$$
\begin{equation*}
m \geq C\left(1-\frac{\sqrt{4 c s \ln (4 N / \varepsilon)}}{\sqrt{m}}\right)^{-2}(3 s+\ln (4 / \varepsilon)) \tag{2.22}
\end{equation*}
$$

Solving $\sqrt{2.22}$ for $m$ yields the condition

$$
m \geq s[\sqrt{4 c \ln (4 N / \varepsilon)}+\sqrt{C(3+\ln (4 / \varepsilon) / s)}]^{2}
$$

This condition also implies $\delta \in(0,1)$ which concludes the proof of Theorem 2.2.

### 2.3. Stable and robust recovery

### 2.3.1. Weak RIP

The concept of weak restricted isometry property (weak RIP) was introduced in $\mathbf{2 2}$.
Definition. (Weak RIP) Let $S \subset[N]$ be fixed with cardinality s and fix $\delta_{1}, \delta_{2}>0$. Then a matrix $A \in \mathbb{R}^{m \times N}$ is said to satisfy the weak RIP with parameters $\left(S, r, \delta_{1}, \delta_{2}\right)$ if

$$
\left(1-\delta_{1}\right)\|v\|_{2}^{2} \leq\|A v\|_{2}^{2} \leq\left(1+\delta_{2}\right)\|v\|_{2}^{2}
$$

for all $v$ supported on $S \cup R$ and all subsets $R$ in $[N] \backslash S$ with cardinality $|R| \leq r$.
The weak RIP is a combination of the RIP and the local conditioning of $A$ on the column set $S$. The next theorem derives conditions for a Gaussian matrix to satisfy the weak RIP for a given set $S$ and $r$ value.

Theorem 2.8. Let $A \in \mathbb{R}^{m \times N}$ be a randomly drawn Gaussian matrix. Then the normalized matrix $\tilde{A}=A / \sqrt{m}$ satisfies the weak RIP with parameters $\left(S, r, \delta_{1}, \delta_{2}\right)$ for $r \leq N$ and $\delta_{1}, \delta_{2} \in(0,1)$ with probability at least $1-\varepsilon$ provided that

$$
\begin{equation*}
m \geq \min \left\{1-\sqrt{1-\delta_{1}}, \sqrt{1+\delta_{2}}-1\right\}^{-2}[\sqrt{s+r}+\sqrt{2 r \ln (e N / r)+2 \ln (2 / \varepsilon)}]^{2} \tag{2.23}
\end{equation*}
$$

Proof. Let us denote the event $E:=\left\{\tilde{A}\right.$ satisfies weak RIP with parameters $\left.\left(S, r, \delta_{1}, \delta_{2}\right)\right\}$ and the set

$$
D=\left\{x:\|x\|_{2}=1, \operatorname{supp}(x) \subset S \cup R,|R| \leq r, S \cap R=\emptyset\right\}
$$

Then

$$
\begin{equation*}
\sup _{x \in D}\|\tilde{A} x\|_{2}^{2} \leq\left(1+\delta_{2}\right)\|x\|_{2}^{2} \text { and } \inf _{x \in D}\|\tilde{A} x\|_{2}^{2} \geq\left(1-\delta_{1}\right)\|x\|_{2}^{2} \tag{2.24}
\end{equation*}
$$

implies $E$. It is easy to see that $(2.24)$ is equivalent to

$$
\sup _{|R| \leq r} \sigma_{\max }\left(\tilde{A}_{S \cup R}\right) \leq \sqrt{1+\delta_{2}} \text { and } \inf _{|R| \leq r} \sigma_{\min }\left(\tilde{A}_{S \cup R}\right) \geq \sqrt{1-\delta_{1}}
$$

where $\sigma_{\max }$ and $\sigma_{\min }$ denote the largest and smallest singular values, respectively. Therefore we obtain

$$
\mathbb{P}\left(E^{\mathrm{c}}\right) \leq \mathbb{P}\left(\exists R, \sigma_{\max }\left(\tilde{A}_{S \cup R}\right)>\sqrt{1+\delta_{2}}\right)+\mathbb{P}\left(\exists R, \sigma_{\min }\left(\tilde{A}_{S \cup R}\right)<\sqrt{1-\delta_{1}}\right)
$$

The terms on the right hand side of the inequality can be bounded by A.10 which gives

$$
\mathbb{P}\left(\sigma_{\max }\left(\tilde{A}_{S \cup R}\right)>1+\sqrt{(s+r) / m}+t_{1}\right) \leq \exp ^{-m t_{1}^{2} / 2}
$$

Equating $1+\sqrt{(s+r) / m}+t_{1}=\sqrt{1+\delta_{2}}$ yields $t_{1}=\sqrt{1+\delta_{2}}-1-\sqrt{(s+r) / m}$. Similarly by A.9)

$$
\mathbb{P}\left(\sigma_{\min }\left(\tilde{A}_{S \cup R}\right)>1-\sqrt{(s+r) / m}-t_{2}\right) \leq \exp ^{-m t_{2}^{2} / 2}
$$

Now we choose $t_{2}=1-\sqrt{(s+r) / m}-\sqrt{1-\delta_{1}}$. We have

$$
\mathbb{P}\left(\sigma_{\max }\left(\tilde{A}_{S \cup R}\right)>\sqrt{1+\delta_{2}}\right)+\mathbb{P}\left(\sigma_{\min }\left(\tilde{A}_{S \cup R}\right)<\sqrt{1-\delta_{1}}\right) \leq \exp ^{-m t_{1}^{2} / 2}+\exp ^{-m t_{2}^{2} / 2}
$$

Taking the union bound over all subsets $R$, we have

$$
\begin{align*}
\mathbb{P}\left(E^{c}\right) & \leq \sum_{|R| \leq r}\left(\mathbb{P}\left(\sigma_{\max }\left(\tilde{A}_{S \cup R}\right)>\sqrt{1+\delta_{2}}\right)+\mathbb{P}\left(\sigma_{\min }\left(\tilde{A}_{S \cup R}\right)<\sqrt{1-\delta_{1}}\right)\right) \\
& \leq\binom{ N}{r}\left(\exp ^{-m t_{1}^{2} / 2}+\exp ^{-m t_{2}^{2} / 2}\right) \leq\left(\frac{e N}{r}\right)^{r} \exp ^{-m t_{1}^{2} / 2}+\left(\frac{e N}{r}\right)^{r} \exp ^{-m t_{2}^{2} / 2} \tag{2.25}
\end{align*}
$$

The last estimate is due to $\mathbf{5 4}$, Lemma C.5]. Now we require that both terms on the right hand side of 2.25 are bounded by $\varepsilon / 2$. For the first term this holds provided

$$
m\left(\sqrt{1+\delta_{2}}-1-\sqrt{(s+r) / m}\right)^{2} \geq 2 r \ln (e N / r)+2 \ln (2 / \varepsilon)
$$

Taking square roots on both sides and rearranging yields

$$
\begin{equation*}
\sqrt{m} \geq\left(\sqrt{1+\delta_{2}}-1\right)^{-1}[\sqrt{s+r}+\sqrt{2 r \ln (e N / r)+2 \ln (2 / \varepsilon)}] \tag{2.26}
\end{equation*}
$$

Similarly the second term in 2.25 is bound by $\varepsilon / 2$ provided

$$
\begin{equation*}
\sqrt{m} \geq\left(1-\sqrt{1-\delta_{1}}\right)^{-1}[\sqrt{s+r}+\sqrt{2 r \ln (e N / r)+2 \ln (2 / \varepsilon)}] \tag{2.27}
\end{equation*}
$$

Squaring 2.26 and 2.27, we arrive at condition 2.23. This completes the proof.
Before proceeding, we state an auxiliary result from $\mathbf{9 4}$, Prop. 2.5(c)] that will be useful shortly.

Lemma 2.9. Let $A \in \mathbb{R}^{m \times N}$ satisfy the RIP (1.4) with constants $\tilde{\delta}_{s}$ and let $u, v \in \mathbb{R}^{N}$ with disjoint supports, $\operatorname{supp}(u) \cap \operatorname{supp}(v)=\emptyset$. Let $s=|\operatorname{supp}(u)|+|\operatorname{supp}(v)|$. Then

$$
|\langle A u, A v\rangle| \leq \tilde{\delta}_{s}\|u\|_{2}\|v\|_{2}
$$

The key to the proof of Theorem 2.4 is the following stable and robust version of the dual certificate based recovery condition of Theorem 2.5. Its proof follows a similar strategy as in $\mathbf{2 2}$ and 69, Theorem 3.1].
Lemma 2.10. Let $x \in \mathbb{C}^{N}$ and $A \in \mathbb{R}^{m \times N}$. Let $S$ be the set of indices of the s largest absolute entries of $x$. Assume that A satisfies weak RIP with parameters $\left(S, r, \delta_{1}, \delta_{2}\right), r \leq N$ even and $\delta_{1}, \delta_{2} \in(0,1)$, and there exists a vector $v \in \mathbb{C}^{m}$ such that, for some $\theta \in(0,1)$,

$$
\begin{equation*}
A_{S}^{*} v=\operatorname{sgn}\left(x_{S}\right) \tag{2.28}
\end{equation*}
$$

$$
\begin{align*}
& \left|\left(A^{*} v\right)_{\ell}\right|<1-\theta, \ell \in \bar{S}  \tag{2.29}\\
& \|v\|_{2} \leq \beta \sqrt{s} \tag{2.30}
\end{align*}
$$

Suppose we take noisy measurements $y=A x+e \in \mathbb{C}^{m}$ with $\|e\|_{2} \leq \eta$. Then the solution $\hat{x}$ to

$$
\min _{z \in \mathbb{C}^{N}}\|z\|_{1} \text { subject to }\|A z-y\| \leq \eta
$$

satisfies

$$
\begin{equation*}
\|x-\hat{x}\|_{2} \leq \frac{\sqrt{1+\delta_{2}}}{1-\delta_{1}} 2 \eta+\left(\frac{2 \sqrt{2} \max \left\{\delta_{1}, \delta_{2}\right\}}{1-\delta_{1}}+\sqrt{2}\right)\left(\frac{2 \beta}{\theta} \sqrt{\frac{s}{r}} \eta+\frac{2}{\theta} \frac{\sigma_{s}(x)_{1}}{\sqrt{r}}\right) . \tag{2.31}
\end{equation*}
$$

Proof. Set $\hat{x}=x+h$. Our goal is to bound the norm of $h$. Due to 2.10 and the assumption on the noise level $\|e\|_{2} \eta$, we have

$$
\begin{equation*}
\|A h\|_{2}=\|A x-y-(A \hat{x}-y)\|_{2} \leq\|A x-y\|_{2}+\|A \hat{x}-y\|_{2} \leq 2 \eta \tag{2.32}
\end{equation*}
$$

Since $\hat{x}$ is a minimizer of 2.10,

$$
\begin{aligned}
\|x\|_{1} \geq\|\hat{x}\|_{1} & =\left\|(x+h)_{S}\right\|_{1}+\left\|(x+h)_{\bar{S}}\right\|_{1} \\
& \geq \operatorname{Re}\left\langle(x+h)_{S}, \operatorname{sgn}(x)_{S}\right\rangle+\left\|h_{\bar{S}}\right\|_{1}-\left\|x_{\bar{S}}\right\|_{1} \\
& =\|x\|_{1}+\operatorname{Re}\left\langle h_{S}, \operatorname{sgn}(x)_{S}\right\rangle+\left\|h_{\bar{S}}\right\|_{1}-2\left\|x_{\bar{S}}\right\|_{1} .
\end{aligned}
$$

Rearranging gives

$$
\begin{equation*}
\left\|h_{\bar{S}}\right\|_{1} \leq\left|\operatorname{Re}\left\langle h_{S}, \operatorname{sgn}(x)_{S}\right\rangle\right|+2\left\|x_{\bar{S}}\right\|_{1} \tag{2.33}
\end{equation*}
$$

Using assumptions 2.28, 2.29, 2.30 together with the Cauchy-Schwarz and Hölder's inequalities

$$
\begin{aligned}
\left|\operatorname{Re}\left\langle h_{S}, \operatorname{sgn}(x)_{S}\right\rangle\right| & =\left|\operatorname{Re}\left\langle h_{S},\left(A^{*} v\right)_{S}\right\rangle\right| \leq\left|\left\langle h, A^{*} v\right\rangle\right|+\left|\left\langle h_{\bar{S}},\left(A^{*} v\right)_{\bar{S}}\right\rangle\right| \\
& \leq\|A h\|_{2}\|v\|_{2}+\left\|h_{\bar{S}}\right\|_{1}\left\|\left(A^{*} v\right)_{\bar{S}}\right\|_{\infty} \leq 2 \eta \beta \sqrt{s}+(1-\theta)\left\|h_{\bar{S}}\right\|_{1}
\end{aligned}
$$

Plugging this into 2.33 yields

$$
\begin{equation*}
\left\|h_{\bar{S}}\right\|_{1} \leq \frac{2 \eta \beta}{\theta} \sqrt{s}+\frac{2}{\theta} \sigma_{s}(x)_{1} \tag{2.34}
\end{equation*}
$$

We have bounded the off-support part of $h$ above. Now we proceed to bound the norm of $h_{S}$. We will use the weak RIP of the matrix $A$. As assumed $r$ is even in the definition of the weak RIP. We begin by partitioning $\bar{S}$ into subsets $S_{1}, S_{2}, \ldots$ of length $r / 2$. Let $S_{1}$ be the indices of the $r / 2$ largest entries of $h_{\bar{S}}, S_{2}$ be those of the next $r / 2$ largest and so on. Denote $S_{01}=S \cup S_{1}$. We first bound $\left\|h_{S_{01}}\right\|_{2}$. The weak RIP assumption gives

$$
\begin{equation*}
\left(1-\delta_{1}\right)\left\|h_{S_{01}}\right\|_{2}^{2} \leq\left\|A_{S_{01}} h_{S_{01}}\right\|_{2}^{2}=\left\langle A_{S_{01}} h_{S_{01}}, A h\right\rangle-\left\langle A_{S_{01}} h_{S_{01}}, A_{\overline{S_{01}}} h_{\overline{S_{01}}}\right\rangle \tag{2.35}
\end{equation*}
$$

The first part on the right hand side of the equality above can be bounded by the Cauchy-Schwarz and the weak RIP,

$$
\begin{equation*}
\left|\left\langle A_{S_{01}} h_{S_{01}}, A h\right\rangle\right| \leq\left\|A_{S_{01}} h_{S_{01}}\right\|_{2}\|A h\|_{2} \leq 2 \eta \sqrt{1+\delta_{2}}\left\|h_{S_{01}}\right\|_{2} \tag{2.36}
\end{equation*}
$$

We also used 2.32 here. For the second term, we again split into two further terms,

$$
\left|\left\langle A_{S_{01}} h_{S_{01}}, A_{\overline{S_{01}}} h_{\overline{S_{01}}}\right\rangle\right| \leq\left|\left\langle A_{S} h_{S}, A_{\overline{S_{01}}} h_{\overline{S_{01}}}\right\rangle\right|+\left|\left\langle A_{S_{1}} h_{S_{1}}, A_{\overline{S_{01}}} h_{\overline{S_{01}}}\right\rangle\right|
$$

We have

$$
\left|\left\langle A_{S} h_{S}, A_{\overline{S_{01}}} h_{\overline{S_{01}}}\right\rangle\right| \leq \sum_{j \geq 2}\left|\left\langle A_{S} h_{S}, A_{S_{j}} h_{S_{j}}\right\rangle\right| .
$$

According to Lemma 2.9, the weak RIP implies

$$
\left|\left\langle A_{S} h_{S}, A_{S_{j}} h_{S_{j}}\right\rangle\right| \leq \max \left\{\delta_{1}, \delta_{2}\right\}\left\|h_{S}\right\|_{2}\left\|h_{S_{j}}\right\|_{2} .
$$

Therefore,

$$
\left|\left\langle A_{S} h_{S}, A_{\overline{S_{01}}} h_{\overline{S_{01}}}\right\rangle\right| \leq \max \left\{\delta_{1}, \delta_{2}\right\}\left\|h_{S}\right\|_{2} \sum_{j \geq 2}\left\|h_{S_{j}}\right\|_{2}
$$

We bound the sum following a well-known argument from [21, (3.10)]. First we note that for each $j \geq 2$,

$$
\left\|h_{S_{j}}\right\|_{2} \leq \sqrt{r / 2}\left\|h_{S_{j}}\right\|_{\infty} \leq \frac{1}{\sqrt{r / 2}}\left\|h_{S_{j-1}}\right\|_{1}
$$

where $\|\cdot\|_{\infty}$ gives the largest absolute entry, and thus

$$
\begin{equation*}
\sum_{j \geq 2}\left\|h_{S_{j}}\right\|_{2} \leq \frac{1}{\sqrt{r / 2}}\left(\left\|h_{S_{1}}\right\|_{1}+\left\|h_{S_{2}}\right\|_{1}+\ldots\right) \leq \frac{1}{\sqrt{r / 2}}\left\|h_{\bar{S}}\right\|_{1} \tag{2.37}
\end{equation*}
$$

This yields

$$
\left|\left\langle A_{S} h_{S}, A_{\overline{S_{01}}} h_{\overline{S_{01}}}\right\rangle\right| \leq \frac{\max \left\{\delta_{1}, \delta_{2}\right\}}{\sqrt{r / 2}}\left\|h_{S}\right\|_{2}\left\|h_{\bar{S}}\right\|_{1}
$$

Similarly we obtain

$$
\left|\left\langle A_{S_{1}} h_{S_{1}}, A_{\overline{S_{01}}} h_{\overline{S_{01}}}\right\rangle\right| \leq \frac{\max \left\{\delta_{1}, \delta_{2}\right\}}{\sqrt{r / 2}}\left\|h_{S_{1}}\right\|_{2}\left\|h_{\bar{S}}\right\|_{1}
$$

Then,

$$
\left|\left\langle A_{S_{01}} h_{S_{01}}, A_{\overline{S_{01}}} h_{\overline{S_{01}}}\right\rangle\right| \leq 2 \sqrt{2} \frac{\max \left\{\delta_{1}, \delta_{2}\right\}}{\sqrt{r}}\left\|h_{S_{01}}\right\|_{2}\left\|h_{\bar{S}}\right\|_{1}
$$

Plugging this and (2.36) into (2.35) yields

$$
\left\|h_{S_{01}}\right\|_{2} \leq \frac{\sqrt{1+\delta_{2}}}{1-\delta_{1}} 2 \eta+\frac{2 \sqrt{2} \max \left\{\delta_{1}, \delta_{2}\right\}}{\left(1-\delta_{1}\right) \sqrt{r}}\left\|h_{\bar{S}}\right\|_{1} .
$$

This together with (2.34) leads us to the desired bound,

$$
\begin{aligned}
\|h\|_{2} & \leq\left\|h_{S_{01}}\right\|_{2}+\sum_{j \geq 2}\left\|h_{S_{j}}\right\|_{2} \leq\left\|h_{S_{01}}\right\|_{2}+\frac{1}{\sqrt{r / 2}}\left\|h_{\bar{S}}\right\|_{1} \\
& \leq \frac{\sqrt{1+\delta_{2}}}{1-\delta_{1}} 2 \eta+\left(\frac{2 \sqrt{2} \max \left\{\delta_{1}, \delta_{2}\right\}}{1-\delta_{1}}+\sqrt{2}\right) \frac{1}{\sqrt{r}}\left\|h_{\bar{S}}\right\|_{1} \\
& \leq \frac{\sqrt{1+\delta_{2}}}{1-\delta_{1}} 2 \eta+\left(\frac{2 \sqrt{2} \max \left\{\delta_{1}, \delta_{2}\right\}}{1-\delta_{1}}+\sqrt{2}\right)\left(\frac{2 \eta \beta}{\theta} \sqrt{\frac{s}{r}}+\frac{2}{\theta} \frac{\sigma_{s}(x)_{1}}{\sqrt{r}}\right)
\end{aligned}
$$

This completes the proof.

### 2.3.2. Proof of Theorem 2.4

The proof relies on Lemma 2.10. We will set $\beta, \delta_{1}, \delta_{2}$ and $r$ later on. First observe that 2.10 is equivalent to

$$
\min _{z \in \mathbb{C}^{N}}\|z\|_{1} \text { subject to }\left\|\frac{1}{\sqrt{m}} A z-\frac{1}{\sqrt{m}} y\right\|_{2} \leq \eta
$$

Our candidate for the dual certificate is $v=\left(\tilde{A}_{S}^{\dagger}\right)^{*} \operatorname{sgn}\left(x_{S}\right)$ as in the noiseless case, where $\tilde{A}=$ $A / \sqrt{m}$ is the normalized matrix. We will check the assumptions of Lemma 2.10 for this choice. First, Theorem 2.8 says that $\tilde{A}$ satisfies weak RIP with parameters $\left(S, r, \delta_{1}, \delta_{2}\right)$ with at least probability $1-\varepsilon$ provided

$$
\begin{equation*}
m \geq \min \left\{1-\sqrt{1-\delta_{1}}, \sqrt{1+\delta_{2}}-1\right\}^{-2}[\sqrt{s+r}+\sqrt{2 r \ln (e N / r)+2 \ln (2 / \varepsilon)}]^{2} \tag{2.38}
\end{equation*}
$$

Assumption 2.28 is satisfied by definition. In the proof of Theorem 2.1, it was shown that Condition 2.29 is satisfied for $\theta=0$ with probability at least $1-\varepsilon$ provided 2.3 holds. Replacing 1 by $1-\theta$, basically changes the condition $(2.15$ to

$$
\alpha \leq \frac{1-\theta}{\sqrt{2 \ln (4 N / \varepsilon)}}
$$

where $\alpha$ appears as a variable in the proof of Theorem 2.1. Then we can similarly show that 2.29) is satisfied provided

$$
\begin{equation*}
m \geq s\left[\frac{\sqrt{2 \ln (4 N / \varepsilon)}}{1-\theta}+\sqrt{2 \ln (2 / \varepsilon) / s}+1\right]^{2} \tag{2.39}
\end{equation*}
$$

with probability at least $1-\varepsilon$. Finally we seek a condition for 2.30 to hold. Observe that

$$
\|v\|_{2}=\left\|\left(\tilde{A}_{S}^{\dagger}\right)^{*} \operatorname{sgn}\left(x_{S}\right)\right\|_{2} \leq \sigma_{\min }^{-1}\left(\tilde{A}_{S}\right)\left\|\operatorname{sgn}\left(x_{S}\right)\right\|_{2}=\sigma_{\min }^{-1}\left(\tilde{A}_{S}\right) \sqrt{s}
$$

It remains to show that $\sigma_{\text {min }}^{-1}\left(\tilde{A}_{S}\right) \leq \beta$ with high probability. In fact the assumed weak RIP implies such a bound but the following analysis gives tighter bound. We start this analysis by observing that

$$
\mathbb{P}\left(\sigma_{\min }^{-1}\left(\tilde{A}_{S}\right)>\beta\right)=\mathbb{P}\left(\sigma_{\min }\left(\tilde{A}_{S}\right)<1 / \beta\right)
$$

Using A.9, we set $\frac{1}{\beta}=1-\sqrt{\frac{s}{m}}-r$. Then we have

$$
\mathbb{P}\left(\sigma_{\min }^{-1}\left(\tilde{A}_{S}\right)>\beta\right) \leq \exp \left(-\frac{m}{2}\left(1-\sqrt{\frac{s}{m}}-\frac{1}{\beta}\right)^{2}\right)
$$

The previous expression is bounded by $\varepsilon$ provided

$$
\begin{equation*}
\sqrt{m} \geq \frac{\beta}{\beta-1}(\sqrt{s}+\sqrt{2 \ln (1 / \varepsilon)}) \tag{2.40}
\end{equation*}
$$

Hence we conclude that if (2.38), 2.39) and 2.40 hold, the recovery error satisfies 2.31 with probability at least $3 \varepsilon$. Now we assign values to the variables. Set $r=s / 8, \delta_{1}=\delta_{2}=0.75$, and $\beta=3.5$. Then all three conditions are implied by

$$
m \geq s\left[\frac{\sqrt{2 \ln (4 N / \varepsilon)}}{1-\theta}+\sqrt{2 \ln (2 / \varepsilon) / s}+\sqrt{2}\right]^{2}
$$

Plugging these numbers into 2.31 and replacing $\varepsilon$ by $\varepsilon / 3$ completes the proof.

### 2.4. Discussion

### 2.4.1. Comparison to related theoretical results

Asymptotic results and phase transitions: Donoho and Tanner 39,40 obtain sparse recovery results via $\ell_{1}$-minimization with Gaussian matrices via methods from random polytopes.

They operate essentially in an asymptotic regime (although some of their results apply also for finite values of $N, m, s)$. Donoho and Tanner consider the case that

$$
m / N \rightarrow \delta, s / m \rightarrow \rho, \log (N) / m \rightarrow 0, N \rightarrow \infty
$$

where $\rho, \delta \in[0,1]$ are some fixed values. Recovery conditions are then expressed in terms of $\rho$ and $\delta$ in this asymptotic regime. In particular, they obtain transition curves that separate the regions in the $[0,1]^{2}$ plane of $\rho, \delta$ in which the recovery succeeds and the recovery fails with probability 1 when $N \rightarrow \infty$. They distinguish nonuniform and uniform recovery with the terminology "weak phase transition" and "strong phase transition" respectively. They obtain a weak transition curve $\delta_{W}(\delta)$ and a strong transition curve $\delta_{S}(\delta)$ such that $\delta<\delta_{W}(\delta)$ implies recovery with high probability and $\delta>\delta_{W}(\delta)$ mean failure with high probability (as $N \rightarrow \infty$ ), and similarly for $\delta_{S}(\delta)$. Explicit formulas for these curves are not available, but implicit formulas are available that can be evaluated numerically in the limiting case $\delta \rightarrow 0$. As a consequence, translated back into the quantities $N, m, s$ this gives roughly the uniform recovery condition

$$
m>2 e s \ln (N /(\sqrt{\pi} m))
$$

and the nonuniform recovery condition

$$
m>2 s \ln (N / m)
$$

in an asymptotic regime. We note that the nonuniform condition is very close to our condition (2.4). Donoho and Tanner provide precise statements about when $\ell_{1}$-minimization fails in both cases which allows to deduce that the constants $2 e$ and 2 are indeed optimal. Even though the results in the papers of Donoho and Tanner are derived for real vectors, combined with the fact that the real null space property are equivalent to the complex one [54], they apply also to the complex vectors. Their methods, however, do not cover stability issues and it is not clear whether their results can be extended to Bernoulli or subgaussian random matrices. In addition to Donoho and Tanner's work, Dossal et. al. 45 derive a recovery condition for Gaussian matrices of the form $m \geq c s \ln (N)$, where $c$ approaches 2 in an asymptotic regime where they also obtain stability results for noisy measurements.

Nonasymptotic results: There have been several papers dealing with nonuniform recovery. Most of these papers consider only the Gaussian case. In 22, Candès and Plan give a rather general framework for nonuniform recovery which applies to measurement matrices with independent rows having bounded entries. In fact, they prove a recovery condition for such random matrices of the form $m \geq C s \ln (N)$ for some constant $C$ and also cover the stability of the reconstruction. However, they do not obtain explicit and good constants. The work [23] of Candès and Recht derives closely related results to ours. For Gaussian measurement matrices, they show that, for any $\beta>1$, an $s$-sparse vector can be recovered with probability at least $1-2 N^{-f(\beta, s)}$ if

$$
m \geq 2 \beta s \ln N+s
$$

where

$$
f(\beta, s)=\left[\sqrt{\frac{\beta}{2 s}+\beta-1}-\sqrt{\frac{\beta}{2 s}}\right]^{2}
$$

Their method uses the duality based recovery Theorem 2.5] due to Fuchs [55] like in our approach, but then proceeds differently. They are also able to derive a similar recovery condition for subgaussian matrices but only state it for the special case of Bernoulli matrices. Furthermore, they also work out recovery results in the context of block sparsity and low-rank recovery. However, they do not cover stability of the reconstruction.

Finally, Chandrasekaran et al. 28] use convex geometry in order to obtain nonuniform recovery results. They develop a rather general framework that applies also to low-rank recovery and further setups. However, they can only treat Gaussian measurements. They approach the recovery problem via Gaussian widths of certain convex sets. In particular, they estimate the number $m$ of Gaussian measurements needed in order to recover an $s$ sparse vector by $m \geq 2 s(\ln (N / s-1)+1)$ which is essentially the optimal result, see also $\mathbf{5 4}$, Chapter 9]. Their method heavily relies on properties of Gaussian random vectors and therefore, it does not seem possible to extend it to more general subgaussian random matrices such as Bernoulli matrices.

## CHAPTER 3

## Sparse Recovery with Fusion Frames

### 3.1. Introduction

In this chapter, we consider the recovery of signals that have a sparse fusion frame representation. Signals of interest are collections of vectors from fusion frame subspaces which can be considered as 'block' signals. In other words, say we have $N$ subspaces, then we have a collection of $N$ vectors from those subspaces which is the (block) signal we wish to recover. We are allowed to observe linear measurements of the signal and we aim to reconstruct the original signal from those measurements. In order to do so, we use ideas from CS. We assume a block sparsity model on the signals to be recovered where a few of the vectors in the collection are assumed to be nonzero. For instance, we are not interested whether each vector is sparse or not within the subspace it belongs to. For the reconstruction, a mixed $\ell_{1} / \ell_{2}$-minimization is invoked in order to capture the structure that comes with the sparsity model.

This problem was studied before in $[\mathbf{9}$ where the authors proved that it is sufficient for sparse recovery to take $m \gtrsim s \ln (N)$ random measurements. Here $s$ is the sparsity level and $N$ is the number of subspaces. Our setup reduces to the problem of recovering a block sparse vector if the subspaces are not assumed to satisfy the fusion frame property. It is worth emphasizing that our model assumes in addition that the signals of interest lie in particular subspaces which is not assumed in block sparsity problems. In this chapter, our goal is to improve the results in 9 when the subspaces have a certain incoherence property, i.e., they have nontrivial mutual angles, and we assume the knowledge of the subspaces.

### 3.1.1. Notation

We denote the Euclidean norm of vectors by $\|\cdot\|_{2}$, the spectral norm of matrices by $\|\cdot\|$ and the Frobenius norm by $\|\cdot\|_{F}$. Boldface notation refers to block vectors and matrices throughout this chapter. Let $[N]=\{1,2, \ldots, N\}$. For a block matrix $\mathbf{A}=\left(a_{i j} B_{i j}\right)_{i \in[m], j \in[N]} \in \mathbb{R}^{m \cdot d \times N \cdot d}$ with blocks $B_{i j} \in \mathbb{R}^{d \times d}$, we denote the $\ell$-th block column by $\mathbf{A}_{\ell}=\left(a_{i \ell} B_{i \ell}\right)_{i \in[m]} \in \mathbb{R}^{m \cdot d \times d}$ and the column submatrix restricted to $S \subset[N]$ by $\mathbf{A}_{S}=\left(a_{i j} B_{i j}\right)_{i \in[m], j \in S}$. Similarly for a block vector $\mathbf{x}=\left(x_{i}\right)_{i=1}^{N} \in \mathbb{R}^{N \cdot d}$ with $x_{i} \in \mathbb{R}^{d}$, we denote the vector $\mathbf{x}_{S}=\left(x_{i}\right)_{i \in S}$ restricted to $S$. The complement $[N] \backslash S$ is denoted $\bar{S}$. The $\ell_{\infty} \rightarrow \ell_{\infty}$ and $\ell_{2} \rightarrow \ell_{\infty}$ norms of a matrix $A \in \mathbb{R}^{m \times n}$ are given as

$$
\|A\|_{\infty}=\max _{i \in[m]} \sum_{j=1}^{n} A_{i j}, \quad \text { and } \quad\|A\|_{2, \infty}=\max _{i \in[m]}\left(\sum_{j=1}^{n} A_{i j}^{2}\right)^{1 / 2}
$$

respectively. Furthermore, we define the $\ell_{2, \infty}$-norm of a block vector $\mathbf{x}=\left(x_{i}\right)_{i=1}^{N}$ with $x_{i} \in \mathbb{R}^{d}$ as

$$
\|\mathbf{x}\|_{2, \infty}=\max _{i \in[N]}\left\|x_{i}\right\|_{2}
$$

Given a block vector $\mathbf{z}$ with $N$ blocks from $\mathbb{R}^{d}$, we define $\operatorname{sgn}(\mathbf{z}) \in \mathbb{R}^{d N}$ analogously to the scalar case as

$$
\operatorname{sgn}(\mathbf{z})_{i}=\left\{\begin{array}{ccc}
\frac{z_{i}}{\left\|z_{i}\right\|_{2}} & : & \left\|z_{i}\right\|_{2} \neq 0 \\
0 & : & \left\|z_{i}\right\|_{2}=0
\end{array}\right.
$$

### 3.1.2. Fusion frames and applications

A fusion frame for $\mathbb{R}^{d}$ is a collection of $N$ subspaces $W_{j} \subset \mathbb{R}^{d}$ and associated weights $v_{j}$ that satisfy

$$
\begin{equation*}
A\|x\|_{2}^{2} \leq \sum_{j=1}^{N} v_{j}^{2}\left\|P_{j} x\right\|_{2}^{2} \leq B\|x\|_{2}^{2} \tag{3.1}
\end{equation*}
$$

for all $x \in \mathbb{R}^{d}$ and for some universal fusion frame bounds $0<A \leq B<\infty$, where $P_{j} \in \mathbb{R}^{d \times d}$ denotes the orthogonal projection onto the subspace $W_{j}$. For simplicity we assume that the dimensions of the $W_{j}$ are equal, that is $\operatorname{dim}\left(W_{j}\right)=k$. For a fusion frame $\left(W_{j}\right)_{j=1}^{N}$, let us define the space

$$
\mathcal{H}=\left\{\left(x_{j}\right)_{j=1}^{N}: x_{j} \in W_{j}, \forall j \in[N]\right\} \subset \mathbb{R}^{d \times N}
$$

where we denote $[N]=\{1, \ldots, N\}$. We define the mixed $\ell_{2,1}$-norm of a vector $\mathbf{x} \equiv\left(x_{j}\right)_{j=1}^{N} \in \mathcal{H}$ as

$$
\|\mathbf{x}\|_{2,1}=\sum_{j=1}^{N}\left\|x_{j}\right\|_{2}
$$

Furthermore, the ' $\ell_{0}$ - block norm' of $\mathbf{x} \in \mathcal{H}$ is defined as

$$
\|\mathbf{x}\|_{0}=\operatorname{card}\left\{j \in[N]: x_{j} \neq 0\right\}
$$

We say that a vector $\mathbf{x}$ is $s$-sparse, if $\|\mathbf{x}\|_{0} \leq s$. In this chapter we consider the recovery of sparse vectors from the set $\mathcal{H}$ which collects all vectors from fusion frame subspaces. However our results do not assume necessarily that the subspaces satisfy the fusion frame property 3.1) but rather assume they satisfy an incoherence property as explained in Section 3.1.5. We note that the fusion frame setup can be considered as a refinement of the 'block' sparsity setup 51, in which we assume that $W_{j}=\mathbb{R}^{d}$, in other words the vectors $x_{i}$ are not assumed to lie in certain subspaces $W_{i}$ of $\mathbb{R}^{d}$. This setup is explained in Section 3.1.4 in more detail.

## - Applications

In this section we mention some applications of fusion frames.

- Distributed Processing. In distributed sensing, typically a large number of sensors are deployed in an area to measure a physical quantity such a s temperature, sound etc. Due to the physical or economical restraints it is easier to cluster them locally and process information within each of their regions. Such a large sensor network can be viewed as a redundant collection of subnetworks forming a set of subspaces. Each information produced by those local systems are then gathered and submitted to a central joint processor and by the help of fusion frame theory, the original vector would be reconstructed $\mathbf{2 7}, \mathbf{7 6}$.
- Parallel Processing. Consider a classical frame system which models the application in hand. If this frame system is too large, it can be computationally too hard to handle. Then it is advantageous to split this system into many smaller frame systems where we also have redundancy within those systems. The information can be processed within the subsystems
parallelly in a way which is robust against errors due to the failure of a subsystem. Fusion frames provide a natural setting for such a splitting and reuniting subsystems $\mathbf{5}, \mathbf{8 8}$.
- Packet Encoding. When some data is transferred over a communication network like the internet, it is often first encoded into a number of packets. After the transfer, these packets are decoded in the receiver in order to acquire the original data. By introducing redundancy in the encoding process, the communication scheme can be made resilient against corruption or even loss of some packets. We can also think of each packet as a vector from fusion frame subspaces, and encoding as a linear measurement of this vector. Therefore fusion frames provide a means to achieve such redundant subspace representations [6].
- Music segmentation. Consider a music piece performed by an orchestra where the sound we hear is a combination of many instruments playing at the same time. A note contributed by each instrument is not characterized by a single frequency, but by the subspace spanned by the fundamental frequency of the instrument and its harmonics [31. Then the collection of these instruments can be thought as a fusion frame. Furthermore, depending on the instrument, certain harmonics might or might not be present in the subspace and also the subspaces occupied by distinct instruments may overlap with each other. This gives the redundancy in our fusion frame.


### 3.1.3. Problem formulation

Our measurement model is as follows. Let $\mathbf{x}^{0}=\left(x_{j}^{0}\right)_{j=1}^{N} \in \mathcal{H}$ be $s$-sparse and we observe $m$ linear combinations of those vectors

$$
\mathbf{y}=\left(y_{i}\right)_{i=1}^{m}=\left(\sum_{j=1}^{N} a_{i j} x_{j}^{0}\right)_{i=1}^{m}, \quad y_{i} \in \mathbb{R}^{d}
$$

for some scalars $\left(a_{i j}\right)$. Note that, for all $i \in[m]$, each vector $y_{i}$ is a measurement of the vectors $x_{1}^{0}, \ldots, x_{N}^{0}$, thus the measurement vector $\mathbf{y}$ is itself a block vector like $\mathbf{x}^{0}$. Let us introduce the block matrices $\mathbf{A}_{\mathbf{I}}=\left(a_{i j} \mathrm{Id}\right)_{i \in[m], j \in[N]}$ and $\mathbf{A}_{\mathbf{P}}=\left(a_{i j} P_{j}\right)_{i \in[m], j \in[N]}$ that consist of the blocks $a_{i j} \operatorname{Id} \in \mathbb{R}^{d \times d}$ and $a_{i j} P_{j} \in \mathbb{R}^{d \times d}$ respectively. Here Id is the identity matrix of size $d \times d$. Then we can formulate this measurement scheme as

$$
\mathbf{y}=\mathbf{A}_{\mathbf{I}} \mathbf{x}^{0}=\mathbf{A}_{\mathbf{P}} \mathbf{x}^{0}, \quad \text { for } \mathbf{x}^{0} \in \mathcal{H}
$$

We replaced $\mathbf{A}_{\mathbf{I}}$ by $\mathbf{A}_{\mathbf{P}}$ since the relation $P_{j} x_{j}=x_{j}$ holds for all $j \in[N]$. We wish to recover $\mathbf{x}^{0}$ from those measurements. This problem can be formulated as the following optimization program

$$
(L 0) \hat{\mathbf{x}}=\operatorname{argmin}_{\mathbf{x} \in \mathcal{H}}\|\mathbf{x}\|_{0} \quad \text { s.t. } \quad \mathbf{A}_{\mathbf{P}} \mathbf{x}=\mathbf{y}
$$

This optimization program is NP-hard. Instead we propose the following convex program

$$
(L 1) \hat{\mathbf{x}}=\operatorname{argmin}_{\mathbf{x} \in \mathcal{H}}\|\mathbf{x}\|_{2,1} \quad \text { s.t. } \quad \mathbf{A}_{\mathbf{P}} \mathbf{x}=\mathbf{y}
$$

We shall show that block sparse signals can be accurately recovered by solving (L1). In the rest of the chapter, $\mathbf{P}$ denotes the $N \times N$ block diagonal matrix where the diagonals are projection matrices $P_{j}, j \in[N] . \mathbf{P}_{S}$ denotes the $s \times s$ block diagonal matrix with entries $P_{i}, i \in S$ with $|S|=s$.

### 3.1.4. Relation to other sparsity models

A special case of the sparse recovery problem above appears when all subspaces coincide with the ambient space $W_{j}=\mathbb{R}^{d}$ for all $j$. Then the problem reduces to the well studied joint sparsity setup $5 \mathbf{5 2}$ in which all the vectors have the same sparsity structure. In order to see this, say we have $N$ vectors $\left\{x_{1}, \ldots, x_{N}\right\}$ in $\mathbb{R}^{d}$ and write them as rows of a matrix $X \in \mathbb{R}^{N \times d}$. Assuming only $s$ of the rows are non-zero, the $d$ vectors consisting of the columns of the matrix $X$ have the same common support set, i.e., are jointly sparse. To be more precise, if $\left(X_{i}\right)_{i=1}^{d}$ denote the columns of $X, \operatorname{supp}\left(X_{i}\right)=\operatorname{supp}\left(X_{j}\right)$ for all $i \neq j$.

Furthermore, our problem is itself a special case of block sparsity setup $\mathbf{5 1}$, with significant additional structure that allows us to enhance existing results. Without the subspace structure, we would have $N$ vectors $\left\{x_{1}, \ldots, x_{N}\right\}$ in $\mathbb{R}^{d}$ where only $s$ of them are non-zero, i.e., $\operatorname{card}\{i \in$ $\left.[N]: x_{i} \neq 0\right\}=s$. The reason this is called block sparsity is because we count the vectors which are non-zero as a block rather than checking if its entries are sparse.

Another related concept is group sparsity 91 where each entry of the vector is assigned to a predefined group and sparsity counts the groups that are active in the support set of the vector. In mathematical notation, consider a vector $x$ of length $p$ and assume that its coefficients are grouped into sets $\left\{G_{i}\right\}_{i=1}^{N}$, such that for all $i \in[N], G_{i} \subset[p]$. The vector $x$ is group $s$-sparse if the non-zero coefficients lie in $s$ of the groups $\left\{G_{i}\right\}_{i=1}^{N}$. Formally,

$$
\operatorname{card}\left\{i \in[N]: \operatorname{supp}(x) \cap G_{i} \neq 0\right\}=s
$$

This is similar to the block sparsity with $p=N d$ except that the groups may be allowed to overlap, i.e., $G_{i} \cap G_{j} \neq \emptyset$. We also note that, for sparse recovery, a natural proxy for group sparsity becomes the norm $\sum_{i}\left\|x_{G_{i}}\right\|_{2}$.

Finally in the case $d=1$, the projections equal 1 , and hence the problem reduces to the standard CS recovery problem $A x=y$ with $x \in \mathbb{R}^{N}$ and $y \in \mathbb{R}^{m}$.

### 3.1.5. Incoherent subspaces

In this section we adapt the notion of mutual incoherence of vectors to more general situation of fusion frames involving the angles between the fusion frame subspaces. Such a notion of incoherence will be useful for incorporating the a priori knowledge about the signal structure which in turn will provide additional information that can be exploited in the measurement process. We begin by defining an incoherence matrix $\Lambda$ associated with a fusion frame

$$
\begin{equation*}
\Lambda=\left(\alpha_{i j}\right)_{i, j \in[N]}, \tag{3.2}
\end{equation*}
$$

where $\alpha_{i j}=\left\|P_{i} P_{j}\right\|$ for $i \neq j \in[N]$ and $\alpha_{i i}=0$. Note that $\left\|P_{i} P_{j}\right\|$ equals the largest absolute value of the cosines of the principle angles between $W_{i}$ and $W_{j}$. Then, for a given support set $S \subset[N]$, we denote $\Lambda_{S}$ as the submatrix of $\Lambda$ with columns restricted to $S$, and $\Lambda^{S}$ as the submatrix with columns and rows restricted to $S$. We will use the following norms

$$
\left\|\Lambda_{S}\right\|_{2, \infty}=\max _{i \in[N]}\left(\sum_{j \in S, j \neq i}\left\|P_{i} P_{j}\right\|^{2}\right)^{1 / 2} \quad \text { and } \quad\left\|\Lambda^{S}\right\|_{2, \infty}=\max _{i \in S}\left(\sum_{j \in S, j \neq i}\left\|P_{i} P_{j}\right\|^{2}\right)^{1 / 2}
$$

and

$$
\left\|\Lambda_{S}\right\|_{\infty}=\max _{i \in[N]} \sum_{j \in S, j \neq i}\left\|P_{i} P_{j}\right\| \quad \text { and } \quad\left\|\Lambda^{S}\right\|_{\infty}=\max _{i \in S} \sum_{j \in S, j \neq i}\left\|P_{i} P_{j}\right\|
$$

Moreover, we define the parameter

$$
\lambda=\max _{i \neq j}\left\|P_{i} P_{j}\right\|, \quad i, j \in[N] .
$$

Clearly $\lambda$ equals the largest entry of $\Lambda$. In addition it holds that

$$
\begin{equation*}
\left\|\Lambda_{S}\right\|_{2, \infty} \leq\left\|\Lambda_{S}\right\|_{\infty} \leq \lambda s \tag{3.3}
\end{equation*}
$$

for any $S$ with $|S|=s$. If the subspaces are all orthogonal to each other, i.e., $\lambda=0$ and $\Lambda=0$, then only one measurement $y=\sum_{i} a_{i} x_{i}$ suffices to recover $\mathbf{x}^{0}$. In fact, since $x_{i} \perp x_{j}$, we have

$$
x_{i}=\frac{1}{a_{i}} P_{i} y .
$$

This observation suggests that fewer measurements are necessary when $\lambda$ becomes smaller. In this chapter our goal is to provide a solid theoretical understanding of this intuitive behavior.

### 3.2. Main results

### 3.2.1. Nonuniform recovery results

This section studies nonuniform recovery from fusion frame measurements. Our main results state that a fixed sparse signal can be recovered with high probability using a random draw of a Bernoulli or Gaussian random matrix $A \in \mathbb{R}^{m \times N}$. Also we assume for simplicity that the subspaces $\left(W_{j}\right)_{j=1}^{N}$ of the fusion frame in $\mathbb{R}^{d}$ has $\operatorname{dim}\left(W_{j}\right)=k$ for all $j$ and use this assumption in our main results below. We remark that in the general case where the $\operatorname{dim}\left(W_{j}\right)$ are different than each other, our results follow similarly with slight modifications.

## - The Bernoulli case

Our first nonuniform recovery result concerns Bernoulli matrices and involves the incoherence matrix $\Lambda$.

Theorem 3.1. Let $\mathbf{x} \in \mathcal{H}$ be s-sparse and $S=\operatorname{supp}(\mathbf{x})$. Let $A \in \mathbb{R}^{m \times N}$ be a Bernoulli matrix and a fusion frame $\left(W_{j}\right)_{j=1}^{N}$ be given with the incoherence matrix $\Lambda$. Assume that

$$
\begin{equation*}
m \geq C\left(1+\left\|\Lambda_{S}\right\|_{\infty}\right) \ln (N) \ln (s k) \ln \left(\varepsilon^{-1}\right) \tag{3.4}
\end{equation*}
$$

where $C>0$ is a universal constant. Then with probability at least $1-\varepsilon$, (L1) recovers $\mathbf{x}$ from $\mathbf{y}=\mathbf{A}_{\mathbf{P}} \mathbf{x}$.

If the subspaces are not equi-dimensional, one can replace the quantity $s k$ in Condition (3.4) by $\sum_{i \in S} k_{j}$, where $\operatorname{dim}\left(W_{j}\right)=k_{j}$. We also give an alternative result for nonuniform recovery with Bernoulli matrices. This result involves the parameter $\lambda$ instead of the matrix $\Lambda$.

Theorem 3.2. Let $\mathbf{x} \in \mathcal{H}$ be s-sparse. Let $A \in \mathbb{R}^{m \times N}$ be a Bernoulli matrix and $\left(W_{j}\right)_{j=1}^{N}$ be given with parameter $\lambda \in[0,1]$. Assume that

$$
\begin{equation*}
m \geq C(1+\lambda s) \ln (N s k) \ln \left(\varepsilon^{-1}\right) \tag{3.5}
\end{equation*}
$$

where $C>0$ is a universal constant. Then with probability at least $1-\varepsilon,(L 1)$ recovers $\mathbf{x}$ from $\mathbf{y}=\mathbf{A}_{\mathbf{P}} \mathbf{x}$.

The proof of this theorem is similar to the one of Theorem 3.1 with slight modifications.
Remark. Theorem 3.2 improves Theorem 3.1 in terms of the $\log$-factors as $\log (s k)$ does not appear in Condition (3.5). Since $\left\|\Lambda_{S}\right\|_{\infty} \leq \lambda s$, Condition (3.4) is slightly better than (3.5) in terms of the incoherence parameter, at least if there is a true gap between $\|\Lambda\|_{\infty}$ and $\lambda s$, which happens if the quantities $\left\|P_{i} P_{j}\right\|$ are not all close to their maximal value. The equality $\left\|\Lambda_{S}\right\|_{\infty}=\lambda s$ is achieved when the subspaces are equi-angular. In the case that they are not equi-angular, even if only two subspaces align, then $\lambda=1$. In this case, 3.5 suggests that we should not expect any improvement in the recovery performance with respect to the standard block sparse case. However, intuitively the orientation of the other subspaces might still be effective in the recovery process. A more average measure of the incoherence of the subspaces is captured by $\|\Lambda\|_{\infty}$ in (3.4), so that Theorem 3.1 improves for general orientations of the subspaces up to a slight drawback in the log-factors. The numerical experiments which we present in Section 3.2 .6 also support this result.

## - The Gaussian case

We state a similar result for Gaussian random matrices. These matrices have independent entries from a standard normal distribution, i.e., $A_{i j}=g_{i j} \sim \mathcal{N}(0,1)$.

Theorem 3.3. Let $\mathbf{x} \in \mathcal{H}$ be s-sparse. Let $A \in \mathbb{R}^{m \times N}$ be a Gaussian matrix and $\left(W_{j}\right)_{j=1}^{N}$ be given with parameter $\lambda \in[0,1]$ and $\operatorname{dim}\left(W_{j}\right)=k_{j}$ for all $j$. Assume that

$$
\begin{equation*}
m \geq \tilde{C}(1+\lambda s) \ln ^{2}\left(6 N \sum_{j=1}^{N} k_{j}\right) \ln ^{2}\left(\varepsilon^{-1}\right) \tag{3.6}
\end{equation*}
$$

where $\tilde{C}>0$ is a universal constant. Then with probability at least $1-\varepsilon,(L 1)$ recovers $\mathbf{x}$ from $\mathbf{y}=\mathbf{A}_{\mathbf{P} \mathbf{x}}$.

Presently our nonuniform result for Gaussian matrices involves the parameter $\lambda$. However it does not seem possible to derive a similar result to Theorem 3.1 which involves $\Lambda$ with our proof methods used for Theorem 3.3

- Stable and robust recovery

In this section we show that the nonuniform sparse recovery for fusion frames is stable and robust under presence of noise. In other words we allow our signal $\mathbf{x}$ to be approximately sparse (compressible) and the measurements $\mathbf{y}$ to be noisy. Our measurement model then becomes

$$
\begin{equation*}
\mathbf{y}=\mathbf{A}_{\mathbf{P}} \mathbf{x}+\mathbf{e} \text { with }\|\mathbf{e}\|_{2} \leq \eta \sqrt{m} \tag{3.7}
\end{equation*}
$$

for some $\eta \geq 0$. For the reconstruction we employ

$$
(L 1)^{\eta} \quad \hat{\mathbf{x}}=\operatorname{argmin}_{x \in \mathcal{H}}\|\mathbf{x}\|_{2,1} \quad \text { s.t. }\left\|\mathbf{A}_{\mathbf{P}} \mathbf{x}-\mathbf{y}\right\|_{2} \leq \eta \sqrt{m} .
$$

The condition $\|\mathbf{e}\|_{2} \leq \eta \sqrt{m}$ in (3.7) is natural for a vector $\mathbf{e}=\left(e_{j}\right)_{j=1}^{m}$. For instance, it is implied by the bound $\left\|e_{j}\right\|_{2} \leq \eta$ for all $j \in[m]$. We define the best $s$-term approximation of a vector $\mathbf{x}$ as

$$
\sigma_{s}(\mathbf{x})_{1}:=\inf _{\|\mathbf{z}\|_{0} \leq s}\|\mathbf{x}-\mathbf{z}\|_{2,1}
$$

Compressible vectors are the ones with small $\sigma_{s}(\mathbf{x})_{1}$. For a vector $\mathbf{x}=\left(x_{i}\right)_{i=1}^{N}$, let $S$ be the index set of $s$ largest $\ell_{2}$-normed entries $\left\|x_{i}\right\|_{2}$. Then it is evident that $\sigma_{s}(\mathbf{x})_{1}=\left\|\mathbf{x}_{\bar{S}}\right\|_{2,1}$. Next we state a stable version of Theorem 3.1.

Theorem 3.4. Let $\mathbf{x} \in \mathcal{H}$ and $S \subset[N]$ with $|S|=s$ be chosen as explained above. Let $A \in \mathbb{R}^{m \times N}$ be a Bernoulli matrix and $\left(W_{j}\right)_{j=1}^{N}$ be given with parameter $\lambda \in[0,1]$ and $\operatorname{dim}\left(W_{j}\right)=k$ for all $j$. Assume the measurement model in (3.7) and let $\hat{\mathbf{x}}$ be a solution to (L1) ${ }^{\eta}$. Provided

$$
\begin{equation*}
m \geq C\left(1+\left\|\Lambda_{S}\right\|_{\infty}\right) \ln (N) \ln (s k) \ln \left(\varepsilon^{-1}\right) \tag{3.8}
\end{equation*}
$$

then with probability at least $1-\varepsilon$,

$$
\begin{equation*}
\|\mathbf{x}-\hat{\mathbf{x}}\|_{2} \leq C_{1} \sigma_{s}(\mathbf{x})_{1}+C_{2} \sqrt{s} \eta \tag{3.9}
\end{equation*}
$$

The constants $C, C_{1}, C_{2}>0$ are universal.
We prove this theorem in Section 3.3.7. We note that the stability estimate 3.9 falls short by a factor of $\sqrt{s}$ of the one achievable with the RIP, which is shown later in Section 3.2.7. As in the noiseless case, we can improve Theorem 3.4 with respect to one of the log-factors while using $\lambda$ instead of the incoherence matrix $\Lambda$.

Theorem 3.5. Let $\mathbf{x} \in \mathcal{H}$. Let $A \in \mathbb{R}^{m \times N}$ be a Bernoulli matrix and $\left(W_{j}\right)_{j=1}^{N}$ be given with parameter $\lambda \in[0,1]$ and $\operatorname{dim}\left(W_{j}\right)=k$ for all $j$. Assume the measurement model in (3.7) and let $\hat{\mathbf{x}}$ be a solution to $(L 1)^{\eta}$. If

$$
m \geq C(1+\lambda s) \ln (N s k) \ln \left(\varepsilon^{-1}\right)
$$

then with probability at least $1-\varepsilon$,

$$
\|\mathbf{x}-\hat{\mathbf{x}}\|_{2} \leq C_{1} \sigma_{s}(\mathbf{x})_{1}+C_{2} \sqrt{s} \eta
$$

The constants $C, C_{1}, C_{2}>0$ are universal.
The proof of this result is the same as the proof of Theorem 3.4 , therefore we omit it. In particular one follows similar arguments as in Section 3.3.7 combined with the proof of Theorem 3.2. This is also the case for the following result which gives stability and robustness for the Gaussian case.

Theorem 3.6. Let $\mathbf{x} \in \mathcal{H}$. Let $A \in \mathbb{R}^{m \times N}$ be a Gaussian matrix and $\left(W_{j}\right)_{j=1}^{N}$ be given with parameter $\lambda \in[0,1]$ and $\operatorname{dim}\left(W_{j}\right)=k$ for all $j$. Assume the measurement model in (3.7) and let $\hat{\mathbf{x}}$ be a solution to $(L 1)^{\eta}$. If

$$
m \geq \tilde{C}(1+\lambda s) \ln ^{2}(6 N k) \ln ^{2}\left(\varepsilon^{-1}\right)
$$

then with probability at least $1-\varepsilon$,

$$
\|\mathbf{x}-\hat{\mathbf{x}}\|_{2} \leq C_{1} \sigma_{s}(\mathbf{x})_{1}+C_{2} \sqrt{s} \eta
$$

The constants $\tilde{C}, C_{1}, C_{2}>0$ are universal.

### 3.2.2. Uniform recovery results

So far, we have studied the nonuniform recovery for fusion frames, in which we consider a fixed sparse or compressible vector to be recovered from its random measurements with high probability.

We have shown that as the incoherence of the subspaces, where the signals lie in, increases, less measurements are required for the recovery. In this section, we search for uniform recovery conditions for fusion frames with random matrices. Those type of results assert that once the random matrix is chosen, then with high probability all sparse signals can be recovered using the same matrix.

We will present two uniform results. First of these results uses an extension of RIP to the fusion frame case and the second uses a version of the null space property (NSP) for fusion frames. In Section 1.2, we noted that these are two common ways to obtain uniform results.

## - Recovery with subgaussian matrices

We defined a subgaussian random variable in Section 2.1.3 satisfying Condition 2.5. For our purposes in this section, we call a random variable $\xi$ as $c$-subgaussian if $\mathbb{E}[\exp (t \xi)] \leq e^{c t^{2}}$. An $m \times N$ subgaussian matrix $A$ takes the form

$$
A=\xi_{j k}, j \in[m], k \in[N]
$$

where the $\xi_{j k}$ are independent, mean-zero, variance one, $c$-subgaussian random variables. Note that standard Gaussian and Bernoulli random variables are subgaussian with $c=1 / 2$. As before we let the fusion frame $\left(W_{j}\right)_{j=1}^{N}$ be given with the incoherence parameter $\lambda$ and, for simplicity, assume that the dimensions of the frame subspaces $W_{j}$ are the same, say $k_{j}=k$ for all $j$.

Theorem 3.7. Let $A \in \mathbb{R}^{m \times N}$ be a subgaussian matrix and $\left(W_{j}\right)_{j=1}^{N}$ be given with parameter $\lambda \in[0,1]$. Assume that

$$
\begin{align*}
& m \geq C(\lambda s+\sqrt{s}) \ln (N d) \ln ^{2}(s k)(\ln (N)+k \ln (s \sqrt{k}))  \tag{3.10}\\
& m \geq C^{\prime} \ln \left(2 \varepsilon^{-1}\right) \tag{3.11}
\end{align*}
$$

where $C, C^{\prime}>0$ depend only on the subgaussian parameter $c$. Then with probability at least $1-\varepsilon$, (L1) recovers all s-sparse $\mathbf{x}$ from $\mathbf{y}=\mathbf{A}_{\mathbf{P}} \mathbf{x}$. Moreover, with probability at least $1-\varepsilon$, every vector $\mathbf{x} \in \mathcal{H}$ is approximated by a minimizer $\hat{\mathbf{x}}$ of $(L 1)^{\eta}$ with $\mathbf{y}=\mathbf{A}_{\mathbf{P}} \mathbf{x}+\mathbf{e}$ and $\|\mathbf{e}\|_{2} \leq \eta$ in the sense that

$$
\begin{equation*}
\|\mathbf{x}-\hat{\mathbf{x}}\|_{2} \leq C_{1} \frac{\sigma_{s}(\mathbf{x})_{1}}{\sqrt{s}}+C_{2} \eta \tag{3.12}
\end{equation*}
$$

and

$$
\|\mathbf{x}-\hat{\mathbf{x}}\|_{2,1} \leq C_{1} \sigma_{s}(\mathbf{x})_{1}+C_{2} \sqrt{s} \eta
$$

where the constants $C_{1}, C_{2}>0$ are universal.

Remark. Presently, the estimate 3.10 on the number of required samples behaves slightly worse than the nonuniform one (3.5) for small $\lambda$ and suffers from additional log-terms. We believe the linear factor $k$ in 3.10 can be removed. As it is now, for the range $k \lesssim \ln (N) / \ln (s \sqrt{k})$, this factor can be ignored. The logarithmic factor $\ln (s \sqrt{k})$ in $k$ is not worse than the other logarithmic terms, unless $k$ is exponential in $N$. We can discard this case since it is not practically plausible. We also note that in the special case of classical frames $k=1$, so that the factor of $k$ in the number of measurements vanishes.

Even though the uniform result is slightly weaker in terms of the order of sparsity and logfactors it provides stronger stability results than the nonuniform case. In the latter, the reconstruction error (3.9) obeys

$$
\|\mathbf{x}-\hat{\mathbf{x}}\|_{2} \leq C_{1} \sigma_{s}(\mathbf{x})_{1}+C_{2} \sqrt{s} \eta
$$

which is weaker than 3 by a factor of $\sqrt{s}$. As we will see in Section 3.2.7 that this is a consequence of the RIP.

## - Recovery with Gaussian matrices

Our second uniform result is achieved by establishing null space properties for the fusion frames. We introduce extensions of null space properties for fusion frames and show that they guarantee uniform recovery in Section 3.2 .8 . As in the previous section, two type of results concerning exact and stable recovery are presented. However, the results in this section are restricted to only Gaussian matrices, since the main ingredient of the proof, namely Gordon's lemma $\mathbf{6 2}$ heavily relies on the rotational invariance of the Gaussian vectors.

Theorem 3.8. (Stable and robust recovery) Let $A \in \mathbb{R}^{m \times N}$ be a Gaussian matrix and $\left(W_{j}\right)_{j=1}^{N}$ in $\mathbb{R}^{d}$ be given with parameter $\lambda \in[0,1]$. Let $0<\rho<1$ and $\tau>0$. Assume that

$$
\begin{equation*}
\frac{m}{\sqrt{m+1}} \geq\left(1+\rho^{-1}\right) \sqrt{c(1+\lambda s) d \ln (N)}+\sqrt{d}\left[\tilde{c}+1 / \tau+\sqrt{2 \ln \left(\varepsilon^{-1}\right)}\right] \tag{3.13}
\end{equation*}
$$

where $c, \tilde{c}>0$ are universal constants. Then with probability at least $1-\varepsilon$, every vector $\mathbf{x} \in \mathcal{H}$ is approximated by a minimizer $\hat{\mathbf{x}}$ of $(L 1)^{\eta}$ with $\mathbf{y}=\mathbf{A}_{\mathbf{P}} \mathbf{x}+\mathbf{e}$ and $\|\mathbf{e}\|_{2} \leq \eta$ in the sense that

$$
\begin{equation*}
\|\mathbf{x}-\hat{\mathbf{x}}\|_{2} \leq \frac{C}{\sqrt{s}} \sigma_{s}(\mathbf{x})_{1}+D \eta \tag{3.14}
\end{equation*}
$$

for some constants $C, D>0$ depending on only $\rho$ and $\tau$.

Remark. Roughly speaking, that is, ignoring terms of lower order, all nearly $s$-sparse vectors are stably recovered with high probability from

$$
\begin{equation*}
m \geq c(1+\lambda s) d \ln (N) \tag{3.15}
\end{equation*}
$$

noisy Gaussian measurements. We note that the dependence in $d$ in 3.15 is suboptimal when compared to other recovery results presented earlier, which is probably an artifact of the proof. Theorem 3.8 also implies the recovery of exact sparse signals in the presence of no noise. The explicit constants in (3.14) are $C=\frac{(2 \rho+1)(1+\rho)}{1-\rho}$ and $D=\frac{4+2 \rho}{1-\rho} \tau$. In the exact sparse and noiseless case, $\sigma_{s}(\mathbf{x})_{1}=\eta=0$, this yields perfect reconstruction since $\rho<1$. In order to make Condition (3.13) as tight as possible, one can choose $\rho$ very close to 1 and $\tau$ a very large number. We have the following corollary.

Corollary 3.9. (Exact recovery) Let $A \in \mathbb{R}^{m \times N}$ be a Gaussian matrix and $\left(W_{j}\right)_{j=1}^{N}$ in $\mathbb{R}^{d}$ be given with parameter $\lambda \in[0,1]$. Assume that

$$
m \geq c(1+\lambda s) d\left(\ln (N)+\ln \left(\varepsilon^{-1}\right)\right)
$$

for an absolute constant $c>0$. Then with probability at least $1-\varepsilon$, any $s$-sparse $\mathbf{x} \in \mathcal{H}$ is a solution of (L1) with $\mathbf{y}=\mathbf{A}_{\mathbf{P}} \mathbf{x}$.

### 3.2.3. Necessary conditions for sparse recovery

In this section, we investigate the minimal number of measurements required for sparse recovery with fusion frames via $\ell_{2,1}$-minimization. In the classical CS setup, there is a close relation between Gelfand widths and the worst case reconstruction error of CS methods [54, Section 10]. Particularly, establishing lower bounds for the Gelfand widths of $\ell_{1}$-balls leads to the fact that the minimal number of measurements required for stable recovery via any method is $m \geq C s \ln (e N / s)$. If we consider only $(L 1)$ as the reconstruction method and restrict ourselves to the exactly sparse case, one can estimate the necessary number of measurements with a key result from $\mathbf{5 3} \mathbf{5 4}$. We now provide an extension of such a result for the case of $\ell_{2,1}$-minimization in the fusion frame setup.

Theorem 3.10. Given a matrix $A \in \mathbb{R}^{m \times N}$ and a fusion frame $\left(W_{j}\right)_{j=1}^{N}$ in $\mathbb{R}^{d}$ with $\operatorname{dim}\left(W_{j}\right)=k$, if every 4s-sparse vector $\mathbf{x} \in \mathcal{H}$ is a minimizer of $\|\mathbf{z}\|_{2,1}$ subject to $\mathbf{A}_{\mathbf{P}} \mathbf{z}=\mathbf{A}_{\mathbf{P}} \mathbf{x}$, then

$$
\begin{equation*}
m \geq c_{1} \frac{s}{d} \ln \left(\frac{N}{c_{2} s}\right)+c_{3} \frac{k s}{d} \tag{3.16}
\end{equation*}
$$

where $c_{1} \approx 0.46, c_{2}=32$ and $c_{3} \approx 0.18$.

At first sight, it is not clear how this result can be compared to the sufficient conditions provided in Theorem 3.2 and Theorem 3.7 earlier since 3.16 does not involve the incoherence parameter $\lambda$. However, in Section 3.2 .4 we give theoretical lower bounds on $\lambda$ which, in turn, allows us in Section 3.2 .5 to compare the two type of results and show that they do not fall too far from each other.

### 3.2.4. Packing of subspaces

This section proposes lower bounds on the incoherence parameter $\lambda$ appearing in the uniform recovery conditions, thus it will allow us to compare our sufficient conditions given in Sections 3.2.1 and 3.2 .2 with the necessary condition derived in the previous section. We are interested in the question that given a number $N$ of subspaces each of dimension $k$ in the space $\mathbb{R}^{d}$, what is the smallest value that

$$
\lambda:=\max _{i \neq j}\left\|P_{i} P_{j}\right\| \text { for } i, j \in[N]
$$

can attain? For instance, if $k=1$ and $N \leq d$, then we can choose the subspaces (i.e., lines through the origin) all orthogonal to each other, which yields $\lambda=0$. When $N>d / k$, it is not anymore possible to choose the subspaces orthogonally, so that $\lambda>0$. Next, we introduce two different metrics on Grassmannian subspaces and present packing bounds with respect to these metrics.

Principal angles: If $W_{i}$ and $W_{j}$ are two different subspaces each of dimension $k$, then we have $k$ principal angles between them. We label those angles $\theta_{i j}^{(1)} \leq \theta_{i j}^{(2)} \leq \ldots \leq \theta_{i j}^{(k)}$ in nondecreasing order. The cosines of the principal angles coincide with the singular values of $P_{i} P_{j}$, so that

$$
\begin{equation*}
\lambda=\max _{i \neq j} \cos \theta_{i j}^{(1)} \tag{3.17}
\end{equation*}
$$

Metrics on Grassmannian manifolds: The collection of all $k$ dimensional subspaces of $\mathbb{R}^{d}$ is called the real 'Grassmannian manifold' $\mathbb{G}\left(k, \mathbb{R}^{d}\right)$. On this space we define two metrics.
(1) The chordal distance between two subspaces $W_{i}$ and $W_{j}$ is given by

$$
d_{c}\left(W_{i}, W_{j}\right):=\left(\sum_{\ell=1}^{k} \sin ^{2} \theta_{i j}^{(\ell)}\right)^{1 / 2}
$$

(2) The spectral distance between $W_{i}$ and $W_{j}$ is given by

$$
d_{s}\left(W_{i}, W_{j}\right):=\min _{\ell} \sin \theta_{i j}^{(\ell)}=\sin \theta_{i j}^{(1)} .
$$

Optimal packing bounds have been derived with respect to the chordal distance $d_{c}$ in $\mathbf{3 0}$. It also proves to be the right metric for some practical problems like robustness with respect to subspace erasures in the fusion frames $\mathbf{7 6}$. The spectral distance $d_{s}$ is directly related to the parameter $\lambda$ in our work, see (3.17), as

$$
\begin{equation*}
\lambda^{2}=\max _{i \neq j} \max _{\ell}\left(\cos \theta_{i j}^{(\ell)}\right)^{2}=\max _{i \neq j}\left(1-\min _{\ell}\left(\sin \theta_{i j}^{(\ell)}\right)^{2}\right)=1-\min _{i \neq j} d_{s}^{2}\left(W_{i}, W_{j}\right) . \tag{3.18}
\end{equation*}
$$

Packing problem: Let the space $\mathbb{G}\left(k, \mathbb{R}^{d}\right)$ be endowed with a distance function $d$ which is either $d_{c}$ or $d_{s}$. Then the packing diameter of a finite subset $\mathcal{X} \subset \mathbb{G}\left(k, \mathbb{R}^{d}\right)$ is the minimum distance between a pair of distinct subspaces drawn from $\mathcal{X}$. That is,

$$
\operatorname{pack}_{d}(\mathcal{X}):=\min _{i \neq j} d\left(W_{i}, W_{j}\right)
$$

An optimal packing of $N$ subspaces in $\mathcal{X}$ is an ensemble that solves the mathematical program

$$
\max _{|\mathcal{X}|=N} \operatorname{pack}_{d}(\mathcal{X})=: \operatorname{pack}_{d}
$$

This program is guaranteed to have a solution but it is very hard to find the optimal solution. It is even hard to find a set $\mathcal{X}$ of $N$ subspaces which satisfies $\operatorname{pack}_{d}(\mathcal{X}) \geq \rho$ for a given $\rho$. There have been many studies that focus on designing algorithms to come up with subspaces which yield good packings. Our focus here is on the theoretical upper bounds for optimal packing diameters which will consequently allow us to acquire a lower bound on $\lambda$.

Bounds on the packing diameter: A standard reference about optimal packing bounds is the paper 30 by Conway and Sloane, which provides an upper bound for the optimal packing diameter with respect to the chordal distance.

Theorem 3.11. The packing diameter of $N$ subspaces in the Grassmannian manifold $\mathbb{G}\left(k, \mathbb{R}^{d}\right)$ equipped with the chordal distance is bounded above as

$$
\operatorname{pack}_{d_{c}}^{2}(\mathcal{X}) \leq \frac{k(d-k)}{d} \frac{N}{N-1}
$$

If the bound is met, all pairs of subspaces are equidistant. The bound is attainable only if $N \leq$ $\frac{1}{2} d(d+1)$.

The upper bound is referred as the simplex bound. It is worth to note that, in general, it is not known whether optimal packings exist for given parameters $N, d, k$. As mentioned earlier, our results in this thesis do not exploit the fusion frame property (3.1). However, we would like to note an interesting connection between tight fusion frames with equi-dimensional subspaces and optimal packings. The following result is from $\mathbf{7 6}$.

Theorem 3.12. Let $\left(W_{i}\right)_{i=1}^{N}$ be a fusion frame of equi-dimensional subspaces with equal pairwise chordal distance $d_{c}$. Then, the fusion frame is tight if and only if $d_{c}^{2}$ equals the simplex bound.

In essence, this theorem says that equi-distant tight fusion frames are optimal Grassmannian packings. Next we move on to packings with respect to the spectral distance $d_{s}$. A subspace packing is said to be equi-isoclinic if all the principal angles between all pairs of subspaces are identical 79 . The following theorem appears in $\mathbf{3 6}$.

Theorem 3.13. The packing diameter of $N$ subspaces in the Grassmannian manifold $\mathbb{G}\left(k, \mathbb{R}^{d}\right)$ equipped with spectral distance is bounded above as

$$
\begin{equation*}
\operatorname{pack}_{d_{s}}^{2}(\mathcal{X}) \leq \frac{(d-k)}{d} \frac{N}{N-1} \tag{3.19}
\end{equation*}
$$

If the bound is met, the packing is equi-isoclinic.
The proof of this result relies on the simple observation that for any two subspaces $W_{i}, W_{j}$ it holds

$$
\min _{\ell} \sin \theta_{i j}^{(\ell)} \leq\left[k^{-1} \sum_{\ell=1}^{k} \sin ^{2} \theta_{\ell}\right]^{1 / 2}
$$

In other words, $k d_{s}^{2}\left(W_{i}, W_{j}\right) \leq d_{c}^{2}\left(W_{i}, W_{j}\right)$. It is shown in 79 that the maximum number of equi-isoclinic $k$-dimensional subspaces in $\mathbb{R}^{d}$ cannot be greater than

$$
\frac{1}{2} d(d+1)-\frac{1}{2} k(k+1)+1
$$

We finally derive a bound on the incoherence parameter. By (3.18) we have $\lambda^{2}=1-\operatorname{pack}_{d_{s}}^{2}$ so that (3.19) implies

$$
\begin{equation*}
\lambda^{2} \geq 1-\frac{(d-k)}{d} \frac{N}{N-1}=\frac{k N-d}{d N-d} \tag{3.20}
\end{equation*}
$$

When $k=1$, this bound gives a lower bound on the coherence of $\ell_{2}$-normalized $N$ vectors in $\mathbb{R}^{d}$, which is known as the Welch bound.

### 3.2.5. Comparison of results

In this section we provide a comparison of the sufficient recovery conditions given in our nonuniform and uniform results and the necessary condition in Theorem 3.10 in the light of the results in Section 3.2.4.

Our first observation is the absence of the incoherence parameter $\lambda$ in the necessary condition (3.16) in contrast to the recovery conditions (3.5) and 3.10. A comparison of those conditions becomes possible under a condition on $\lambda$, i.e., on the orientation of the subspaces. Since we have a lower bound 3.20 on $\lambda$, we might consider the case when equality holds in 3.20 . Let us assume that $\lambda$ achieves its theoretical lower bound, i.e.,

$$
\lambda^{2}=\frac{k N-d}{d N-d} \leq \frac{k}{d}
$$

Then for nonuniform recovery

$$
\begin{equation*}
m \gtrsim \sqrt{\frac{k}{d}} s \ln (N) \tag{3.21}
\end{equation*}
$$

becomes a sufficient condition. There is a slight gap between 3.21 and the necessary condition (3.16), which is

$$
\begin{equation*}
m \gtrsim \frac{s}{d} \ln (N / s)+\frac{k s}{d} \tag{3.22}
\end{equation*}
$$

It is not clear to us from which direction this gap may be closed.
Finally we would like to compare our two uniform results. Recall that Condition (3.10) of Theorem 3.7 implies that

$$
\begin{equation*}
m \geq C(\lambda s+\sqrt{s}) \ln (N d) \ln ^{2}(s k)(\ln (N)+k \ln (s \sqrt{k})) \tag{3.23}
\end{equation*}
$$

many subgaussian measurements are sufficient for uniform recovery of sparse fusion frame vectors. Here $k$ is the dimension of the subspaces. We briefly note that if $\lambda$ attains its theoretical lower bound, then 3.23 scales roughly like

$$
m \gtrsim\left(\sqrt{\frac{k}{d}} s+\sqrt{s}\right) \ln ^{\alpha}(N d)
$$

which is further from the necessary condition (3.22) than 3.21 is. Condition 3.23) gives an order of $\sqrt{s}$ in the limiting case $\lambda=0$. On the other hand, Theorem 3.8 gives the condition

$$
\begin{equation*}
m \geq c(1+\lambda s) d \ln (N) \tag{3.24}
\end{equation*}
$$

which improves (3.23) in terms of log-factors and to the order of $(1+\lambda s)$. However we would like to note that the ambient dimension $d$ appears as a linear factor in (3.24), which is suboptimal. The latter result applies only to Gaussian matrices unlike the former one which also applies to subgaussian matrices.

### 3.2.6. Numerical experiments

In this section, we present numerical experiments in order to highlight important aspects of the sparse reconstruction in the fusion frame (FF) setup. The experiments illustrate our theoretical results and show that when the subspaces are known, one can significantly improve the recovery of sparse vectors with respect to the standard block sparse recovery. In all of our experiments, we use SPGL1 $\mathbf{1 0 7}, \mathbf{1 0 8}$ to solve the $\ell_{2,1}$-minimization problems.

General setup: We generate subspaces randomly, which allows us to generate fusion frames with different values of $\lambda$ and $\Lambda$. Particularly, for $N$ subspaces in $\mathbb{R}^{d}$ each with dimension $k$, we generate $N \cdot k$ random vectors from $\mathcal{N}(0, \mathrm{Id})$ and group them to form the bases for the subspaces. Every realization of random subspaces in this way yields a certain value for the parameter $\lambda$. In order to obtain different values of $\lambda$, it is enough to vary $d$ or $k$. When $N$ is fixed, $\lambda$ increases with increasing $k$ and decreasing $d$. This relation can be explained with an analogy: imagine we are given the task of placing $N$ items of equal size $k$ (i.e., subspaces) in a room of size $d$ (i.e., the ambient space $\mathbb{R}^{d}$ ) as further away as possible from each other. If $N$ and $d$ are fixed, increasing the item size $k$ leads to shorter distances between the items (i.e., larger $\lambda$ ) and vice versa. Similarly, if $N$ and $k$ are fixed, increasing the room size $d$ allows us to place the items further away from each other (i.e., with smaller $\lambda$ ) and vice versa. A quantitative analysis of the packing of random subspaces was recently done in 7 . One drawback of our method of generating subspaces is that one cannot vary all parameters independently in this way. While our main goal is to control the parameter


Figure 1. Comparison between 'block' vs. 'fusion frame' sparsity. (a) Sparsity level vs. the number of necessary measurements for successful recovery ( $N=200$, success rate $=96 \%$ ). (b) Sparsity is fixed and the number of measurements is plotted against the success rate ( $N=200, s=20$ ).
$\lambda$ so that we can observe its effect on the relation between the number of measurements $m$ and the sparsity $s$, we have to also change $d$ or $k$ during this process. According to our nonuniform results, the role of the dimensional factors ( $d$ or $k$ ) is at most logarithmic, therefore it can be neglected for our purposes in this section. Another way to build fusion frames is deterministic constructions, e.g., Gabor and harmonic frames, however one typically needs to vary $N$ largely in order to yield different values of $\lambda$. This is not desirable since we wish to keep $N$ fixed and also it is computationally hard to work with very large values of $N$.

For the measurement matrices, we generate the normalized matrix $\tilde{A}=\frac{1}{\sqrt{m}} A$ where $A \in$ $\mathbb{R}^{m \times N}$ is a Gaussian matrix. For a sparsity level $s$, sparse vectors are generated in the following way: we choose the support set $S$ uniformly at random, then we sample a Gaussian vector in each subspace in this support set. The number $N$ is kept fixed throughout the experiment at hand. In our experiments we work with the parameter $\left\|\Lambda_{S}\right\|_{\infty}$ introduced in Section 3.1.5. Since the random subspaces are not equiangular, this parameter reflects the linear relation between $m$ and


Figure 2. Exact signal recovery with fusion frames. For a fixed sparsity, the relation between the number of measurements $m$ vs. the incoherence parameter $\lambda_{\text {eff }} 3.25$ is depicted $(N=180, s=25$, success rate $=96 \%)$.
$s$ better than $\lambda$, see also Theorem 3.1. We work with the normalized parameter

$$
\begin{equation*}
\lambda_{\mathrm{eff}}=\frac{\left\|\Lambda_{S}\right\|_{\infty}}{s} \tag{3.25}
\end{equation*}
$$

Exact sparse case: In Fig. 1 , we show that the knowledge of the subspaces improves the recovery. To that end, we fix a fusion frame with $N=200$ subspaces in $\mathbb{R}^{d}$ with $\lambda_{\text {eff }} \approx 0.6$. Then we vary the sparsity level $s$ from 5 to 35 , and generate an $s$-sparse vector $\mathbf{x}$ in the fusion frame. For each $s$, we vary the number of measurements $m$ and compute empirical recovery rates via the programs

$$
\begin{align*}
& (\mathrm{FF}) \hat{\mathbf{x}}=\operatorname{argmin}_{\mathbf{x} \in \mathcal{H}}\|\mathbf{x}\|_{2,1} \quad \text { s.t. } \quad \mathbf{A}_{\mathbf{P}} \mathbf{x}=\mathbf{y}  \tag{3.26}\\
& (\text { block }) \hat{\mathbf{x}}=\operatorname{argmin}_{\mathbf{x}}\|\mathbf{x}\|_{2,1} \quad \text { s.t. } \quad \mathbf{A}_{\mathbf{I}} \mathbf{x}=\mathbf{y} \tag{3.27}
\end{align*}
$$

For each sparsity level $s$, we leave the vector to be recovered fixed. Repeating this test 100 times with different random $A$ for each choice of parameters $(s, m, N)$ provides an empirical estimate of the success probability. In Fig. 1(a), we plot $m$ which yields at least $96 \%$ success rate for each $s$. The difference in two plots is due to the incoherence of the subspaces. Fig. 1(b) $(d=3, k=1)$ shows the transition from the unsuccessful regime to the successful regime for the sparsity level $s=20$ for both cases (FF and block sparsity). The transition for the FF case occurs at a smaller value $m$ which reflects Fig. 1(a) in a different way. As a consequence, the assumption $\mathbf{x} \in \mathcal{H}$ in 3.26 allows us to to recover $\mathbf{x}$ with far less measurements compared to 3.27 where such a constraint is not used.

Theorem 3.1 suggests that there is a linear relation between the number of measurements $m$ and the parameter $\lambda_{\text {eff }}$. The experiment depicted in Fig. 2 is designed to reflect this relation. We generate fusion frames with $N=180$ subspaces with various $\lambda_{\text {eff }}$ which is managed by changing $d$ and keeping $k=3$ fixed. Then in each fusion frame, a vector $\mathbf{x}$ with sparsity $s=25$ is generated and the number of measurements $m$ that suffices for recovery is determined. The plot yields an almost linear relation in parallel to Theorem 3.1.


Figure 3. Stable and robust signal recovery with fixed noise and compressibility levels. (a) Recovery of compressible signals from fusion frames with different values of $\lambda_{\text {eff }}$. Reconstruction error vs. the number of measurements is plotted ( $N=180, s=20, \theta=0.12$ ). (b) Noisy measurements. Reconstruction error vs. the number of measurements is plotted for different values of $\lambda_{\text {eff }}(N=200, s=$ $20, \sigma=0.06)$.

Stable case: In this part, we generate scenarios that allude to the conclusions of Theorems 3.4 and 3.6. In a fusion frame of $N=200$ subspaces, we generate a signal $\mathbf{x}$ composed of $\mathbf{x}_{S}$, supported on an index set $S$, and a signal $\mathbf{z}_{\bar{S}}$ supported on $\bar{S}$. We then normalize $\mathbf{x}_{S}$ and $\mathbf{z}_{\bar{S}}$ so that $\left\|\mathbf{x}_{S}\right\|_{2,1}=\left\|\mathbf{z}_{\bar{S}}\right\|_{2,1}=1$ and produce $\mathbf{x}=\mathbf{x}_{S}+\theta \mathbf{z}_{\bar{S}}$ where $\theta \in[0,1]$. Then $\mathbf{x}$ is our compressible vector where compressibility is controlled with $\theta$. For measurement, we choose the normalized Gaussian matrix $A \in \mathbb{R}^{m \times N}$. We measure $\mathbf{y}=\mathbf{A}_{\mathbf{P}} \mathbf{x}$ and then run the program ( $L 1$ ) and measure the reconstruction error $\|\mathbf{x}-\hat{\mathbf{x}}\|_{2}$. We repeat this test 20 times for a fixed $\mathbf{x}$ with $\theta=0.12$ in order to obtain an average recovery error for different values of $m$. Fig. 3(a) reports the results of this experiment performed for different fusion frames with various values of $\lambda_{\text {eff }}$ and also for the block sparsity case. The decrease in the reconstruction error with increasing $m$ is natural even though it is not suggested directly by the theoretical results. Indeed, one would


Figure 4. Stable and robust signal recovery with varying noise and compressibility levels ( $N=200, m=50, d=35$ ). (a) Noise level $\sigma$ vs. reconstruction error for different values of $\lambda_{\text {eff }}(s=30)$. (b) Compressibility $q$ vs. reconstruction error.
expect that increasing the number of measurements would enhance the recovery conditions and yield an improved reconstruction.

For the noisy case, we similarly generate noisy observations $\mathbf{A}_{\mathbf{P}} \mathbf{x}_{S}+\sigma \mathbf{e}$, of a sparse signal $\mathbf{x}_{S}$ where $\left\|\mathbf{x}_{S}\right\|_{2}=\|\mathbf{e}\|_{2}=1$ and $\sigma=0.06$. Here, all entries of the noise vector $\mathbf{e}$ are chosen i.i.d from a $\mathcal{N}\left(0, \sigma^{2}\right)$ distribution. We then run the robust $(L 1)^{\eta}$ program and measure the reconstruction error $\|\mathbf{x}-\hat{\mathbf{x}}\|_{2}$. We plot the average of this error vs. the number of measurements in Fig 3(b) for different values of $\lambda_{\text {eff }}$.

Fig. 4(a) depicts the relation between the reconstruction error and the noise level $\sigma$ for different values of $\lambda_{\text {eff }}$. In this setup, $N=200, s=30$ and $m=50$ are fixed, and a sparse vector $\mathbf{x}$ in the fusion frame with specific value of $\lambda_{\text {eff }}$ is generated. For each value of $\sigma$ we plot the average reconstruction error. Results manifest the linear relation between $\sigma$ and $\|\mathbf{x}-\hat{\mathbf{x}}\|_{2}$ given in (3.9). Again, we obtain a better reconstruction quality when $\lambda_{\text {eff }}$ is smaller.

Finally, we examine the relation between compressibility and the reconstruction error using a different model than described earlier. In Fig 4(b), we plot the results of an experiment in which we generate signals $\mathbf{x}$ in a fusion frame with $N=200$, with sorted values of $\left\|x_{j}\right\|_{2}$ that decay according to some power law. In particular, for various values of $0<q<1$, we set $\left\|x_{j}\right\|_{2}=c j^{-1 / q}$ such that $\|\mathbf{x}\|_{2}=1$. We then measure $\mathbf{x}$ with Gaussian matrices $A$ and compute the average reconstruction errors via the program ( $L 1$ ). Note that the higher the value of $q$, the less compressible the signal is. The results indicate that the reconstruction error decreases when the compressibility of the signal increases as declared in (3.9). We can also see the improvement in the reconstruction when the subspaces are more incoherent, i.e., their parameter $\lambda_{\text {eff }}$ is smaller.

### 3.2.7. RIP for fusion frames

The following definition of the restricted isometry property for fusion frames was given in $\mathbf{9}$.
Definition. Let $A \in \mathbb{R}^{m \times N}$ and $\left(W_{j}\right)_{j=1}^{N}$ be a fusion frame for $\mathbb{R}^{d}$. The fusion restricted isometry constant $\delta_{s}$ is the smallest constant such that

$$
\begin{equation*}
\left(1-\delta_{s}\right)\|\mathbf{x}\|_{2}^{2} \leq\left\|\mathbf{A}_{\mathbf{P}} \mathbf{x}\right\|_{2}^{2} \leq\left(1+\delta_{s}\right)\|\mathbf{x}\|_{2}^{2} \tag{3.28}
\end{equation*}
$$

for all $\mathbf{x} \in \mathcal{H}$, of sparsity $\|\mathbf{x}\|_{0} \leq s$.
Informally, we say $\left(A,\left(W_{j}\right)_{j=1}^{N}\right)$ satisfies the fusion restricted isometry property (FRIP) if $\delta_{s}$ is small for reasonably large $s$. The following result was also shown in $\mathbf{9}$.

Theorem 3.14. Let $\left(A,\left(W_{j}\right)_{j=1}^{N}\right)$ with FRIP constant $\delta_{2 s}<1 / 3$. Then $(L 1)$ recovers all $s$-sparse $\mathbf{x} \operatorname{from} \mathbf{y}=\mathbf{A}_{\mathbf{P}} \mathbf{x}$.

Boufounos, Kutyniok and Rauhut [9] have also stated -without a proof- an extension of Theorem 3.14 to the case where measurements are noisy and signals are well approximated by sparse fusion frame representation. Let us define the best $s$-term approximation of a vector $\mathbf{x}$ as follows

$$
\sigma_{s}(\mathbf{x})_{1}:=\inf _{\|\mathbf{z}\|_{0} \leq s}\|\mathbf{x}-\mathbf{z}\|_{2,1}
$$

This quantity measures the compressibility of the vector, in other words, how close it is to being $s$-sparse. We call vectors with small $\sigma_{s}(\mathbf{x})_{1}$ 'approximately sparse' or 'compressible'. The following stable version of FRIP condition is an analogous result to $\mathbf{1 7}$. Theorem 1.2].

Theorem 3.15. Assume that the FRIP constant $\delta_{2 s}$ of $\left(A,\left(W_{j}\right)_{j=1}^{N}\right)$ satisfies

$$
\delta_{2 s}<\sqrt{2}-1 \approx 0.41
$$

For $\mathbf{x} \in \mathcal{H}$, let noisy measurements $\mathbf{y}=\mathbf{A}_{\mathbf{P}} \mathbf{x}+\mathbf{e}$ be given with $\|\mathbf{e}\|_{2} \leq \eta$. Let $\hat{\mathbf{x}}$ be the solution of the convex optimization problem

$$
\min _{\mathbf{z} \in \mathcal{H}}\|\mathbf{z}\|_{2,1} \text { s.t. }\left\|\mathbf{A}_{\mathbf{P}} \mathbf{z}-\mathbf{y}\right\|_{2} \leq \eta
$$

Then

$$
\begin{equation*}
\|\mathbf{x}-\hat{\mathbf{x}}\|_{2} \leq C_{1} \frac{\sigma_{s}(\mathbf{x})_{1}}{\sqrt{s}}+C_{2} \eta \tag{3.29}
\end{equation*}
$$

and

$$
\begin{equation*}
\|\mathbf{x}-\hat{\mathbf{x}}\|_{2,1} \leq C_{1} \sigma_{s}(\mathbf{x})_{1}+C_{2} \sqrt{s} \eta \tag{3.30}
\end{equation*}
$$

where the constants $C_{1}, C_{2}>0$ only depend on $\delta_{2 s}$.
We remark that this result implies Theorem 3.14 and improves it in terms of the FRIP constant by choosing $\mathbf{x}$ to be exactly $s$-sparse and $\eta=0$. For the sake of completeness, the proof of Theorem 3.15 is presented at the end of this section. In Section 1.2.1, it was noted that for the classical RIP constant the optimal condition is $\tilde{\delta}_{2 s}<1 / \sqrt{2} \approx 0.7071$ for both exact and stable recovery. We think that the condition for FRIP constants in Theorems 3.14 and 3.15 can also be improved to $\delta_{2 s}<1 / \sqrt{2}$ by a similar proof to that in $\mathbf{1 6}$. The results above show that given a fusion frame $\left(W_{j}\right)_{j=1}^{N}$ and matrix $A$, for uniform recovery it is enough to check whether the block matrix $\mathbf{A}_{\mathbf{P}}$ satisfies the FRIP. The following result is from $\mathbf{9}$.

Proposition 3.16. Let $A \in \mathbb{R}^{m \times N}$ satisfy classical RIP 1.4. Then for an arbitrary fusion frame $\left(W_{j}\right)_{j=1}^{N}$ for $\mathbb{R}^{d}$, the associated matrix $\mathbf{A}_{\mathbf{P}}$ satisfies FRIP.

Recall from Theorem 3.14 that satisfying FRIP is enough for uniform recovery. This immediately suggests that $m \gtrsim s \ln (N / s)$ is sufficient for sparse recovery with many random measurement ensembles (up to some log-factors) as shown in Chapter 2. However we would like to improve this result by making use of the incoherence parameter $\lambda$.

For the proof of Theorem 3.7 we seek conditions on $m$ which guarantees $\delta_{s}$ to be small with high probability for a subgaussian matrix $A$. The definition (3.28) is equivalent to

$$
\left|\left\|\mathbf{A}_{\mathbf{P}} \mathbf{x}\right\|_{2}^{2}-\|\mathbf{x}\|_{2}^{2}\right| \leq \delta_{s}\|\mathbf{x}\|_{2}^{2} \quad \text { for all } S \subset[N],|S| \leq s, \text { for all } \mathbf{x} \in \mathcal{H}, \operatorname{supp}(\mathbf{x}) \subset S
$$

In the term on the left hand side, taking the supremum over all $\mathbf{x} \in \mathcal{H}$ with $\operatorname{supp}(\mathbf{x}) \subset S,|S| \leq s$ and unit norm $\|\mathbf{x}\|_{2}=1$ yields

$$
\begin{equation*}
\delta_{s}=\sup _{\mathbf{x} \in D_{s, N}}\left|\left\|\mathbf{A}_{\mathbf{P}} \mathbf{x}\right\|_{2}^{2}-\|\mathbf{x}\|_{2}^{2}\right| \tag{3.31}
\end{equation*}
$$

where $D_{s, N}:=\left\{\mathbf{x} \in \mathcal{H}: x_{i} \in W_{i},\|\mathbf{x}\|_{2} \leq 1,\|\mathbf{x}\|_{0} \leq s\right\}$. The characterization 3.31) of the FRIP constant $\delta_{s}$ will be used in the proof of Theorem 3.7 in Section 3.4.1.

## - Proof of Theorem 3.15

We mainly follow $\mathbf{1 7}$ for the proof. Some of the steps below are also parallel to the proof of Lemma 2.10. Set $\mathbf{h}=\hat{\mathbf{x}}-\mathbf{x}$. Similarly to 2.32), we observe that

$$
\begin{equation*}
\left\|\mathbf{A}_{\mathbf{P}} \mathbf{h}\right\|_{2} \leq\left\|\mathbf{A}_{\mathbf{P}} \hat{\mathbf{x}}-\mathbf{y}\right\|_{2}+\left\|\mathbf{y}-\mathbf{A}_{\mathbf{P}} \mathbf{x}\right\|_{2} \leq 2 \eta \tag{3.32}
\end{equation*}
$$

We partition [ $N$ ] into sets $S_{0}, S_{1}, \ldots$ each of size $s$ (except possibly the last set) such that $S_{0}$ contains the $s$ largest components $\left\|\mathbf{h}_{i}\right\|_{2}, S_{1}$ has the second $s$ largest components and so on. We first focus on bounding the size of $\mathbf{h}$ on the set $S_{0} \cup S_{1}$. In an analogous fashion to the scalar case (2.37) (see also $\mathbf{1 7}$, Eq.(10)]), we can deduce

$$
\begin{equation*}
\sum_{j \geq 2}\left\|\mathbf{h}_{S_{j}}\right\|_{2} \leq s^{-1 / 2}\left\|\mathbf{h}_{\overline{S_{0}}}\right\|_{2,1} \tag{3.33}
\end{equation*}
$$

In particular, it holds

$$
\begin{equation*}
\left\|\mathbf{h}_{\overline{S_{0} \cup S_{1}}}\right\|_{2}=\left\|\sum_{j \geq 2} \mathbf{h}_{S_{j}}\right\|_{2} \leq \sum_{j \geq 2}\left\|\mathbf{h}_{S_{j}}\right\|_{2} \leq s^{-1 / 2}\left\|\mathbf{h}_{\overline{S_{0}}}\right\|_{2,1} . \tag{3.34}
\end{equation*}
$$

The next step is to show that $\left\|\mathbf{h}_{\overline{S_{0}}}\right\|_{2,1}$ cannot be very large since $\|\hat{\mathbf{x}}\|_{2,1}$ is a minimum point. Indeed,

$$
\begin{aligned}
\|\mathbf{x}\|_{2,1} & \geq\|\mathbf{x}+\mathbf{h}\|_{2,1}=\left\|(\mathbf{x}+\mathbf{h})_{S_{0}}\right\|_{2,1}+\left\|(\mathbf{x}+\mathbf{h})_{\overline{S_{0}}}\right\|_{2,1} \\
& \geq\left\|\mathbf{x}_{S_{0}}\right\|_{2,1}-\left\|\mathbf{h}_{S_{0}}\right\|_{2,1}+\left\|\mathbf{h}_{\overline{S_{0}}}\right\|_{2,1}-\left\|\mathbf{x}_{\overline{S_{0}}}\right\|_{2,1}
\end{aligned}
$$

where we used the triangle inequality. Rearranging terms yields

$$
\begin{equation*}
\left\|\mathbf{h}_{\overline{S_{0}}}\right\|_{2,1} \leq\left\|\mathbf{h}_{S_{0}}\right\|_{2,1}+2\left\|\mathbf{x}_{\overline{S_{0}}}\right\|_{2,1} \leq \sqrt{s}\left\|\mathbf{h}_{S_{0}}\right\|_{2}+2 \sigma_{s}(\mathbf{x})_{1} \tag{3.35}
\end{equation*}
$$

by the Cauchy-Schwarz inequality. Combining (3.35) and (3.34) gives

$$
\begin{equation*}
\left\|\mathbf{h}_{\overline{S_{0} \cup S_{1}}}\right\|_{2} \leq\left\|\mathbf{h}_{S_{0}}\right\|_{2}+2 s^{-1 / 2} \sigma_{s}(\mathbf{x})_{1} \tag{3.36}
\end{equation*}
$$

The next goal is to bound $\left\|\mathbf{h}_{S_{0} \cup S_{1}}\right\|_{2}$. To do this, observe that $\mathbf{A}_{\mathbf{P}} \mathbf{h}_{S_{0} \cup S_{1}}=\mathbf{A}_{\mathbf{P}} \mathbf{h}-\sum_{j \geq 2} \mathbf{A}_{\mathbf{P}} \mathbf{h}_{S_{j}}$, and therefore

$$
\left\|\mathbf{A}_{\mathbf{P}} \mathbf{h}_{S_{0} \cup S_{1}}\right\|_{2}^{2}=\left\langle\mathbf{A}_{\mathbf{P}} \mathbf{h}_{S_{0} \cup S_{1}}, \mathbf{A}_{\mathbf{P}} \mathbf{h}\right\rangle-\left\langle\mathbf{A}_{\mathbf{P}} \mathbf{h}_{S_{0} \cup S_{1}}, \sum_{j \geq 2} \mathbf{A}_{\mathbf{P}} \mathbf{h}_{S_{j}}\right\rangle .
$$

The first term on the right hand side is estimated by using the FRIP along with 3.32

$$
\left|\left\langle\mathbf{A}_{\mathbf{P}} \mathbf{h}_{S_{0} \cup S_{1}}, \mathbf{A}_{\mathbf{P}} \mathbf{h}\right\rangle\right| \leq\left\|\mathbf{A}_{\mathbf{P}} \mathbf{h}_{S_{0} \cup S_{1}}\right\|_{2}\left\|\mathbf{A}_{\mathbf{P}} \mathbf{h}\right\|_{2} \leq 2 \eta \sqrt{1+\delta_{2 s}}\left\|\mathbf{h}_{S_{0} \cup S_{1}}\right\|_{2} .
$$

Moreover, following an analogous result for the scalar case, Lemma 2.9, we have for $j \geq 2$

$$
\left|\left\langle\mathbf{A}_{\mathbf{P}} \mathbf{h}_{S_{0}}, \mathbf{A}_{\mathbf{P}} \mathbf{h}_{S_{j}}\right\rangle\right| \leq \delta_{2 s}\left\|\mathbf{h}_{S_{0}}\right\|_{2}\left\|\mathbf{h}_{S_{j}}\right\|_{2}
$$

and likewise for $S_{1}$ in place of $S_{0}$. This implies that

$$
\left\langle\mathbf{A}_{\mathbf{P}} \mathbf{h}_{S_{0} \cup S_{1}}, \sum_{j \geq 2} \mathbf{A}_{\mathbf{P}} \mathbf{h}_{S_{j}}\right\rangle \leq \delta_{2 s}\left(\left\|\mathbf{h}_{S_{0}}\right\|_{2}+\left\|\mathbf{h}_{S_{1}}\right\|_{2}\right) \sum_{j \geq 2}\left\|\mathbf{h}_{S_{j}}\right\|_{2} \leq \sqrt{2} \delta_{2 s}\left\|\mathbf{h}_{S_{0} \cup S_{1}}\right\|_{2} \sum_{j \geq 2}\left\|\mathbf{h}_{S_{j}}\right\|_{2}
$$

Then by the FRIP again we obtain

$$
\left(1-\delta_{2 s}\right)\left\|\mathbf{h}_{S_{0} \cup S_{1}}\right\|_{2}^{2} \leq\left\|\mathbf{A}_{\mathbf{P}} \mathbf{h}_{S_{0} \cup S_{1}}\right\|_{2}^{2} \leq\left\|\mathbf{h}_{S_{0} \cup S_{1}}\right\|_{2}\left(2 \eta \sqrt{1+\delta_{2 s}}+\sqrt{2} \delta_{2 s} \sum_{j \geq 2}\left\|\mathbf{h}_{S_{j}}\right\|_{2}\right)
$$

It follows from (3.33) that

$$
\left\|\mathbf{h}_{S_{0} \cup S_{1}}\right\|_{2} \leq \alpha \eta+\beta s^{-1 / 2}\left\|\mathbf{h}_{S_{0}}\right\|_{2,1}
$$

where $\alpha=\frac{2 \sqrt{1+\delta_{2 s}}}{1-\delta_{2 s}}$ and $\beta=\frac{\sqrt{2} \delta_{2 s}}{1-\delta_{2 s}}$. We now conclude by using 3.35 along with the previous inequality that

$$
\left\|\mathbf{h}_{S_{0} \cup S_{1}}\right\|_{2} \leq \alpha \eta+\beta\left\|\mathbf{h}_{S_{0} \cup S_{1}}\right\|_{2}+2 \beta s^{-1 / 2} \sigma_{s}(\mathbf{x})_{1}
$$

Rearranging terms yields

$$
\begin{equation*}
\left\|\mathbf{h}_{S_{0} \cup S_{1}}\right\|_{2} \leq(1-\beta)^{-1}\left(\alpha \eta+2 \beta s^{-1 / 2} \sigma_{s}(\mathbf{x})_{1}\right) \tag{3.37}
\end{equation*}
$$

Observe that $\beta<1$ due to the assumption $\delta_{2 s}<\sqrt{2}-1$. Finally using (3.36), we obtain

$$
\begin{aligned}
\|\mathbf{h}\|_{2} & \leq\left\|\mathbf{h}_{S_{0} \cup S_{1}}\right\|_{2}+\left\|\mathbf{h}_{\overline{S_{0} \cup S_{1}}}\right\|_{2} \leq 2\left\|\mathbf{h}_{S_{0} \cup S_{1}}\right\|_{2}+2 s^{-1 / 2} \sigma_{s}(\mathbf{x})_{1} \\
& \leq 2(1-\beta)^{-1}\left(\alpha \eta+(1+\beta) s^{-1 / 2} \sigma_{s}(\mathbf{x})_{1}\right)
\end{aligned}
$$

which proves 3.29 . In order to show (3.30), we use the first inequality in 3.35 to obtain that

$$
\begin{equation*}
\|\mathbf{h}\|_{2,1}=\left\|\mathbf{h}_{S_{0}}\right\|_{2,1}+\left\|\mathbf{h}_{\overline{S_{0}}}\right\|_{2,1} \leq 2\left\|\mathbf{h}_{S_{0}}\right\|_{2,1}+2 \sigma_{s}(\mathbf{x})_{1} \tag{3.38}
\end{equation*}
$$

Moreover, it follows from 3.37) and the Cauchy-Schwarz inequality that

$$
\left\|\mathbf{h}_{S_{0}}\right\|_{2,1} \leq \sqrt{s}\left\|\mathbf{h}_{S_{0}}\right\|_{2} \leq \sqrt{s}\left\|\mathbf{h}_{S_{0} \cup S_{1}}\right\|_{2} \leq \sqrt{s}(1-\beta)^{-1}\left(\alpha \eta+2 \beta s^{-1 / 2} \sigma_{s}(\mathbf{x})_{1}\right.
$$

Plugging this into 3.38 yields the desired estimate 3.30 .

### 3.2.8. Null space properties for fusion frames

In this section we give notions of exact, stable and robust null space properties (NSP) for fusion frames and show in turn that they provide sufficient conditions for sparse recovery. We would like to note that Theorems 3.17 and 3.18 can be improved to stronger 'if and only if' statements, but we skip these parts here.

Definition. (NSP of order s) Let $A \in \mathbb{R}^{m \times N}$ and $\left(W_{j}\right)_{j=1}^{N}$ be a fusion frame. Then the associated matrix $\mathbf{A}_{\mathbf{P}} \in \mathbb{R}^{m d \times N d}$ is said to satisfy the null space property of order s if for all $S \subset[N],|S|=s$,

$$
\left\|\mathbf{v}_{S}\right\|_{2,1}<\left\|\mathbf{v}_{\bar{S}}\right\|_{2,1} \quad \text { for all } \mathbf{v} \in \operatorname{ker} \mathbf{A}_{\mathbf{P} \mid \mathcal{H}} \backslash\{\mathbf{0}\}
$$

Here, $\mathbf{A}_{\mathbf{P} \mid \mathcal{H}}$ is the restriction of $\mathbf{A}_{\mathbf{P}}$ to $\mathcal{H}$. We now show that the null space property implies exact recovery of sparse vectors from a fusion frame via ( $L 1$ ).

Theorem 3.17. Suppose $\mathbf{A}_{\mathbf{P}}$ satisfies the null space property of order s. Then any s-sparse $\mathbf{x} \in \mathcal{H}$ is a solution of $(L 1)$ with $\mathbf{y}=\mathbf{A}_{\mathbf{P}} \mathbf{x}$.

One can use this result in order to prove Corollary 3.9 by establishing the null space property of order $s$. However, as we have remarked earlier, this is not necessary since choosing $\rho$ and $\eta$ in Theorem 3.8 appropriately does the job. Nevertheless, we prove Theorem 3.17 here for the sake of completeness. The following proof is analogous to $\mathbf{5 4}$, Theorem 4.4].

Proof. Assume that the null space property of order $s$ holds. Given an $s$-sparse vector $\mathbf{x} \in \mathcal{H}$ and a vector $\mathbf{z} \neq \mathbf{x}$ such that $\mathbf{A}_{\mathbf{P}} \mathbf{z}=\mathbf{A}_{\mathbf{P}} \mathbf{x}$, we consider $\mathbf{v}=\mathbf{x}-\mathbf{z} \in \operatorname{ker} \mathbf{A}_{\mathbf{P} \mid \mathcal{H}} \backslash\{\mathbf{0}\}$. Then by the null space property, we have

$$
\begin{aligned}
\|\mathbf{x}\|_{2,1} & \leq\left\|\mathbf{x}-\mathbf{z}_{S}\right\|_{2,1}+\left\|\mathbf{z}_{S}\right\|_{2,1}=\left\|\mathbf{v}_{S}\right\|_{2,1}+\left\|\mathbf{z}_{S}\right\|_{2,1} \\
& <\left\|\mathbf{v}_{\bar{S}}\right\|_{2,1}+\left\|\mathbf{z}_{S}\right\|_{2,1}=\left\|-\mathbf{z}_{\bar{S}}\right\|_{2,1}+\left\|\mathbf{z}_{S}\right\|_{2,1}=\|\mathbf{z}\|_{2,1} .
\end{aligned}
$$

This establishes the minimality of $\|\mathbf{x}\|_{2,1}$.
Stability and robustness. Theorem 3.17 is about the idealized situation when the signal is exactly sparse. In practice, one often faces signals with sparsity defects. Above we defined the best $s$-term approximation error $\sigma_{s}(\mathbf{x})_{1}$ for a vector $\mathbf{x}$ which is not exacty $s$-sparse. Another non-ideal situation is that often the measurement vector $\mathbf{y}$ is corrupted with some noise vector $\mathbf{e}$ which is bounded in $\ell_{2}$-norm. The following definition gives a variant of the null space property adapted to these two scenarios.

Definition. (Stable and robust NSP of order s) Let $A \in \mathbb{R}^{m \times N}$ and $\left(W_{j}\right)_{j=1}^{N}$ be a fusion frame. Then the associated matrix $\mathbf{A}_{\mathbf{P}} \in \mathbb{R}^{m d \times N d}$ is said to satisfy the stable and robust null space
property of order $s$ with constants $0<\rho<1$ and $\tau>0$, if for all $S \subset[N],|S|=s$, it holds

$$
\left\|\mathbf{v}_{S}\right\|_{2,1} \leq \rho\left\|\mathbf{v}_{\bar{S}}\right\|_{2,1}+\tau\left\|\mathbf{A}_{\mathbf{P}} \mathbf{v}\right\|_{2} \quad \text { for all } \mathbf{v} \in \mathcal{H}
$$

Theorem 3.18. Suppose $\mathbf{A}_{\mathbf{P}}$ satisfies the stable null space property of order $s$ with constants $0<\rho<1$ and $\tau>0$. Then for any $\mathbf{x} \in \mathcal{H}$, a solution $\hat{\mathbf{x}}$ of $(L 1)^{\eta}$ with $\mathbf{y}=\mathbf{A}_{\mathbf{P}} \mathbf{x}+\mathbf{e}$ with $\|\mathbf{e}\|_{2} \leq \eta$ satisfies

$$
\|\mathbf{x}-\hat{\mathbf{x}}\|_{2,1} \leq \frac{2(1+\rho)}{1-\rho} \sigma_{s}(\mathbf{x})_{1}+\frac{4 \tau}{1-\rho} \eta
$$

Proof. Denote by $S \subset[N]$ an index set of $s$ largest norms $\left\|x_{i}\right\|_{2}$ in $\mathbf{x}$, so that $\left\|\mathbf{x}_{\bar{S}}\right\|_{2,1}=\sigma_{s}(\mathbf{x})_{1}$. The inequalities below follow from the triangle inequality

$$
\begin{aligned}
& \|\mathbf{x}\|_{2,1}=\left\|\mathbf{x}_{\bar{S}}\right\|_{2,1}+\left\|\mathbf{x}_{S}\right\|_{2,1} \leq\left\|\mathbf{x}_{\bar{S}}\right\|_{2,1}+\left\|\hat{\mathbf{x}}_{S}\right\|_{2,1}+\left\|(\mathbf{x}-\hat{\mathbf{x}})_{S}\right\|_{2,1} \\
& \left\|(\mathbf{x}-\hat{\mathbf{x}})_{\bar{S}}\right\|_{2,1} \leq\left\|\mathbf{x}_{\bar{S}}\right\|_{2,1}+\left\|\hat{\mathbf{x}}_{\bar{S}}\right\|_{2,1} .
\end{aligned}
$$

Adding these two inequalities and using that $\|\hat{\mathbf{x}}\|_{2,1} \leq\|\mathbf{x}\|_{2,1}$ (since $\hat{\mathbf{x}}$ is a minimizer of $\left.(L 1)^{\eta}\right)$ yields

$$
\begin{aligned}
\|\mathbf{x}\|_{2,1}+\left\|(\mathbf{x}-\hat{\mathbf{x}})_{\bar{S}}\right\|_{2,1} & \leq 2\left\|\mathbf{x}_{\bar{S}}\right\|_{2,1}+\left\|\hat{\mathbf{x}}_{S}\right\|_{2,1}+\left\|\hat{\mathbf{x}}_{\bar{S}}\right\|_{2,1}+\left\|(\mathbf{x}-\hat{\mathbf{x}})_{S}\right\|_{2,1} \\
& =2\left\|\mathbf{x}_{\bar{S}}\right\|_{2,1}+\|\hat{\mathbf{x}}\|_{2,1}+\left\|(\mathbf{x}-\hat{\mathbf{x}})_{S}\right\|_{2,1} \\
& \leq 2\left\|\mathbf{x}_{\bar{S}}\right\|_{2,1}+\|\mathbf{x}\|_{2,1}+\left\|(\mathbf{x}-\hat{\mathbf{x}})_{S}\right\|_{2,1} .
\end{aligned}
$$

Simplifying above and setting $\mathbf{v}:=\hat{\mathbf{x}}-\mathbf{x}$ gives

$$
\left\|\mathbf{v}_{\bar{S}}\right\|_{2,1} \leq\left\|\mathbf{v}_{S}\right\|_{2,1}+2\left\|\mathbf{x}_{\bar{S}}\right\|_{2,1} \leq \rho\left\|\mathbf{v}_{\bar{S}}\right\|_{2,1}+\tau\left\|\mathbf{A}_{\mathbf{P}} \mathbf{v}\right\|_{2}+2\left\|\mathbf{x}_{\bar{S}}\right\|_{2,1}
$$

where we used the stable and robust null space property in the last inequality. After rearranging the terms, we obtain

$$
\begin{equation*}
\left\|\mathbf{v}_{\bar{S}}\right\|_{2,1} \leq \frac{2}{1-\rho}\left\|\mathbf{x}_{\bar{S}}\right\|_{2,1}+\frac{\tau}{1-\rho}\left\|\mathbf{A}_{\mathbf{P}} \mathbf{v}\right\|_{2} \tag{3.39}
\end{equation*}
$$

Observe that it holds

$$
\begin{equation*}
\left\|\mathbf{A}_{\mathbf{P}} \mathbf{v}\right\|_{2} \leq\left\|\mathbf{A}_{\mathbf{P}} \mathbf{x}-\mathbf{y}\right\|_{2}+\left\|\mathbf{y}-\mathbf{A}_{\mathbf{P}} \hat{\mathbf{x}}\right\|_{2} \leq 2 \eta \tag{3.40}
\end{equation*}
$$

by the triangle inequality. Lastly, combining (3.39) and (3.40 yields

$$
\begin{aligned}
\|\mathbf{v}\|_{2,1} & \leq\left\|\mathbf{v}_{S}\right\|_{2,1}+\left\|\mathbf{v}_{\bar{S}}\right\|_{2,1} \leq(1+\rho)\left\|\mathbf{v}_{\bar{S}}\right\|_{2,1}+\tau\left\|\mathbf{A}_{\mathbf{P}} \mathbf{v}\right\|_{2} \\
& \leq \frac{2(1+\rho)}{1-\rho} \sigma_{s}(\mathbf{x})_{1}+\frac{4 \tau}{1-\rho} \eta
\end{aligned}
$$

which is the desired result.
Next we generalize the previous theorem by replacing the $\ell_{2,1}$-error estimate by an $\ell_{2}$-estimate. For this we need to strengthen the null space property.

Definition. ( $\ell_{2}$-stable and robust NSP of order s) Let $A \in \mathbb{R}^{m \times N}$ and $\left(W_{j}\right)_{j=1}^{N}$ be a fusion frame. Then the associated matrix $\mathbf{A}_{\mathbf{P}} \in \mathbb{R}^{m d \times N d}$ is said to satisfy the $\ell_{2}$-stable and robust null space property of order $s$ with constants $0<\rho<1$ and $\tau>0$, if for all $S \subset[N],|S|=s$, it holds

$$
\left\|\mathbf{v}_{S}\right\|_{2} \leq \frac{\rho}{\sqrt{s}}\left\|\mathbf{v}_{\bar{S}}\right\|_{2,1}+\tau\left\|\mathbf{A}_{\mathbf{P}} \mathbf{v}\right\|_{2} \quad \text { for all } \mathbf{v} \in \mathcal{H}
$$

Theorem 3.19. Suppose $\mathbf{A}_{\mathbf{P}}$ satisfies the $\ell_{2}$-stable and robust null space property of order $s$ with constants $0<\rho<1$ and $\tau>0$. Then for any $\mathbf{x} \in \mathcal{H}$, a solution $\hat{\mathbf{x}}$ of $(L 1)^{\eta}$ with $\mathbf{y}=\mathbf{A}_{\mathbf{P}} \mathbf{x}+\mathbf{e}$ with $\|\mathbf{e}\|_{2} \leq \eta$ satisfies

$$
\|\mathbf{x}-\hat{\mathbf{x}}\|_{2} \leq \frac{C}{\sqrt{s}} \sigma_{s}(\mathbf{x})_{1}+D \eta
$$

for some constants $C, D>0$ depending on only $\rho$ and $\tau$.
Proof. The $\ell_{2}$-stable and robust null space property immediately implies that

$$
\left\|\mathbf{v}_{S}\right\|_{2,1} \leq \rho\left\|\mathbf{v}_{\bar{S}}\right\|_{2,1}+\tau \sqrt{s}\left\|\mathbf{A}_{\mathbf{P}} \mathbf{v}\right\|_{2} \quad \text { for all } \mathbf{v} \in \mathcal{H}
$$

This, along with Theorem 3.18, gives

$$
\begin{equation*}
\|\mathbf{x}-\hat{\mathbf{x}}\|_{2,1} \leq \frac{2(1+\rho)}{1-\rho} \sigma_{s}(\mathbf{x})_{1}+\frac{4 \tau \sqrt{s}}{1-\rho} \eta \tag{3.41}
\end{equation*}
$$

We briefly note here that, for a block vector $\mathbf{z}=\left(z_{1}, \ldots, z_{N}\right) \in \mathbb{R}^{N \cdot d}$ with block size $d$, if $S$ is an index set of $s$ largest $\ell_{2}$-normed blocks in $\mathbf{z}$, then it holds that $\left\|\mathbf{z}_{\bar{S}}\right\|_{2} \leq \frac{1}{2 \sqrt{s}}\|\mathbf{z}\|_{2,1}$. This follows from an analogous result for the scalar case [54. Theorem 2.5]. Then, choosing $S$ as an index set of $s$ largest $\ell_{2}$-normed blocks in $\mathbf{x}-\hat{\mathbf{x}}$, this result and the $\ell_{2}$-stable and robust null space property yields

$$
\begin{aligned}
\|\mathbf{x}-\hat{\mathbf{x}}\|_{2} & \leq\left\|(\mathbf{x}-\hat{\mathbf{x}})_{S}\right\|_{2}+\left\|(\mathbf{x}-\hat{\mathbf{x}})_{\bar{S}}\right\|_{2} \\
& \leq \frac{\rho}{\sqrt{s}}\left\|(\mathbf{x}-\hat{\mathbf{x}})_{\bar{S}}\right\|_{2}+\tau\left\|\mathbf{A}_{\mathbf{P}}(\mathbf{x}-\hat{\mathbf{x}})\right\|_{2}+\frac{1}{2 \sqrt{s}}\|\mathbf{x}-\hat{\mathbf{x}}\|_{2,1} \\
& \leq \frac{2 \rho+1}{2 \sqrt{s}}\|\mathbf{x}-\hat{\mathbf{x}}\|_{2,1}+2 \tau \eta .
\end{aligned}
$$

Finally plugging $(3.41)$ in the right hand side gives the desired inequality with $C=\frac{(2 \rho+1)(1+\rho)}{1-\rho}$ and $D=\frac{4+2 \rho}{1-\rho} \tau$.

### 3.3. Proofs of nonuniform results

### 3.3.1. Preliminaries

In this section, we introduce some useful norms for random variables that will appear in our proofs. The following definition is taken from $\mathbf{1 0 9}$.

Definition. (Orlicz norm) Let $\psi$ be a nondecreasing convex function with $\psi(0)=0$ and $X$ be a random variable. The Orlicz norm of $X$ is defined as

$$
\|X\|_{\psi}=\inf \left\{C>0: \mathbb{E} \psi\left(\frac{|X|}{C}\right) \leq 1\right\}
$$

The random variable $X$ is called a $\psi$-variable if $\|X\|_{\psi}$ is finite. The best-known examples of Orlicz norms are those corresponding to the functions $x \mapsto x^{p}$ for $p \geq 1$; then the Orlicz norm is simply the $L_{p}$-norm

$$
\|X\|_{p}=\left(\mathbb{E}|X|^{p}\right)^{1 / p}
$$

Other interesting Orlicz norms are induced by the functions $\psi_{\alpha}(x)=e^{x^{\alpha}}-1, \alpha \geq 1$. Particularly $\psi_{2}$ is related to subgaussian tails of $X$ and $\psi_{1}$ is related to subexponential tails.

Remark. In $\mathbf{1 1 1}$, for a random variable $X$, the following alternative definitions are given

$$
\begin{align*}
\|X\|_{\psi_{1}}^{\prime} & =\sup _{p \geq 1} p^{-1}\left(\mathbb{E}|X|^{p}\right)^{1 / p}  \tag{3.42}\\
\|X\|_{\psi_{2}}^{\prime} & =\sup _{p \geq 1} p^{-1 / 2}\left(\mathbb{E}|X|^{p}\right)^{1 / p} \tag{3.43}
\end{align*}
$$

Recall that subgaussian random variables were introduced in Section 2.1.3. Indeed, it is shown in 111 that the norm in (3.43) is finite if and only if $X$ is subgaussian. Particularly, a subgaussian random variable satisfies the tail bound

$$
\mathbb{P}(|X| \geq t) \leq \exp \left(1-\frac{c t^{2}}{\left(\|X\|_{\psi_{2}}^{\prime}\right)^{2}}\right)
$$

for all $t>0$ and an absolute constant $c>0$. Similarly if 3.42 is finite, then $X$ is called subexponential. We refer to the $\|\cdot\|_{\psi_{1}}^{\prime}$ and $\|\cdot\|_{\psi_{2}}^{\prime}$-norms as subexponential and subgaussian norms respectively. Moreover it is shown in $\mathbf{1 1 1}$, Lemma 5.5 and Section 5.2.4] that these norms are equivalent to Orlicz norms $\|\cdot\|_{\psi_{1}}$ and $\|\cdot\|_{\psi_{2}}$ respectively up to absolute constants.

The following lemma from 111 gives us a useful comparison of subexponential and subgaussian norms.

Lemma 3.20. A random variable $X$ is subgaussian if and only if $X^{2}$ is subexponential. Moreover,

$$
\left(\|X\|_{\psi_{2}}^{\prime}\right)^{2} \leq\left\|X^{2}\right\|_{\psi_{1}}^{\prime} \leq 2\left(\|X\|_{\psi_{2}}^{\prime}\right)^{2}
$$

Another result about Orlicz norms considers the $\psi$-norm of a maximum of finitely many random variables. The following lemma is due to $\mathbf{1 0 9}$, Lemma 2.2.2].

Lemma 3.21. Let $\psi_{\alpha}$ for $0<\alpha \leq 2$ be given as before. Then, for any random variables $X_{1}, \ldots, X_{m}$,

$$
\left\|\max _{1 \leq i \leq m} X_{i}\right\|_{\psi_{\alpha}} \leq K\left(\psi_{\alpha}\right)^{-1}(m) \max _{1 \leq i \leq m}\left\|X_{i}\right\|_{\psi_{\alpha}}
$$

for a constant $K$ depending only on $\psi_{\alpha}$. Here $\left(\psi_{\alpha}\right)^{-1}$ denotes the inverse function of $\psi_{\alpha}$.
In particular for $\alpha=1,\left(\psi_{1}\right)^{-1}(m)=\ln (1+m)$. A similar inequality is also valid for $\psi(x)=x^{p}$, which induces the $L_{p}$-norm of a random variable. Using the fact that $\max _{i}\left|X_{i}\right|^{p} \leq \sum_{i}\left|X_{i}\right|^{p}$, one obtains

$$
\begin{equation*}
\left\|\max _{1 \leq i \leq m} X_{i}\right\|_{p}=\left(\mathbb{E} \max _{1 \leq i \leq m}\left|X_{i}\right|^{p}\right)^{1 / p} \leq m^{1 / p} \max _{1 \leq i \leq m}\left\|X_{i}\right\|_{p} \tag{3.44}
\end{equation*}
$$

see 109 for a reference.

### 3.3.2. Inexact dual certificate

This section gives a sufficient condition for recovery of fixed sparse vectors based on an "inexact dual vector". Sufficient conditions involving an exact dual vector were given in $\mathbf{5 5}, \mathbf{1 0 3}$. The modified inexact version is due to Gross 65. Below, $\mathbf{A}_{\mid \mathcal{H}}$ is the restriction of $\mathbf{A}$ to $\mathcal{H}$.
Lemma 3.22. Let $A \in \mathbb{R}^{m \times N},\left(W_{j}\right)_{j=1}^{N}$ be a fusion frame for $\mathbb{R}^{d}$ and $x \in \mathcal{H}$ with support $S$. Assume that

$$
\begin{equation*}
\left\|\left[\left(\mathbf{A}_{\mathbf{P}}\right)_{S}^{*}\left(\mathbf{A}_{\mathbf{P}}\right)_{S}\right]_{\mathcal{H}}^{-1}\right\| \leq 2 \quad \text { and } \quad \max _{\ell \in \bar{S}}\left\|\left(\mathbf{A}_{\mathbf{P}}\right)_{S}^{*}\left(\mathbf{A}_{\mathbf{P}}\right)_{\ell}\right\| \leq 1 . \tag{3.45}
\end{equation*}
$$

Suppose there exists a block vector $\mathbf{u} \in \mathbb{R}^{N d}$ of the form $\mathbf{u}=\mathbf{A}_{\mathbf{P}}{ }^{*} \mathbf{h}$ with block vector $\mathbf{h} \in \mathbb{R}^{m d}$ such that

$$
\begin{equation*}
\left\|\mathbf{u}_{S}-\operatorname{sgn}\left(\mathbf{x}_{S}\right)\right\|_{2} \leq 1 / 4 \quad \text { and } \quad \max _{i \in \bar{S}}\left\|u_{i}\right\|_{2} \leq 1 / 4 \tag{3.46}
\end{equation*}
$$

Then $x$ is the unique minimizer of $\|\mathbf{z}\|_{2,1}$ subject to $\mathbf{A}_{\mathbf{P}} \mathbf{z}=\mathbf{A}_{\mathbf{P}} \mathbf{x}$.
Proof. The proof follows [54, Theorem 4.32] and generalizes it to the block vector case. For convenience we give the details here. Let $\hat{\mathbf{x}}$ be a minimizer of $\|\mathbf{z}\|_{2,1}$ subject to $\mathbf{A}_{\mathbf{P} \mathbf{z}}=\mathbf{A}_{\mathbf{P}} \mathbf{x}$. Then $\mathbf{v}=\hat{\mathbf{x}}-\mathbf{x} \in \mathcal{H}$ satisfies $\mathbf{A}_{\mathbf{P}} \mathbf{v}=\mathbf{0}$. We need to show that $\mathbf{v}=\mathbf{0}$. First we observe that

$$
\begin{align*}
\|\hat{\mathbf{x}}\|_{2,1} & =\left\|\mathbf{x}_{S}+\mathbf{v}_{S}\right\|_{2,1}+\left\|\mathbf{v}_{\bar{S}}\right\|_{2,1}=\left\langle\operatorname{sgn}\left(\mathbf{x}_{S}+\mathbf{v}_{S}\right),\left(\mathbf{x}_{S}+\mathbf{v}_{S}\right)\right\rangle+\left\|\mathbf{v}_{\bar{S}}\right\|_{2,1} \\
& \geq\left\langle\operatorname{sgn}\left(\mathbf{x}_{S}\right),\left(\mathbf{x}_{S}+\mathbf{v}_{S}\right)\right\rangle+\left\|\mathbf{v}_{\bar{S}}\right\|_{2,1} \\
& =\left\|\mathbf{x}_{S}\right\|_{2,1}+\left\langle\operatorname{sgn}\left(\mathbf{x}_{S}\right), \mathbf{v}_{S}\right\rangle+\left\|\mathbf{v}_{\bar{S}}\right\|_{2,1} \tag{3.47}
\end{align*}
$$

For $\mathbf{u}=\mathbf{A}_{\mathbf{P}}{ }^{*} \mathbf{h}$ it holds

$$
\left\langle\mathbf{u}_{S}, \mathbf{v}_{S}\right\rangle=\langle\mathbf{u}, \mathbf{v}\rangle-\left\langle\mathbf{u}_{\bar{S}}, \mathbf{v}_{\bar{S}}\right\rangle=\left\langle\mathbf{h}, \mathbf{A}_{\mathbf{P}} \mathbf{v}\right\rangle-\left\langle\mathbf{u}_{\bar{S}}, \mathbf{v}_{\bar{S}}\right\rangle=-\left\langle\mathbf{u}_{\bar{S}}, \mathbf{v}_{\bar{S}}\right\rangle
$$

Hence,

$$
\begin{aligned}
\left\langle\operatorname{sgn}\left(\mathbf{x}_{S}\right), \mathbf{v}_{S}\right\rangle & =\left\langle\operatorname{sgn}\left(\mathbf{x}_{S}\right)-\mathbf{u}_{S}, \mathbf{v}_{S}\right\rangle+\left\langle\mathbf{u}_{S}, \mathbf{v}_{S}\right\rangle \\
& =\left\langle\operatorname{sgn}\left(\mathbf{x}_{S}\right)-\mathbf{u}_{S}, \mathbf{v}_{S}\right\rangle-\left\langle\mathbf{u}_{\bar{S}}, \mathbf{v}_{\bar{S}}\right\rangle .
\end{aligned}
$$

The Cauchy-Schwarz inequality together with (3.46) yields

$$
\left|\left\langle\operatorname{sgn}\left(\mathbf{x}_{S}\right), \mathbf{v}_{S}\right\rangle\right| \leq\left\|\operatorname{sgn}\left(\mathbf{x}_{S}\right)-\mathbf{u}_{S}\right\|_{2}\left\|\mathbf{v}_{S}\right\|_{2}+\max _{i \in \bar{S}}\left\|u_{i}\right\|_{2}\left\|\mathbf{v}_{\bar{S}}\right\|_{2,1} \leq \frac{1}{4}\left\|\mathbf{v}_{S}\right\|_{2}+\frac{1}{4}\left\|\mathbf{v}_{\bar{S}}\right\|_{2,1}
$$

Together with 3.47) this yields

$$
\|\hat{\mathbf{x}}\|_{2,1} \geq\left\|\mathbf{x}_{S}\right\|_{2,1}-\frac{1}{4}\left\|\mathbf{v}_{S}\right\|_{2}+\frac{3}{4}\left\|\mathbf{v}_{\bar{S}}\right\|_{2,1}
$$

We now bound $\left\|\mathbf{v}_{S}\right\|_{2}$. Since $\mathbf{A}_{\mathbf{P}} \mathbf{v}=\mathbf{0}$, we have $\left(\mathbf{A}_{\mathbf{P}}\right)_{S} \mathbf{v}_{S}=-\left(\mathbf{A}_{\mathbf{P}}\right)_{\bar{S}} \mathbf{v}_{\bar{S}}$ and

$$
\begin{align*}
\left\|\mathbf{v}_{S}\right\|_{2} & =\left\|\left[\left(\mathbf{A}_{\mathbf{P}}\right)_{S}^{*}\left(\mathbf{A}_{\mathbf{P}}\right)_{S}\right]_{\mid \mathcal{H}}^{-1}\left(\mathbf{A}_{\mathbf{P}}\right)_{S}^{*}\left(\mathbf{A}_{\mathbf{P}}\right)_{S} \mathbf{v}_{S}\right\|_{2}=\left\|-\left[\left(\mathbf{A}_{\mathbf{P}}\right)_{S}^{*}\left(\mathbf{A}_{\mathbf{P}}\right)_{S}\right]_{\mid \mathcal{H}}^{-1}\left(\mathbf{A}_{\mathbf{P}}\right)_{S}^{*}\left(\mathbf{A}_{\mathbf{P}}\right)_{\bar{S}} \mathbf{v}_{\bar{S}}\right\|_{2} \\
& \leq\left\|\left[\left(\mathbf{A}_{\mathbf{P}}\right)_{S}^{*}\left(\mathbf{A}_{\mathbf{P}}\right)_{S}\right]_{\mid \mathcal{H}}^{-1}\right\|\left\|\left(\mathbf{A}_{\mathbf{P}}\right)_{S}^{*}\left(\mathbf{A}_{\mathbf{P}}\right)_{\bar{S}} \mathbf{v}_{\bar{S}}\right\|_{2} \leq 2\left\|\left(\mathbf{A}_{\mathbf{P}}\right)_{S}^{*} \sum_{i \in \bar{S}}\left(\mathbf{A}_{\mathbf{P}}\right)_{i} v_{i}\right\|_{2} \\
& \leq 2 \sum_{i \in \bar{S}}\left\|\left(\mathbf{A}_{\mathbf{P}}\right)_{S}^{*}\left(\mathbf{A}_{\mathbf{P}}\right)_{i}\right\|\left\|v_{i}\right\|_{2} \leq 2\left\|\mathbf{v}_{\bar{S}}\right\|_{2,1} . \tag{3.48}
\end{align*}
$$

Hereby, we used the second condition in (3.45). Then we have

$$
\|\hat{\mathbf{x}}\|_{2,1} \geq\|\mathbf{x}\|_{2,1}+\frac{1}{4}\left\|\mathbf{v}_{\bar{S}}\right\|_{2,1}
$$

Since $\hat{\mathbf{x}}$ is an $\ell_{2,1}$-minimizer it follows that $\mathbf{v}_{\bar{S}}=\mathbf{0}$. Therefore $\left(\mathbf{A}_{\mathbf{P}}\right)_{S} \mathbf{v}_{S}=-\left(\mathbf{A}_{\mathbf{P}}\right)_{\bar{S}} \mathbf{v}_{\bar{S}}=\mathbf{0}$. Since $\left(\mathbf{A}_{\mathbf{P}}\right)_{S}$ is injective, it follows that $\mathbf{v}_{S}=\mathbf{0}$, so that $\mathbf{v}=\mathbf{0}$.

The next statement makes Lemma 3.22 robust under noise and stable under passing from sparse to compressible vectors. It is an extension of $\mathbf{5 4}$, Theorem 4.33] and its proof is entirely analogous to the one in there.

Lemma 3.23. Let $A \in \mathbb{R}^{m \times N},\left(W_{j}\right)_{j=1}^{N}$ be a fusion frame for $\mathbb{R}^{d}$ and $x \in \mathcal{H}$. Let $S \subset[N]$ be the index set of the s largest $\ell_{2}$-normed vectors $x_{i}$ of $\mathbf{x}$. Assume that, for positive constants $\delta, \beta, \gamma, \theta \in(0,1)$ with $b:=\theta+\beta \gamma /(1-\delta)<1$ and

$$
\begin{align*}
& \left\|\left(\mathbf{A}_{\mathbf{P}}\right)_{S}^{*} \mathbf{A}_{\mathbf{P} S}-\mathbf{P}_{S}\right\| \leq \delta  \tag{3.49}\\
& \max _{\ell \in \bar{S}}\left\|\left(\mathbf{A}_{\mathbf{P}}\right)_{S}^{*}\left(\mathbf{A}_{\mathbf{P}}\right)_{\ell}\right\| \leq \beta \tag{3.50}
\end{align*}
$$

Suppose there exists a block vector $\mathbf{u} \in \mathbb{R}^{N d}$ of the form $\mathbf{u}=\mathbf{A}_{\mathbf{P}}{ }^{*} \mathbf{h}$ with block vector $\mathbf{h} \in \mathbb{R}^{m d}$ such that

$$
\begin{align*}
\left\|\mathbf{u}_{S}-\operatorname{sgn}\left(\mathbf{x}_{S}\right)\right\|_{2} & \leq \gamma  \tag{3.51}\\
\max _{i \in \bar{S}}\left\|u_{i}\right\|_{2} & \leq \theta  \tag{3.52}\\
\|\mathbf{h}\|_{2} & \leq \tau \sqrt{s} \tag{3.53}
\end{align*}
$$

Let noisy measurements $\mathbf{y}=\mathbf{A}_{\mathbf{P}} \mathbf{x}+\mathbf{e}$ be given with $\|\mathbf{e}\|_{2} \leq \eta$. Then the minimizer $\hat{\mathbf{x}}$ of

$$
\begin{equation*}
\min _{\mathbf{z} \in \mathcal{H}}\|\mathbf{z}\|_{2,1} \quad \text { s.t. } \quad\left\|\mathbf{A}_{\mathbf{P}} \mathbf{z}-\mathbf{y}\right\|_{2} \leq \eta \tag{3.54}
\end{equation*}
$$

satisfies

$$
\|\mathbf{x}-\hat{\mathbf{x}}\|_{2} \leq C_{1} \sigma_{s}(\mathbf{x})_{1}+\left(C_{2}+C_{3} \sqrt{s}\right) \eta
$$

where

$$
\begin{aligned}
& C_{1}=\left(1+\frac{\beta}{1-\delta}\right) \frac{2}{1-b}, \quad C_{2}=2 \frac{\sqrt{1+\delta}}{1-\delta}+\left(1+\frac{\beta}{1-\delta}\right) \frac{2 \gamma \sqrt{1+\delta}}{(1-\delta)(1-b)} \\
& C_{3}=\left(1+\frac{\beta}{1-\delta}\right) \frac{2 \tau}{1-b} .
\end{aligned}
$$

Proof. Let $\hat{\mathbf{x}}$ be minimizer of the optimization program 3.54 and say $\hat{\mathbf{x}}=\mathbf{x}+\mathbf{v}$. Our goal is to bound $\|\mathbf{v}\|_{2,1}$. We have $\|\mathbf{x}\|_{2,1} \geq\|\hat{\mathbf{x}}\|_{2,1}$ by minimality. Then

$$
\begin{aligned}
\|\mathbf{x}\|_{2,1} & \geq\|\mathbf{x}+\mathbf{v}\|_{2,1}=\left\|(\mathbf{x}+\mathbf{v})_{S}\right\|_{2,1}+\left\|(\mathbf{x}+\mathbf{v})_{\bar{S}}\right\|_{2,1} \\
& \geq\left\langle(\mathbf{x}+\mathbf{v})_{S}, \operatorname{sgn}\left(\mathbf{x}_{S}\right)\right\rangle+\left\|\mathbf{v}_{\bar{S}}\right\|_{2,1}-\left\|\mathbf{x}_{\bar{S}}\right\|_{2,1} \\
& =\left\|\mathbf{x}_{S}\right\|_{2,1}+\left\langle\mathbf{v}_{S}, \operatorname{sgn}\left(\mathbf{x}_{S}\right)\right\rangle+\left\|\mathbf{v}_{\bar{S}}\right\|_{2,1}-\left\|\mathbf{x}_{\bar{S}}\right\|_{2,1} .
\end{aligned}
$$

Rearranging and using that $\|\mathrm{x}\|_{2,1}=\left\|\mathrm{x}_{S}\right\|_{2,1}+\left\|\mathbf{x}_{\bar{S}}\right\|_{2,1}$ yields

$$
\begin{equation*}
\left\|\mathbf{v}_{\bar{S}}\right\|_{2,1} \leq\left|\left\langle\mathbf{v}_{S}, \operatorname{sgn}\left(\mathbf{x}_{S}\right)\right\rangle\right|+2\left\|\mathbf{x}_{\bar{S}}\right\|_{2,1} . \tag{3.55}
\end{equation*}
$$

We further estimate

$$
\begin{align*}
\left|\left\langle\mathbf{v}_{S}, \operatorname{sgn}\left(\mathbf{x}_{S}\right)\right\rangle\right| & \leq\left|\left\langle\mathbf{v}_{S}, \operatorname{sgn}\left(\mathbf{x}_{S}\right)-\mathbf{u}_{S}\right\rangle\right|+\left|\left\langle\mathbf{v}_{S}, \mathbf{u}_{S}\right\rangle\right| \\
& \leq \gamma\left\|\mathbf{v}_{S}\right\|_{2}+|\langle\mathbf{v}, \mathbf{u}\rangle|+\left|\left\langle\mathbf{v}_{\bar{S}}, \mathbf{u}_{\bar{S}}\right\rangle\right| \tag{3.56}
\end{align*}
$$

where we used the triangle inequality and the Cauchy-Schwarz inequality together with 3.51). Next we will estimate three terms on the right hand side of the inequality above. It follows from the assumption on the noise vector $\mathbf{e}$ and the constraint in the optimization problem (3.54) that

$$
\left\|\mathbf{A}_{\mathbf{P}} \mathbf{v}\right\|_{2}=\left\|\mathbf{A}_{\mathbf{P}}(\hat{\mathbf{x}}-\mathbf{x})\right\|_{2} \leq\left\|\mathbf{A}_{\mathbf{P}} \hat{\mathbf{x}}-\mathbf{y}\right\|_{2}+\left\|\mathbf{y}-\mathbf{A}_{\mathbf{P}} \mathbf{x}\right\|_{2} \leq 2 \eta
$$

The well-conditionedness assumption (3.49) implies that $\left\|\left(\mathbf{A}_{\mathbf{P}}\right)_{S}\right\| \leq \sqrt{1+\delta}$ and $\left\|\left[\left(\mathbf{A}_{\mathbf{P}}\right)_{S}^{*}\left(\mathbf{A}_{\mathbf{P}}\right)_{S}\right]_{\mid \mathcal{H}}^{-1}\right\| \leq$ $(1-\delta)^{-1}$. Then the first term in (3.56) can be estimated as follows

$$
\begin{align*}
\left\|\mathbf{v}_{S}\right\|_{2} & =\left\|\left[\left(\mathbf{A}_{\mathbf{P}}\right)_{S}^{*}\left(\mathbf{A}_{\mathbf{P}}\right)_{S}\right]_{\mid \mathcal{H}}^{-1}\left(\mathbf{A}_{\mathbf{P}}\right)_{S}^{*}\left(\mathbf{A}_{\mathbf{P}}\right)_{S} \mathbf{v}_{S}\right\|_{2} \leq \frac{1}{1-\delta}\left\|\left(\mathbf{A}_{\mathbf{P}}\right)_{S}^{*}\left(\mathbf{A}_{\mathbf{P}}\right)_{S} \mathbf{v}_{S}\right\|_{2} \\
& \leq \frac{1}{1-\delta}\left\|\left(\mathbf{A}_{\mathbf{P}}\right)_{S}^{*} \mathbf{A}_{\mathbf{P}} \mathbf{v}\right\|_{2}+\frac{1}{1-\delta}\left\|\left(\mathbf{A}_{\mathbf{P}}\right)_{S}^{*}\left(\mathbf{A}_{\mathbf{P}}\right)_{\bar{S}} \mathbf{v}_{\bar{S}}\right\|_{2} \\
& \leq 2 \frac{\sqrt{1+\delta}}{1-\delta} \eta+\frac{\beta}{1-\delta}\left\|\mathbf{v}_{\bar{S}}\right\|_{2,1} \tag{3.57}
\end{align*}
$$

where the last step follows from (3.50) in the same way as in 3.48 . For the second term we use Condition (3.53) to derive

$$
|\langle\mathbf{v}, \mathbf{u}\rangle|=\left|\left\langle\mathbf{v}, \mathbf{A}_{\mathbf{P}}{ }^{*} \mathbf{h}\right\rangle\right|=\left|\left\langle\mathbf{A}_{\mathbf{P}} \mathbf{v}, \mathbf{h}\right\rangle\right| \leq\left\|\mathbf{A}_{\mathbf{P}} \mathbf{v}\right\|_{2}\|\mathbf{h}\|_{2} \leq 2 \tau \eta \sqrt{s}
$$

Finally Hölder's inequality with 3.52 yields

$$
\left|\left\langle\mathbf{v}_{\bar{S}}, \mathbf{u}_{\bar{S}}\right\rangle\right| \leq \theta\left\|\mathbf{v}_{\bar{S}}\right\|_{2,1} .
$$

Plugging these estimates into (3.55), we obtain

$$
\left\|\mathbf{v}_{\bar{S}}\right\|_{2,1} \leq\left(2 \gamma \frac{\sqrt{1+\delta}}{1-\delta}+2 \tau \sqrt{s}\right) \eta+\left(\theta+\frac{\beta \gamma}{1-\delta}\right)\left\|\mathbf{v}_{\bar{S}}\right\|_{2,1}+2\left\|\mathbf{x}_{\bar{S}}\right\|_{2,1}
$$

Since $\theta+\beta \gamma /(1-\delta)=b<1$ and $\left\|\mathbf{x}_{\bar{S}}\right\|_{2,1}=\sigma_{s}(\mathbf{x})_{1}$ a rearrangement yields

$$
\left\|\mathbf{v}_{\bar{S}}\right\|_{2,1} \leq \frac{2 \gamma \frac{\sqrt{1+\delta}}{1-\delta}+2 \tau \sqrt{s}}{1-b} \eta+\frac{2}{1-b} \sigma_{s}(\mathbf{x})_{1}
$$

Finally, this inequality together with (3.57) yields

$$
\begin{aligned}
\|\mathbf{v}\|_{2} & \leq\left\|\mathbf{v}_{S}\right\|_{2}+\left\|\mathbf{v}_{\bar{S}}\right\|_{2} \leq\left\|\mathbf{v}_{S}\right\|_{2}+\left\|\mathbf{v}_{\bar{S}}\right\|_{2,1} \\
& \leq 2 \frac{\sqrt{1+\delta}}{1-\delta} \eta+\left(1+\frac{\beta}{1-\delta}\right)\left\|\mathbf{v}_{\bar{S}}\right\|_{2,1} \\
& \leq 2 \frac{\sqrt{1+\delta}}{1-\delta} \eta+\left(1+\frac{\beta}{1-\delta}\right)\left(\frac{2 \gamma \frac{\sqrt{1+\delta}}{1-\delta}+2 \tau \sqrt{s}}{1-b} \eta+\frac{2}{1-b} \sigma_{s}(\mathbf{x})_{1}\right) \\
& =C_{1} \sigma_{s}(\mathbf{x})_{1}+\left(C_{2}+C_{3} \sqrt{s}\right) \eta
\end{aligned}
$$

with the claimed values of the constants.

### 3.3.3. Proof of Theorem 3.1

We introduce the rescaled matrix $\tilde{\mathbf{A}}_{\mathbf{P}}=\frac{1}{\sqrt{m}} \mathbf{A}_{\mathbf{P}}$. The term $\left\|\left[\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S}^{*}\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S}\right]_{\mid \mathcal{H}}^{-1}\right\|$ in 3.45 will be treated with Theorem 3.24 by noticing that $\left\|\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S}^{*}\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S}-\mathbf{P}_{S}\right\| \leq \delta$ implies $\left\|\left[\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S}^{*}\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S}\right]_{\mid \mathcal{H}}^{-1}\right\| \leq$ $(1-\delta)^{-1}$. The other terms in Lemma 3.22 will be estimated by the lemmas in the next section. Throughout the proof, we use the notation $\mathbf{E}_{j j}(A)$ to denote the $s \times s$ block diagonal matrix with the matrix $A \in \mathbb{R}^{d \times d}$ in its $j$-th diagonal entry and 0 elsewhere.

## - Auxiliary results

We use the matrix Bernstein inequality in Theorem A.3 due to $\mathbf{1 0 6}$ in order to bound $\|\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S}^{*}\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S}-$ $\mathbf{P}_{S} \|$. Recall the definition (3.2) of the incoherence matrix $\Lambda$ from Section 3.1.5.

Theorem 3.24. Let $A \in \mathbb{R}^{m \times N}$ be a measurement matrix whose entries are i.i.d. Bernoulli random variables and $\left(W_{j}\right)_{j=1}^{N}$ be a fusion frame with the associated matrix $\Lambda$ and $\operatorname{dim}\left(W_{j}\right)=k$. Then, for $\delta \in(0,1)$, the block matrix $\tilde{\mathbf{A}}_{\mathbf{P}}$ satisfies

$$
\left\|\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S}^{*}\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S}-\mathbf{P}_{S}\right\| \leq \delta
$$

with probability at least $1-\varepsilon$ provided

$$
m \geq \delta^{-2}\left(2\left\|\Lambda^{S}\right\|_{2, \infty}^{2}+\frac{2}{3} \max \left\{\left\|\Lambda^{S}\right\|, 1\right\}\right) \ln (2 s k / \varepsilon)
$$

We note that the relation $\left\|\Lambda^{S}\right\|_{2, \infty} \leq\left\|\Lambda^{S}\right\|$ holds by definition of the norms, see Section 3.1.5. Proof. Denote $\mathbf{Y}_{\ell}=\left(\epsilon_{\ell j} P_{j}\right)_{j \in S}$ for $\ell \in[m]$ as the $\ell$-th block column vector of $\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S}^{*}$. Observing that $\mathbb{E}\left(\mathbf{Y}_{\ell} \mathbf{Y}_{\ell}^{*}\right)_{j, k}=\mathbb{E}\left(\epsilon_{\ell j} P_{j} \epsilon_{\ell k} P_{k}\right)=\delta_{j k} P_{j} P_{k}$, where $\delta_{j k}=1$ for $j=k$ and 0 otherwise, we have $\mathbb{E} \mathbf{Y}_{\ell} \mathbf{Y}_{\ell}^{*}=\mathbf{P}_{S}$. Therefore, we can write

$$
\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S}^{*}\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S}-\mathbf{P}_{S}=\frac{1}{m} \sum_{\ell=1}^{m}\left(\mathbf{Y}_{\ell} \mathbf{Y}_{\ell}^{*}-\mathbb{E} \mathbf{Y}_{\ell} \mathbf{Y}_{\ell}^{*}\right)
$$

This is a sum of independent self-adjoint random matrices. We define the block matrices $\mathbf{X}_{\ell}:=$ $\frac{1}{m}\left(\mathbf{Y}_{\ell} \mathbf{Y}_{\ell}^{*}-\mathbb{E} \mathbf{Y}_{\ell} \mathbf{Y}_{\ell}^{*}\right)$ which have mean zero. Moreover,

$$
\begin{aligned}
\left\|\mathbf{X}_{\ell}\right\| & =\frac{1}{m} \max _{\|\mathbf{x}\|_{2}=1, \mathbf{x} \in \mathcal{H}}\left|\left\langle\mathbf{Y}_{\ell} \mathbf{Y}_{\ell}^{*} \mathbf{x}, \mathbf{x}\right\rangle-\left\langle\mathbf{P}_{S} \mathbf{x}, \mathbf{x}\right\rangle\right|=\frac{1}{m} \max _{\|\mathbf{x}\|_{2}=1, \mathbf{x} \in \mathcal{H}}\left|\left\|\mathbf{Y}_{\ell}^{*} \mathbf{x}\right\|_{2}^{2}-\|\mathbf{x}\|_{2}^{2}\right| \\
& \leq \frac{1}{m} \max \left\{\max _{\|\mathbf{x}\|_{2}=1, \mathbf{x} \in \mathcal{H}}\left\|\mathbf{Y}_{\ell}^{*} \mathbf{x}\right\|_{2}^{2}-1,1\right\}=\frac{1}{m} \max \left\{\left\|\mathbf{Y}_{\ell}\right\|^{2}-1,1\right\} .
\end{aligned}
$$

We further bound the spectral norm of the block matrix $\mathbf{Y}_{\ell}^{*}$. We separate a vector $\mathbf{x} \in \mathbb{R}^{S \cdot d}$ into $s$ blocks of length $d$ and denote $\mathbf{x}=\left(x_{i}\right)_{i \in S}$. Defining the vector $\beta \in \mathbb{R}^{S}$ with $\beta_{i}=\left\|x_{i}\right\|_{2}$ we have

$$
\begin{align*}
\left\|\mathbf{Y}_{\ell}^{*}\right\|^{2} & =\max _{\|\mathbf{x}\|_{2}=1}\left\|\sum_{i \in S} \epsilon_{i} P_{i} x_{i}\right\|^{2}=\max _{\|\mathbf{x}\|_{2}=1} \sum_{i, j \in S} \epsilon_{i} \epsilon_{j}\left\langle P_{i} x_{i}, P_{j} x_{j}\right\rangle \\
& \leq \max _{\|\mathbf{x}\|_{2}=1} \sum_{i, j \in S}\left|\left\langle P_{i} P_{j} x_{j}, x_{i}\right\rangle\right| \leq \max _{\|\mathbf{x}\|_{2}=1} \sum_{i, j \in S}\left\|P_{i} P_{j}\right\|\left\|x_{i}\right\|_{2}\left\|x_{j}\right\|_{2} \\
& \leq \max _{\|\mathbf{x}\|_{2}=1} \sum_{j \in S}\left\|x_{j}\right\|_{2}^{2}+\max _{\|\beta\|_{2}=1} \sum_{i \neq j}\left\|P_{i} P_{j}\right\| \beta_{i} \beta_{j} \\
& \leq 1+\max _{\|\beta\|_{2}=1}\langle\beta, \Lambda \beta\rangle \leq 1+\left\|\Lambda^{S}\right\| . \tag{3.58}
\end{align*}
$$

This implies the estimate

$$
\left\|\mathbf{X}_{\ell}\right\| \leq \frac{\max \left\{\left\|\Lambda^{S}\right\|, 1\right\}}{m}
$$

Furthermore,

$$
\begin{aligned}
\mathbb{E} \mathbf{X}_{\ell}^{2} & =\frac{1}{m^{2}} \mathbb{E}\left(\mathbf{Y}_{\ell} \mathbf{Y}_{\ell}^{*} \mathbf{Y}_{\ell} \mathbf{Y}_{\ell}^{*}+\mathbf{P}_{S}-\mathbf{Y}_{\ell} \mathbf{Y}_{\ell}^{*} \mathbf{P}_{S}-\mathbf{P}_{S} \mathbf{Y}_{\ell} \mathbf{Y}_{\ell}^{*}\right) \\
& =\mathbb{E} \frac{1}{m^{2}} \mathbf{Y}_{\ell}\left(\sum_{j \in S} P_{j}\right) \mathbf{Y}_{\ell}^{*}+\frac{1}{m^{2}} \mathbf{P}_{S}-\frac{1}{m^{2}} \mathbb{E}\left(\mathbf{Y}_{\ell} \mathbf{Y}_{\ell}^{*}\right) \mathbf{P}_{S}-\frac{1}{m^{2}} \mathbf{P}_{S} \mathbb{E}\left(\mathbf{Y}_{\ell} \mathbf{Y}_{\ell}^{*}\right) \\
& =\frac{1}{m^{2}} \sum_{i \in S} \mathbf{E}_{i i}\left(P_{i}\left(\sum_{j \in S} P_{j}\right) P_{i}\right)-\frac{1}{m^{2}} \mathbf{P}_{S}
\end{aligned}
$$

In the first equality above, we used the independence of $\epsilon_{\ell j}$ for $j \in S$ and the fact that $\epsilon_{\ell j}^{2}=1$. The last inequality follows from the relation $\mathbb{E} \epsilon_{\ell j} \epsilon_{\ell k}=0$ for $j \neq k$, which yields the block diagonal matrix in the last line. Next, we estimate the variance parameter appearing in the noncommutative Bernstein inequality as

$$
\begin{aligned}
\sigma^{2} & :=\left\|\sum_{\ell=1}^{m} \mathbb{E}\left(\mathbf{X}_{\ell}^{2}\right)\right\|=\frac{1}{m}\left\|\sum_{i \in S} \mathbf{E}_{i i}\left(P_{i}\left(\sum_{j \in S} P_{j}\right) P_{i}\right)-\mathbf{P}_{S}\right\| \\
& =\frac{1}{m}\left\|\sum_{i \in S} \mathbf{E}_{i i}\left(P_{i}\left(\sum_{j \in S, j \neq i} P_{j}\right) P_{i}\right)\right\|=\frac{1}{m} \max _{i \in S}\left\|P_{i}\left(\sum_{j \in S, j \neq i} P_{j}\right) P_{i}\right\| .
\end{aligned}
$$

We further estimate,

$$
\max _{i \in S}\left\|P_{i}\left(\sum_{j \in S, j \neq i} P_{j}\right) P_{i}\right\|=\max _{i \in S}\left\|\sum_{j \in S, j \neq i} P_{i} P_{j} P_{i}\right\| \leq \max _{i \in S} \sum_{\substack{j \in S \\ j \neq i}}\left\|P_{i} P_{j}\right\|\left\|P_{j} P_{i}\right\|=\max _{i \in S} \sum_{\substack{j \in S \\ j \neq i}}\left\|P_{i} P_{j}\right\|^{2}
$$

Finally we arrive at

$$
\sigma^{2} \leq \frac{\left\|\Lambda^{S}\right\|_{2, \infty}^{2}}{m}
$$

We are now in the position of applying Theorem A.3. This gives

$$
\begin{align*}
& \mathbb{P}\left(\left\|\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S}^{*}\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S}-\mathbf{P}_{S}\right\|>\delta\right)=\mathbb{P}\left(\left\|\sum_{\ell=1}^{m} \mathbf{X}_{\ell}\right\|>\delta\right) \\
& \quad \leq 2 s k \exp \left(-\frac{\delta^{2} m / 2}{\left\|\Lambda^{S}\right\|_{2, \infty}^{2}+\max \left\{\left\|\Lambda^{S}\right\|, 1\right\} \delta / 3}\right) \leq 2 s k \exp \left(-\frac{\delta^{2} m}{2\left\|\Lambda^{S}\right\|_{2, \infty}^{2}+\frac{2}{3} \max \left\{\left\|\Lambda^{S}\right\|, 1\right\}}\right) \tag{3.59}
\end{align*}
$$

where we used that $\delta \in(0,1)$. The careful reader may have noticed that $2 s k$ appears in front of the exponential instead of the dimension of $\mathbf{X}_{\ell} \in \mathbb{R}^{s d \times s d}$ as asked by Theorem A.3. In fact, Theorem A. 3 gives a better estimate if the matrices $\mathbb{E} \mathbf{X}_{\ell}^{2}$ are not full rank, see A.2 and the remark after Theorem A.3. Indeed, in our case since $\operatorname{rank}\left(P_{j}\right)=\operatorname{dim}\left(W_{j}\right)=k$, we have $\operatorname{rank}\left(\mathbb{E} \mathbf{X}_{\ell}^{2}\right)=s k$ which appears in 3.59 . Bounding the right hand side of 3.59 by $\varepsilon$ completes the proof.

We now provide modified versions of the auxiliary lemmas in [54, Section 12.4].
Lemma 3.25. Let $S$ be a subset of $[N]$ with cardinality $s$ and $\mathbf{v} \in \mathbb{R}^{S \times d}$ be a block vector of size $s$ with $v_{j} \in W_{j}$ for $j \in S$. Assume that $m \geq\left\|\Lambda_{S}\right\|_{2, \infty}^{2}$ and $\max _{i \in S}\left\|v_{i}\right\|_{2} \leq \kappa \leq 1$. Then, for $t>0$,

$$
\begin{aligned}
& \mathbb{P}\left(\max _{\ell \in \bar{S}}\left\|\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{\ell}^{*}\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S} \mathbf{v}\right\|_{2} \geq \frac{\kappa\left\|\Lambda_{S}\right\|_{2, \infty}}{\sqrt{m}}+t\right) \\
& \leq N \exp \left(-\frac{t^{2} m}{2 \kappa^{2}\left\|\Lambda_{S}\right\|_{2, \infty}^{2}+4 \kappa^{2}\left\|\Lambda_{S}\right\|_{\infty}+t \kappa\left\|\Lambda_{S}\right\|_{\infty}}\right)
\end{aligned}
$$

Proof. Fix $\ell \in \bar{S}$. Observe that for $i \in[m], \epsilon_{i \ell}$ are independent from $\epsilon_{i j}$ for $j \in S$. For simplicity we denote the corresponding matrices as $\mathbf{B}=\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{\ell}^{*}$ and $\mathbf{C}=\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S}$. The $i$-th block column and $i$-th block row are denoted as $\mathbf{B}_{i}$ and $\mathbf{B}^{i}$ respectively. Note that

$$
\begin{equation*}
\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{\ell}^{*}\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S} \mathbf{v}=\sum_{i=1}^{m} \mathbf{B}_{i} \mathbf{C}^{i} \mathbf{v}=\sum_{i=1}^{m} \sum_{j \in S} \frac{1}{m} \epsilon_{i \ell} \epsilon_{i j} P_{\ell} P_{j} v_{j} \tag{3.60}
\end{equation*}
$$

for $\ell \in \bar{S}$. For convenience we introduce

$$
\mathbf{B}_{i} \mathbf{C}^{i}=\frac{1}{m}\left(\begin{array}{llll}
\epsilon_{i \ell} \epsilon_{i 1} P_{\ell} P_{1} & \epsilon_{i \ell} \epsilon_{i 2} P_{\ell} P_{2} & \cdots & \epsilon_{i \ell} \epsilon_{i s} P_{\ell} P_{s}
\end{array}\right)
$$

where we assumed $S=[s]$ for simplifying the notation. The sum of independent vectors in 3.60) will be bounded in $\ell_{2}$-norm using the vector valued Bernstein inequality Lemma A. 5 . Observe that the vectors $\mathbf{B}_{i} \mathbf{C}^{i} \mathbf{v}$ have mean zero. Furthermore,

$$
\begin{aligned}
& m \mathbb{E}\left\|\mathbf{B}_{i} \mathbf{C}^{i} \mathbf{v}\right\|_{2}^{2}=\frac{1}{m} \mathbb{E} \sum_{j, k \in S} \epsilon_{i \ell}^{2} \epsilon_{i j} \epsilon_{i k}\left\langle P_{\ell} P_{j} v_{j}, P_{\ell} P_{k} v_{k}\right\rangle \\
& =\frac{1}{m} \sum_{j \in S}\left\|P_{\ell} P_{j} v_{j}\right\|_{2}^{2} \leq \frac{1}{m} \sum_{j \in S}\left\|P_{\ell} P_{j}\right\|^{2}\left\|v_{j}\right\|_{2}^{2} \leq \frac{\kappa^{2}}{m}\left\|\Lambda_{S}\right\|_{2, \infty}^{2}
\end{aligned}
$$

where we used $\left\|v_{j}\right\|_{2} \leq \kappa$. We bound $\sigma^{2}$ appearing in Lemma A.5 simply due to A.5 by

$$
m \sigma^{2} \leq m \mathbb{E}\left\|\mathbf{B}_{i} \mathbf{C}^{i} \mathbf{v}\right\|_{2}^{2} \leq \frac{\kappa^{2}}{m}\left\|\Lambda_{S}\right\|_{2, \infty}^{2}
$$

For the uniform bound, observe that

$$
\left\|\mathbf{B}_{i} \mathbf{C}^{i} \mathbf{v}\right\|_{2}=\frac{1}{m}\left\|\sum_{j \in S} \epsilon_{i \ell} \epsilon_{i j} P_{\ell} P_{j} v_{j}\right\|_{2} \leq \frac{1}{m} \sum_{j \in S}\left\|P_{\ell} P_{j}\right\|\left\|v_{j}\right\|_{2} \leq \frac{\kappa}{m}\left\|\Lambda_{S}\right\|_{\infty}
$$

Then the vector valued Bernstein inequality (A.4) yields

$$
\mathbb{P}\left(\left\|\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{\ell}^{*}\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S} \mathbf{v}\right\|_{2} \geq \frac{\kappa\left\|\Lambda_{S}\right\|_{2, \infty}}{\sqrt{m}}+t\right) \leq \exp \left(-\frac{t^{2} / 2}{\frac{\kappa^{2}\left\|\Lambda_{S}\right\|_{2, \infty}^{2}}{m}+\frac{2 \kappa\left\|\Lambda_{S}\right\|_{\infty}}{m} \frac{\kappa\left\|\Lambda_{S}\right\|_{2, \infty}}{\sqrt{m}}+\frac{t}{3} \frac{\kappa\left\|\Lambda_{S}\right\|_{\infty}}{m}}\right) .
$$

Taking the union bound over $\ell \in \bar{S} \subset[N]$ and using that $\frac{\left\|\Lambda_{S}\right\|_{2, \infty}}{\sqrt{m}} \leq 1$ yields
$\mathbb{P}\left(\max _{\ell \in \bar{S}}\left\|\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{\ell}^{*}\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S} \mathbf{v}\right\|_{2} \geq \frac{\kappa\left\|\Lambda_{S}\right\|_{2, \infty}}{\sqrt{m}}+t\right) \leq N \exp \left(-\frac{t^{2} m}{2 \kappa^{2}\left\|\Lambda_{S}\right\|_{2, \infty}^{2}+4 \kappa^{2}\left\|\Lambda_{S}\right\|_{\infty}+t \kappa\left\|\Lambda_{S}\right\|_{\infty}}\right)$.
This completes the proof.

Next, we prove a similar auxiliary result.

Lemma 3.26. Let $S$ be subset of $[N]$ with cardinality $s$ and $\mathbf{v} \in \mathbb{R}^{S \times d}$ be a block vector of size $s$ with $v_{j} \in W_{j}$ for $j \in S$. Assume that $m \geq\left\|\Lambda^{S}\right\|_{2, \infty}^{2}$. Then, for $t>0$,

$$
\begin{aligned}
\mathbb{P}\left(\left\|\left[\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S}^{*}\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S}-\mathbf{P}_{S}\right] \mathbf{v}\right\|_{2} \geq\right. & \left.\left(\frac{\left\|\Lambda^{S}\right\|_{2, \infty}}{\sqrt{m}}+t\right)\|\mathbf{v}\|_{2}\right) \\
& \leq \exp \left(-\frac{m t^{2}}{8+4\left\|\Lambda^{S}\right\|_{\infty}+2\left\|\Lambda^{S}\right\|_{2, \infty}^{2}+t\left(\frac{4}{3}+\frac{2}{3}\left\|\Lambda^{S}\right\|_{\infty}\right)}\right)
\end{aligned}
$$

Proof. As in the proof of Theorem 3.24 , we rewrite the term that we need to bound as

$$
\begin{equation*}
\left[\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S}^{*}\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S}-\mathbf{P}_{S}\right] \mathbf{v}=\frac{1}{m} \sum_{\ell=1}^{m}\left(\mathbf{Y}_{\ell} \mathbf{Y}_{\ell}^{*}-\mathbf{P}_{S}\right) \mathbf{v} \tag{3.61}
\end{equation*}
$$

where $\mathbf{Y}_{\ell}=\left(\epsilon_{\ell i} P_{i}\right)_{i \in S}$ is the $\ell$-th block row of $\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S}$. We use the vector valued Bernstein inequality, Lemma A. 5 once again, in order to estimate the $\ell_{2}$-norm of this sum. Observe that
$\mathbb{E}\left(\mathbf{Y}_{\ell} \mathbf{Y}_{\ell}^{*}-\mathbf{P}_{S}\right) \mathbf{v}=\mathbf{0}$ as in the proof of Theorem 3.24 Furthermore, denoting

$$
Z=\left\|\frac{1}{m} \sum_{\ell=1}^{m}\left(\mathbf{Y}_{\ell} \mathbf{Y}_{\ell}^{*}-\mathbf{P}_{S}\right) \mathbf{v}\right\|_{2},
$$

we have

$$
\begin{aligned}
\mathbb{E} Z^{2} & =m \mathbb{E}\left\|\frac{1}{m}\left(\mathbf{Y}_{1} \mathbf{Y}_{1}^{*}-\mathbf{P}_{S}\right) \mathbf{v}\right\|_{2}^{2} \\
& =\frac{1}{m} \mathbb{E}\left\langle\left(\mathbf{Y}_{1} \mathbf{Y}_{1}^{*}-\mathbf{P}_{S}\right) \mathbf{v},\left(\mathbf{Y}_{1} \mathbf{Y}_{1}^{*}-\mathbf{P}_{S}\right) \mathbf{v}\right\rangle \\
& =\frac{1}{m} \mathbb{E}\left(\left\langle\mathbf{Y}_{1} \mathbf{Y}_{1}^{*} \mathbf{v}, \mathbf{Y}_{1} \mathbf{Y}_{1}^{*} \mathbf{v}\right\rangle-2\left\langle\mathbf{Y}_{1} \mathbf{Y}_{1}^{*} \mathbf{v}, \mathbf{v}\right\rangle+\langle\mathbf{v}, \mathbf{v}\rangle\right) \\
& =\frac{1}{m} \mathbb{E}\left(\left\langle\mathbf{Y}_{1} \mathbf{Y}_{1}^{*} \mathbf{Y}_{1} \mathbf{Y}_{1}^{*} \mathbf{v}, \mathbf{v}\right\rangle-2\left\|\mathbf{Y}_{1}^{*} \mathbf{v}\right\|_{2}^{2}+1\right)
\end{aligned}
$$

We now estimate the first two terms in the last line above. First observe that due to $\mathbf{Y}_{1}^{*} \mathbf{Y}_{1}=$ $\sum_{i \in S} P_{i}$, it holds

$$
\begin{aligned}
\mathbb{E}\left\langle\mathbf{Y}_{1} \mathbf{Y}_{1}^{*} \mathbf{Y}_{1} \mathbf{Y}_{1}^{*} \mathbf{v}, \mathbf{v}\right\rangle & =\left\langle\mathbb{E}\left(\mathbf{Y}_{1} \sum_{i \in S} P_{i} \mathbf{Y}_{1}^{*}\right) \mathbf{v}, \mathbf{v}\right\rangle=\left\langle\sum_{j \in S} \mathbf{E}_{j j}\left(P_{j} \sum_{i \in S} P_{i} P_{j}\right) \mathbf{v}, \mathbf{v}\right\rangle \\
& =\sum_{j \in S}\left\langle P_{j} \sum_{i \in S} P_{i} P_{j} v_{j}, v_{j}\right\rangle=\sum_{i, j \in S}\left\langle P_{j} P_{i} P_{j} v_{j}, v_{j}\right\rangle \\
& \leq \sum_{i, j, i \neq j}\left\|P_{i} P_{j}\right\|^{2}\left\|v_{j}\right\|_{2}^{2}+\sum_{j \in S}\left\|v_{j}\right\|_{2}^{2} \leq\left(\sum_{j \in S}\left\|v_{j}\right\|_{2}^{2} \sum_{i \neq j}\left\|P_{i} P_{j}\right\|^{2}\right)+1 \\
& \leq 1+\left(\max _{j \in S} \sum_{i \neq j}\left\|P_{i} P_{j}\right\|^{2}\right) \sum_{j \in S}\left\|v_{j}\right\|_{2}^{2} \leq 1+\left\|\Lambda^{S}\right\|_{2, \infty}^{2}
\end{aligned}
$$

where we used that $\Lambda^{S}$ is symmetric and $\|\mathbf{v}\|_{2}=1$. Secondly, since

$$
\mathbb{E}\left\|\mathbf{Y}_{1}^{*} \mathbf{v}\right\|_{2}^{2}=\mathbb{E}\left\|\sum_{i \in S} \epsilon_{i} P_{i} v_{i}\right\|_{2}^{2}=\mathbb{E} \sum_{i, j \in S} \epsilon_{i} \epsilon_{j}\left\langle v_{i}, v_{j}\right\rangle=\sum_{i \in S}\left\|v_{i}\right\|_{2}^{2}=1
$$

we obtain

$$
\mathbb{E} Z^{2} \leq \frac{\left\|\Lambda^{S}\right\|_{2, \infty}^{2}}{m}
$$

For the uniform bound, we have

$$
\begin{aligned}
\frac{1}{m}\left\|\left(\mathbf{Y}_{\ell} \mathbf{Y}_{\ell}^{*}-\mathbf{P}_{S}\right) \mathbf{v}\right\|_{2} & \leq \frac{1}{m}\left\|\mathbf{Y}_{\ell} \mathbf{Y}_{\ell}^{*}\right\|\|\mathbf{v}\|_{2}+\frac{1}{m}\|\mathbf{v}\|_{2} \\
& =\frac{1}{m}\left\|\mathbf{Y}_{\ell}\right\|^{2}+\frac{1}{m} \leq \frac{2+\left\|\Lambda^{S}\right\|_{\infty}}{m}
\end{aligned}
$$

The last inequality follows from (3.58) and $\left\|\Lambda^{S}\right\| \leq\left\|\Lambda^{S}\right\|_{\infty}$, see $\mathbf{5 4}$, Lemma A.8] for a reference. Finally we estimate the weak variance simply by the strong variance

$$
m \sigma^{2} \leq \mathbb{E} Z^{2} \leq \frac{\left\|\Lambda^{S}\right\|_{2, \infty}^{2}}{m}
$$

Then the $\ell_{2}$-valued Bernstein inequality A.4 yields

$$
\mathbb{P}\left(\left\|\left[\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S}^{*}\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S}-\mathbf{P}_{S}\right] \mathbf{v}\right\|_{2} \geq\left(\frac{\left\|\Lambda^{S}\right\|_{2, \infty}}{\sqrt{m}}+t\right)\|\mathbf{v}\|_{2}\right)
$$

$$
\leq \exp \left(-\frac{t^{2} / 2}{\frac{\left\|\Lambda^{S}\right\|_{2, \infty}^{2}}{m}+\frac{\left(4+2\left\|\Lambda^{S}\right\|_{\infty}\right)}{m} \frac{\left\|\Lambda^{S}\right\|_{2, \infty}}{\sqrt{m}}+\frac{t\left(2+\left\|\Lambda^{S}\right\|_{\infty}\right)}{3 m}}\right) .
$$

Using that $\frac{\left\|\Lambda^{S}\right\|_{2, \infty}}{\sqrt{m}} \leq 1$, we obtain

$$
\begin{aligned}
\mathbb{P}\left(\left\|\left[\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S}^{*}\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S}-\mathbf{P}_{S}\right] \mathbf{v}\right\|_{2} \geq\right. & \left.\left(\frac{\left\|\Lambda^{S}\right\|_{2, \infty}}{\sqrt{m}}+t\right)\|\mathbf{v}\|_{2}\right) \\
& \leq \exp \left(-\frac{m t^{2}}{8+4\left\|\Lambda^{S}\right\|_{\infty}+2\left\|\Lambda^{S}\right\|_{2, \infty}^{2}+t\left(\frac{4}{3}+\frac{2}{3}\left\|\Lambda^{S}\right\|_{\infty}\right)}\right)
\end{aligned}
$$

This completes the proof.
Lemma 3.26 shows that the multiplication with $\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S}^{*}\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S}-\mathbf{P}_{S}$ decreases the $\ell_{2}$-norm of the vectors with high probability. The next lemma shows that this is true for the $\ell_{2, \infty}$-norm as well.

Lemma 3.27. Assume the conditions of Lemma 3.26. Then, for $t>0$,

$$
\begin{aligned}
\mathbb{P}\left(\left\|\left[\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S}^{*}\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S}-\mathbf{P}_{S}\right] \mathbf{v}\right\|_{2, \infty} \geq\right. & \left.\left(\frac{\left\|\Lambda^{S}\right\|_{2, \infty}}{\sqrt{m}}+t\right)\|\mathbf{v}\|_{2, \infty}\right) \\
& \leq s \cdot \exp \left(-\frac{m t^{2}}{4\left\|\Lambda^{S}\right\|_{\infty}+2\left\|\Lambda^{S}\right\|_{2, \infty}^{2}+\frac{2}{3} t\left\|\Lambda^{S}\right\|_{\infty}}\right)
\end{aligned}
$$

Proof. We assume that $\|\mathbf{v}\|_{2, \infty}=\max _{i \in S}\left\|v_{i}\right\|_{2}=1$ by normalizing $\mathbf{v}$ by $\|\mathbf{v}\|_{2, \infty}$. As in (3.61), we write

$$
\mathbf{Z}:=\left[\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S}^{*}\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S}-\mathbf{P}_{S}\right] \mathbf{v}=\frac{1}{m} \sum_{\ell=1}^{m}\left(\mathbf{Y}_{\ell} \mathbf{Y}_{\ell}^{*}-\mathbf{P}_{S}\right) \mathbf{v}
$$

where $\mathbf{Y}_{\ell}=\left(\epsilon_{\ell i} P_{i}\right)_{i \in S}$ is the $\ell$-th row of $\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S}$. We can further write for $i \in S$

$$
Z_{i}=\sum_{\ell=1}^{m} \frac{1}{m} \sum_{\substack{j \in S \\ j \neq i}} \epsilon_{\ell i} \epsilon_{\ell j} P_{i} P_{j} v_{j}=: \sum_{\ell} X_{\ell}
$$

The vectors $X_{\ell}$ are independent, thus we use Lemma A.5 in order to bound $\left\|Z_{i}\right\|_{2}$. Since we have done similar estimations in the previous proofs, we skip some steps and obtain

$$
\mathbb{E}\left\|Z_{i}\right\|_{2}^{2}=m \mathbb{E}\left\|X_{\ell}\right\|_{2}^{2} \leq \frac{1}{m} \sum_{\substack{j \in S \\ j \neq i}}\left\|P_{i} P_{j}\right\|^{2}\left\|v_{j}\right\|_{2}^{2} \leq \frac{1}{m}\left\|\Lambda^{S}\right\|_{2, \infty}^{2}
$$

where we used that $\left\|v_{j}\right\|_{2} \leq 1$. Furthermore, $m \sigma^{2} \leq \frac{1}{m}\left\|\Lambda^{S}\right\|_{2, \infty}^{2}$. For any $\ell \in[m]$ we have the uniform bound

$$
\left\|X_{\ell}\right\|_{2}=\frac{1}{m}\left\|\sum_{j \in S, j \neq i} \epsilon_{\ell i} \epsilon_{\ell j} P_{i} P_{j} v_{j}\right\|_{2} \leq \frac{1}{m} \sum_{j \in S, j \neq i}\left\|P_{i} P_{j}\right\|\left\|v_{j}\right\|_{2} \leq \frac{1}{m}\left\|\Lambda^{S}\right\|_{\infty}
$$

Combining these with Lemma A. 5 and taking the union bound yield

$$
\mathbb{P}\left(\max _{i \in S}\left\|Z_{i}\right\|_{2} \geq \frac{\left\|\Lambda^{S}\right\|_{2, \infty}}{\sqrt{m}}+t\right) \leq s \cdot \exp \left(-\frac{m t^{2}}{4\left\|\Lambda^{S}\right\|_{\infty}+2\left\|\Lambda^{S}\right\|_{2, \infty}^{2}+\frac{2}{3} t\left\|\Lambda^{S}\right\|_{\infty}}\right)
$$

Lastly we present the following lemma before the proof of our main result.

Lemma 3.28. For $t \in\left(0, \frac{3}{2}\right)$,

$$
\mathbb{P}\left(\max _{i \in \bar{S}}\left\|\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S}^{*}\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{i}\right\| \geq t\right) \leq 2(s+1) N k \exp \left(-\frac{t^{2} m}{3\left\|\Lambda_{S}\right\|_{2, \infty}^{2}}\right) .
$$

Proof. Fix $i \in \bar{S}$. Similarly as before, we write $\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S}^{*}\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{i}$ as a sum of independent matrices,

$$
\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S}^{*}\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{i}=\frac{1}{m} \sum_{\ell=1}^{m}\left(\begin{array}{c}
\epsilon_{\ell 1} \epsilon_{\ell i} P_{1} P_{i}  \tag{3.62}\\
\epsilon_{\ell 2} \epsilon_{i i} P_{2} P_{i} \\
\vdots \\
\epsilon_{\ell s} \epsilon_{\ell i} P_{s} P_{i}
\end{array}\right)=: \frac{1}{m} \sum_{\ell=1}^{m} \mathbf{Y}_{\ell},
$$

where we assumed $S=[s]$ for simplifying the notation. Above we introduced the block column vectors $\mathbf{Y}_{\ell} \in \mathbb{R}^{s d \times d}$ which are independent and identically distributed rectangular matrices. Observe also that $\mathbb{E} \mathbf{Y}_{\ell}=\mathbf{0}$. In order to estimate the norm of the sum in 3.62 we will employ Theorem A. $\mathbf{1 0 6}$ which is a version of the noncommutative Bernstein inequality for rectangular matrices. We first bound the variance parameter

$$
\begin{equation*}
\sigma^{2}=\max \left\{\left\|\sum_{\ell=1}^{m} \frac{1}{m^{2}} \mathbb{E}\left[\mathbf{Y}_{\ell} \mathbf{Y}_{\ell}^{*}\right]\right\|,\left\|\sum_{\ell=1}^{m} \frac{1}{m^{2}} \mathbb{E}\left[\mathbf{Y}_{\ell}^{*} \mathbf{Y}_{\ell}\right]\right\|\right\} \tag{3.63}
\end{equation*}
$$

We write $\mathbb{E}\left[\mathbf{Y}_{\ell} \mathbf{Y}_{\ell}^{*}\right]=\sum_{j \in S} \mathbf{E}_{j j}\left(P_{j} P_{i} P_{j}\right)$. The first term on the right hand side of (3.63) is estimated as

$$
\begin{equation*}
\left\|\frac{1}{m^{2}} \sum_{\ell=1}^{m} \mathbb{E}\left[\mathbf{Y}_{\ell} \mathbf{Y}_{\ell}^{*}\right]\right\|=\frac{1}{m} \max _{j \in S}\left\|P_{j} P_{i} P_{j}\right\| \leq \frac{1}{m} \max _{j \in S}\left\|P_{j} P_{i}\right\|\left\|P_{i} P_{j}\right\| \leq \frac{\lambda^{2}}{m} . \tag{3.64}
\end{equation*}
$$

We used that $P_{i}^{2}=P_{i}$ and $i \notin S$. Furthermore, $\mathbb{E}\left[\mathbf{Y}_{\ell}^{*} \mathbf{Y}_{\ell}\right]=\sum_{j \in S} P_{i} P_{j} P_{i}$ and

$$
\begin{equation*}
\frac{1}{m^{2}}\left\|\sum_{\ell=1}^{m} \mathbb{E}\left[\mathbf{Y}_{\ell}^{*} \mathbf{Y}_{\ell}\right]\right\|=\frac{1}{m}\left\|\sum_{j \in S} P_{i} P_{j} P_{i}\right\| \leq \frac{1}{m} \sum_{j \in S}\left\|P_{i} P_{j}\right\|\left\|P_{j} P_{i}\right\| \leq \frac{\left\|\Lambda_{S}\right\|_{2, \infty}^{2}}{m} \tag{3.65}
\end{equation*}
$$

Since (3.65) dominates (3.64), we have

$$
\sigma^{2} \leq \frac{\left\|\Lambda_{S}\right\|_{2, \infty}^{2}}{m} .
$$

For the uniform bound we obtain

$$
\begin{aligned}
\left\|\mathbf{Y}_{\ell}\right\|^{2} & =\sup _{\substack{\|x\|_{2} \leq 1 \\
x \in \mathbb{R}^{d}}}\left\|\mathbf{Y}_{\ell} x\right\|_{2}^{2}=\sup _{\substack{\|x\|_{2} \leq 1 \\
x \in \mathbb{R}^{d}}} \sum_{j \in S}\left\|P_{j} P_{i} x\right\|_{2}^{2} \\
& \leq \sup _{\substack{\|x\|_{2} \leq 1 \\
x \in \mathbb{R}^{d}}} \sum_{j \in S}\left\|P_{j} P_{i}\right\|^{2}\|x\|_{2}^{2} \leq\left\|\Lambda_{S}\right\|_{2, \infty}^{2} .
\end{aligned}
$$

We conclude that $\frac{1}{m}\left\|\mathbf{Y}_{\ell}\right\| \leq \frac{\left\|\Lambda_{s}\right\|_{2, \infty}}{m}$. Combining these estimates, Theorem A.4 yields

$$
\mathbb{P}\left(\left\|\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S}^{*}\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{i}\right\| \geq t\right) \leq 2(s+1) k \exp \left(-\frac{t^{2} / 2}{\frac{\left\|\Lambda_{S}\right\|_{2, \infty}}{m}+\frac{t}{3} \frac{\left\|\Lambda_{s}\right\|_{2, \infty}}{m}}\right) .
$$

Taking the union bound over $i \in \bar{S} \subset[N]$ and using that $t \in\left(0, \frac{3}{2}\right)$ yields

$$
\mathbb{P}\left(\max _{i \in \bar{S}}\left\|\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S}^{*}\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{i}\right\| \geq t\right) \leq 2(s+1) N k \exp \left(-\frac{t^{2} m}{3\left\|\Lambda_{S}\right\|_{2, \infty}^{2}}\right)
$$

Above, the dimension of the subspaces $k$ appears instead the ambient dimension $d$ for the same reasons explained in the proof of Theorem 3.24. This completes the proof.

## - Proof of Theorem 3.1 continued

Essentially we follow the arguments in [54, Section 12.4]. We will construct an inexact dual vector as in Lemma 3.22 satisfying the conditions there. To this end, we will use the so-called golfing scheme due to Gross $\mathbf{6 5}$. We partition the $m$ independent (block) rows of $\mathbf{A}_{\mathbf{P}}$ into $L$ disjoint blocks of sizes $m_{1}, \ldots, m_{L}$ and $L$ to be specified later with $m=\sum_{j=1}^{L} m_{j}$. These blocks correspond to row submatrices of $\mathbf{A}_{\mathbf{P}}$ which are denoted by $\mathbf{A}_{\mathbf{P}}{ }^{(1)} \in \mathbb{R}^{m_{1} d \times N d}, \ldots, \mathbf{A}_{\mathbf{P}}{ }^{(L)} \in \mathbb{R}^{m_{L} d \times N d}$, i.e.,

$$
\mathbf{A}_{\mathbf{P}}=\left(\begin{array}{cl}
\mathbf{A}_{\mathbf{P}}{ }^{(1)} & \} m_{1} \\
\mathbf{A}_{\mathbf{P}}{ }^{(2)} & \} m_{2} \\
\vdots & \vdots \\
\mathbf{A}_{\mathbf{P}}{ }^{(L)} & \} m_{L}
\end{array}\right.
$$

Set $S=\operatorname{supp}(x)$. The golfing scheme starts with $\mathbf{u}^{(0)}=\mathbf{0}$ and then inductively defines

$$
\mathbf{u}^{(n)}=\frac{1}{m_{n}}\left(\mathbf{A}_{\mathbf{P}}{ }^{(n)}\right)^{*}\left(\mathbf{A}_{\mathbf{P}}{ }^{(n)}\right)_{S}\left(\operatorname{sgn}\left(\mathbf{x}_{S}\right)-\mathbf{u}_{S}^{(n-1)}\right)+\mathbf{u}^{(n-1)}
$$

for $n=1, \ldots, L$. The vector $\mathbf{u}=\mathbf{u}^{(L)}$ will serve as a candidate for the inxeact dual vector in Lemma 3.22. Thus, we need to check if it satisfies the two conditions in (3.46). By construction $\mathbf{u}$ is in the row space of $\mathbf{A}_{\mathbf{P}}$, i.e., $\mathbf{u}=\mathbf{A}_{\mathbf{P}}{ }^{*} \mathbf{h}$ for some vector $\mathbf{h}$ as required in Lemma 3.22. To simplify the notation we introduce $\mathbf{w}^{(n)}=\operatorname{sgn}\left(\mathbf{x}_{S}\right)-\mathbf{u}_{S}^{(n)}$. Observe that

$$
\begin{align*}
\mathbf{u}_{S}^{(n)}-\mathbf{u}_{S}^{(n-1)} & =\frac{1}{m_{n}}\left(\mathbf{A}_{\mathbf{P}}{ }^{(n)}\right)_{S}^{*}\left(\mathbf{A}_{\mathbf{P}}{ }^{(n)}\right)_{S}\left(\operatorname{sgn}\left(\mathbf{x}_{S}\right)-\mathbf{u}_{S}^{(n-1)}\right) \\
\mathbf{w}^{(n-1)}-\mathbf{w}^{(n)} & =\frac{1}{m_{n}}\left(\mathbf{A}_{\mathbf{P}}{ }^{(n)}\right)_{S}^{*}\left(\mathbf{A}_{\mathbf{P}}{ }^{(n)}\right)_{S} \mathbf{w}^{(n-1)} \\
\mathbf{w}^{(n)} & =\left[\mathbf{P}_{S}-\frac{1}{m_{n}}\left(\mathbf{A}_{\mathbf{P}}{ }^{(n)}\right)_{S}^{*}\left(\mathbf{A}_{\mathbf{P}}{ }^{(n)}\right)_{S}\right] \mathbf{w}^{(n-1)} \tag{3.66}
\end{align*}
$$

Above we used that $\mathbf{P}_{S} \mathbf{w}^{(n)}=\mathbf{w}^{(n)}$. Furthermore we have

$$
\begin{align*}
\mathbf{u}^{(n)}-\mathbf{u}^{(n-1)} & =\frac{1}{m_{n}}\left(\mathbf{A}_{\mathbf{P}}{ }^{(n)}\right)^{*}\left(\mathbf{A}_{\mathbf{P}}{ }^{(n)}\right)_{S} \mathbf{w}^{(n-1)} \\
\mathbf{u}=\mathbf{u}^{(L)} & =\sum_{n=1}^{L} \frac{1}{m_{n}}\left(\mathbf{A}_{\mathbf{P}}{ }^{(n)}\right)^{*}\left(\mathbf{A}_{\mathbf{P}}{ }^{(n)}\right)_{S} \mathbf{w}^{(n-1)} \tag{3.67}
\end{align*}
$$

where the last line follows by a telescopic sum. We will later show that the matrices

$$
\mathbf{P}_{S}-\frac{1}{m_{k}}\left(\mathbf{A}_{\mathbf{P}}{ }^{(k)}\right)_{S}^{*}\left(\mathbf{A}_{\mathbf{P}}{ }^{(k)}\right)_{S}
$$

are contractions and the norm of the residual vector $\mathbf{w}^{(n)}$ decreases geometrically fast, thus $\mathbf{u}^{(n)}$ becomes close to $\operatorname{sgn}\left(\mathbf{x}_{S}\right)$ on its support set $S$. Particularly, we will prove that $\left\|\mathbf{w}^{(L)}\right\|_{2} \leq 1 / 4$ for a suitable choice of $L$. In addition we also need that the off-support part of $\mathbf{u}$ remains small as well, satisfying the condition $\max _{i \in \bar{S}}\left\|u_{i}\right\|_{2} \leq 1 / 4$.

For these tasks, we will use the lemmas proven above. For the moment, we assume that the following holds for each $n$ with high probability

$$
\begin{equation*}
\left\|\mathbf{w}^{(n)}\right\|_{2, \infty} \leq\left(\frac{\left\|\Lambda^{S}\right\|_{2, \infty}}{\sqrt{m}}+q_{n}\right)\left\|\mathbf{w}^{(n-1)}\right\|_{2, \infty}, \quad n \in[L] . \tag{3.68}
\end{equation*}
$$

Let $q_{n}^{\prime}:=\frac{\left\|\Lambda^{S}\right\|_{2, \infty}}{\sqrt{m}}+q_{n}$. Since $\left\|\mathbf{w}^{(0)}\right\|_{2, \infty}=\left\|\operatorname{sgn}\left(\mathbf{x}_{S}\right)\right\|_{2, \infty}=1$, we have

$$
\left\|\mathbf{w}^{(n)}\right\|_{2, \infty} \leq \prod_{j=1}^{n} q_{j}^{\prime}=: h_{n}
$$

Further assume that the following inequalities hold for each $n$ with high probability,

$$
\begin{align*}
& \left\|\mathbf{w}^{(n)}\right\|_{2} \leq\left(\frac{\left\|\Lambda^{S}\right\|_{2, \infty}}{\sqrt{m}}+r_{n}\right)\left\|\mathbf{w}^{(n-1)}\right\|_{2}, \quad n \in[L]  \tag{3.69}\\
& \max _{i \in \bar{S}}\left\|\frac{1}{m_{n}}\left(\mathbf{A}_{\mathbf{P}}{ }^{(n)}\right)_{i}^{*}\left(\mathbf{A}_{\mathbf{P}}{ }^{(n)}\right)_{S} \mathbf{w}^{(n-1)}\right\|_{2} \leq \frac{h_{n}\left\|\Lambda_{S}\right\|_{2, \infty}}{\sqrt{m}}+t_{n}, \quad n \in[L] \tag{3.70}
\end{align*}
$$

The parameters $q_{n}, r_{n}, t_{n}$ will be specified later. Now let $r_{n}^{\prime}:=\frac{\left\|\Lambda^{S}\right\|_{2, \infty}}{\sqrt{m}}+r_{n}$ and $t_{n}^{\prime}:=\frac{h_{n}\left\|\Lambda_{S}\right\|_{2, \infty}}{\sqrt{m}}+$ $t_{n}$. Then the relations in 3.66 and 3.69 yield

$$
\left\|\operatorname{sgn}\left(\mathbf{x}_{S}\right)-\mathbf{u}_{S}\right\|_{2}=\left\|\mathbf{w}^{(L)}\right\|_{2} \leq\left\|\operatorname{sgn}\left(\mathbf{x}_{S}\right)\right\|_{2} \prod_{n=1}^{L} r_{n}^{\prime} \leq \sqrt{s} \prod_{n=1}^{L} r_{n}^{\prime}
$$

Furthermore, (3.67) and (3.70) give

$$
\begin{aligned}
\max _{i \in \bar{S}}\left\|u_{i}\right\|_{2} & =\max _{i \in \bar{S}}\left\|\sum_{n=1}^{L} \frac{1}{m_{n}}\left(\mathbf{A}_{\mathbf{P}}{ }^{(n)}\right)_{i}^{*}\left(\mathbf{A}_{\mathbf{P}}{ }^{(n)}\right)_{S} \mathbf{w}^{(n-1)}\right\|_{2} \\
& \leq \sum_{n=1}^{L} \max _{i \in \bar{S}}\left\|\frac{1}{m_{n}}\left(\mathbf{A}_{\mathbf{P}}{ }^{(n)}\right)_{i}^{*}\left(\mathbf{A}_{\mathbf{P}}{ }^{(n)}\right)_{S} \mathbf{w}^{(n-1)}\right\|_{2} \\
& \leq \sum_{n=1}^{L} t_{n}^{\prime} .
\end{aligned}
$$

Next we define the probabilities $p_{0}(n), p_{1}(n)$ and $p_{2}(n)$ that (3.68), (3.69) and (3.70) do not hold respectively. Then by Lemma 3.27 and independence of the blocks,

$$
p_{0}(n) \leq \varepsilon,
$$

provided

$$
\begin{equation*}
m_{n} \geq\left(\frac{4\left\|\Lambda^{S}\right\|_{\infty}+2\left\|\Lambda^{S}\right\|_{2, \infty}^{2}}{q_{n}^{2}}+\frac{2\left\|\Lambda^{S}\right\|_{\infty}}{3 q_{n}}\right) \ln (s / \varepsilon) \tag{3.71}
\end{equation*}
$$

Also by Lemma 3.26 and independence of the blocks,

$$
p_{1}(n) \leq \varepsilon
$$

provided

$$
\begin{equation*}
m_{n} \geq\left(\frac{8+4\left\|\Lambda^{S}\right\|_{\infty}+2\left\|\Lambda^{S}\right\|_{2, \infty}^{2}}{r_{n}^{2}}+\frac{4 / 3+(2 / 3)\left\|\Lambda^{S}\right\|_{\infty}}{r_{n}}\right) \ln \left(\varepsilon^{-1}\right) \tag{3.72}
\end{equation*}
$$

Similarly, due to Lemma 3.25 and independence of the blocks,

$$
p_{2}(n) \leq \varepsilon,
$$

provided

$$
\begin{equation*}
m_{n} \geq\left(\frac{2 h_{n}^{2}\left\|\Lambda_{S}\right\|_{2, \infty}^{2}+4 h_{n}^{2}\left\|\Lambda_{S}\right\|_{\infty}}{t_{n}^{2}}+\frac{h_{n}\left\|\Lambda_{S}\right\|_{\infty}}{t_{n}}\right) \ln (N / \varepsilon) \tag{3.73}
\end{equation*}
$$

We now set the parameters $L, m_{n}, t_{n}, r_{n}, q_{n}$ for $n \in[L]$ such that $\left\|\operatorname{sgn}\left(\mathbf{x}_{S}\right)-\mathbf{u}_{S}\right\|_{2} \leq 1 / 4$ and $\max _{i \in \bar{S}}\left\|u_{i}\right\|_{2} \leq 1 / 4$ as required in the Lemma 3.22 . We choose

$$
\begin{aligned}
& L=\lceil\ln (s) / \ln \ln (N)\rceil+3 \\
& m_{n} \geq c\left(1+\left\|\Lambda_{S}\right\|_{\infty}\right) \ln (N) \ln \left(2 L \varepsilon^{-1}\right) \\
& r_{n}=\frac{1}{4 \sqrt{\ln (N)}}, \\
& t_{n}=\frac{1}{2^{n+3}} \\
& q_{n}=\frac{1}{8}
\end{aligned}
$$

We can estimate each of $\left\|\Lambda^{S}\right\|_{2, \infty}^{2},\left\|\Lambda_{S}\right\|_{2, \infty}^{2},\left\|\Lambda^{S}\right\|_{\infty}$ by $\left\|\Lambda_{S}\right\|_{\infty}$ from above, due to the relation (3.3) in Section 3.1.5. Then by definitions of $r_{n}^{\prime}, t_{n}^{\prime}, h_{n}, q_{n}^{\prime}$, we have $r_{n}^{\prime} \leq \frac{1}{2 \sqrt{\ln N}}, q_{n}^{\prime} \leq \frac{1}{2}, h_{n} \leq \frac{1}{2^{n}}$ and $t_{n}^{\prime} \leq \frac{1}{2^{n+2}}$ for $n=1, \ldots, L$. Furthermore,

$$
\begin{equation*}
\left\|\operatorname{sgn}\left(\mathbf{x}_{S}\right)-\mathbf{u}_{S}\right\|_{2} \leq \sqrt{s} \prod_{n=1}^{L} r_{n}^{\prime} \leq \frac{1}{4} \tag{3.74}
\end{equation*}
$$

and

$$
\begin{equation*}
\max _{i \in \bar{S}}\left\|u_{i}\right\|_{2} \leq \sum_{n=1}^{L} t_{n}^{\prime} \leq \frac{1}{4} \tag{3.75}
\end{equation*}
$$

Next we bound the failure probabilities according to our choices of parameters above. Considering also the conditions (3.71), 3.72 and 3.73), we have $p_{0}(n), p_{1}(n), p_{2}(n) \leq \varepsilon / L$. These yield

$$
\sum_{n=1}^{L} p_{0}(n)+p_{1}(n)+p_{2}(n) \leq 3 \varepsilon
$$

The overall number of samples obey

$$
\begin{equation*}
m=\sum_{n=1}^{L} m_{n} \geq 2 c\left(1+\left\|\Lambda_{S}\right\|_{\infty}\right) L \ln (N) \ln (L / \varepsilon) \tag{3.76}
\end{equation*}
$$

This is already very close to the proposed condition in the statement of our theorem. We will strengthen this condition later. Next we look into the first part of Condition 3.45) of Lemma 3.22 . By Theorem $3.24\left\|\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S}^{*}\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S}-\mathbf{P}_{S}\right\| \leq 1 / 2$ with probability at least $1-\varepsilon$ provided

$$
\begin{equation*}
m \geq\left(8\left\|\Lambda^{S}\right\|_{2, \infty}^{2}+\frac{8}{3} \max \left\{\left\|\Lambda^{S}\right\|, 1\right\}\right) \ln (2 s k / \varepsilon) \tag{3.77}
\end{equation*}
$$

This implies that $\left\|\left[\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S}^{*}\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S}\right]_{\mid \mathcal{H}}^{-1}\right\| \leq 2$. For the second part of Condition 3.45 we use Lemma 3.28. It says that

$$
\mathbb{P}\left(\max _{i \in \bar{S}}\left\|\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S}^{*}\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{i}\right\| \geq t\right) \leq 2(s+1) N k \exp \left(-\frac{t^{2} m}{3\left\|\Lambda_{S}\right\|_{2, \infty}^{2}}\right)
$$

Taking $t=1$ implies that

$$
\max _{i \in \bar{S}}\left\|\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S}^{*}\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{i}\right\| \leq 1
$$

with probability at least $1-\varepsilon$ provided

$$
\begin{equation*}
m \geq 6\left\|\Lambda_{S}\right\|_{2, \infty}^{2} \ln (N(s+1) k / \varepsilon) \tag{3.78}
\end{equation*}
$$

Altogether we have shown that Conditions (3.45) and (3.46) of Lemma 3.22 hold simultaneously with probability at least $1-5 \varepsilon$ provided Conditions (3.76, 3.77) and 3.78 hold. Replacing $\varepsilon$ by $\varepsilon / 5$, the main condition of Theorem 3.1

$$
m \geq C\left(1+\left\|\Lambda_{S}\right\|_{\infty}\right) \ln (N) \ln (s k) \ln \left(\varepsilon^{-1}\right)
$$

implies all three conditions above with an appropriate constant $C$ since $\left\|\Lambda^{S}\right\| \leq\left\|\Lambda^{S}\right\|_{\infty} \leq\left\|\Lambda_{S}\right\|_{\infty}$ since $\Lambda$ is symmetric. This ends the proof of our theorem.

Remark. The inexact dual method yields a relatively long and technical proof for sparse recovery and involves several auxiliary results. Other methods used in the CS literature prove to be hard to apply for our particular case where we work with the block matrix $\mathbf{A}_{\mathbf{P}}$ which is more structured than a purely random Gaussian matrix. The main difficulty is to obtain the parameter $\lambda$ appearing in the recovery condition. Here we name a few of other methods that fail to do so. The first one is the exact dual approach developed by J.-J. Fuchs 55 that is used in Chapter 2 for subgaussian matrices. In particular, the exact dual approach involves taking the pseudo-inverse of $\mathbf{A}_{\mathbf{P}}$ in order to obtain the dual certificate (see Section 2.2.1) which loses the structure given by projection matrices $P_{i}$. This structure is crucial because it allows us to prove our results involving the incoherence parameter $\lambda$. As we will see in the next section, in the inexact dual approach, the candidate for the dual vector is defined via an iterative process involving the row submatrices of $\mathbf{A}_{\mathbf{P}}$ rather than inversing it.

Another approach to prove nonuniform recovery is using convex geometry 28 which is briefly reviewed in Section 2.4. This method gives a rather general result with respect to an 'atomic norm' approach which covers many different problems other than sparse recovery. In particular, it uses Gordon's lemma 62 and is restricted to only Gaussian matrices. After adapting Gordon's lemma to our particular case with the block matrix $\mathbf{A}_{\mathbf{P}}$, even though one could obtain the optimal scaling $\lambda s$ in the number of measurements $m$, the ambient dimension $d$ appears as a linear factor in $m$, which is suboptimal. A similar approach is used for the uniform recovery for fusion frames to obtain the result in Theorem 3.8, see Section 3.2.2.

### 3.3.4. Proof of Theorem 3.2

- Auxiliary results

We recall the rescaled matrix $\tilde{\mathbf{A}}_{\mathbf{P}}=\frac{1}{\sqrt{m}} \mathbf{A}_{\mathbf{P}}$. The following result follows as a corollary of Theorem 3.24 by observing that $\left\|\Lambda^{S}\right\|_{2, \infty}^{2} \leq \lambda^{2} s$ and $\left\|\Lambda^{S}\right\| \leq \lambda s$ with $\lambda \in[0,1]$.

Corollary 3.29. Let $A \in \mathbb{R}^{m \times N}$ be a measurement matrix whose entries are i.i.d. Bernoulli random variables and $\left(W_{j}\right)_{j=1}^{N}$ be a fusion frame with $\operatorname{dim}\left(W_{j}\right)=k$. Then, for $\delta \in(0,1)$, the block matrix $\tilde{\mathbf{A}}_{\mathbf{P}}$ defined above satisfies

$$
\left\|\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S}^{*}\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S}-\mathbf{P}_{S}\right\| \leq \delta
$$

with probability at least $1-\varepsilon$ provided

$$
m \geq \frac{8}{3} \delta^{-2}(1+\lambda s) \ln (2 s k / \varepsilon)
$$

Lemma 3.30. Let $S$ be subset of $[N]$ with cardinality $s$ and $\mathbf{v} \in \mathbb{R}^{S \times d}$ be a block vector of size $s$ with $v_{j} \in W_{j}$ for $j \in S$. Assume that $m \geq \lambda$ s. Then, for $t>0$,

$$
\mathbb{P}\left(\max _{\ell \in \bar{S}}\left\|\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{\ell}^{*}\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S} \mathbf{v}\right\|_{2} \geq\left(\frac{\lambda}{\sqrt{m}}+t\right)\|\mathbf{v}\|_{2}\right) \leq N \exp \left(-\frac{t^{2} m}{6 \lambda+t \lambda \sqrt{s}}\right)
$$

Proof. Fix $\ell \in \bar{S}$. We may assume without loss of generality that $\|\mathbf{v}\|_{2}=1$. We see the block matrices multiplied in the following matrix diagram.

$$
\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{\ell}^{*}\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S}=\frac{1}{m}\left(\begin{array}{llll}
\tilde{\epsilon}_{1} P_{\ell} & \tilde{\epsilon}_{2} P_{\ell} & \ldots & \tilde{\epsilon}_{m} P_{\ell}
\end{array}\right)\left(\begin{array}{cccc}
\epsilon_{11} P_{1} & \epsilon_{12} P_{2} & \ldots & \epsilon_{1 s} P_{s} \\
\epsilon_{21} P_{1} & \epsilon_{22} P_{2} & \ldots & \\
& \ddots & & \\
& & \\
\epsilon_{m 1} P_{1} & \epsilon_{m 2} P_{2} & \ldots & \epsilon_{m s} P_{s}
\end{array}\right)
$$

where we assumed $S=[s]$ for simplifying the notation. Here $\tilde{\epsilon}$ denotes $\left(\epsilon_{i \ell}\right)_{i=1}^{m}$. Observe that $\tilde{\epsilon}_{i}$ for $i \in[m]$ are independent from $\epsilon_{i j}$. For simplicity we label those matrices as $\mathbf{B}=\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{\ell}^{*}$ and $\mathbf{C}=\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S}$. We also denote the $\ell$-th block column and $\ell$-th block row as $\mathbf{B}_{i}$ and $\mathbf{B}^{i}$ respectively. Note that

$$
\begin{equation*}
\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{\ell}^{*}\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S} \mathbf{v}=\sum_{i=1}^{m} \mathbf{B}_{i} \mathbf{C}^{i} \mathbf{v}=\sum_{i=1}^{m} \sum_{j \in S} \frac{1}{m} \tilde{\epsilon}_{i} \epsilon_{i j} P_{\ell} P_{j} v_{j} \tag{3.79}
\end{equation*}
$$

for $\ell \in \bar{S}$. For convenience we give the following

$$
\mathbf{B}_{i} \mathbf{C}^{i}=\frac{1}{m}\left(\begin{array}{llll}
\tilde{\epsilon}_{i} \epsilon_{i 1} P_{\ell} P_{1} & \tilde{\epsilon}_{i} \epsilon_{i 2} P_{\ell} P_{2} & \cdots & \tilde{\epsilon}_{i} \epsilon_{i s} P_{\ell} P_{s}
\end{array}\right)
$$

The sum of independent vectors in 3.79 will be bounded in $\ell_{2}$-norm by the vector valued Bernstein inequality Lemma A.5. Observe that the vectors $\mathbf{B}_{i} \mathbf{C}^{i} \mathbf{v}$ have mean zero. Furthermore,

$$
\begin{aligned}
& m \mathbb{E}\left\|\mathbf{B}_{i} \mathbf{C}^{i} \mathbf{v}\right\|_{2}^{2}=\frac{1}{m} \mathbb{E} \sum_{j, k=1}^{s} \tilde{\epsilon}_{i}^{2} \epsilon_{i j} \epsilon_{i k}\left\langle P_{\ell} P_{j} v_{j}, P_{\ell} P_{k} v_{k}\right\rangle \\
& =\frac{1}{m} \sum_{j \in S}\left\|P_{\ell} P_{j} v_{j}\right\|_{2}^{2} \leq \frac{1}{m} \sum_{j \in S}\left\|P_{\ell} P_{j}\right\|^{2}\left\|v_{j}\right\|_{2}^{2} \leq \frac{\lambda^{2}}{m}
\end{aligned}
$$

Here we used the assumption that $\left\|P_{\ell} P_{j}\right\| \leq \lambda$ for $j \in S$ and $\ell \in \bar{S}$. We bound $\sigma^{2}$ appearing in Lemma A.5 simply due to A.5,

$$
m \sigma^{2} \leq m \mathbb{E}\left\|\mathbf{B}_{i} \mathbf{C}^{i} \mathbf{v}\right\|_{2}^{2} \leq \frac{\lambda^{2}}{m}
$$

For the uniform bound, observe that

$$
\left\|\mathbf{B}_{i} \mathbf{C}^{i} \mathbf{v}\right\|_{2}=\frac{1}{m}\left\|\sum_{j \in S} \tilde{\epsilon}_{i} \epsilon_{i j} P_{\ell} P_{j} v_{j}\right\|_{2} \leq \frac{1}{m} \sum_{j \in S}\left\|P_{\ell} P_{j}\right\|\left\|v_{j}\right\|_{2} \leq \frac{\lambda \sqrt{s}}{m}
$$

The last inequality follows from the fact that $\|\mathbf{v}\|_{2,1} \leq \sqrt{s}\|\mathbf{v}\|_{2}$. Then the vector valued Bernstein inequality A. 4 yields

$$
\mathbb{P}\left(\left\|\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{\ell}^{*}\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S} \mathbf{v}\right\|_{2} \geq\left(\frac{\lambda}{\sqrt{m}}+t\right)\|\mathbf{v}\|_{2}\right) \leq \exp \left(-\frac{t^{2} / 2}{\frac{\lambda^{2}}{m}+\frac{2 \lambda \sqrt{s}}{m} \frac{\lambda}{\sqrt{m}}+\frac{t}{3} \frac{\lambda \sqrt{s}}{m}}\right)
$$

Taking the union bound over $\ell \in \bar{S} \subset[N]$ and using that $\frac{\sqrt{\lambda s}}{\sqrt{m}} \leq 1$ and $\lambda \in[0,1]$ yields

$$
\mathbb{P}\left(\max _{\ell \in \bar{S}}\left\|\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{\ell}^{*}\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S} \mathbf{v}\right\|_{2} \geq\left(\frac{\lambda}{\sqrt{m}}+t\right)\|\mathbf{v}\|_{2}\right) \leq N \exp \left(-\frac{t^{2} m}{6 \lambda+t \lambda \sqrt{s}}\right)
$$

This completes the proof.
The next lemma is a corollary of Lemma 3.26
Lemma 3.31. Assume the conditions of Lemma 3.30. Then for $t>0$

$$
\mathbb{P}\left(\left\|\left[\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S}^{*}\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S}-\mathbf{P}_{S}\right] \mathbf{v}\right\|_{2} \geq\left(\frac{\lambda \sqrt{s}}{\sqrt{m}}+t\right)\|\mathbf{v}\|_{2}\right) \leq \exp \left(-\frac{m t^{2}}{8+6 \lambda s+t\left(\frac{4}{3}+\lambda s\right)}\right)
$$

We now state another corollary, which follows from Lemma 3.28
Lemma 3.32. For $t \in\left(0, \frac{3}{2}\right)$,

$$
\mathbb{P}\left(\max _{i \in \bar{S}}\left\|\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S}^{*}\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{i}\right\| \geq t\right) \leq 2(s+1) N k \exp \left(-\frac{t^{2} m}{3 \lambda s}\right) .
$$

- Proof of Theorem 3.2 continued

We follow very similar steps and notation as in the proof of Theorem 3.1. We define the vectors $\mathbf{u}$ and $\mathbf{w}$ as before and recall that

$$
\begin{gather*}
\mathbf{u}^{(n)}=\frac{1}{m_{n}}\left(\mathbf{A}_{\mathbf{P}}{ }^{(n)}\right)^{*}\left(\mathbf{A}_{\mathbf{P}}{ }^{(n)}\right)_{S}\left(\operatorname{sgn}\left(\mathbf{x}_{S}\right)-\mathbf{u}_{S}^{(n-1)}\right)+\mathbf{u}^{(n-1)},  \tag{3.80}\\
\mathbf{w}^{(n)}=\left[\mathbf{P}_{S}-\frac{1}{m_{n}}\left(\mathbf{A}_{\mathbf{P}}{ }^{(n)}\right)_{S}^{*}\left(\mathbf{A}_{\mathbf{P}}{ }^{(n)}\right)_{S}\right] \mathbf{w}^{(n-1)} \tag{3.81}
\end{gather*}
$$

for $n=1, \ldots, L$, and

$$
\begin{equation*}
\mathbf{u}=\mathbf{u}^{(L)}=\sum_{n=1}^{L} \frac{1}{m_{n}}\left(\mathbf{A}_{\mathbf{P}}{ }^{(n)}\right)^{*}\left(\mathbf{A}_{\mathbf{P}}{ }^{(n)}\right)_{S} \mathbf{w}^{(n-1)} \tag{3.82}
\end{equation*}
$$

According to Lemma 3.22 , we have the tasks of showing that $\left\|\mathbf{w}^{(L)}\right\|_{2} \leq 1 / 4$ and $\max _{i \in \bar{S}}\left\|u_{i}\right\|_{2} \leq$ $1 / 4$. For the moment, we assume that the following inequalities hold for each $n$ with high probability,

$$
\begin{align*}
& \left\|\mathbf{w}^{(n)}\right\|_{2} \leq\left(\frac{\lambda \sqrt{s}}{\sqrt{m}}+r_{n}\right)\left\|\mathbf{w}^{(n-1)}\right\|_{2}, \quad n \in[L]  \tag{3.83}\\
& \max _{i \in \bar{S}}\left\|\frac{1}{m_{n}}\left(\mathbf{A}_{\mathbf{P}}{ }^{(n)}\right)_{i}^{*}\left(\mathbf{A}_{\mathbf{P}}{ }^{(n)}\right)_{S} \mathbf{w}^{(n-1)}\right\|_{2} \leq\left(\frac{\lambda}{\sqrt{m}}+t_{n}\right)\left\|\mathbf{w}^{(n-1)}\right\|_{2}, \quad n \in[L] \tag{3.84}
\end{align*}
$$

where the parameters $r_{n}, t_{n}$ will be specified later. Now let $r_{n}^{\prime}:=\frac{\lambda \sqrt{s}}{\sqrt{m}}+r_{n}$ and $t_{n}^{\prime}:=\frac{\lambda}{\sqrt{m}}+t_{n}$. Then the relations in (3.81) and 3.83 yield

$$
\begin{equation*}
\left\|\operatorname{sgn}\left(\mathbf{x}_{S}\right)-\mathbf{u}_{S}\right\|_{2}=\left\|\mathbf{w}^{(L)}\right\|_{2} \leq\left\|\operatorname{sgn}\left(\mathbf{x}_{S}\right)\right\|_{2} \prod_{n=1}^{L} r_{n}^{\prime} \leq \sqrt{s} \prod_{n=1}^{L} r_{n}^{\prime} \tag{3.85}
\end{equation*}
$$

Furthermore, 3.82, (3.84 and 3.85 give

$$
\begin{aligned}
\max _{i \in \bar{S}}\left\|u_{i}\right\|_{2} & =\max _{i \in \bar{S}}\left\|\sum_{n=1}^{L} \frac{1}{m_{n}}\left(\mathbf{A}_{\mathbf{P}}{ }^{(n)}\right)_{i}^{*}\left(\mathbf{A}_{\mathbf{P}}{ }^{(n)}\right)_{S} \mathbf{w}^{(n-1)}\right\|_{2} \\
& \leq \sum_{n=1}^{L} \max _{i \in \bar{S}}\left\|\frac{1}{m_{n}}\left(\mathbf{A}_{\mathbf{P}}{ }^{(n)}\right)_{i}^{*}\left(\mathbf{A}_{\mathbf{P}}{ }^{(n)}\right)_{S} \mathbf{w}^{(n-1)}\right\|_{2} \\
& \leq \sum_{n=1}^{L} t_{n}^{\prime}\left\|\mathbf{w}^{(n-1)}\right\|_{2} \leq \sqrt{s} \sum_{n=1}^{L} t_{n}^{\prime} \prod_{j=1}^{n-1} r_{j}^{\prime}
\end{aligned}
$$

with the understanding that $\prod_{j=1}^{n-1} r_{j}^{\prime}=1$ if $n=1$. Next we define the probabilities that 3.83 ) and 3.84 do not hold as $p_{1}(n)$ and $p_{2}(n)$ respectively. Then by Lemma 3.31 and independence of the blocks,

$$
p_{1}(n) \leq \varepsilon
$$

provided

$$
\begin{equation*}
m_{n} \geq\left(\frac{8+6 \lambda s}{r_{n}^{2}}+\frac{4 / 3+\lambda s}{r_{n}}\right) \ln \left(\varepsilon^{-1}\right) \tag{3.86}
\end{equation*}
$$

Similarly, due to Lemma 3.30 and independence of the blocks,

$$
p_{2}(n) \leq \varepsilon
$$

provided

$$
\begin{equation*}
m_{n} \geq\left(\frac{6 \lambda}{t_{n}^{2}}+\frac{\lambda \sqrt{s}}{t_{n}}\right) \ln (N / \varepsilon) \tag{3.87}
\end{equation*}
$$

We now set the parameters $L, m_{n}, t_{n}, r_{n}$ for $n \in[L]$ such that $\left\|\operatorname{sgn}\left(\mathbf{x}_{S}\right)-\mathbf{u}_{S}\right\|_{2} \leq 1 / 4$ and $\max _{i \in \bar{S}}\left\|u_{i}\right\|_{2} \leq 1 / 4$ as required in the Lemma 3.22 . We choose

$$
\begin{aligned}
& L=\lceil\ln (s) / 2\rceil+2 \\
& m_{1}, m_{2} \geq c(1+\lambda s) \ln (N) \ln \left(2 \varepsilon^{-1}\right), \text { and } m_{n} \geq c(1+\lambda s) \ln \left(2 L \varepsilon^{-1}\right) \\
& r_{1}=r_{2}=\frac{1}{4 \sqrt{\ln (N)}} \text { and } r_{n}=\frac{1}{4} \\
& t_{1}=t_{2}=\frac{1}{16 \sqrt{s}}, \quad \text { and } t_{n}=\frac{\ln (N)}{16 \sqrt{s}}, \quad n=3, \ldots, L
\end{aligned}
$$

where $c=1536$. Then safely assuming that $\frac{\lambda s \ln (N)}{m_{n}} \leq \frac{1}{256}$ and by definitions of $r_{n}^{\prime}, t_{n}^{\prime}$, we have

$$
r_{1}^{\prime}, r_{2}^{\prime} \leq \frac{1}{2 \sqrt{\ln (N)}} \text { and } r_{n}^{\prime} \leq 1 / 2
$$

and

$$
t_{1}^{\prime}, t_{2}^{\prime} \leq \frac{1}{8 \sqrt{s}} \text { and } t_{n}^{\prime} \leq \frac{\ln (N)}{8 \sqrt{s}}
$$

for $n=3, \ldots, L$. Furthermore,

$$
\left\|\operatorname{sgn}\left(\mathbf{x}_{S}\right)-\mathbf{u}_{S}\right\|_{2} \leq \sqrt{s} \prod_{n=1}^{L} r_{n}^{\prime} \leq \frac{\sqrt{s}}{4} 2^{-\ln (s) / 2} \leq \frac{1}{4}
$$

and

$$
\max _{i \in \bar{S}}\left\|u_{i}\right\|_{2} \leq \sqrt{s} \sum_{n=1}^{L} t_{n}^{\prime} \prod_{j=1}^{n-1} r_{j}^{\prime} \leq \frac{1}{8} \sum_{k=0}^{L-1} \frac{1}{2^{k}} \leq \frac{1}{4}
$$

Next we bound the failure probabilities according to our choices of parameters above. Considering also the conditions (3.86) and (3.87), $p_{1}(1), p_{1}(2), p_{2}(1), p_{2}(2) \leq \varepsilon / 2$ and $p_{1}(n), p_{2}(n) \leq \varepsilon /(2 L)$. These yield

$$
\sum_{n=1}^{L} p_{1}(n) \leq 2 \varepsilon \text { and } \sum_{n=1}^{L} p_{2}(n) \leq 2 \varepsilon
$$

The overall number of samples obey

$$
\begin{align*}
m & =\sum_{n=1}^{L} m_{n}=m_{1}+m_{2}+\sum_{n=3}^{L} m_{n} \\
& \geq 2 c(1+\lambda s) \ln (N) \ln \left(2 \varepsilon^{-1}\right)+c(1+\lambda s)\lceil\ln (s) / 2\rceil \ln \left(2\lceil\ln (s) / 2\rceil \varepsilon^{-1}\right) \tag{3.88}
\end{align*}
$$

This is already very close to the proposed condition in the statement of our theorem. We will strengthen this condition later. Next we look into first part of Condition 3.45 of Lemma 3.22 By Corollary $3.29\left\|\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S}^{*}\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S}-\mathbf{P}_{S}\right\| \leq 1 / 2$ with probability at least $1-\varepsilon$ provided

$$
\begin{equation*}
m \geq \frac{32}{3}(1+\lambda s) \ln (2 s k / \varepsilon) \tag{3.89}
\end{equation*}
$$

This implies that $\left\|\left[\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S}^{*}\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S}\right]_{\mid \mathcal{H}}^{-1}\right\| \leq 2$.
For the second part of Condition 3.45 we use Lemma 3.32. It says that

$$
\mathbb{P}\left(\max _{i \in \bar{S}}\left\|\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S}^{*}\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{i}\right\| \geq t\right) \leq 2(s+1) N k \exp \left(-\frac{t^{2} m}{3 \lambda s}\right)
$$

Taking $t=1$ implies that

$$
\max _{i \in \bar{S}}\left\|\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S}^{*}\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{i}\right\| \leq 1
$$

with probability at least $1-\varepsilon$ provided

$$
\begin{equation*}
m \geq 6 \lambda s \ln (N(s+1) k / \varepsilon) \tag{3.90}
\end{equation*}
$$

Altogether we have shown that Conditions (3.45) and (3.46) of Lemma 3.22 hold simultaneously with probability at least $1-6 \varepsilon$ provided Conditions 3.88, 3.89) and 3.90 hold. Replacing $\varepsilon$ by $\varepsilon / 6$, we notice that if

$$
\begin{equation*}
\ln (s) \ln (\ln (s)) \leq c^{\prime} \ln (N) \tag{3.91}
\end{equation*}
$$

the main condition of Theorem 3.2

$$
m \geq C(1+\lambda s) \ln (N s k) \ln \left(\varepsilon^{-1}\right)
$$

implies all three conditions above with an appropriate constant $C$. We are almost done with the proof of our theorem.

Finally, we use a nice trick due to Gross 65 in order to remove the mild condition 3.91). We assume the basic structure of our proof. The idea is to sample slightly more row blocks $\mathbf{A}_{\mathbf{P}}{ }^{(n)}$ of the matrix $\mathbf{A}_{\mathbf{P}}$ than in the previous argument. Then we use only the part which obey the conditions (3.83) and (3.84). The probability of that is higher than the probability that these conditions hold simultaneously for all sampled blocks. This process of sampling more rows does not increase the total number of measurements $m$, on the contrary, it decreases since each block size $m_{n}$ can be chosen smaller.

More precisely, we choose a number of row submatrices $L^{\prime}>L$ to be determined later. As before, we set $\mathbf{u}^{(0)}=0$ and define recursively $\mathbf{u}^{(1)}$ and $\mathbf{u}^{(2)}$ (for $n=1,2$ we do not allow replacements) via 3.80. Next we define $\mathbf{u}^{(n)}$ recursively but at each step we check if $\mathbf{w}^{(n)}=$ $\operatorname{sgn}\left(\mathbf{x}_{S}\right)-\mathbf{u}_{S}$ satisfies (3.83) and 3.84). If not, we discard this particular $n$ and replace $\mathbf{A}_{\mathbf{P}}{ }^{(n)}$ with $\mathbf{A}_{\mathbf{P}}{ }^{(n+1)}$ (and also all subsequent $\mathbf{A}_{\mathbf{P}}{ }^{(\ell)}$ by $\left.\mathbf{A}_{\mathbf{P}}{ }^{(\ell+1)}, \ell>n\right)$. Then we redefine $\mathbf{u}^{(n)}$ and $\mathbf{w}^{(n)}$ by using the modified $\mathbf{A}_{\mathbf{P}}{ }^{(n)}$. We continue this way and discard all $n$ when conditions (3.83) and (3.84) are not satisfied and until $n=L$. We will estimate the probability that this actually happens below. Since the $\mathbf{A}_{\mathbf{P}}{ }^{(n)}$ are independent, all such events for different $n$ are also independent. With respect to the previous part, we use a slightly different definition of $m_{n}, n \geq 3$,

$$
m_{n} \geq c(1+\lambda s) \ln \left(2 \rho^{-1}\right)
$$

for some $\rho \in(0,1)$ to be defined later. The remaining quantities $L, m_{1}, m_{2}, r_{n}, t_{n}$ are defined in the same way as before. We still have $p_{1}(1), p_{1}(2), p_{2}(1), p_{2}(2) \leq \varepsilon / 2$. We need to determine the probability that 3.83 and 3.84 hold for at least $L-2$ choices of $n \in\left\{3,4, \ldots, L^{\prime}\right\}$. Due to the relations (3.86) and (3.87) together with the modified definition of $m_{n}$, we have $p_{1}(n), p_{2}(n) \leq \rho / 2$, $n \geq 3$. We define the probability that both events (3.83) and 3.84) hold as $E_{n}$. Then $\mathbb{P}\left(E_{n}\right) \leq 1-\rho$ for $n \geq 3$. The event that $E_{n}$ occurs for at least $L-2$ choices of $n$ has probability larger than the event that

$$
\sum_{n=3}^{L^{\prime}} X_{n} \geq L-2
$$

where the $X_{n}$ are independent random variables that take the value 1 with probability $1-\rho$ and the value 0 with probability $\rho$. This sum is also called a binomial random variable. We estimate the probability of this last event via Hoeffding's inequality. Clearly $\mathbb{E} X_{n}=1-\rho$ and $X-\mathbb{E} X_{n} \leq 1$ for all $n$. Set $J:=L^{\prime}-2$. Then

$$
\mathbb{P}\left(\sum_{n=3}^{L^{\prime}}\left(X_{n}-\mathbb{E} X_{n}\right)<-\sqrt{J} t\right)=\mathbb{P}\left(\sum_{n=3}^{L^{\prime}} X_{n}<(1-\rho) J-\sqrt{J} t\right) \leq e^{-t^{2} / 2}
$$

Setting $L=(1-\rho) J-\sqrt{J} t$ and solving for $t$ yields

$$
\mathbb{P}\left(\sum_{n=3}^{L^{\prime}} X_{n}<L\right) \leq \exp \left(-\frac{((1-\rho) J-L)^{2}}{2 J}\right)
$$

This probability is bounded by $\tilde{\varepsilon}$ if

$$
J=\left\lceil\frac{2}{1-\rho} L+\frac{2}{(1-\rho)^{2}} \ln \left(\tilde{\varepsilon}^{-1}\right)\right\rceil
$$

This implies that the event $E_{n}$ occurs at least $L$ times (we actually only need $L-2$ times) with probability at least $1-\tilde{\varepsilon}$. The overall number of samples satisfies

$$
\begin{aligned}
m & =m_{1}+m_{2}+\sum_{n=3}^{L^{\prime}} m_{n} \\
& \geq 2 c(1+\lambda s) \ln (N) \ln \left(2 \varepsilon^{-1}\right)+J c(1+\lambda s) \ln \left(2 \rho^{-1}\right) \\
& =2 c(1+\lambda s) \ln (N) \ln \left(2 \varepsilon^{-1}\right)+\left\lceil\frac{2}{1-\rho} L+\frac{2}{(1-\rho)^{2}} \ln \left(\tilde{\varepsilon}^{-1}\right)\right] c(1+\lambda s) \ln \left(2 \rho^{-1}\right) \\
& =2 c(1+\lambda s) \ln (N) \ln \left(2 \varepsilon^{-1}\right)+\left\lceil\frac{2}{1-\rho}(\lceil\ln (s) / 2\rceil+2)+\frac{2}{(1-\rho)^{2}} \ln \left(\tilde{\varepsilon}^{-1}\right)\right] c(1+\lambda s) \ln \left(2 \rho^{-1}\right)
\end{aligned}
$$

Choosing $\rho=1 / 2$ and $\tilde{\varepsilon}=\varepsilon$, this condition is implied by

$$
\begin{equation*}
m \geq 2 c(1+\lambda s) \ln (N) \ln \left(2 \varepsilon^{-1}\right)+\ln (4) c(1+\lambda s)\left[2 \ln (s)+8 \ln \left(\varepsilon^{-1}\right)+16\right] . \tag{3.92}
\end{equation*}
$$

We have finally proved that $(L 1)$ recovers $\mathbf{x}$ with probability at least $1-5 \varepsilon$. Replacing $\varepsilon$ by $\varepsilon / 5$, we observe that our assumption (3.5) on $m$ implies 3.89 and 3.90 as discussed before as well as 3.92 by an appropriate choice of $C$. This concludes the proof.

### 3.3.5. Proof of Theorem 3.3

We recall the rescaled matrix $\tilde{\mathbf{A}}_{\mathbf{P}}=\frac{1}{\sqrt{m}} \mathbf{A}_{\mathbf{P}}$. Throughout the proof, we use the notation $\mathbf{E}_{i j}(A)$ to denote a block matrix with blocks each of size $d \times d$ where $A \in \mathbb{R}^{d \times d}$ is at the intersection of $i$-th block row and $j$-th block column, and is 0 elsewhere. The number of blocks depends on the context and is not specified unless there is a chance of confusion. In addition the Kronecker delta

$$
\delta_{i j}=\left\{\begin{array}{lll}
1 & : & i=j \\
0 & : & i \neq j
\end{array}\right.
$$

is used at various instances.

## - Auxiliary results

We will mainly use Lemma A.8, in order to bound $\left\|\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S}^{*}\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S}-\mathbf{P}_{S}\right\|$.
Theorem 3.33. Let $A \in \mathbb{R}^{m \times N}$ be a measurement matrix whose entries are i.i.d. Gaussian random variables and $\left(W_{j}\right)_{j=1}^{N}$ be a fusion frame given with parameter $\lambda \in[0,1]$ and $\operatorname{dim}\left(W_{j}\right)=k_{j}$. Then, for $\delta>0$, the block matrix $\tilde{\mathbf{A}}_{\mathbf{P}}$ satisfies

$$
\left\|\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S}^{*}\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S}-\mathbf{P}_{S}\right\| \leq \delta
$$

with probability at least $1-\varepsilon$, provided that

$$
m \geq 100 e^{2} \delta^{-2}(1+\sqrt{\lambda s} / 5)^{2} \ln ^{2}\left(6 s^{2} \varepsilon^{-1} \sum_{j \in S} k_{j}\right)
$$

Proof. We first observe that

$$
\begin{aligned}
\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S} & =\frac{1}{\sqrt{m}} \sum_{i \in[m], j \in S} g_{i j} \mathbf{E}_{i j}\left(P_{j}\right) \\
\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S}^{*}\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S} & =\frac{1}{m} \sum_{i \in[m], j \in S} \sum_{k \in[m], \ell \in S} g_{i j} g_{k \ell} \mathbf{E}_{i j}^{*}\left(P_{j}\right) \mathbf{E}_{k \ell}\left(P_{\ell}\right)
\end{aligned}
$$

$$
=\frac{1}{m} \sum_{(i, j) ;(k, \ell)} g_{i j} g_{k \ell} \delta_{i k} \mathbf{E}_{j \ell}\left(P_{j} P_{\ell}\right)
$$

In the third step we used $\mathbf{E}_{i j}(P) \mathbf{E}_{k \ell}(Q)=\delta_{j k} \mathbf{E}_{i \ell}(P Q)$ and $\mathbf{E}_{i j}^{*}(X)=\mathbf{E}_{j i}\left(X^{*}\right)$. We will use these relations many times later on. Note that $i, k \in[m]$ and $j, \ell \in S$ in the rest of the proof. Denote $\tau:=(i, j), \xi:=(k, \ell)$ and $D_{\tau, \xi}:=\delta_{i k} \mathbf{E}_{j \ell}\left(P_{j} P_{\ell}\right)$. We separate $\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S}^{*}\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S}$ into two parts (i.e., diagonal and off-diagonal):

$$
\begin{aligned}
\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S}^{*}\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S} & =\frac{1}{m} \sum_{\tau \neq \xi} g_{\tau} g_{\xi} D_{\tau, \xi}+\frac{1}{m} \sum_{\tau=\xi} g_{\tau} g_{\xi} D_{\tau, \xi} \\
& =\frac{1}{m} \sum_{\tau \neq \xi} g_{\tau} g_{\xi} D_{\tau, \xi}+\frac{1}{m} \sum_{i, j} g_{i j}^{2} \mathbf{E}_{j j}\left(P_{j}\right) .
\end{aligned}
$$

Furthermore we write $\mathbf{P}_{S}=\frac{1}{m} \sum_{i, j} \mathbf{E}_{j j}\left(P_{j}\right)$ and obtain

$$
\begin{align*}
\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S}^{*}\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S}-\mathbf{P}_{S} & =\frac{1}{m} \sum_{\tau \neq \xi} g_{\tau} g_{\xi} D_{\tau, \xi}+\frac{1}{m} \sum_{i, j}\left(g_{i j}^{2}-1\right) \mathbf{E}_{j j}\left(P_{j}\right)  \tag{3.93}\\
& =: \mathcal{B}+\mathcal{C}
\end{align*}
$$

It follows from Minkowski's inequality that

$$
\begin{equation*}
\left(\mathbb{E}\left\|\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S}^{*}\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S}-\mathbf{P}_{S}\right\|^{p}\right)^{1 / p} \leq\left(\mathbb{E}\|\mathcal{B}\|^{p}\right)^{1 / p}+\left(\mathbb{E}\|\mathcal{C}\|^{p}\right)^{1 / p} \tag{3.94}
\end{equation*}
$$

for an integer $p$. We first bound the first term on the right hand side of (3.94) by applying Lemma A. 7 and Lemma A. 8 and obtain for an integer $n$

$$
\begin{align*}
& \mathbb{E}\|\mathcal{B}\|^{2 n} \leq \mathbb{E}\|\mathcal{B}\|_{S_{2 n}}^{2 n}=\frac{1}{m^{2 n}} \mathbb{E}\left\|\sum_{\tau \neq \xi} g_{\tau} g_{\xi} D_{\tau, \xi}\right\|_{S_{2 n}}^{2 n} \leq \frac{4^{2 n}}{m^{2 n}} \mathbb{E}\left\|\sum_{\tau \neq \xi} g_{\tau} g_{\xi}^{\prime} D_{\tau, \xi}\right\|_{S_{2 n}}^{2 n} \\
& \leq \frac{4^{2 n}}{m^{2 n}} \times 2 C_{n}^{2} \times \max \left\{\left\|\left(\sum_{\tau \neq \xi} D_{\tau, \xi} D_{\tau, \xi}^{*}\right)^{1 / 2}\right\|_{S_{2 n}}^{2 n},\left\|\left(\sum_{\tau \neq \xi} D_{\tau, \xi}^{*} D_{\tau, \xi}\right)^{1 / 2}\right\|_{S_{2 n}}^{2 n},\|F\|_{S_{2 n}}^{2 n},\|\tilde{F}\|_{S_{2 n}}^{2 n}\right\}, \tag{3.95}
\end{align*}
$$

where $F, \tilde{F}$ are the block matrices $F=\left(D_{\tau, \xi}\right)_{\tau, \xi}, \tilde{F}=\left(D_{\tau, \xi}^{*}\right)_{\tau, \xi}$ with the assumption that $D_{\tau, \tau}=0$ and $C_{n}=\frac{(2 n)!}{2^{n} n!}$. The Schatten norm $\|\cdot\|_{S_{2 n}}$ is defined in Appendix A.2. We label the terms in the maximum above, from (a) to (d). For a matrix $A$ it holds $\|A\|_{S_{2 n}}^{2 n}=\operatorname{Tr}\left(\left(A A^{*}\right)^{n}\right)$, see A.6.).
a) Let us denote $H:=\left(\sum_{\tau \neq \xi} D_{\tau, \xi} D_{\tau, \xi}^{*}\right)$. Then $\left\|H^{1 / 2}\right\|_{S_{2 n}}^{2 n}=\operatorname{Tr}\left(\left(H^{1 / 2} H^{1 / 2}\right)^{n}\right)=\operatorname{Tr}\left(H^{n}\right)$. Observe that

$$
\sum_{\tau \neq \xi} D_{\tau, \xi} D_{\tau, \xi}^{*}=\sum_{(i, j) \neq(k, \ell)} \delta_{i k} \mathbf{E}_{j \ell}\left(P_{j} P_{\ell}\right) \mathbf{E}_{\ell j}\left(P_{\ell} P_{j}\right)=m \sum_{j \neq \ell} \mathbf{E}_{j j}\left(P_{j} P_{\ell} P_{j}\right)
$$

Next we calculate the trace

$$
\operatorname{Tr}\left(H^{n}\right)=m^{n} \operatorname{Tr} \sum_{\substack{j_{1}, \ldots, j_{n} \\ \ell_{1}, \ldots, \ell_{n} \\ j_{i} \neq \ell_{i} \forall i}} \mathbf{E}_{j_{1} j_{1}}\left(P_{j_{1}} P_{\ell_{1}} P_{j_{1}}\right) \mathbf{E}_{j_{2} j_{2}}\left(P_{j_{2}} P_{\ell_{2}} P_{j_{2}}\right) \ldots \mathbf{E}_{j_{n} j_{n}}\left(P_{j_{n}} P_{\ell_{n}} P_{j_{n}}\right)
$$

$$
\begin{aligned}
& =m^{n} \operatorname{Tr} \sum_{\substack{j, \ell_{1}, \ldots, \ell_{n} \\
j \neq \ell_{i} \forall i}} \mathbf{E}_{j j}\left(P_{j} P_{\ell_{1}} P_{j} P_{\ell_{2}} P_{j} \ldots P_{j} P_{\ell_{n}} P_{j}\right)=m^{n} \operatorname{Tr} \sum_{\substack{j, \ell_{1}, \ldots, \ell_{n} \\
j \neq \ell_{i} \forall i}} P_{j} P_{\ell_{1}} P_{j} P_{\ell_{2}} P_{j} \ldots P_{j} P_{\ell_{n}} P_{j} \\
& \leq m^{n} \sum_{\substack{j, \ell_{1}, \ldots, \ell_{n} \\
j \neq \ell_{i} \forall i}} \operatorname{Tr}\left(P_{j}\right)\left\|P_{\ell_{1}} P_{j} P_{\ell_{2}} P_{j} \ldots P_{j} P_{\ell_{n}} P_{j}\right\| \leq m^{n} \sum_{\substack{j, \ell_{1}, \ldots, \ell_{n} \\
j \neq \ell_{i} \forall i}} \operatorname{Tr}\left(P_{j}\right)\left\|P_{\ell_{1}} P_{j}\right\|\left\|P_{\ell_{2}} P_{j}\right\| \ldots\left\|P_{\ell_{n}} P_{j}\right\| \\
& \leq m^{n} \sum_{\substack{j, \ell_{1}, \ldots, \ell_{n} \\
j \neq \ell_{i} \forall i}} k_{j} \lambda^{n} \leq \lambda^{n} s^{n} m^{n} \sum_{j} k_{j} .
\end{aligned}
$$

In the first inequality above, we used $\left|\operatorname{Tr}\left(A^{*} B\right)\right| \leq\|A\|_{S_{1}}\|B\|_{S_{\infty}}$, an analogy of Hölder's inequality, see (68, page 186].
$b$ ) It yields the same result since indices $j$ and $\ell$ are symmetric, i.e.,

$$
\left\|\left(\sum_{\tau \neq \xi} D_{\tau, \xi}^{*} D_{\tau, \xi}\right)^{1 / 2}\right\|_{S_{2 n}}^{2 n} \leq \lambda^{n} s^{n} m^{n} \sum_{j} k_{j}
$$

c) Recall that we need to estimate the Schatten-2n norm of $F=\left(D_{\tau, \xi}\right)_{\tau, \xi}$. We have

$$
\begin{aligned}
& \|F\|_{S_{2 n}}^{2 n}=\operatorname{Tr}\left(\left(F F^{*}\right)^{n}\right)=\operatorname{Tr} \sum_{\substack{\tau_{1}, \ldots, \tau_{n} \\
\xi_{1}, \ldots, \xi_{n} \\
\tau_{i} \neq \xi_{i} \forall i}} D_{\tau_{1} \xi_{1}}^{*} D_{\tau_{1} \xi_{2}} D_{\tau_{2} \xi_{2}}^{*} D_{\tau_{2} \xi_{3}} D_{\tau_{3} \xi_{3}}^{*} \ldots D_{\tau_{n} \xi_{n}}^{*} D_{\tau_{n} \xi_{1}} \\
& =\operatorname{Tr} \sum_{\substack{i_{1}, \ldots, i_{n} \\
j_{1}, \ldots, j_{n} \\
k_{1}, \ldots, k_{n} \\
\ell_{1}, \ldots, \ell_{n} \\
\tau_{i} \neq \xi_{i} \forall i}} \delta_{i_{1} k_{1}} \mathbf{E}_{j_{1} \ell_{1}}^{*}\left(P_{j_{1}} P_{\ell_{1}}\right) \delta_{i_{1} k_{2}} \mathbf{E}_{j_{1} \ell_{2}}\left(P_{j_{1}} P_{\ell_{2}}\right) \delta_{i_{2} k_{2}} \mathbf{E}_{j_{2} \ell_{2}}^{*}\left(P_{j_{2}} P_{\ell_{2}}\right) \delta_{i_{2} k_{3}} \mathbf{E}_{j_{2} \ell_{3}}\left(P_{j_{2}} P_{\ell_{3}}\right) \ldots \\
& \ldots \delta_{i_{n} k_{n}} \mathbf{E}_{j_{n} \ell_{n}}^{*}\left(P_{j_{n}} P_{\ell_{n}}\right) \delta_{i_{n} k_{1}} \mathbf{E}_{j_{n} \ell_{1}}\left(P_{j_{n}} P_{\ell_{1}}\right) \\
& =m \operatorname{Tr} \sum_{\substack{j_{1}, \ldots, j_{n} \\
\ell_{1} \ldots, \ell_{n} \\
j_{i} \neq \ell_{i} \forall i}} \mathbf{E}_{\ell_{1} j_{1}}\left(P_{\ell_{1}} P_{j_{1}}\right) \mathbf{E}_{j_{1} \ell_{2}}\left(P_{j_{1}} P_{\ell_{2}}\right) \mathbf{E}_{\ell_{2} j_{2}}\left(P_{\ell_{2}} P_{j_{2}}\right) \mathbf{E}_{j_{2} \ell_{3}}\left(P_{j_{2}} P_{\ell_{3}}\right) \ldots \\
& =m \operatorname{Tr} \sum_{\substack{j_{1}, \ldots, j_{n} \\
\ell_{1} \ldots, \ell_{n} \\
j_{i} \neq \ell_{i} \\
\boldsymbol{v}_{1}}} \mathbf{E}_{\ell_{1} \ell_{2}}\left(P_{\ell_{1}} P_{j_{1}} P_{\ell_{2}}\right) \mathbf{E}_{\ell_{2} \ell_{3}}\left(P_{\ell_{2}} P_{j_{2}} P_{\ell_{3}}\right) \ldots \mathbf{E}_{\ell_{n} \ell_{1}}\left(P_{\ell_{n}} P_{j_{n}} P_{\ell_{1}}\right) \\
& =m \operatorname{Tr} \sum_{\substack{j_{1}, \ldots, j_{n} \\
\ell_{1}, \ldots, \ell_{n} \\
j_{i} \neq \ell_{i} \forall i}} \mathbf{E}_{\ell_{1} \ell_{1}}\left(P_{\ell_{1}} P_{j_{1}} P_{\ell_{2}} P_{j_{2}} \ldots P_{\ell_{n}} P_{j_{n}} P_{\ell_{1}}\right)=m \operatorname{Tr} \sum_{\substack{j_{1}, \ldots, j_{n} \\
\ell_{1}, \ldots, \ell_{n} \\
j_{i} \neq \ell_{i} \forall i}} P_{\ell_{1}} P_{j_{1}} P_{\ell_{2}} P_{j_{2}} \ldots P_{\ell_{n}} P_{j_{n}} P_{\ell_{1}} \\
& =m \operatorname{Tr}\left(\sum_{j \neq \ell} P_{j} P_{\ell}\right)^{n}=m\left\|\left(\sum_{j \neq \ell} P_{j} P_{\ell}\right)^{n}\right\|_{S_{1}} .
\end{aligned}
$$

In the third line above, the implication of $i_{1}=\ldots=i_{n}=k_{1}=\ldots=k_{n}$ adds a factor of $m$. In the next series of equations we use the fact that, for a matrix $A$ with rank $r$, it holds $\|A\|_{S_{p}} \leq r^{1 / p}\|A\|$, see A.7). Moreover, in the second line below, the relation $\operatorname{rank}\left(A^{n}\right) \leq \operatorname{rank}(A)$, the subadditivity of the rank function and $\operatorname{rank}\left(P_{j} P_{\ell}\right) \leq \min \left\{\operatorname{rank}\left(P_{j}\right), \operatorname{rank}\left(P_{\ell}\right)\right\}$ are used,
$\|F\|_{S_{2 n}}^{2 n}=m\left\|\left(\sum_{j \neq \ell} P_{j} P_{\ell}\right)^{n}\right\|_{S_{1}} \leq m \operatorname{rank}\left[\left(\sum_{j \neq \ell} P_{j} P_{\ell}\right)^{n}\right]\left\|\left(\sum_{j \neq \ell} P_{j} P_{\ell}\right)^{n}\right\|$

$$
\leq m\left(\sum_{j \neq \ell} \operatorname{rank}\left(P_{j}\right)\right)\left\|\sum_{j \neq \ell} P_{j} P_{\ell}\right\|^{n} \leq m s\left(\sum_{j} k_{j}\right)\left(\sum_{j \neq \ell}\left\|P_{j} P_{\ell}\right\|\right)^{n} \leq m s\left(\sum_{j} k_{j}\right) \lambda^{n} s^{2 n}
$$

d) We follow similarly for $\tilde{F}=\left(D_{\tau, \xi}^{*}\right)_{\tau, \xi}$,

$$
\begin{aligned}
& \|\tilde{F}\|_{S_{2 n}}^{2 n}=\operatorname{Tr} \sum_{\substack{\tau_{1}, \ldots, \tau_{n} \\
\xi_{1}, \ldots, \xi_{n} \\
\tau_{i} \neq \xi_{i} \forall i}} D_{\tau_{1} \xi_{1}} D_{\tau_{1} \xi_{2}}^{*} D_{\tau_{2} \xi_{2}} D_{\tau_{2} \xi_{3}}^{*} D_{\tau_{3} \xi_{3}} \ldots D_{\tau_{n} \xi_{n}} D_{\tau_{n} \xi_{1}}^{*} \\
& =\operatorname{Tr} \sum_{\substack{i_{1}, \ldots, i_{n} \\
i_{1}, \ldots, j_{n} \\
k_{1}, \ldots, k_{n} \\
\ell_{1}, \ldots, \ell_{n} \\
\tau_{i} \not \ell_{i} \forall i}} \delta_{i_{1} k_{1}} \mathbf{E}_{j_{1} \ell_{1}}\left(P_{j_{1}} P_{\ell_{1}}\right) \delta_{i_{1} k_{2}} \mathbf{E}_{\ell_{2} j_{1}}\left(P_{\ell_{2}} P_{j_{1}}\right) \delta_{i_{2} k_{2}} \mathbf{E}_{j_{2} \ell_{2}}\left(P_{j_{2}} P_{\ell_{2}}\right) \delta_{i_{2} k_{3}} \mathbf{E}_{\ell_{3} j_{2}}\left(P_{\ell_{3}} P_{j_{2}}\right) \ldots \\
& \ldots \delta_{i_{n} k_{n}} \mathbf{E}_{j_{n} \ell_{n}}\left(P_{j_{n}} P_{\ell_{n}}\right) \delta_{i_{n} k_{1}} \mathbf{E}_{\ell_{1} j_{n}}\left(P_{\ell_{1}} P_{j_{n}}\right) \\
& =m \operatorname{Tr} \sum_{\substack{j_{1}, \ldots, j_{n} \\
\ell_{1} \ldots, \ell_{n} \\
j_{i} \neq \ell_{i} \forall i}} \delta_{\ell_{1} \ell_{2}} \mathbf{E}_{j_{1} j_{1}}\left(P_{j_{1}} P_{\ell_{1}} P_{\ell_{2}} P_{j_{1}}\right) \delta_{\ell_{2} \ell_{3}} \mathbf{E}_{j_{2} j_{2}}\left(P_{j_{2}} P_{\ell_{2}} P_{\ell_{3}} P_{j_{2}}\right) \ldots \delta_{\ell_{n} \ell_{1}} \mathbf{E}_{j_{n} j_{n}}\left(P_{j_{n}} P_{\ell_{n}} P_{\ell_{1}} P_{j_{n}}\right) \\
& =m \operatorname{Tr} \sum_{j \neq \ell} \mathbf{E}_{j j}(\underbrace{P_{j} P_{\ell}}_{n-\text { times }} P_{j} P_{\ell} \ldots P_{j} P_{\ell} P_{j})=m \sum_{j \neq \ell} \operatorname{Tr}\left[\left(P_{j} P_{\ell} P_{j}\right)^{n}\right]=m \sum_{j \neq \ell} \operatorname{Tr}\left[\left(P_{j} P_{\ell} P_{\ell} P_{j}\right)^{n}\right] \\
& =m \sum_{j \neq \ell} \operatorname{Tr}\left[\left(P_{j} P_{\ell}\right)\left(P_{j} P_{\ell}\right)^{*}\right]^{n}=m \sum_{j \neq \ell}\left\|P_{j} P_{\ell}\right\|_{S_{2 n}}^{2 n} .
\end{aligned}
$$

In the third line above, the matrices are multiplied in consecutive pairs. Below, using $\|A\|_{S_{2 n}}^{2 n} \leq$ $\operatorname{rank}(A)\|A\|^{2 n}$ and $\operatorname{rank}\left(P_{j} P_{\ell}\right) \leq \min \left\{\operatorname{rank}\left(P_{j}\right), \operatorname{rank}\left(P_{\ell}\right)\right\}$, we further obtain

$$
\|\tilde{F}\|_{S_{2 n}}^{2 n} \leq m \sum_{j \neq \ell} \operatorname{rank}\left(P_{j} P_{\ell}\right)\left\|P_{j} P_{\ell}\right\|^{2 n} \leq m \sum_{j \neq \ell} \operatorname{rank}\left(P_{j} P_{\ell}\right) \lambda^{2 n} \leq m s \lambda^{2 n} \sum_{j} \operatorname{rank}\left(P_{j}\right)=m s \lambda^{2 n} \sum_{j} k_{j} .
$$

Finally we determine the maximum of the terms in 3.95,

$$
a=b \leq m^{n} s^{n} \lambda^{n} \sum_{j \in S} k_{j}, c \leq m s \lambda^{n} s^{2 n} \sum_{j \in S} k_{j}, d \leq m s \lambda^{2 n} \sum_{j \in S} k_{j} .
$$

Since $s \leq m$ it follows that

$$
\max \{a, b, c, d\} \leq s^{2} m^{n} s^{n} \lambda^{n} \sum_{j \in S} k_{j} .
$$

Putting this final estimate into (3.95), we have

$$
\mathbb{E}\|\mathcal{B}\|^{2 n} \leq \frac{4^{2 n}}{m^{2 n}} s^{2}\left(2 C_{n}^{2}\right) m^{n} s^{n} \lambda^{n} \sum_{j \in S} k_{j} .
$$

We generalize this to any power $p$ by interpolation similarly to [94 page 83]. Stirling's formula (A.16) for the factorial yields the estimation

$$
\begin{equation*}
C_{n}=\frac{(2 n)!}{2^{n} n!} \leq \sqrt{2}(2 / e)^{n} n^{n} . \tag{3.96}
\end{equation*}
$$

Let $p=2 n+2 \theta=(1-\theta) 2 n+\theta(2 n+2)$ with $\theta \in(0,1)$. Applying Hölder's inequality and 3.96), we obtain

$$
\mathbb{E}\|\mathcal{B}\|^{2 n+2 \theta} \leq\left(\mathbb{E}\|\mathcal{B}\|^{2 n}\right)^{1-\theta}\left(\mathbb{E}\|\mathcal{B}\|^{2 n+2}\right)^{\theta}
$$

$$
\begin{align*}
& \leq 4 s^{2}\left(\sum_{j \in S} k_{j}\right) 4^{2 n+2 \theta}(2 / e)^{2 n+2 \theta} \frac{(\lambda s)^{n+\theta}}{m^{n+\theta}}\left[n^{n(1-\theta)}(n+1)^{(n+1) \theta}\right]^{2} \\
& =4 s^{2}\left(\sum_{j \in S} k_{j}\right) 4^{2 n+2 \theta}(2 / e)^{2 n+2 \theta} \frac{(\lambda s)^{n+\theta}}{m^{n+\theta}}\left(n^{1-\theta}(n+1)^{\theta}\right)^{2 n+2 \theta}\left(\frac{n+1}{n}\right)^{2 \theta(1-\theta)} \\
& \leq 4 s^{2}\left(\sum_{j \in S} k_{j}\right) 4^{2 n+2 \theta}(2 / e)^{2 n+2 \theta} \frac{(\lambda s)^{n+\theta}}{m^{n+\theta}}(n+\theta)^{2 n+2 \theta} 2^{1 / 2} . \tag{3.97}
\end{align*}
$$

In the last line above, we used the inequality of geometric and arithmetic mean and also the relations $(n+1) / n \leq 2$ and $\theta(1-\theta) \leq 1 / 4$. Replacing $2 n+2 \theta$ by $p$ and taking the $p$-th root of both sides yields

$$
\begin{equation*}
\left(\mathbb{E}\|\mathcal{B}\|^{p}\right)^{1 / p} \leq(4 p / e)\left(2^{5 / 2} s^{2}\left(\sum_{j \in S} k_{j}\right)\right)^{1 / p}(\lambda s / m)^{1 / 2} \tag{3.98}
\end{equation*}
$$

Next we bound the second term on the right hand side of (3.94), i.e., $\mathbb{E}\|\mathcal{C}\|^{p}$. Recall that $\mathcal{C}=$ $\frac{1}{m} \sum_{i, j}\left(g_{i j}^{2}-1\right) \mathbf{E}_{j j}\left(P_{j}\right)$. Now define the random variable $\Phi^{(m)}:=\sum_{i=1}^{m}\left(g_{i}^{2}-1\right)$ where the $g_{i}{ }^{\prime}$ s are i.i.d. Gaussian random variables. Then we can estimate the spectral norm

$$
\left\|\frac{1}{m} \sum_{i, j}\left(g_{i j}^{2}-1\right) \mathbf{E}_{j j}\left(P_{j}\right)\right\|=\left\|\frac{1}{m} \sum_{j} \Phi_{j}^{(m)} \mathbf{E}_{j j}\left(P_{j}\right)\right\| \leq \frac{1}{m} \max _{j \in S}\left\|\Phi_{j}^{(m)} P_{j}\right\|=\frac{1}{m} \max _{j \in S}\left|\Phi_{j}^{(m)}\right|,
$$

where the $\Phi_{j}^{(m)}$ are independent. Taking the $p$-th moment of both sides yields

$$
\begin{equation*}
\left(\mathbb{E} \mathcal{C}^{p}\right)^{1 / p}=\frac{1}{m}\left(\mathbb{E} \max _{j \in S}\left|\Phi_{j}^{(m)}\right|^{p}\right)^{1 / p} \leq \frac{1}{m} s^{1 / p} \max _{j \in S}\left(\mathbb{E}\left|\Phi_{j}^{(m)}\right|^{p}\right)^{1 / p}=\frac{1}{m} s^{1 / p}\left(\mathbb{E}\left|\Phi^{(m)}\right|^{p}\right)^{1 / p} \tag{3.99}
\end{equation*}
$$

The inequality above follows from (3.44). Observe that $\left(g_{i}^{2}-1\right)$ is a centered subexponential random variable, and

$$
\left\|g_{i}^{2}-1\right\|_{\psi_{1}}^{\prime} \leq 2\left\|g_{i}^{2}\right\|_{\psi_{1}}^{\prime} \leq 4\left(\left\|g_{i}\right\|_{\psi_{2}}^{\prime}\right)^{2} \leq 4,
$$

where we used the triangle inequality and Lemma 3.20. Then by Proposition A.2 we can bound the tail probability of $\Phi^{(m)}$, i.e., the sum of $m$ independent subexponential random variables, as

$$
\mathbb{P}\left(\left|\Phi^{(m)}\right| \geq t\right) \leq 2 \exp \left(-\frac{t^{2}}{4 m+8 t}\right) .
$$

Integrating this tail estimate, we obtain the following bound for the $p$-th moment

$$
\begin{equation*}
\left(\mathbb{E}\left|\Phi^{(m)}\right|^{p}\right)^{1 / p} \leq 2^{1 / p}(2 \sqrt{m} \sqrt{p}+8 p) . \tag{3.100}
\end{equation*}
$$

Combining this with (3.99) and 3.98) yields

$$
\begin{aligned}
\left(\mathbb{E}\left\|\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S}^{*}\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S}-\mathbf{P}_{S}\right\|^{p}\right)^{1 / p} & \leq(4 p / e)\left(2^{5 / 2} s^{2}\left(\sum_{j \in S} k_{j}\right)\right)^{1 / p}(\lambda s / m)^{1 / 2}+(2 s)^{1 / p}\left(\frac{2 \sqrt{p}}{\sqrt{m}}+\frac{8 p}{m}\right) \\
& \leq\left(2^{5 / 2} s^{2}\left(\sum_{j \in S} k_{j}\right)\right)^{1 / p} \frac{10(1+\sqrt{\lambda s} / 5)}{\sqrt{m}} p .
\end{aligned}
$$

Now we use Proposition A.10 in order to have an estimate for the tail probability. Setting $\gamma=1$, $\beta=2^{5 / 2} s^{2}\left(\sum_{j \in S} k_{j}\right), \alpha=\frac{10(1+\sqrt{\lambda s} / 5)}{\sqrt{m}}$, we have

$$
\mathbb{P}\left(\left\|\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S}^{*}\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S}-\mathbf{P}_{S}\right\| \geq \frac{10 e(1+\sqrt{\lambda s} / 5)}{\sqrt{m}} u\right) \leq 2^{5 / 2} s^{2}\left(\sum_{j \in S} k_{j}\right) e^{-u}
$$

For $\delta:=\frac{10 e(1+\sqrt{\lambda s} / 5)}{\sqrt{m}} u$, we have

$$
\mathbb{P}\left(\left\|\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S}^{*}\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S}-\mathbf{P}_{S}\right\| \geq \delta\right) \leq 2^{5 / 2} s^{2}\left(\sum_{j \in S} k_{j}\right) \exp \left(-\frac{\delta \sqrt{m}}{10 e(1+\sqrt{\lambda s} / 5)}\right)
$$

This proves our theorem.
The following result bounds the coherence of $\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S}$ with the off-support columns.
Corollary 3.34. Assume the setting of Theorem 3.33. Then, for $\delta>0$, the block matrix $\tilde{\mathbf{A}}_{\mathbf{P}}$ satisfies

$$
\max _{i \in \bar{S}}\left\|\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S}^{*}\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{i}\right\| \leq \delta
$$

with probability at least $1-\varepsilon$, provided that

$$
m \geq 100 e^{2} \delta^{-2}(1+\sqrt{\lambda(s+1)} / 5)^{2} \ln ^{2}\left(6 N(s+1)^{2} \varepsilon^{-1} \sum_{j \in[N]} k_{j}\right)
$$

Proof. Fix $i \in \bar{S}$. Then we consider the block matrix $\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S \cup\{i\}}$. Furthermore we observe that $\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S \cup\{i\}}^{*}\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S \cup\{i\}}-\mathbf{P}_{S \cup\{i\}}$ includes $\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S}^{*}\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{i}$ as a submatrix. Therefore it holds that

$$
\left\|\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S}^{*}\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{i}\right\| \leq\left\|\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S \cup\{i\}}^{*}\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S \cup\{i\}}-\mathbf{P}_{S \cup\{i\}}\right\| .
$$

Applying Theorem 3.33 for $S \cup\{i\}$, we bound the failure probability by

$$
\begin{aligned}
\mathbb{P}\left(\left\|\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S}^{*}\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{i}\right\| \geq \delta\right) & \leq \mathbb{P}\left(\left\|\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S \cup\{i\}}^{*}\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S \cup\{i\}}-\mathbf{P}_{S \cup\{i\}}\right\| \geq \delta\right) \\
& \leq 2^{5 / 2}(s+1)^{2}\left(\sum_{j \in S \cup\{i\}} k_{j}\right) \exp \left(-\frac{\delta \sqrt{m}}{10 e(1+\sqrt{\lambda(s+1)} / 5)}\right)
\end{aligned}
$$

Taking the union bound over $i \in \bar{S}$ gives

$$
\begin{aligned}
\left.\mathbb{P}\left(\max _{i \in \bar{S}}\left\|\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S}^{*}\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{i}\right\|\right) \geq \delta\right) & \leq 2^{5 / 2}(s+1)^{2}\left(\sum_{i \in \bar{S}} \sum_{j \in S \cup\{i\}} k_{j}\right) \exp \left(-\frac{\delta \sqrt{m}}{10 e(1+\sqrt{\lambda(s+1)} / 5)}\right) \\
& \leq 2^{5 / 2} N(s+1)^{2}\left(\sum_{j \in[N]} k_{j}\right) \exp \left(-\frac{\delta \sqrt{m}}{10 e(1+\sqrt{\lambda(s+1)} / 5)}\right)
\end{aligned}
$$

Bounding this probability by $\varepsilon$ yields the result of this corollary.
We continue by deriving the analogue of Lemma 3.25 for Gaussian matrices.
Lemma 3.35. Let $S$ be subset of $[N]$ with cardinality $s$ and $\mathbf{v} \in \mathbb{R}^{S \times d}$ be a block vector of size $s$ with $v_{j} \in W_{j}$ for $j \in S$. Then, for $t>0$,

$$
\mathbb{P}\left(\max _{\ell \in \bar{S}}\left\|\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{\ell}^{*}\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S} \mathbf{v}\right\|_{2} \geq t\|\mathbf{v}\|_{2}\right) \leq 2 e^{1 / 12} s N \exp \left(-\frac{t^{2} m}{e \lambda^{2}+2 \sqrt{e} \lambda t}\right)
$$

Proof. We fix $i \in \bar{S}$ and assume without loss of generality that $\|\mathbf{v}\|_{2}=1$. We can write as in (3.60) that

$$
\begin{equation*}
\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{\ell}^{*}\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S} \mathbf{v}=\sum_{i=1}^{m} \sum_{j \in S} \frac{1}{m} \tilde{g}_{i} g_{i j} P_{\ell} P_{j} v_{j} . \tag{3.101}
\end{equation*}
$$

Here $\tilde{g}$ denotes $\left(g_{i \ell}\right)_{i=1}^{m}$. We observe that $\tilde{g}_{i}$ is independent from $g_{i j}$ for $i \in[m], j \in S$. Conditioning on $\tilde{g}$, we have a sum of independent vectors in 3.101. We will treat these vectors as matrices and bound the $\ell_{2}$-norm first by the Schatten norm and then apply Lemma A.6. Denote $E:=$ $\left\|\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{\ell}^{*}\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S} \mathbf{v}\right\|_{2}, H_{\ell j}:=P_{\ell} P_{j} v_{j}$. and fix $n \in \mathbb{N}$. Then we have

$$
\begin{align*}
E^{2 n} & \leq \mathbb{E}_{\tilde{g}} \mathbb{E}_{g}\left\|\sum_{i=1}^{m} \sum_{j \in S} \frac{1}{m} \tilde{g}_{i} g_{i j} H_{\ell j}\right\|_{S_{2 n}}^{2 n} \\
& \leq \frac{C_{n}}{m^{2 n}} \mathbb{E}_{\tilde{g}} \max \left\{\left\|\left(\sum_{i, j}\left(\tilde{g}_{i}\right)^{2} H_{\ell j} H_{\ell j}^{*}\right)^{1 / 2}\right\|_{S_{2 n}}^{2 n},\left\|\left(\sum_{i, j}\left(\tilde{g}_{i}\right)^{2} H_{\ell j}^{*} H_{\ell j}\right)^{1 / 2}\right\|_{S_{2 n}}^{2 n}\right\} \\
& =\frac{C_{n}}{m^{2 n}} \mathbb{E}\left(\sum_{i=1}^{m} \tilde{g}_{i}^{2}\right)^{n} \max \left\{\left\|\left(\sum_{j \in S} H_{\ell j} H_{\ell j}^{*}\right)^{1 / 2}\right\|_{S_{2 n}}^{2 n},\left\|\left(\sum_{j \in S} H_{\ell j}^{*} H_{\ell j}\right)^{1 / 2}\right\|^{2 n}\right\} \tag{3.102}
\end{align*}
$$

where $C_{n}=\frac{(2 n)!}{2^{n} n!}$. Now we estimate the first term in the maximum argument above,

$$
\begin{aligned}
\left\|\left(\sum_{j \in S} H_{\ell j} H_{\ell j}^{*}\right)^{1 / 2}\right\|_{S_{2 n}}^{2 n} & =\operatorname{Tr}\left(\sum_{j \in S} H_{\ell j} H_{\ell j}^{*}\right)^{n}=\left\|\left(\sum_{j \in S} H_{\ell j} H_{\ell j}^{*}\right)^{n}\right\|_{S_{1}} \\
& \leq \operatorname{rank}\left(\sum_{j \in S} H_{\ell j} H_{\ell j}^{*}\right)^{n}\left\|\sum_{j \in S} H_{\ell j} H_{\ell j}^{*}\right\|^{n} \\
& \leq \operatorname{rank}\left(\sum_{j \in S}\left(P_{\ell} P_{j} v_{j}\right)\left(P_{\ell} P_{j} v_{j}\right)^{*}\right)\left(\sum_{j \in S}\left\|\left(P_{\ell} P_{j} v_{j}\right)\left(P_{\ell} P_{j} v_{j}\right)^{*}\right\|\right)^{n} \\
& \leq s\left(\sum_{j \in S}\left\|P_{\ell} P_{j}\right\|^{2}\left\|v_{j}\right\|^{2}\right)^{n} \leq s \lambda^{2 n} .
\end{aligned}
$$

In the last step we used $\|\mathbf{v}\|_{2}=1$ and $j \neq \ell$. Similarly,

$$
\begin{aligned}
\left\|\left(\sum_{j \in S} H_{\ell j}^{*} H_{\ell j}\right)^{1 / 2}\right\|_{S_{2 n}}^{2 n} & =\left\|\left(\sum_{j \in S}\left\|P_{\ell} P_{j} v_{j}\right\|_{2}^{2}\right)^{1 / 2}\right\|_{S_{2 n}}^{2 n} \leq\left\|\left(\sum_{j \in S}\left\|P_{\ell} P_{j}\right\|^{2}\left\|v_{j}\right\|_{2}^{2}\right)^{1 / 2}\right\|_{S_{2 n}}^{2 n} \\
& \leq\left\|\left(\sum_{j \in S} \lambda^{2}\left\|v_{j}\right\|_{2}^{2}\right)^{1 / 2}\right\|_{S_{2 n}}^{2 n} \leq \lambda^{2 n}
\end{aligned}
$$

Next we estimate the expectation in 3.102. The distribution of a sum of the squares of $m$ independent standard Gaussian random variables, i.e., $Q:=\sum_{i=1}^{m} \tilde{g}_{i}^{2}$, is called the $\chi^{2}$-distribution with $m$ degrees of freedom. We need the $n$-th moment of this random variable which is well studied
and can be found in 96 for instance. We have

$$
\mathbb{E} Q^{n}=2^{n} \frac{\Gamma(n+m / 2)}{\Gamma(m / 2)}
$$

By using the estimations in A.15 for the Gamma function, it follows that

$$
\mathbb{E} Q^{n} \leq 2^{n} e^{1 / 12}(n+m / 2)^{n}
$$

Plugging our estimates into 3.102, we obtain

$$
E^{2 n} \leq e^{1 / 12} s \frac{C_{n}}{m^{2 n}} 2^{n} \lambda^{2 n}(n+m / 2)^{n}
$$

Then by interpolating for a general moment $p$ and following similar steps in 3.97) we obtain

$$
\begin{aligned}
\left(E^{p}\right)^{1 / p} & \leq\left(2 e^{1 / 12} s\right)^{1 / p}(\lambda / \sqrt{e}) \frac{\sqrt{p}}{m} \sqrt{p+m} \\
& \leq\left(2 e^{1 / 12} s\right)^{1 / p}(\lambda / \sqrt{e}) \frac{\sqrt{p}}{m}(\sqrt{p}+\sqrt{m}) \\
& =\left(2 e^{1 / 12} s\right)^{1 / p}\left(\frac{\lambda}{\sqrt{e} m} p+\frac{\lambda}{\sqrt{e} \sqrt{m}} \sqrt{p}\right) .
\end{aligned}
$$

In the second inequality we used $\sqrt{a+b} \leq \sqrt{a}+\sqrt{b}$ for $a, b>0$. Setting $\beta=2 e^{1 / 12} s, \alpha_{1}=\frac{\lambda}{\sqrt{e m}}$ and $\alpha_{2}=\frac{\lambda}{\sqrt{e} \sqrt{m}}$, we can estimate the tail bound of $E$ by using Proposition A. 11 as follows

$$
\mathbb{P}\left(\left\|\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{\ell}^{*}\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S} \mathbf{v}\right\|_{2} \geq t\right) \leq 2 e^{1 / 12} s \exp \left(-\frac{t^{2} m}{e \lambda^{2}+2 \sqrt{e} \lambda t}\right)
$$

Finally taking the union bound yields the desired result

$$
\mathbb{P}\left(\max _{\ell \in \bar{S}}\left\|\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{\ell}^{*}\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S} \mathbf{v}\right\|_{2} \geq t\right) \leq 2 e^{1 / 12} s N \exp \left(-\frac{t^{2} m}{e \lambda^{2}+2 \sqrt{e} \lambda t}\right)
$$

The next lemma yields a similar bound as in Lemma 3.26
Lemma 3.36. Assume the conditions of Lemma 3.35. Then for $e \sqrt{300 m}(1+\sqrt{\lambda s}) \geq t \geq$ $6 e \sqrt{300}(1+\sqrt{\lambda s}) / \sqrt{m}$

$$
\mathbb{P}\left(\left\|\left(\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S}^{*}\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S}-\mathbf{P}_{S}\right) \mathbf{v}\right\|_{2} \geq t\|\mathbf{v}\|_{2}\right) \leq 6 \exp \left(-\frac{t \sqrt{m}}{e \sqrt{300}(1+\sqrt{\lambda s})}\right)
$$

Proof. Assume without loss of generality that $\|\mathbf{v}\|_{2}=1$. We follow the notation in the proof of Theorem $\sqrt[3.33]{ }$ and use the relation $(3.93)$ to obtain

$$
\left(\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S}^{*}\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S}-\mathbf{P}_{S}\right) \mathbf{v}=\frac{1}{m} \sum_{(i, j) \neq(k, \ell)} g_{i j} g_{k \ell} \delta_{i k} \mathbf{E}_{j \ell}\left(P_{j} P_{\ell}\right) \mathbf{v}+\frac{1}{m} \sum_{i, j}\left(g_{i j}^{2}-1\right) \mathbf{E}_{j j}\left(P_{j}\right) \mathbf{v}
$$

where $i, k \in[m]$ and $j, \ell \in S$. Recall that the notation $\overrightarrow{\mathbf{E}}_{j}(x)$ corresponds to the block column vector of size $s$ with vector $x$ in its $j$-th entry and 0 elsewhere. Then $\mathbf{E}_{j \ell}\left(P_{j} P_{\ell}\right) \mathbf{v}=\overrightarrow{\mathbf{E}}_{j}\left(P_{j} P_{\ell} v_{\ell}\right)$. We introduce the notation $\tau=(i, j), \xi=(k, \ell)$ and $H_{\tau, \xi}=\delta_{i k} \overrightarrow{\mathbf{E}}_{j}\left(P_{j} P_{\ell} v_{\ell}\right)$. Then we can write

$$
\begin{align*}
\left(\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S}^{*}\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S}-\mathbf{P}_{S}\right) \mathbf{v} & =\frac{1}{m} \sum_{\tau \neq \xi} g_{\tau} g_{\xi} H_{\tau, \xi}+\frac{1}{m} \sum_{i, j}\left(g_{i j}^{2}-1\right) \mathbf{E}_{j j}\left(P_{j}\right) \mathbf{v} \\
& =: \mathcal{B}+\mathcal{C} \tag{3.103}
\end{align*}
$$

After following the step 3.94 in the proof of Theorem 3.33, we will use the noncommutative Khintchine inequality for decoupled Gaussian chaos as in 3.95) in order to bound the moments of $\|\mathcal{B}\|_{2}$. Observe that the $\ell_{2}$-norm can be treated as spectral norm and therefore the following bound follows for an integer $n$

$$
\begin{align*}
& \mathbb{E}\|\mathcal{B}\|_{2}^{2 n} \leq \mathbb{E}\|\mathcal{B}\|_{S_{2 n}}^{2 n}=\frac{1}{m^{2 n}} \mathbb{E}\left\|\sum_{\tau \neq \xi} g_{\tau} g_{\xi} H_{\tau, \xi}\right\|_{S_{2 n}}^{2 n} \leq \frac{4^{2 n}}{m^{2 n}} \mathbb{E}\left\|\sum_{\tau \neq \xi} g_{\tau} g_{\xi}^{\prime} H_{\tau, \xi}\right\|_{S_{2 n}}^{2 n} \\
& \leq \frac{4^{2 n}}{m^{2 n}} \times 2 C_{n}^{2} \times \max \left\{\left\|\left(\sum_{\tau \neq \xi} H_{\tau, \xi} H_{\tau, \xi}^{*}\right)^{1 / 2}\right\|_{S_{2 n}}^{2 n},\left\|\left(\sum_{\tau \neq \xi} H_{\tau, \xi}^{*} H_{\tau, \xi}\right)^{1 / 2}\right\|_{S_{2 n}}^{2 n},\|F\|_{S_{2 n}}^{2 n},\|\tilde{F}\|_{S_{2 n}}^{2 n}\right\}, \tag{3.104}
\end{align*}
$$

where $F, \tilde{F}$ are the block matrices $F=\left(H_{\tau, \xi}\right)_{\tau, \xi}, \tilde{F}=\left(H_{\tau, \xi}^{*}\right)_{\tau, \xi}$ with the assumption that $H_{\tau, \tau}=0$ and $C_{n}=\frac{(2 n)!}{2^{n} n!}$. We denote the terms in the maximum argument above, from (a) to (d).
a) We write the first term as

$$
\sum_{\tau \neq \xi} H_{\tau, \xi} H_{\tau, \xi}^{*}=\sum_{(i, j) \neq(k, \ell)} \delta_{i k} \overrightarrow{\mathbf{E}}_{j}\left(P_{j} P_{\ell} v_{\ell}\right) \overrightarrow{\mathbf{E}}_{j}^{*}\left(P_{j} P_{\ell} v_{\ell}\right)=m \sum_{j \neq \ell} \mathbf{E}_{j j}\left[\left(P_{j} P_{\ell} v_{\ell}\right)\left(P_{j} P_{\ell} v_{\ell}\right)^{*}\right]
$$

Then it follows that

$$
\begin{aligned}
& \left\|\left(\sum_{\tau \neq \xi} H_{\tau, \xi} H_{\tau, \xi}^{*}\right)^{1 / 2}\right\|^{2 n}=\operatorname{Tr}\left(\sum_{\tau \neq \xi} H_{\tau, \xi} H_{\tau, \xi}^{*}\right)^{n} \\
& =m^{n} \operatorname{Tr} \sum_{\substack{j_{1}, \ldots, j_{n} \\
\ell_{1}, \ldots, \ell_{n} \\
j_{i} \neq \ell_{i} \forall i}} \mathbf{E}_{j_{1} j_{1}}\left[\left(P_{j_{1}} P_{\ell_{1}} v_{\ell_{1}}\right)\left(P_{j_{1}} P_{\ell_{1}} v_{\ell_{1}}\right)^{*}\right] \mathbf{E}_{j_{2} j_{2}}\left[\left(P_{j_{2}} P_{\ell_{2}} v_{\ell_{2}}\right)\left(P_{j_{2}} P_{\ell_{2}} v_{\ell_{2}}\right)^{*}\right] \ldots \\
& =m^{n} \operatorname{Tr} \sum_{\substack{j \\
\ell_{1}, \ldots, \ell_{n} \\
j \neq \ell_{i} \forall i}} \mathbf{E}_{j j}\left[\left(P_{j} P_{\ell_{1}} v_{\ell_{1}}\right)\left(P_{j} P_{\ell_{1}} v_{\ell_{1}}\right)^{*}\left(P_{j} P_{\ell_{2}} v_{\ell_{2}}\right)\left(P_{j} P_{\ell_{2}} v_{\ell_{2}}\right)^{*} \ldots\right] \\
& =m^{n} \sum_{j} \operatorname{Tr}\left(\sum_{\ell \neq j}\left(P_{j} P_{\ell} v_{\ell}\right)\left(P_{j} P_{\ell} v_{\ell}\right)^{*}\right)^{n}=m^{n} \sum_{j}\left\|\left(\sum_{\ell \neq j}\left(P_{j} P_{\ell} v_{\ell}\right)\left(P_{j} P_{\ell} v_{\ell}\right)^{*}\right)^{n}\right\|_{S_{1}}^{n} \\
& \leq m^{n} \sum_{j} \operatorname{rank}\left(\sum_{\ell \neq j}\left(P_{j} P_{\ell} v_{\ell}\right)\left(P_{j} P_{\ell} v_{\ell}\right)^{*}\right)^{n}\left\|\sum_{\ell \neq j}\left(P_{j} P_{\ell} v_{\ell}\right)\left(P_{j} P_{\ell} v_{\ell}\right)^{*}\right\|^{n} \\
& \leq m^{n} \sum_{j}\left(\sum_{\ell \neq j} \operatorname{rank}\left(P_{j} P_{\ell} v_{\ell}\right)\left(P_{j} P_{\ell} v_{\ell}\right)^{*}\right)\left(\sum_{\ell \neq j}\left\|P_{j} P_{\ell} v_{\ell}\right\|_{2}^{2}\right)^{n} \\
& \leq m^{n} \sum_{j} s\left(\sum_{\ell \neq j} \lambda^{2}\left\|v_{\ell}\right\|_{2}^{2}\right)^{n} \leq m^{n} \sum_{j} s \lambda^{2 n}=m^{n} s^{2} \lambda^{2 n} .
\end{aligned}
$$

We used the relation $\|A\|_{S_{1}} \leq \operatorname{rank}(A)\|A\|$ due to A.7) in the first inequality and $\|\mathbf{v}\|_{2}=1$ in the last inequality above.
b) We follow similar steps as above

$$
\begin{aligned}
\sum_{\tau \neq \xi} H_{\tau, \xi}^{*} H_{\tau, \xi} & =\sum_{(i, j) \neq(k, \ell)} \delta_{i k} \overrightarrow{\mathbf{E}}_{j}^{*}\left(P_{j} P_{\ell} v_{\ell}\right) \overrightarrow{\mathbf{E}}_{j}\left(P_{j} P_{\ell} v_{\ell}\right) \\
& =m \sum_{j \neq \ell}\left\|P_{j} P_{\ell} v_{\ell}\right\|_{2}^{2} \leq m \sum_{j} \sum_{\ell \neq j} \lambda^{2}\left\|v_{\ell}\right\|_{2}^{2} \leq m s \lambda^{2}
\end{aligned}
$$

Then we can easily obtain

$$
\left\|\left(\sum_{\tau \neq \xi} H_{\tau, \xi}^{*} H_{\tau, \xi}\right)^{1 / 2}\right\|_{S_{2 n}}^{2 n}=m^{n} s^{n} \lambda^{2 n}
$$

c) We have

$$
\begin{aligned}
& \|F\|_{S_{2 n}}^{2 n}=\operatorname{Tr}\left(F F^{*}\right)^{n}=\operatorname{Tr} \sum_{\substack{\tau_{1}, \ldots, \tau_{n} \\
\xi_{1}, \ldots \xi_{n} \\
\tau_{i} \neq \xi_{i} \forall i}} H_{\tau_{1} \xi_{1}}^{*} H_{\tau_{1} \xi_{2}} H_{\tau_{2} \xi_{2}}^{*} H_{\tau_{2} \xi_{3}} D_{\tau_{3} \xi_{3}}^{*} \ldots H_{\tau_{n} \xi_{n}}^{*} H_{\tau_{n} \xi_{1}} \\
& =\operatorname{Tr} \sum_{\substack{i_{1}, \ldots, i_{n} \\
j_{1}, \ldots, j_{n} \\
k_{1}, \ldots, k_{n} \\
\ell_{1}, \ldots, \ell_{n}}} \delta_{i_{1} k_{1}} \overrightarrow{\mathbf{E}}_{j_{1}}^{*}\left(P_{j_{1}} P_{\ell_{1}} v_{\ell_{1}}\right) \delta_{i_{1} k_{2}} \mathbf{E}_{j_{1}}\left(P_{j_{1}} P_{\ell_{2}} v_{\ell_{2}}\right) \delta_{i_{2} k_{2}} \mathbf{E}_{j_{2}}^{*}\left(P_{j_{2}} P_{\ell_{2}}\right) \delta_{i_{2} k_{3}} \mathbf{E}_{j_{2}}\left(P_{j_{2}} P_{\ell_{3}} v_{\ell_{3}}\right) \ldots \\
& =m \operatorname{Tr} \sum_{\substack{j_{1}, \ldots, j_{n} \\
\ell_{1}, \ldots, \ell_{n} \\
j_{i} \neq \ell_{i} \forall i}}\left\langle P_{j_{1}} P_{\ell_{1}} v_{\ell_{1}}, P_{j_{1}} P_{\ell_{2}} v_{\ell_{2}}\right\rangle\left\langle P_{j_{2}} P_{\ell_{2}} v_{\ell_{2}}, P_{j_{2}} P_{\ell_{3}} v_{\ell_{3}}\right\rangle \ldots\left\langle P_{j_{n}} P_{\ell_{n}} v_{\ell_{n}}, P_{j_{n}} P_{\ell_{1}} v_{\ell_{1}}\right\rangle \\
& \leq m \sum_{\substack{j_{1}, \ldots, j_{n} \\
\ell_{1}, \ldots, \ell_{n} \\
j_{i} \neq \ell_{i} \forall i}}\left\|P_{j_{1}} P_{\ell_{1}}\right\|\left\|v_{\ell_{1}}\right\|_{2}\left\|P_{j_{1}} P_{\ell_{2}} v_{\ell_{2}}\right\|_{2}\left\|P_{j_{2}} P_{\ell_{2}}\right\|\left\|v_{\ell_{2}}\right\|_{2} \ldots\left\|P_{j_{n}} P_{\ell_{n}}\right\|\left\|v_{\ell_{n}}\right\|_{2}\left\|P_{j_{n}} P_{\ell_{1}} v_{\ell_{1}}\right\| \\
& \leq m \sum_{\substack{j_{1}, \ldots, j_{n} \\
\text { and } \\
j_{i} \neq \ell_{i} \forall \ell_{i}}} \lambda^{n}\left\|v_{\ell_{1}}\right\|_{2}^{2}\left\|v_{\ell_{2}}\right\|_{2}^{2} \ldots\left\|v_{\ell_{n}}\right\|_{2}^{2} \leq m \lambda^{2 n} s^{n}\left(\sum_{\ell}\left\|v_{\ell}\right\|_{2}^{2}\right)^{n} \leq m \lambda^{2 n} s^{n} .
\end{aligned}
$$

d) Finally we estimate the last term in the maximum argument in 3.104,

$$
\begin{aligned}
\|F\|_{S_{2 n}}^{2 n} & =\operatorname{Tr}\left(F F^{*}\right)^{n} \\
& =\operatorname{Tr} \sum_{\substack{i_{1}, \ldots, i_{n} \\
j_{1}, \ldots, j_{n} \\
k_{1}, \ldots, k_{n} \\
\ell_{1}, \ldots, \ell_{n}}} \delta_{i_{1} k_{1}} \overrightarrow{\mathbf{E}}_{j_{1}}\left(P_{j_{1}} P_{\ell_{1}} v_{\ell_{1}}\right) \delta_{i_{1} k_{2}} \mathbf{E}_{j_{1}}^{*}\left(P_{j_{1}} P_{\ell_{2}} v_{\ell_{2}}\right) \delta_{i_{2} k_{2}} \mathbf{E}_{j_{2}}\left(P_{j_{2}} P_{\ell_{2}}\right) \delta_{i_{2} k_{3}} \mathbf{E}_{j_{2}}^{*}\left(P_{j_{2}} P_{\ell_{3}} v_{\ell_{3}}\right) \ldots \\
& =m \operatorname{Tr} \sum_{\substack{j_{1}, \ldots, j_{n} \\
j_{1}, \ldots, j_{n} \\
j_{i} \neq \ell_{i}, \ell_{n}}} \mathbf{E}_{j_{1} j_{1}}\left[\left(P_{j_{1}} P_{\ell_{1}} v_{\ell_{1}}\right)\left(P_{j_{1}} P_{\ell_{2}} v_{\ell_{2}}\right)^{*}\right] \mathbf{E}_{j_{2} j_{2}}\left[\left(P_{j_{2}} P_{\ell_{2}} v_{\ell_{2}}\right)\left(P_{j_{2}} P_{\ell_{3}} v_{\ell_{3}}\right)^{*}\right] \ldots \\
& =m \operatorname{Tr} \sum_{\substack{\ell_{1}, \ldots, \ell_{n} \\
j \neq \ell_{i} \forall i}}\left(P_{j} P_{\ell_{1}} v_{\ell_{1}}\right)\left(P_{j} P_{\ell_{2}} v_{\ell_{2}}\right)^{*}\left(P_{j} P_{\ell_{2}} v_{\ell_{2}}\right)\left(P_{j} P_{\ell_{3}} v_{\ell_{3}}\right)^{*} \ldots\left(P_{j} P_{\ell_{n}} v_{\ell_{n}}\right)\left(P_{j_{1}} P_{\ell_{1}} v_{\ell_{1}}\right)^{*} \\
& =m \operatorname{Tr} \sum_{\substack{j \\
\ell_{1}, \ldots, \ell_{n} \\
j \neq \ell_{i} \forall i}}\left(P_{j} P_{\ell_{1}} v_{\ell_{1}}\right)\left\|P_{j} P_{\ell_{2}} v_{\ell_{2}}\right\|_{2}^{2} \ldots\left\|P_{j} P_{\ell_{n}} v_{\ell_{n}}\right\|_{2}^{2}\left(P_{j} P_{\ell_{1}} v_{\ell_{1}}\right)^{*}
\end{aligned}
$$

$$
\begin{aligned}
& \leq m \sum_{\substack{j \\
\ell_{1}, \ldots, \ell_{n} \\
j \neq \ell_{i} \\
\forall i}} \lambda^{2 n-2} \operatorname{rank}\left[\left(P_{j} P_{\ell_{1}} v_{\ell_{1}}\right)\left(P_{j} P_{\ell_{1}} v_{\ell_{1}}\right)^{*}\right]\left\|P_{j} P_{\ell_{1}} v_{\ell_{1}}\right\|_{2}^{2}\left\|v_{\ell_{2}}\right\|_{2}^{2} \ldots\left\|v_{\ell_{n}}\right\|_{2}^{2} \\
& \leq m s \lambda^{2 n}\left(\sum_{\ell}\left\|v_{\ell}\right\|_{2}^{2}\right)^{n} \leq m s \lambda^{2 n}
\end{aligned}
$$

Then we have

$$
\max \{a, b, c, d\} \leq m^{n} s^{n} \lambda^{n}
$$

Putting this estimate into (3.104) yields

$$
\mathbb{E}\|\mathcal{B}\|_{2}^{2 n} \leq \frac{4^{2 n}}{m^{2 n}}\left(2 C_{n}^{2}\right) m^{n} s^{n} \lambda^{n}
$$

After an interpolation step similar to (3.97), we have the following result for general power $p$

$$
\begin{equation*}
\left(\mathbb{E}\|\mathcal{B}\|_{2}^{p}\right)^{1 / p} \leq(4 p / e)\left(2^{5 / 2}\right)^{1 / p}(\lambda s / m)^{1 / 2} \tag{3.105}
\end{equation*}
$$

Next task is to bound the $\ell_{2}$-norm of the diagonal term $\mathcal{C}$ defined in 3.103. Since

$$
\|\mathcal{C}\|_{2}^{2}=\left\|\frac{1}{m} \sum_{i, j}\left(g_{i j}^{2}-1\right) \mathbf{E}_{j j}\left(P_{j}\right) \mathbf{v}\right\|_{2}^{2}=\left\|\frac{1}{m} \sum_{j} \Phi_{j}^{(m)} \overrightarrow{\mathbf{E}}_{j}\left(v_{j}\right)\right\|_{2}^{2}=\frac{1}{m^{2}} \sum_{j}\left(\Phi_{j}^{(m)}\right)^{2}\left\|v_{j}\right\|_{2}^{2}
$$

where $\Phi^{(m)}$ was defined in the proof of Theorem 3.33 and $\overrightarrow{\mathbf{E}}_{j}(x)$ denotes the block column vector of size $s$ with vector $x$ in its $j$-th entry and 0 elsewhere. Then we have for $p \geq 2$

$$
\begin{gathered}
\mathbb{E}\|\mathcal{C}\|_{2}^{p} \leq \frac{1}{m^{p}} \mathbb{E}\left(\sum_{j}\left(\Phi_{j}^{(m)}\right)^{2}\left\|v_{j}\right\|_{2}^{2}\right)^{p / 2} \\
\left(\mathbb{E}\|\mathcal{C}\|_{2}^{p}\right)^{1 / p} \leq \frac{1}{m}\left(\mathbb{E}\left(\sum_{j}\left(\Phi_{j}^{(m)}\right)^{2}\left\|v_{j}\right\|_{2}^{2}\right)^{p / 2}\right)^{\frac{2}{p} \cdot \frac{1}{2}}
\end{gathered}
$$

We use Lemma A. 12 due to Latała with the choice of $q=p / 2$ in order to estimate the $p / 2$-nd moment above. Then the first term in the maximum argument in A.8 yields

$$
\sum_{j} \mathbb{E}\left(\Phi_{j}^{(m)}\right)^{2}\left\|v_{j}\right\|_{2}^{2}=2 m
$$

where we used $\|\mathbf{v}\|_{2}=1$ and the simple calculation

$$
\mathbb{E}\left(\Phi_{j}^{(m)}\right)^{2}=\mathbb{E} \sum_{k, \ell=1}^{m}\left(g_{k}^{2}-1\right)\left(g_{\ell}^{2}-1\right)=\mathbb{E} \sum_{k=1}^{m}\left(g_{k}^{2}-1\right)^{2}=m \mathbb{E}\left(g_{k}^{4}+1-2 g_{k}^{2}\right)=2 m
$$

For the second term in A.8 recall from (3.100 that

$$
\mathbb{E}\left(\Phi_{j}^{(m)}\left\|v_{j}\right\|_{2}\right)^{p} \leq 2\left\|v_{j}\right\|_{2}^{p}(2 \sqrt{m} \sqrt{p}+8 p)^{p}
$$

Hence,

$$
\begin{aligned}
\left(\sum_{j} \mathbb{E}\left(\Phi_{j}^{(m)}\left\|v_{j}\right\|_{2}\right)^{p}\right)^{2 / p} & =2^{2 / p}(2 \sqrt{m} \sqrt{p}+8 p)^{2}\left(\sum_{j}\left\|v_{j}\right\|_{2}^{p}\right)^{2 / p} \\
& =2^{2 / p}(2 \sqrt{m} \sqrt{p}+8 p)^{2}\|\mathbf{v}\|_{2, p}^{2} \leq 2^{2 / p}(2 \sqrt{m} \sqrt{p}+8 p)^{2}
\end{aligned}
$$

The last inequality is due to the ordering of the $\ell_{2, p}$-norms, i.e., $\|\mathbf{v}\|_{2, p} \leq\|\mathbf{v}\|_{2}=1$ for $p \geq 2$. Therefore Lemma A. 12 gives us

$$
\left(\mathbb{E}\left(\sum_{j}\left(\Phi_{j}^{(m)}\right)^{2}\left\|v_{j}\right\|_{2}^{2}\right)^{p / 2}\right)^{\frac{2}{p}} \leq K \frac{p / 2}{\ln (p / 2)} 2^{2 / p}(2 \sqrt{m} \sqrt{p}+8 p)^{2}
$$

where the universal constant $K<6$. Simply estimating $\frac{p / 2}{\ln (p / 2)} \leq p / 2$ for $p \geq 6$, we conclude that for $m \geq p \geq 6$

$$
\begin{aligned}
\left(\mathbb{E}\|\mathcal{C}\|_{2}^{p}\right)^{1 / p} & \leq \frac{\sqrt{3}}{m} 2^{1 / p} \sqrt{p}(2 \sqrt{m} \sqrt{p}+8 p) \leq 2^{1 / p} \sqrt{3} \frac{2 p \sqrt{m}+8 p \sqrt{m}}{m} \\
& =p(10 \sqrt{3}) 2^{1 / p}(1 / \sqrt{m})
\end{aligned}
$$

Combining this with 3.105 yields

$$
\begin{aligned}
\left(\mathbb{E}\left\|\left(\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S}^{*}\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S}-\mathbf{P}_{S}\right) \mathbf{v}\right\|_{2}^{p}\right)^{1 / p} & \leq(4 p / e)\left(2^{5 / 2}\right)^{1 / p}(\lambda s / m)^{1 / 2}+p(10 \sqrt{3}) 2^{1 / p}(1 / \sqrt{m}) \\
& \leq 6^{1 / p} p \sqrt{300} \frac{1+\sqrt{\lambda s}}{\sqrt{m}}
\end{aligned}
$$

for $m \geq p \geq 6$. For this range of $p$, we apply Proposition A.10 in order to have following estimate for the tail probability

$$
\mathbb{P}\left(\left\|\left(\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S}^{*}\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S}-\mathbf{P}_{S}\right) \mathbf{v}\right\|_{2} \geq t\right) \leq 6 \exp \left(-\frac{t \sqrt{m}}{e \sqrt{300}(1+\sqrt{\lambda s})}\right)
$$

where $t$ is in the appropriate range as stated in the lemma. This ends the proof.

## - Proof of Theorem 3.3 continued

We mainly follow the ideas presented in the proof of the Bernoulli case in Section 3.3.3. It was based on using the golfing scheme in order to construct an inexact dual vector satisfying the conditions of Lemma 3.22 which are sufficient for nonuniform recovery. Recall that we partition $m$ rows of $\tilde{\mathbf{A}}_{\mathbf{P}}$ into $L$ disjoint of size $m_{j}$ with $\sum_{j=1}^{L} m_{j}=m$. Then we recursively define the dual vector $\mathbf{u}$ as

$$
\mathbf{u}^{(n)}=\frac{1}{m_{n}}\left(\mathbf{A}_{\mathbf{P}}{ }^{(n)}\right)^{*}\left(\mathbf{A}_{\mathbf{P}}{ }^{(n)}\right)_{S}\left(\operatorname{sgn}\left(\mathbf{x}_{S}\right)-\mathbf{u}_{S}^{(n-1)}\right)+\mathbf{u}^{(n-1)},
$$

where $\mathbf{u}^{(0)}=0$. We introduce the residual vector $\mathbf{w}^{(n)}=\operatorname{sgn}\left(\mathbf{x}_{S}\right)-\mathbf{u}_{S}^{(n)}$ at every step $n$. Then we recall the following relation derived earlier

$$
\mathbf{w}^{(n)}=\left[\mathbf{P}_{S}-\frac{1}{m_{n}}\left(\mathbf{A}_{\mathbf{P}}{ }^{(n)}\right)_{S}^{*}\left(\mathbf{A}_{\mathbf{P}}{ }^{(n)}\right)_{S}\right] \mathbf{w}^{(n-1)}
$$

Now for a moment, we assume that the following inequalities hold for each $n$ with high probability,

$$
\begin{align*}
& \left\|\mathbf{w}^{(n)}\right\|_{2} \leq r_{n}\left\|\mathbf{w}^{(n-1)}\right\|_{2}, \quad n \in[L]  \tag{3.106}\\
& \max _{i \in \bar{S}}\left\|\frac{1}{m_{n}}\left(\mathbf{A}_{\mathbf{P}}{ }^{(n)}\right)_{i}^{*}\left(\mathbf{A}_{\mathbf{P}}^{(n)}\right)_{S} \mathbf{w}^{(n-1)}\right\|_{2} \leq t_{n}\left\|\mathbf{w}^{(n-1)}\right\|_{2}, \quad n \in[L] \tag{3.107}
\end{align*}
$$

with the parameters $r_{n}, t_{n}$ to be specified later. Recall that the followings also hold

$$
\left\|\operatorname{sgn}\left(\mathbf{x}_{S}\right)-\mathbf{u}_{S}\right\|_{2} \leq \sqrt{s} \prod_{n=1}^{L} r_{n}
$$

$$
\max _{i \in \bar{S}}\left\|u_{i}\right\|_{2} \leq \sqrt{s} \sum_{n=1}^{L} t_{n} \prod_{j=1}^{n-1} r_{j}
$$

with the understanding that $\prod_{j=1}^{n-1} r_{j}=1$ if $n=1$. Define the probabilities that (3.106) and 3.107) do not hold as $p_{1}(n)$ and $p_{2}(n)$ respectively. Then by Lemma 3.36 and the independence of the blocks,

$$
p_{1}(n) \leq \varepsilon
$$

provided

$$
m_{n} \geq \frac{300 e^{2}}{r_{n}^{2}}(1+\sqrt{\lambda s})^{2} \ln ^{2}(6 / \varepsilon)
$$

Recall that Lemma 3.36 holds only for an appropriate range of $r_{n}$, which we choose below. Similarly, due to Lemma 3.35 and the independence of the blocks

$$
p_{2}(n) \leq \varepsilon
$$

provided

$$
m_{n} \geq\left(\frac{e \lambda^{2}}{t_{n}^{2}}+\frac{2 \sqrt{e} \lambda}{t_{n}}\right) \ln \left(2 e^{1 / 12} s N / \varepsilon\right)
$$

We now choose the parameters $L, m_{n}, t_{n}, r_{n}$ for $n \in[L]$ as follows

$$
\begin{aligned}
& L=\lceil\ln (s) / 2\rceil+2 \\
& m_{1}, m_{2} \geq c(1+\sqrt{\lambda s})^{2} \max \left\{\ln (s) \ln ^{2}(6 / \varepsilon), \ln (6 s N / \varepsilon)\right\} \\
& m_{n} \geq c(1+\sqrt{\lambda s})^{2} \max \left\{\ln ^{2}(6 L / \varepsilon), \frac{\ln (6 s N L / \varepsilon)}{\ln ^{2}(s)}\right\} \\
& r_{1}=r_{2}=\frac{1}{2 \sqrt{\ln (s)}} \text { and } r_{n}=\frac{1}{2} \\
& t_{1}=t_{2}=\frac{1}{8 \sqrt{s}}, \text { and } t_{n}=\frac{\ln (s)}{8 \sqrt{s}}, n=3, \ldots, L
\end{aligned}
$$

where $c$ is an absolute constant. First observe that the choices of $r_{n}$ and $m_{n}$ obey the condition stated in Lemma 3.36. Then as shown in (3.74) and 3.75), we have $\left\|\operatorname{sgn}\left(\mathbf{x}_{S}\right)-\mathbf{u}_{S}\right\|_{2} \leq 1 / 4$ and $\max _{i \in \bar{S}}\left\|u_{i}\right\|_{2} \leq 1 / 4$ as required by Lemma 3.22 . Furthermore, by our choices of parameters above, we have, $p_{1}(1), p_{1}(2), p_{2}(1), p_{2}(2) \leq \varepsilon / 2$ and $p_{1}(n), p_{2}(n) \leq \varepsilon /(2 L)$. Then

$$
\sum_{n=1}^{L} p_{1}(n) \leq 2 \varepsilon \text { and } \sum_{n=1}^{L} p_{2}(n) \leq 2 \varepsilon
$$

The overall number of samples obey

$$
\begin{aligned}
m= & \sum_{n=1}^{L} m_{n}=m_{1}+m_{2}+\sum_{n=3}^{L} m_{n} \\
\geq & 2 c(1+\sqrt{\lambda s})^{2} \max \left\{\ln (s) \ln ^{2}(6 / \varepsilon), \ln (6 s N / \varepsilon)\right\} \\
& +c(1+\sqrt{\lambda s})^{2} \max \left\{\lceil\ln (s) / 2\rceil \ln ^{2}(6\lceil\ln (s) / 2\rceil / \varepsilon), \ln (6 s N\lceil\ln (s) / 2\rceil / \varepsilon)\right\}
\end{aligned}
$$

We can further improve this condition with the refined trick presented at the end of Section 3.3.3. The trick was having more than $L$ submatrices of $\mathbf{A}_{\mathbf{P}}$ and then only using the ones which satisfies
desired properties. Necessary calculations yield that

$$
\begin{equation*}
m \geq \tilde{c}(1+\sqrt{\lambda s})^{2} \ln (s N) \ln \left(\varepsilon^{-1}\right) \tag{3.108}
\end{equation*}
$$

measurements are enough to satisfy Condition (3.46) of Lemma 3.22 with failure probability $\varepsilon$. Finally we deal with Condition (3.45). For the first part, Theorem 3.33 with parameter $\delta=1 / 2$ implies that $\left\|\left[\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S}^{*}\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S}\right]_{\mid \mathcal{H}}^{-1}\right\| \leq 2$ with probability at least $\varepsilon$ provided

$$
\begin{equation*}
m \geq C(1+\sqrt{\lambda s})^{2} \ln ^{2}\left(6 s^{2} \sum_{j \in S} k_{j}\left(\varepsilon^{-1}\right)\right) \tag{3.109}
\end{equation*}
$$

where $C$ is an absolute constant. The second part of Condition 3.45 follows from Corollary 3.34 with $\delta=1$. Thus, $\max _{i \in \bar{S}}\left\|\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S}^{*}\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{i}\right\| \leq 1$ with probability at least $\varepsilon$ provided

$$
\begin{equation*}
m \geq C(1+\sqrt{\lambda(s+1)})^{2} \ln ^{2}\left(6 N(s+1)^{2} \sum_{j \in N} k_{j}\left(\varepsilon^{-1}\right)\right) \tag{3.110}
\end{equation*}
$$

We have so far shown that the conditions of Lemma 3.22 hold with probability at least $1-3 \varepsilon$ provided 3.108, (3.109) and (3.110) hold. Using $s<N$ and replacing $\varepsilon$ by $\varepsilon / 3$, we can see that Condition 3.6

$$
m \geq \tilde{C}(1+\lambda s) \ln ^{2}\left(6 N \sum_{j=1}^{N} k_{j}\right) \ln ^{2}\left(\varepsilon^{-1}\right)
$$

implies all three conditions with an appropriate absolute constant $\tilde{C}$. This ends our proof.

### 3.3.6. Alternative approach to the proof of Theorem 3.3

The main tools for the probabilistic estimates in Section 3.3.5 are the noncommutative Khintchine inequalities. These methods give estimates for the moments of matrix valued Gaussian sums and then allow us to yield tail bounds we need in order to prove our result. However, the proofs become quite long and technical due to the involved calculations of the Schatten norms. In this section we present a noncommutative Bernstein type inequality due to Koltchinskii $\mathbf{7 3}$ for the sum of matrices which are not uniformly bounded. In addition, using this result we provide another proof of Theorem 3.33 which is crucial towards the proof of our following alternative result to Theorem 3.3 .

Theorem 3.37. Let $\mathbf{x} \in \mathcal{H}$ be s-sparse. Let $A \in \mathbb{R}^{m \times N}$ be a Gaussian matrix and $\left(W_{j}\right)_{j=1}^{N}$ in $\mathbb{R}^{d}$ be given with parameter $\lambda \in[0,1]$. Assume that

$$
\begin{equation*}
m \geq C(\ln (s)+\lambda s) \ln (\ln (s)+\lambda s) \ln (2 N s d / \varepsilon) \tag{3.111}
\end{equation*}
$$

where $C>0$ is a universal constant. Then with probability at least $1-\varepsilon,(L 1)$ recovers $\mathbf{x}$ from $\mathbf{y}=\mathbf{A}_{\mathbf{P}} \mathbf{x}$.

We do not give a complete proof of Theorem 3.37, and we believe that Theorem 3.39 below, which is the alternative to Theorem 3.33 , gives a clear idea how to pursue the rest of the proof. Note that in (3.111) we obtain slightly worse log-factors in the number of required measurements than in Theorem 3.3. but with a significantly shorter and less technical proof. The following proposition is a modified version of $\mathbf{7 3}$ Proposition 2] where we optimize some parameters appearing in the original proof.

Proposition 3.38. Assume $X, X_{1}, \ldots, X_{n}$ are i.i.d. random self-adjoint $d \times d$ matrices with $\mathbb{E} X=0, \sigma_{x}^{2}:=\left\|\mathbb{E} X^{2}\right\|$ and $U_{x}:=\| \| X\| \|_{\psi_{1}}$. Then, for all $t>0$,

$$
\begin{equation*}
\mathbb{P}\left(\left\|\sum_{i=1}^{n} X_{i}\right\| \geq t\right) \leq 2 d \exp \left(-C \frac{t^{2}}{n \sigma_{x}^{2}+U_{x} t+\frac{U_{x}}{2} \ln \left(\frac{2 U_{x} n}{t}\right) t}\right) \tag{3.112}
\end{equation*}
$$

for an absolute constant $C>0$.
Note that this tail estimate is in essence similar to the noncommutative matrix Bernstein inequality, Theorem A.3, with the uniform bound on $\left\|X_{i}\right\|$ replaced by the weaker $\psi_{1}$-norm. In the original result 73 , Proposition 2], the variance term $\sigma_{x}^{2}$ appears as a denominator in the tail bound which is not desirable in our situation since in the proof of Theorem 3.39, a trivial lower bound for $\sigma_{x}^{2}$ causes the number of measurements $m$ to grow unboundedly. A generalized version of Proposition 3.38 for the sum of independent but not identically distributed matrices can be found in $\mathbf{7 4}$ and for rectangular random matrices in $\mathbf{7 2}$.

Proof. Let $Y_{n}=X_{1}+\ldots+X_{n}$. For a self adjoint matrix $A$, denote by $\lambda^{+}(A), \lambda^{-}(A)$ the largest and the smallest eigenvalue. Since $Y_{n}$ is self-adjoint, $\left\|Y_{n}\right\| \geq t$ if and only if $\lambda^{+}\left(Y_{n}\right) \geq t$ or $\lambda^{-}\left(Y_{n}\right) \leq-t$, implying that

$$
\mathbb{P}\left(\left\|Y_{n}\right\| \geq t\right) \leq \mathbb{P}\left(\lambda^{+}\left(Y_{n}\right) \geq t\right)+\mathbb{P}\left(\lambda^{-}\left(Y_{n}\right) \leq-t\right)
$$

It is enough to control one of the probabilities on the right hand side since the other follows similarly from replacing $Y_{n}$ by $-Y_{n}$. For all $\lambda>0$, we have

$$
\begin{equation*}
\mathbb{P}\left(\lambda^{+}\left(Y_{n}\right) \geq t\right) \leq \mathbb{P}\left(\operatorname{Tr}\left(e^{\lambda Y_{n}}\right) \geq e^{\lambda t}\right) \leq e^{-\lambda t} \mathbb{E} \operatorname{Tr}\left(e^{\lambda Y_{n}}\right) \tag{3.113}
\end{equation*}
$$

By the well-known Golden-Thompson inequality 4] which states that $\operatorname{Tr}\left(e^{A+B}\right) \leq \operatorname{Tr}\left(e^{A} e^{B}\right)$ for self-adjoint matrices $A$ and $B$, one has

$$
\begin{aligned}
\mathbb{E} \operatorname{Tr}\left(e^{\lambda Y_{n}}\right) & =\mathbb{E} \operatorname{Tr}\left(e^{\lambda Y_{n-1}+\lambda X_{n}}\right) \leq \mathbb{E} \operatorname{Tr}\left(e^{\lambda Y_{n-1}} e^{\lambda X_{n}}\right)=\operatorname{Tr} \mathbb{E}\left(e^{\lambda Y_{n-1}} e^{\lambda X_{n}}\right) \\
& =\operatorname{Tr}\left(\mathbb{E} e^{\lambda Y_{n-1}} \mathbb{E} e^{\lambda X_{n}}\right) \leq \mathbb{E} \operatorname{Tr}\left(e^{\lambda Y_{n-1}}\right)\left\|\mathbb{E} e^{\lambda X_{n}}\right\|
\end{aligned}
$$

By induction, we conclude that

$$
\mathbb{E} \operatorname{Tr}\left(e^{\lambda Y_{n}}\right) \leq \mathbb{E} \operatorname{Tr}\left(e^{\lambda X_{1}}\right) \prod_{i=2}^{n}\left\|\mathbb{E} e^{\lambda X_{i}}\right\|
$$

Since $\mathbb{E} \operatorname{Tr}\left(e^{\lambda X_{1}}\right)=\operatorname{Tr}\left(\mathbb{E} e^{\lambda X_{1}}\right) \leq d\left\|\mathbb{E} e^{\lambda X}\right\|$, we obtain

$$
\begin{equation*}
\mathbb{E} \operatorname{Tr}\left(e^{\lambda Y_{n}}\right) \leq d\left\|\mathbb{E} e^{\lambda X}\right\|^{n} \tag{3.114}
\end{equation*}
$$

Koltchinskii 73 , Proposition 2] uses the Taylor expansion for $e^{\lambda X}$ and the condition $\mathbb{E} X=0$ to obtain

$$
\begin{aligned}
\mathbb{E} e^{\lambda X} & =\operatorname{Id}+\mathbb{E}\left[\lambda^{2} X^{2}\left(\frac{1}{2!}+\frac{\lambda X}{3!}+\frac{\lambda^{2} X^{2}}{4!}+\cdots\right)\right] \\
& \leq \operatorname{Id}+\lambda^{2} \mathbb{E}\left[X^{2}\left(\frac{1}{2!}+\frac{\lambda\|X\|}{3!}+\frac{\lambda^{2}\|X\|^{2}}{4!}+\cdots\right)\right] \\
& =\operatorname{Id}+\lambda^{2} \mathbb{E}\left[X^{2}\left(\frac{e^{\lambda\|X\|}-1-\lambda\|X\|}{\lambda^{2}\|X\|^{2}}\right)\right]
\end{aligned}
$$

We denote the function $\phi(u):=\frac{e^{u}-1-u}{u^{2}}$. Therefore, for all $\tau>0$,

$$
\begin{align*}
\left\|\mathbb{E} e^{\lambda X}\right\| & \leq 1+\lambda^{2}\left\|\mathbb{E}\left[X^{2} \phi(\lambda\|X\|)\right]\right\| \\
& \leq 1+\lambda^{2}\left\|\mathbb{E} X^{2}\right\| \phi(\lambda \tau)+\lambda^{2} \mathbb{E}\left[\|X\|^{2} \phi(\lambda\|X\|) \mathbb{1}_{(\|X\| \geq \tau)}\right] \tag{3.115}
\end{align*}
$$

where $\mathbb{1}$ denotes the characteristic function and we used the Jensen's inequality. Let $M:=2 U_{x}$ and assume that $\lambda \leq 1 / M$. Then

$$
\begin{aligned}
\mathbb{E}\left[\|X\|^{2} \phi(\lambda\|X\|) \mathbb{1}_{(\|X\| \geq \tau)}\right] & \leq \mathbb{E}\left[\|X\|^{2} \phi\left(\frac{\|X\|}{M}\right) \mathbb{1}_{(\|X\| \geq \tau)}\right] \leq M^{2} \mathbb{E}\left[e^{\|X\| / M} \mathbb{1}_{(\|X\| \geq \tau)}\right] \\
& \leq M^{2} \mathbb{E}^{1 / 2}\left(e^{2\|X\| / M}\right) \mathbb{P}^{1 / 2}(\|X\| \geq \tau)
\end{aligned}
$$

where we used the monotonicity of $\phi$ in the first inequality and the Hölder's inequality in the last inequality. By the definition of the Orlicz norm $U_{x}=\| \| X_{\ell}\| \|_{\psi_{1}}$, we have $\mathbb{E} e^{2\|X\| / M} \leq 2$ and also

$$
\mathbb{P}(\|X\| \geq \tau) \leq \exp \left(-\frac{2 \tau}{M}\right)
$$

Putting these estimates in 3.115, we obtain

$$
\begin{equation*}
\left\|\mathbb{E} e^{\lambda X}\right\| \leq 1+\lambda^{2} \sigma_{x}^{2} \phi(\lambda \tau)+\lambda^{2} M^{2} \sqrt{2} \exp \left(-\frac{\tau}{M}\right) \tag{3.116}
\end{equation*}
$$

Now observe that $\phi(u) \geq 1 / 2$ for $u \geq 0$. Then we can reformulate (3.116) as

$$
\left\|\mathbb{E} e^{\lambda X}\right\| \leq 1+\left(\lambda^{2} \sigma_{x}^{2}+3 \lambda^{2} M^{2} \exp \left(-\frac{\tau}{M}\right)\right) \phi(\lambda \tau)
$$

Now further assume that

$$
\begin{equation*}
\lambda \leq \frac{1}{\tau} \leq \frac{1}{M} \tag{3.117}
\end{equation*}
$$

Then $\lambda \tau \leq 1$ which implies $\phi(\lambda \tau) \leq 1$. Therefore,

$$
\left\|\mathbb{E} e^{\lambda X}\right\| \leq 1+\left(\lambda^{2} \sigma_{x}^{2}+3 \lambda^{2} M^{2} \exp \left(-\frac{\tau}{M}\right)\right) \leq \exp \left(\lambda^{2} \sigma_{x}^{2}+3 \lambda^{2} M^{2} \exp \left(-\frac{\tau}{M}\right)\right)
$$

Combining this with 3.113 and 3.114, we arrive at

$$
\mathbb{P}\left(\left\|Y_{n}\right\| \geq t\right) \leq 2 d \exp \left(-\lambda t+n \lambda^{2} \sigma_{x}^{2}+3 n \lambda^{2} M^{2} \exp \left(-\frac{\tau}{M}\right)\right)
$$

Next we minimize the convex function of $\lambda$ in the exponential under the constraint $\frac{1}{\tau} \geq \lambda>0$. A bit of analysis yields

$$
\mathbb{P}\left(\left\|Y_{n}\right\| \geq t\right) \leq 2 d \exp \left(-\frac{t^{2}}{4 n\left(\sigma_{x}^{2}+3 M^{2} \exp \left(-\frac{\tau}{M}\right)\right)+2 \tau t}\right)
$$

Next we optimize the denominator in the exponential above with respect to $\tau \geq M$ (recall the assumption (3.117)). It is a convex function of $\tau$ which takes the minimum at $\tau_{0}=M \ln \left(\frac{6 n M}{t}\right)$ which is greater than $M$ as required. We plug this choice in

$$
\mathbb{P}\left(\left\|Y_{n}\right\| \geq t\right) \leq 2 d \exp \left(-\frac{t^{2}}{4 n \sigma_{x}^{2}+2 M t+2 M \ln \left(\frac{6 n M}{t}\right) t}\right)
$$

This gives the desired result.

## - Conditioning of the submatrix $\left(\mathbf{A}_{\mathbf{P}}\right)_{S}$

We recall the rescaled matrix $\tilde{\mathbf{A}}_{\mathbf{P}}=\frac{1}{\sqrt{m}} \mathbf{A}_{\mathbf{P}}$. The following result is an alternative to Theorem 3.33

Theorem 3.39. Let $A \in \mathbb{R}^{m \times N}$ be a measurement matrix whose entries are i.i.d. Gaussian random variables and $\left(W_{j}\right)_{j=1}^{N}$ be a fusion frame in $\mathbb{R}^{d}$ given with parameter $\lambda \in[0,1]$. Then, the block matrix $\tilde{\mathbf{A}}_{\mathbf{P}}$ satisfies

$$
\left\|\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S}^{*}\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S}-\mathbf{P}_{S}\right\| \leq \delta
$$

for $0<\delta \leq 1$ with probability at least $1-\varepsilon$, provided

$$
m \geq C \delta^{-2}(\ln (s)+\lambda s) \ln \left(\frac{\ln (s)+\lambda s}{\delta}\right) \ln (2 s d / \varepsilon)
$$

where $C>0$ is an absolute constant.
Proof. As in the proof of Theorem 3.24, denote $\mathbf{Y}_{\ell}=\left(g_{\ell j} P_{j}\right)_{j \in S}$ for $\ell \in[m]$ as the $\ell$-th block column vector of $\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S}^{*}$. We introduce the block matrices $\mathbf{X}_{\ell}:=\frac{1}{m}\left(\mathbf{Y}_{\ell} \mathbf{Y}_{\ell}^{*}-\mathbb{E} \mathbf{Y}_{\ell} \mathbf{Y}_{\ell}^{*}\right)$ which have mean zero. Then we write

$$
\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S}^{*}\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S}-\mathbf{P}_{S}=\sum_{\ell=1}^{m} \mathbf{X}_{\ell}
$$

We use Proposition 3.38 in order to estimate the tail of $\left\|\sum_{\ell=1}^{m} \mathbf{X}_{\ell}\right\|$. The variance term was estimated before for the Bernoulli case by

$$
\sigma_{x}^{2} \leq \frac{\lambda^{2} s}{m^{2}}
$$

This also holds for the Gaussian case since $\mathbb{E} g_{i}^{2}=1$ and $\mathbb{E} g_{i} g_{j}=0, i \neq j$. It remains to estimate the Orlicz norm $U_{x}=\| \| X_{\ell}\| \|_{\psi_{1}}$. We have

$$
\begin{aligned}
\left\|\left\|X_{\ell}\right\|\right\|_{\psi_{1}} & =\frac{1}{m}\| \| \mathbf{Y}_{\ell} \mathbf{Y}_{\ell}^{*}-\mathbb{E} \mathbf{Y}_{\ell} \mathbf{Y}_{\ell}^{*}\| \|_{\psi_{1}} \leq \frac{1}{m}\left(\| \| \mathbf{Y}_{\ell} \mathbf{Y}_{\ell}^{*}\| \|_{\psi_{1}}+\| \| \mathbb{E} \mathbf{Y}_{\ell} \mathbf{Y}_{\ell}^{*}\| \|_{\psi_{1}}\right) \\
& \leq \frac{1}{m}\left(\| \| \mathbf{Y}_{\ell} \mathbf{Y}_{\ell}^{*}\| \|_{\psi_{1}}+\mathbb{E}\| \| \mathbf{Y}_{\ell} \mathbf{Y}_{\ell}^{*}\| \|_{\psi_{1}}\right) \leq \frac{2}{m}\| \| \mathbf{Y}_{\ell} \mathbf{Y}_{\ell}^{*}\| \|_{\psi_{1}}=\frac{2}{m}\| \| \mathbf{Y}_{\ell}^{*}\left\|^{2}\right\|_{\psi_{1}}
\end{aligned}
$$

The second inequality above is due to the Jensen's inequality [54, Theorem 7.10], since every norm is convex. We continue estimating

$$
\begin{aligned}
\left\|\mathbf{Y}_{\ell}^{*}\right\|^{2} & =\max _{\substack{\|\mathbf{x}\|_{2}=1 \\
\mathbf{x} \in \mathbb{R}^{S \cdot d}}}\left\|\sum_{j \in S} g_{\ell j} P_{j} x_{j}\right\|_{2}^{2}=\max _{\|\mathbf{x}\|_{2}=1} \sum_{j, k} g_{\ell j} g_{\ell k}\left\langle P_{j} x_{j}, P_{k} x_{k}\right\rangle \\
& \leq \max _{\|\mathbf{x}\|_{2}=1} \sum_{j \in S} g_{\ell j}^{2}\left\|x_{j}\right\|_{2}^{2}+\max _{\|\mathbf{x}\|_{2}=1} \sum_{j \neq k}\left|g_{\ell j} g_{\ell k}\right|\left\|P_{j} P_{k}\right\|\left\|x_{j}\right\|_{2}\left\|x_{k}\right\|_{2} \\
& \leq \max _{\|y\|_{1}=1}^{y \in \mathbb{R}^{S}} \sum_{j \in S} g_{\ell j}^{2} \cdot y_{j}+\lambda \max _{\|\mathbf{x}\|_{2}=1}\left(\sum_{j \in S}\left|g_{\ell j}\right|\left\|x_{j}\right\|_{2}\right)^{2} \\
& =\max _{j \in S}\left|g_{\ell j}\right|^{2}+\lambda\left(\max _{\|y\|_{2}=1} \sum_{j \in \mathbb{R}^{S}}\left|g_{\ell j}\right| y_{j}\right)^{2}=\max _{j \in S}\left|g_{\ell j}\right|^{2}+\lambda \sum_{j \in S} g_{\ell j}^{2} .
\end{aligned}
$$

The last line above follows from duals of the $\ell_{2}$ and $\ell_{\infty}$-norms. Moreover,

$$
\begin{align*}
\left\|\left\|X_{\ell}\right\|\right\|_{\psi_{1}} & \leq \frac{2}{m}\| \| \mathbf{Y}_{\ell}^{*}\left\|^{2}\right\|_{\psi_{1}} \leq \frac{2}{m}\left\|\max _{j \in S}\left|g_{\ell j}\right|^{2}\right\|_{\psi_{1}}+\frac{2 \lambda}{m}\left\|\sum_{j \in S} g_{\ell j}^{2}\right\|_{\psi_{1}} \\
& \lesssim \frac{2}{m} \ln (s) \max _{j \in S}\left\|g_{\ell j}^{2}\right\|_{\psi_{1}}+\frac{2 \lambda}{m} \sum_{j \in S}\left\|g_{\ell j}^{2}\right\|_{\psi_{1}} \tag{3.118}
\end{align*}
$$

$$
\begin{equation*}
\lesssim \frac{4 \ln (s)}{m}\||g|\|_{\psi_{2}}^{2}+\frac{4 \lambda s}{m}\||g|\|_{\psi_{2}}^{2} \tag{3.119}
\end{equation*}
$$

where the $g$ is a standard Gaussian random variable. Above, (3.118) follows from Lemma 3.21 and the triangle inequality; 3.119 is due to Lemma 3.20 and the equivalence of the $\|\cdot\|_{\psi_{\alpha}}$ and $\|\cdot\|_{\psi_{\alpha}}^{\prime}$-norms. It is clear that $\||g|\|_{\psi_{2}} \leq c$ for some $c>0$. Therefore

$$
U_{x}=\| \| X_{\ell}\| \|_{\psi_{1}} \leq C \frac{\ln (s)+\lambda s}{m}
$$

for some $C$. Plugging the estimates for $U_{x}$ and $\sigma_{x}^{2}$ into 3.112 in Proposition 3.38 we obtain

$$
\mathbb{P}\left(\left\|\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S}^{*}\left(\tilde{\mathbf{A}}_{\mathbf{P}}\right)_{S}-\mathbf{P}_{S}\right\| \geq \delta\right) \leq 2 s d \exp \left(-C \frac{\delta^{2} m}{\lambda^{2} s+(\ln (s)+\lambda s) \delta+(\ln (s)+\lambda s) \ln \left(\frac{\ln (s)+\lambda s}{\delta}\right) \delta}\right)
$$

Bounding this by $\varepsilon$ yields the desired result.

### 3.3.7. Proof of Theorem 3.4

The proof is analogous to the one of $\mathbf{5 4}$. Theorem 12.22]. It invokes Lemma 3.23 which gives sufficient conditions on the measurement matrices for robust and stable nonuniform recovery. Since Condition (3.49) requires normalization of the matrix, we will work with the matrix $\tilde{\mathbf{A}}_{\mathbf{P}}=\frac{1}{\sqrt{m}} \mathbf{A}_{\mathbf{P}}$. Then observe that the optimization problem $(L 1)^{\eta}$ is equivalent to

$$
\min _{\mathbf{z} \in \mathcal{H}}\|\mathbf{z}\|_{2,1} \quad \text { s.t. }\left\|\tilde{\mathbf{A}}_{\mathbf{P}} \mathbf{z}-\frac{1}{\sqrt{m}} \mathbf{y}\right\|_{2} \leq \eta
$$

We follow the golfing scheme as in the proof of Theorem 3.1, see Section 3.3.3. In particular, we make the same choices of the parameters $L, r_{n}, t_{n}, q_{n}, m_{n}$ as before. We choose $m_{n}$ as follows

$$
\begin{aligned}
& m_{1} \geq c\left(1+\left\|\Lambda_{S}\right\|_{\infty}\right) \ln (N) L \ln \left(2 L \varepsilon^{-1}\right) \\
& m_{n} \geq c\left(1+\left\|\Lambda_{S}\right\|_{\infty}\right) \ln (N) \ln \left(2 L \varepsilon^{-1}\right), \quad n \geq 2
\end{aligned}
$$

These choices change the number of overall samples $m$ only up to a constant with respect to the choices in the proof of Theorem 3.1. Then Conditions 3.49, 3.50, 3.51, 3.52) are all satisfied for the normalized matrix $\tilde{\mathbf{A}}_{\mathbf{P}}$ with probability at least $1-\varepsilon$ with appropriate choices of the variables $\delta, \beta, \gamma, \theta$. It remains to verify that the vector $\mathbf{h} \in \mathbb{R}^{m d}$ constructed in Section 3.3.3 satisfying $\mathbf{u}=\tilde{\mathbf{A}}_{\mathbf{P}}^{*} \mathbf{h}$ satisfies Condition (3.53). For simplicity, assume without loss of generality that the first $L$ values of $n$ are used in the construction of the dual vector in (3.67). Then recall that

$$
\mathbf{u}=\sum_{n=1}^{L} \frac{1}{m_{n}}\left(\mathbf{A}_{\mathbf{P}}{ }^{(n)}\right)^{*}\left(\mathbf{A}_{\mathbf{P}}{ }^{(n)}\right)_{S} \mathbf{w}^{(n-1)}=\sum_{n=1}^{L} \frac{m}{m_{n}}\left(\tilde{\mathbf{A}}_{\mathbf{P}}^{(n)}\right)^{*}\left(\tilde{\mathbf{A}}_{\mathbf{P}}^{(n)}\right)_{S} \mathbf{w}^{(n-1)}
$$

Hence, $\mathbf{u}=\tilde{\mathbf{A}}_{\mathbf{P}}^{*} \mathbf{h}$ with $\mathbf{h}^{*}=\left(\left(\mathbf{h}^{(1)}\right)^{*}, \ldots,\left(\mathbf{h}^{(L)}\right)^{*}, 0, \ldots, 0\right)$ where

$$
\mathbf{h}^{(n)}=\frac{m}{m_{n}}\left(\tilde{\mathbf{A}}_{\mathbf{P}}^{(n)}\right)_{S} \mathbf{w}^{(n-1)} \in \mathbb{R}^{m_{n} d}, \quad n=1, \ldots, L^{\prime}
$$

Then we have

$$
\begin{gathered}
\|\mathbf{h}\|_{2}^{2}=\sum_{n=1}^{L}\left\|\mathbf{h}^{(n)}\right\|_{2}^{2}=\sum_{n=1}^{L} \frac{m}{m_{n}}\left\|\sqrt{\frac{m}{m_{n}}}\left(\tilde{\mathbf{A}}_{\mathbf{P}}^{(n)}\right)_{S} \mathbf{w}^{(n-1)}\right\|_{2}^{2} \\
\quad \sum_{n=1}^{L} \frac{m}{m_{n}}\left\|\sqrt{\frac{1}{m_{n}}}\left(\mathbf{A}_{\mathbf{P}}{ }^{(n)}\right)_{S} \mathbf{w}^{(n-1)}\right\|_{2}^{2}
\end{gathered}
$$

We also recall the relation 3.66 of the vectors $\mathbf{w}^{(n)}$. This gives, for $n \geq 1$,

$$
\begin{aligned}
\left\|\sqrt{\frac{1}{m_{n}}}\left(\mathbf{A}_{\mathbf{P}}{ }^{(n)}\right)_{S} \mathbf{w}^{(n-1)}\right\|_{2}^{2} & =\left\langle\frac{1}{m_{n}}\left(\mathbf{A}_{\mathbf{P}}{ }^{(n)}\right)_{S}^{*}\left(\mathbf{A}_{\mathbf{P}}^{(n)}\right)_{S} \mathbf{w}^{(n-1)}, \mathbf{w}^{(n-1)}\right\rangle \\
& =\left\langle\left(\frac{1}{m_{n}}\left(\mathbf{A}_{\mathbf{P}}{ }^{(n)}\right)_{S}^{*}\left(\mathbf{A}_{\mathbf{P}}{ }^{(n)}\right)_{S}-\mathbf{P}_{S}\right) \mathbf{w}^{(n-1)}, \mathbf{w}^{(n-1)}\right\rangle+\left\|\mathbf{w}^{(n-1)}\right\|_{2}^{2} \\
& =\left\langle\mathbf{w}^{(n)}, \mathbf{w}^{(n-1)}\right\rangle+\left\|\mathbf{w}^{(n-1)}\right\|_{2}^{2} \leq\left\|\mathbf{w}^{(n)}\right\|_{2}^{2}\left\|\mathbf{w}^{(n-1)}\right\|_{2}^{2}+\left\|\mathbf{w}^{(n-1)}\right\|_{2}^{2}
\end{aligned}
$$

Recall from the assumption (3.69) that $\left\|\mathbf{w}^{(n)}\right\|_{2}^{2} \leq r_{n}^{\prime}\left\|\mathbf{w}^{(n-1)}\right\|_{2}^{2} \leq\left\|\mathbf{w}^{(n-1)}\right\|_{2}^{2}$. Then we obtain

$$
\begin{aligned}
\left\|\sqrt{\frac{1}{m_{n}}}\left(\mathbf{A}_{\mathbf{P}}{ }^{(n)}\right)_{S} \mathbf{w}^{(n-1)}\right\|_{2}^{2} & \leq 2\left\|\mathbf{w}^{(n-1)}\right\|_{2}^{2} \leq\left\|\mathbf{w}^{(0)}\right\|_{2}^{2} \prod_{j=1}^{n-1}\left(r_{j}^{\prime}\right)^{2} \\
& =2\left\|\operatorname{sgn}(\mathbf{x})_{S}\right\|_{2}^{2} \prod_{j=1}^{n-1}\left(r_{j}^{\prime}\right)^{2}=2 s \prod_{j=1}^{n-1}\left(r_{j}^{\prime}\right)^{2}
\end{aligned}
$$

Assume that $m \leq C(1+\lambda s) \ln (N) \ln (s k) \ln \left(2 \varepsilon^{-1}\right)$ so that $m$ is just large enough to satisfy 3.8). Recall the definition of $L=\lceil\ln (s) / \ln \ln (N)\rceil+3$. Then by our choices of $m_{n}$, we have $\frac{m}{m_{n}} \leq L$ for $n \geq 2$ and $\frac{m}{m_{1}} \leq c$ for some $c>0$. (If $m$ is much larger, one can rescale $m_{n}$ proportionally to achieve the same ratio.) This yields

$$
\begin{aligned}
\|\mathbf{h}\|_{2}^{2} & \leq 2 s \sum_{n=1}^{L} \frac{m}{m_{n}} \prod_{j=1}^{n-1}\left(r_{j}^{\prime}\right)^{2} \leq 2 s\left(\frac{c}{2 \ln (N)}+\sum_{n=2}^{L} L \prod_{j=1}^{n-1} \frac{1}{2 \ln N}\right) \\
& \leq 2 C^{\prime} s\left(1+\frac{L}{2 \ln (N)} \frac{1}{[1-1 /(2 \ln (N))]}\right) \leq C^{\prime \prime} s
\end{aligned}
$$

where we used the convention $\prod_{j=1}^{0}\left(r_{j}^{\prime}\right)^{2}=1$. Therefore, all conditions of Lemma 3.23 are satisfied for $\mathbf{x}$ and $\tilde{\mathbf{A}}_{\mathbf{P}}$ with probability at least $1-\varepsilon$. This completes the proof.

### 3.4. Proofs of uniform results

### 3.4.1. Proof of Theorem 3.7

We know from Theorems 3.14 and 3.15 that if the FRIP constant $\delta_{s}$ of the matrix $\mathbf{A}_{\mathbf{P}}$ is small enough then we have exact and robust uniform recovery via $(L 1)$ and $(L 1)^{\eta}$ programs respectively. Therefore our goal is to derive an estimate for the FRIP constant $\delta_{s}$ of the normalized matrix $\tilde{\mathbf{A}}_{\mathbf{P}}=\frac{1}{\sqrt{m}} \mathbf{A}_{\mathbf{P}}$. The main tool we use for this estimate is provided by Krahmer, Mendelson and Rauhut in 75 . They derive a tail bound for a random variable $X$ of the form

$$
X=\sup _{A \in \mathcal{A}}\left|\|A \boldsymbol{\xi}\|_{2}^{2}-\mathbb{E}\|A \boldsymbol{\xi}\|_{2}^{2}\right|
$$

where $\mathcal{A}$ is a set of matrices and $\boldsymbol{\xi}$ is a subgaussian vector, i.e., has independent, mean-zero, variance 1, $c$-subgaussian entries. We will later see that the FRIP constant of a subgaussian matrix can be written as such a random variable. The tail bound for $X$ is in terms of two types of complexity parameters of the set of matrices $\mathcal{A}$. The first one denoted by $d_{F}(\mathcal{A})$ and $d_{2 \rightarrow 2}(\mathcal{A})$, are the radius of $\mathcal{A}$ in the Frobenius norm and the operator norm respectively. In other words,

$$
d_{F}(\mathcal{A})=\sup _{A \in \mathcal{A}}\|A\|_{F} \quad \text { and } \quad d_{2 \rightarrow 2}(\mathcal{A})=\sup _{A \in \mathcal{A}}\|A\|
$$

The second one is Talagrand's $\gamma_{2}\left(\mathcal{A},\|\cdot\|_{2 \rightarrow 2}\right)$ functional, see $\mathbf{1 0 0}$ for a precise definition. With these notations, the result from $\mathbf{7 5}$ reads as follows.

Theorem 3.40. Let $\mathcal{A} \subset \mathbb{C}^{m \times n}$ be a set of symmetric matrices, $\mathcal{A}=-\mathcal{A}$. Let $\boldsymbol{\xi}$ be a subgaussian vector of length $n$ with parameter $c$. Set

$$
\begin{align*}
& E=d_{F}(\mathcal{A}) \gamma_{2}(\mathcal{A},\|\cdot\|)+\gamma_{2}(\mathcal{A},\|\cdot\|)^{2}  \tag{3.120}\\
& V=d_{2 \rightarrow 2}(\mathcal{A})\left[\gamma_{2}(\mathcal{A},\|\cdot\|)+d_{F}(\mathcal{A})\right] \quad \text { and } \quad U=d_{2 \rightarrow 2}^{2}(\mathcal{A})
\end{align*}
$$

Then, for $t>0$,

$$
\begin{equation*}
\mathbb{P}\left(\sup _{A \in \mathcal{A}}\left|\|A \boldsymbol{\xi}\|_{2}^{2}-\mathbb{E}\|A \boldsymbol{\xi}\|_{2}^{2}\right| \geq C_{1} E+t\right) \leq 2 \exp \left(-C_{2} \min \left\{\frac{t^{2}}{V^{2}}, \frac{t}{U}\right\}\right) \tag{3.121}
\end{equation*}
$$

The constants $C_{1}, C_{2}>0$ depend only on $c$.

A similar result can also be found in $\mathbf{3 7}$ with a slight improvement of the parameter $V$. We recall that for a metric space $(T, d)$ and $u>0$ the covering number $\mathcal{N}(T, d, u)$ is defined as the smallest number of open balls of radius $u$ in $(T, d)$ needed to cover $T$. The well-known Dudley integral (see, e.g., $\mathbf{1 0 0}$ ) relates the $\gamma_{a}$-functionals to such covering numbers. Specifically, the $\gamma_{2}$-functional of a set of matrices $\mathcal{A}$ equipped with the operator norm can be bounded as

$$
\begin{equation*}
\gamma_{2}(\mathcal{A},\|\cdot\|) \leq c \int_{0}^{d_{2 \rightarrow 2}(\mathcal{A})} \sqrt{\ln \mathcal{N}(\mathcal{A},\|\cdot\|, u)} d u \tag{3.122}
\end{equation*}
$$

Now we can pass to the proof of our result. The strategy is similar to the partial random Fourier case 95 by combining results from $\mathbf{7 5}$. Recall from (3.31) that

$$
\delta_{s}=\sup _{\mathbf{x} \in D_{s, N}}\left|\left\|\tilde{\mathbf{A}}_{\mathbf{P}} \mathbf{x}\right\|_{2}^{2}-\|\mathbf{x}\|_{2}^{2}\right|=\sup _{\mathbf{x} \in D_{s, N}}\left|\left\|\tilde{\mathbf{A}}_{\mathbf{P}} \mathbf{x}\right\|_{2}^{2}-\mathbb{E}\left\|\tilde{\mathbf{A}}_{\mathbf{P}} \mathbf{x}\right\|_{2}^{2}\right|
$$

and that $D_{s, N}=\left\{\mathbf{x} \in \mathcal{H}: x_{i} \in W_{i},\|\mathbf{x}\|_{2} \leq 1,\|\mathbf{x}\|_{0} \leq s\right\}$. The relation $\mathbb{E}\left\|\tilde{\mathbf{A}}_{\mathbf{P}} \mathbf{x}\right\|_{2}^{2}=\|\mathbf{x}\|_{2}^{2}$ follows easily by noticing that each entry of $A$ is an independent random variable with mean-zero and variance 1 . Now observe that

$$
\tilde{\mathbf{A}}_{\mathbf{P}}=\frac{1}{\sqrt{m}} \sum_{i \in[m], j \in[N]} \xi_{i j} \mathbf{Q}_{i j}
$$

where $\mathbf{Q}_{i j}:=\mathbf{E}_{i j}\left(P_{j}\right)$ and $\mathbf{E}_{i j}(A)$ denotes the block matrix with $m \times N$ blocks each of size $d \times d$ where $A \in \mathbb{R}^{d \times d}$ is at the intersection of $i$-th block row and $j$-th block column, and everywhere else is 0 . Moreover,

$$
\tilde{\mathbf{A}}_{\mathbf{P}} \mathbf{x}=\frac{1}{\sqrt{m}} \sum_{i \in[m], j \in[N]} \xi_{i j} \mathbf{Q}_{i j} \mathbf{x}
$$

Here, for $\mathbf{x} \in D_{s, N}$, we can see that if $j \in \operatorname{supp}(\mathbf{x})$, the block column vector $\mathbf{Q}_{i j} \mathbf{x} \in \mathbb{R}^{m \cdot d}$ consists of the vector $x_{j}$ in its $i$-th entry and 0 everywhere else. If $j \notin \operatorname{supp}(\mathbf{x})$, then $\mathbf{Q}_{i j} \mathbf{x}=0$. We define the matrix $V_{\mathbf{x}}$ whose columns are $\frac{1}{\sqrt{m}} \mathbf{Q}_{i j} \mathbf{x}$ for $i \in[m], j \in[N]$, i.e.,

$$
V_{\mathbf{x}}=\frac{1}{\sqrt{m}}\left(\mathbf{Q}_{11} \mathbf{x}\left|\mathbf{Q}_{12} \mathbf{x}\right| \ldots \mid \mathbf{Q}_{m N} \mathbf{x}\right)
$$

Then $\tilde{\mathbf{A}}_{\mathbf{P}} \mathbf{x}=V_{\mathbf{x}} \boldsymbol{\xi}$ where $\boldsymbol{\xi}$ is a subgaussian vector of length $m N$. Denoting the set $\mathcal{A}=\left\{V_{\mathbf{x}}: \mathbf{x} \in\right.$ $\left.D_{s, N}\right\}$, we can write

$$
\delta_{s}=\sup _{A \in \mathcal{A}}\left|\|A \boldsymbol{\xi}\|_{2}^{2}-\mathbb{E}\|A \boldsymbol{\xi}\|_{2}^{2}\right|=\sup _{\mathbf{x} \in D_{s, N}}\left|\left\|V_{\mathbf{x}} \boldsymbol{\xi}\right\|_{2}^{2}-\|\mathbf{x}\|_{2}^{2}\right| .
$$

Since $\mathbf{x} \in D_{s, N}$ implies $-\mathbf{x} \in D_{s, N}$, the set $\mathcal{A}$ is symmetric. Therefore we can use Theorem 3.40 in order to derive a tail estimate of the FRIP constant. The next lemma gives an estimate for the variable $E$ defined in (3.120),

$$
E=d_{F}(\mathcal{A}) \gamma_{2}(\mathcal{A},\|\cdot\|)+\gamma_{2}(\mathcal{A},\|\cdot\|)^{2}
$$

Lemma 3.41. Assume for some $\delta \in(0,1)$

$$
\begin{equation*}
m \geq \tilde{C} \delta^{-2}(\lambda s+\sqrt{s}) \ln (N d) \ln ^{2}(s k)(\ln (N)+k \ln (s \sqrt{k})) \tag{3.123}
\end{equation*}
$$

where $\tilde{C}>0$ is a universal constant. Then $E \leq \delta$.
Proof. For any $\mathbf{x} \in D_{s, N}$ it is easy to see that $\left\|V_{\mathbf{x}}\right\|_{F}=1$. This gives $d_{F}(\mathcal{A})=1$. Next, to estimate the $\gamma_{2}$-functional in 3.120 , recall from 3.122 that

$$
\gamma_{2}(\mathcal{A},\|\cdot\|) \lesssim \int_{0}^{d_{2 \rightarrow 2}(\mathcal{A})} \sqrt{\ln \mathcal{N}(\mathcal{A},\|\cdot\|, u)} d u
$$

For a given $\mathbf{x} \in D_{s, N}$, let $\hat{\mathbf{x}}=\left(x_{1}\left|x_{2}\right| \ldots \mid x_{N}\right)$ be the matrix with columns $x_{i}$. Then the diameter of $\mathcal{A}$ can be bounded by

$$
\begin{equation*}
d_{2 \rightarrow 2}(\mathcal{A})=\sup _{\mathbf{x} \in D_{s, N}}\left\|V_{\mathbf{x}}\right\|=\frac{1}{\sqrt{m}} \sup _{\mathbf{x} \in D_{s, N}}\|\hat{\mathbf{x}}\| \leq \frac{1}{\sqrt{m}} \sup _{\mathbf{x} \in D_{s, N}}\|\hat{\mathbf{x}}\|_{F}=\frac{1}{\sqrt{m}} \tag{3.124}
\end{equation*}
$$

The covering number will be estimated separately for small and large value of $u$. One estimate is good for small values of $u$. First we introduce the set $B_{S}^{2}:=\left\{\mathbf{x}: \operatorname{supp}(\mathbf{x}) \subset S \subset[N],\|\mathbf{x}\|_{2} \leq 1\right\}$. Furthermore define the norm $\|\mathbf{x}\|\|:=\| V_{\mathbf{x}} \|$. The $V_{\mathbf{x}}$ is linear in $\mathbf{x}$ so that $\|\mathbf{x}-\mathbf{y}\|\|=\| V_{\mathbf{x}}-V_{\mathbf{y}} \|$. Also, observe that

$$
\begin{equation*}
\|\mathbf{x}\|\|=\| V_{\mathbf{x}}\left\|=\frac{1}{\sqrt{m}}\right\| \hat{\mathbf{x}}\left\|\leq \frac{1}{\sqrt{m}}\right\| \mathbf{x} \|_{2} \tag{3.125}
\end{equation*}
$$

Then using subadditivity of covering numbers and a standard volumetric argument (see, e.g., $\mathbf{9 4}$, Chapter 8.4])

$$
\begin{aligned}
& \mathcal{N}(\mathcal{A},\|\cdot\|, u)=\mathcal{N}\left(D_{s, N},\| \| \cdot\| \|, u\right)=\sum_{S \subset[N],|S|=s} \mathcal{N}\left(B_{S}^{2},\| \| \cdot\| \|, u\right) \\
& \leq \sum_{S \subset[N],|S|=s} \mathcal{N}\left(B_{S}^{2}, \frac{\|\cdot\|_{2}}{\sqrt{m}}, u\right)=\sum_{S \subset[N],|S|=s} \mathcal{N}\left(B_{S}^{2},\|\cdot\|_{2}, u \sqrt{m}\right) \\
& \leq\binom{ N}{s}\left(1+\frac{2}{u \sqrt{m}}\right)^{s k} \leq\left(\frac{e N}{s}\right)^{s}\left(1+\frac{2}{u \sqrt{m}}\right)^{s k}
\end{aligned}
$$

Then for $u>0$, we obtain

$$
\begin{equation*}
\ln \mathcal{N}(\mathcal{A},\|\cdot\|, u) \leq s \ln (e N / s)+s k \ln \left(1+\frac{2}{u \sqrt{m}}\right) \tag{3.126}
\end{equation*}
$$

We also used that $\operatorname{dim}\left(B_{S}^{2}\right)=s k$. For large values of $u$, we first define the set

$$
B_{2,1}:=\left\{\mathbf{x} \in \mathcal{H}:\|\mathbf{x}\|_{2,1} \leq 1,\|\mathbf{x}\|_{2} \leq \frac{1}{\sqrt{s}}\right\}
$$

Then it is evident that $D_{s, N} \subset \sqrt{s} B_{2,1}$. Therefore,

$$
\mathcal{N}(\mathcal{A},\|\cdot\|, u)=\mathcal{N}\left(D_{s, N},\| \| \cdot\| \|, u\right) \leq \mathcal{N}\left(\sqrt{s} B_{2,1},\| \| \cdot \| \mid, u\right)=\mathcal{N}\left(B_{2,1},\|\cdot \cdot\| \|, \frac{u}{\sqrt{s}}\right)
$$

The next lemma provides an estimate of $\mathcal{N}\left(B_{2,1},\||\cdot|\|, u\right)$.

Lemma 3.42. For $u>0$,

$$
\sqrt{\ln \mathcal{N}\left(B_{2,1},\| \| \cdot\| \|, u\right)} \leq \sqrt{\left(\frac{8 \lambda+16 / \sqrt{s}}{m u^{2}}+\frac{6}{\sqrt{m} u}\right)} \sqrt{\ln (m d+m N)\left[\ln (N)+k \ln \left(1+\frac{4}{u \sqrt{m}}\right)\right]}
$$

Proof. Fix $u>0$ and $\mathbf{x} \in B_{2,1}$. The idea is to approximate $\mathbf{x}$ by a finite set of very sparse vectors of $\ell_{2}$-norm 1. To this end, we discretize the unit sphere of each fusion frame subspace $W_{j}$. Denote $S_{j}=\left\{\mathbf{y} \in \mathcal{H}:\left\|y_{j}\right\|_{2}=1 ; y_{i}=0, i \neq j\right\}$. A standard volumetric argument implies that

$$
\mathcal{N}\left(S_{j},\|\cdot\|_{2}, \tilde{\varepsilon}\right) \leq\left(1+\frac{2}{\tilde{\varepsilon}}\right)^{k}
$$

for $\tilde{\varepsilon}$ to be specified later. For each $j$, let $T_{j} \subset S_{j}$ be the covering set of $S_{j}$ with this cardinality. We use 1-sparse elements from the set $\mathcal{T}=\bigcup_{j \in[N]} T_{j}$ in order to find a vector $\mathbf{z}$ that is close to $\mathbf{x}$. The so-called empirical method of Maurey will be employed for that. To this end, we define a random vector $\tilde{\mathbf{Z}}$ as follows

$$
\mathbb{P}\left(\tilde{\mathbf{Z}}=\overrightarrow{\mathbf{E}}_{j}\left(\frac{x_{j}}{\left\|x_{j}\right\|_{2}}\right)\right)=\left\|x_{j}\right\|_{2}
$$

for $j$ such that $\left\|x_{j}\right\|_{2} \neq 0$ and $\tilde{\mathbf{Z}}=0$ with probability $1-\|\mathbf{x}\|_{2,1}$. Here $\overrightarrow{\mathbf{E}}_{j}(x) \in \mathbb{R}^{N d}$ corresponds to the block column vector of size $N$ with vector $x$ in its $j$-th block and 0 elsewhere. Since $\|\mathbf{x}\|_{2,1} \leq 1$, this is a valid probability distribution. Observe that $\mathbb{E} \tilde{\mathbf{Z}}=\mathbf{x}$. For a number $M$ to be determined later, let $\tilde{\mathbf{Z}}_{1}, \ldots, \tilde{\mathbf{Z}}_{M}$ be independent copies of $\tilde{\mathbf{Z}}$, and put

$$
\tilde{\mathbf{z}}=\frac{1}{M} \sum_{\ell=1}^{M} \tilde{\mathbf{Z}}_{\ell}
$$

We now denote $\mathbf{Z}_{\ell} \in \mathcal{T}$ as the closest vector to $\tilde{\mathbf{Z}}_{\ell}$ in the set $\mathcal{T}$ for all $\ell$. Then we have $\left\|\tilde{\mathbf{Z}}_{\ell}-\mathbf{Z}_{\ell}\right\|_{2} \leq$ $\tilde{\varepsilon}$. The $M$-sparse vector

$$
\mathbf{z}=\frac{1}{M} \sum_{\ell=1}^{M} \mathbf{Z}_{\ell}
$$

is our candidate to approximate $\mathbf{x}$. We estimate the distance of $\mathbf{z}$ to $\mathbf{x}$ in $\|\|\cdot\| \mid$ by first using the triangle inequality,

$$
\begin{align*}
\|\mathbf{z}-\mathbf{x} \mid\| & \leq\|\mathbf{z}-\tilde{\mathbf{z}}\|+\|\tilde{\mathbf{z}}-\mathbf{x}\|\|\leq\| \frac{1}{M} \sum_{\ell=1}^{M}\left(\mathbf{Z}_{\ell}-\tilde{\mathbf{Z}}_{\ell}\right)\| \|+\|\tilde{\mathbf{z}}-\mathbf{x}\| \\
& \leq \frac{1}{M \sqrt{m}} \sum_{\ell=1}^{M}\left\|\tilde{\mathbf{Z}}_{\ell}-\mathbf{Z}_{\ell}\right\|_{2}+\|\tilde{\mathbf{z}}-\mathbf{x}\|\left\|\leq \frac{\tilde{\varepsilon}}{\sqrt{m}}+\right\| \tilde{\mathbf{z}}-\mathbf{x}\| \|=u / 2+\|\tilde{\mathbf{z}}-\mathbf{x}\| \| \tag{3.127}
\end{align*}
$$

where we have chosen $\tilde{\varepsilon}=\frac{u \sqrt{m}}{2}$. The second inequality above follows from 3.125. Next we show that $|||\tilde{\mathbf{z}}-\mathbf{x} \|| \leq u / 2$ with nonzero probability for large enough $M$. Observe that

$$
\|\tilde{\mathbf{z}}-\mathbf{x} \mid\|=\left\|V_{\tilde{\mathbf{z}}}-V_{\mathbf{x}}\right\|=\left\|\frac{1}{M} \sum_{\ell=1}^{M}\left(V_{\tilde{\mathbf{Z}}_{\ell}}-V_{\mathbf{x}}\right)\right\|
$$

Since this is a sum of centered random matrices, in order to estimate the tail probability of its norm, we employ Theorem A.4. Denote $B_{\ell}:=\frac{1}{M}\left(V_{\tilde{\mathbf{z}}_{\ell}}-V_{\mathbf{x}}\right)$. We first need to bound the variance term

$$
\begin{equation*}
\sigma^{2}=\max \left\{\left\|\sum_{\ell=1}^{M} \mathbb{E}\left(B_{\ell} B_{\ell}^{*}\right)\right\|,\left\|\sum_{\ell=1}^{M} \mathbb{E}\left(B_{\ell}^{*} B_{\ell}\right)\right\|\right\} \tag{3.128}
\end{equation*}
$$

For the first part,

$$
\begin{aligned}
\mathbb{E}\left(B_{\ell} B_{\ell}^{*}\right) & =\frac{1}{M^{2}} \mathbb{E}\left(V_{\tilde{\mathbf{z}}_{\ell}}-V_{\mathbf{x}}\right)\left(V_{\tilde{\mathbf{z}}_{\ell}}-V_{\mathbf{x}}\right)^{*} \\
& =\frac{1}{M^{2}}\left[\mathbb{E}\left(V_{\tilde{\mathbf{Z}}_{\ell}} V_{\tilde{\mathbf{Z}}_{\ell}}^{*}\right)-\mathbb{E}\left(V_{\tilde{\mathbf{Z}}_{\ell}}\right) V_{\mathbf{x}}^{*}-V_{\mathbf{x}} \mathbb{E}\left(V_{\tilde{\mathbf{Z}}_{\ell}}^{*}\right)+V_{\mathbf{x}} V_{\mathbf{x}}^{*}\right] \\
& =\frac{1}{M^{2}}\left[\mathbb{E}\left(V_{\tilde{\mathbf{Z}}_{\ell}} V_{\tilde{\mathbf{Z}}_{\ell}}^{*}\right)-V_{\mathbf{x}} V_{\mathbf{x}}^{*}\right]
\end{aligned}
$$

where we used $\mathbb{E}\left(V_{\tilde{\mathbf{z}}_{\ell}}\right)=V_{\mathbf{x}}$. Furthermore, by the triangle inequality,

$$
\left\|\sum_{\ell=1}^{M} \mathbb{E}\left(B_{\ell} B_{\ell}^{*}\right)\right\|=\frac{1}{M}\left\|\mathbb{E}\left(V_{\tilde{\mathbf{z}}} V_{\tilde{\mathbf{Z}}}^{*}\right)-V_{\mathbf{x}} V_{\mathbf{x}}^{*}\right\| \leq \frac{1}{M}\left(\left\|\mathbb{E}\left(V_{\tilde{\mathbf{z}}} V_{\tilde{\mathbf{Z}}}^{*}\right)\right\|+\left\|V_{\mathbf{x}} V_{\mathbf{x}}^{*}\right\|\right)
$$

The expectation of the discrete distribution can be written as follows

$$
\begin{align*}
\mathbb{E}\left(V_{\tilde{\mathbf{Z}}} V_{\tilde{\mathbf{Z}}}^{*}\right) & =\sum_{i=1}^{N}\left\|x_{i}\right\|_{2} V_{\overrightarrow{\mathbf{E}}_{i}\left(x_{i} /\left\|x_{i}\right\|_{2}\right)} V_{\overrightarrow{\mathbf{E}}_{i}\left(x_{i} /\left\|x_{i}\right\|_{2}\right)} \\
& =\frac{1}{m} \sum_{i=1}^{N}\left\|x_{i}\right\|_{2} \sum_{j=1}^{m} \mathbf{E}_{j j}\left(\frac{x_{i} x_{i}^{*}}{\left\|x_{i}\right\|_{2}^{2}}\right) \\
& =\frac{1}{m} \sum_{j=1}^{m} \mathbf{E}_{j j}\left(\sum_{i=1}^{N} \frac{x_{i} x_{i}^{*}}{\left\|x_{i}\right\|_{2}}\right) \tag{3.129}
\end{align*}
$$

Above $\mathbf{E}_{j j}(A)$ denotes the $m \times m$ diagonal block matrix with the matrix $A \in \mathbb{R}^{d \times d}$ in its $j$-th diagonal entry and 0 elsewhere. Here, we introduce the function

$$
f_{n}(\mathbf{x}):=\left\|\sum_{i_{1} \neq i_{2} \neq \cdots \neq i_{n}} \frac{x_{i_{1}} x_{i_{1}}^{*} x_{i_{2}} x_{i_{2}}^{*} \cdots x_{i_{n}} x_{i_{n}}^{*}}{\left\|x_{i_{1}}\right\|_{2}\left\|x_{i_{2}}\right\|_{2} \cdots\left\|x_{i_{n}}\right\|_{2}}\right\|
$$

for all $\mathbf{x} \in B_{2,1}$ and $n \geq 2, n \in \mathbb{N}$. Then we have the following result.

Lemma 3.43. For all $\mathrm{x} \in B_{2,1}$, it holds

$$
f_{n}(\mathbf{x})^{2} \leq \frac{\lambda^{2 n-2}}{s}+f_{2 n}(\mathbf{x})
$$

Proof. We have

$$
\begin{aligned}
& f_{n}(\mathbf{x})^{2}=\left\|\sum_{i_{1} \neq \cdots \neq i_{n}} \frac{x_{i_{1}} x_{i_{1}}^{*} \cdots x_{i_{n}} x_{i_{n}}^{*}}{\left\|x_{i_{1}}\right\|_{2} \cdots\left\|x_{i_{n}}\right\|_{2}}\right\|^{2}=\left\|\sum_{\substack{i_{1} \neq \cdots \neq i_{n} \\
j_{1} \neq \cdots \neq j_{n}}} \frac{x_{i_{1}} x_{i_{1}}^{*} \cdots x_{i_{n}} x_{i_{n}}^{*} x_{j_{1}} x_{j_{1}}^{*} \cdots x_{j_{n}} x_{j_{n}}^{*}}{\left\|x_{i_{1}}\right\|_{2} \cdots x_{i_{n}}\left\|_{2}\right\| x_{j_{1}}\left\|_{2} \cdots\right\| x_{j_{n}} \|_{2}}\right\|^{2}\left\|\sum_{\substack{i_{1} \neq \cdots \neq i_{n}=j_{1} \\
\neq j_{2} \neq \cdots \neq j_{n}}} \frac{x_{i_{1}} x_{i_{1}}^{*} \cdots x_{i_{n}}\left\|x_{i_{n}}\right\|_{2}^{2} x_{i_{n}}^{*} x_{j_{2}} x_{j_{2}}^{*} \cdots x_{j_{n}} x_{j_{n}}^{*}}{\left\|x_{i_{1}}\right\|_{2} \cdots\left\|x_{i_{n}}\right\|_{2}^{2}\left\|x_{j_{2}}\right\|_{2} \cdots\left\|x_{j_{n}}\right\|_{2}}\right\|+\left\|\sum_{\substack{i_{1} \neq \cdots \neq i_{n} \neq j_{1} \\
\neq j_{2} \neq \cdots \neq j_{n}}} \frac{x_{i_{1}} x_{i_{1}}^{*} \cdots x_{i_{n}} x_{i_{n}}^{*} x_{j_{1}} x_{j_{1}}^{*} \cdots x_{j_{n}} x_{j_{n}}^{*}\left\|_{2} \cdots\right\| x_{i_{n}}\left\|_{2}\right\| x_{j_{1}}\left\|_{2} \cdots\right\| x_{j_{n}} \|_{2}}{}\right\|
\end{aligned}
$$

$$
\begin{aligned}
& \leq \sum_{\substack{i_{1} \neq \cdots \neq i_{n} \\
\neq j_{2} \neq \cdots \neq j_{n}}}\left\|\frac{x_{i_{1}} x_{i_{1}}^{*} \cdots x_{i_{n}} x_{i_{n}}^{*} x_{j_{2}} x_{j_{2}}^{*} \cdots x_{j_{n}} x_{j_{n}}^{*}}{\left\|x_{i_{1}}\right\|_{2} \cdots\left\|x_{i_{n-1}}\right\|_{2}\left\|x_{j_{2}}\right\|_{2} \cdots\left\|x_{j_{n}}\right\|_{2}}\right\|+f_{2 n}(\mathbf{x}) \\
& \leq \sum_{\substack{i_{1} \neq \cdots \neq i_{n} \\
\neq j_{2} \cdots \cdots \neq j_{n}}}\left(\frac{\lambda\left\|x_{i_{1}}\right\|_{2}\left\|x_{i_{2}}\right\|_{2} \cdots \lambda\left\|x_{i_{n}}\right\|_{2}\left\|x_{j_{2}}\right\|_{2} \cdots \lambda\left\|x_{j_{n-}}\right\|_{2}\left\|x_{j_{n}}\right\|_{2}\left\|x_{i_{1}} x_{j_{n}}^{*}\right\|}{\left\|x_{i_{1}}\right\|_{2} \cdots\left\|x_{i_{n-1}}\right\|_{2}\left\|x_{j_{2}}\right\|_{2} \cdots\left\|x_{j_{n}}\right\|_{2}}\right)+f_{2 n}(\mathbf{x}) \\
& \leq \lambda^{2 n-2} \sum_{\substack{i_{1}, \cdots, i_{n}, j_{2}, \cdots, j_{n}}}\left(\left\|x_{i_{1}}\right\|_{2} \cdots\left\|x_{i_{n-1}}\right\|_{2}\left\|x_{i_{n}}\right\|_{2}^{2}\left\|x_{j_{2}}\right\|_{2} \cdots\left\|x_{j_{n}}\right\|_{2}\right)+f_{2 n}(\mathbf{x}) \\
& \leq \lambda^{2 n-2} \sum_{i_{n}}\left\|x_{i_{n}}\right\|_{2}^{2}\left(\sum_{j}\left\|x_{j}\right\|_{2}\right)^{2 n-2}+f_{2 n}(\mathbf{x}) \leq \frac{\lambda^{2 n-2}}{s}+f_{2 n}(\mathbf{x})
\end{aligned}
$$

where we used the Cauchy-Schwarz inequality, the triangle inequality and $\mathbf{x} \in B_{2,1}$.
Proof of Lemma 3.42 continued. We estimate 3.129 by using Lemma 3.43 as follows

$$
\begin{aligned}
\left\|\mathbb{E}\left(V_{\tilde{\mathbf{Z}}} V_{\tilde{\mathbf{Z}}}^{*}\right)\right\| & =\frac{1}{m}\left\|\sum_{i=1}^{N} \frac{x_{i} x_{i}^{*}}{\left\|x_{i}\right\|_{2}}\right\|=\frac{1}{m}\left\|\sum_{i, j=1}^{N} \frac{x_{i} x_{i}^{*} x_{j} x_{j}^{*}}{\left\|x_{i}\right\|_{2}\left\|x_{j}\right\|_{2}}\right\|^{1 / 2} \\
& \leq \frac{1}{m}\left(\left\|\sum_{i=1}^{N} \frac{\left\|x_{i}\right\|_{2}^{2} x_{i} x_{i}^{*}}{\left\|x_{i}\right\|_{2}^{2}}\right\|+f_{2}(\mathbf{x})\right)^{1 / 2} \\
& \leq \frac{1}{m}\left(\sum_{i=1}^{N}\left\|x_{i} x_{i}^{*}\right\|+\left(\frac{\lambda^{2}}{s}+f_{4}(\mathbf{x})\right)^{1 / 2}\right)^{1 / 2} \\
& \leq \frac{1}{m}\left(\sum_{i=1}^{N}\left\|x_{i}\right\|_{2}^{2}+\left(\frac{\lambda^{2}}{s}+\left(\frac{\lambda^{6}}{s}+f_{8}(\mathbf{x})\right)^{1 / 2}\right)^{1 / 2}\right)^{1 / 2}
\end{aligned}
$$

Observe that the exponents of $\lambda$ grow like $2^{n}-2$. Iterating this process infinitely many times, we obtain

$$
\left\|\mathbb{E}\left(V_{\tilde{\mathbf{Z}}} V_{\tilde{\mathbf{Z}}}^{*}\right)\right\| \leq \frac{1}{m} \sqrt{\frac{1}{s}+\sqrt{\frac{\lambda^{2}}{s}+\sqrt{\frac{\lambda^{6}}{s}+\cdots}}}=\frac{1}{m} \sqrt{\frac{1}{s}+\lambda \sqrt{\frac{1}{s}+\lambda \sqrt{\frac{1}{s}+\cdots}}}=: \frac{1}{m} \mathrm{~A}
$$

One can see the relation $\sqrt{\frac{1}{s}+\lambda A}=A$. Solving this quadratic equation yields $A \leq \frac{\lambda+\sqrt{\lambda^{2}+4 / s}}{2} \leq$ $\lambda+1 / \sqrt{s}$. Therefore

$$
\left\|\mathbb{E}\left(V_{\tilde{\mathbf{Z}}} V_{\tilde{\mathbf{Z}}}^{*}\right)\right\| \leq \frac{\lambda+1 / \sqrt{s}}{m}
$$

Also by (3.125), we have

$$
\begin{equation*}
\left\|V_{\mathbf{x}}^{*} V_{\mathbf{x}}\right\|=\left\|V_{\mathbf{x}} V_{\mathbf{x}}^{*}\right\| \leq\left\|V_{\mathbf{x}}\right\|^{2} \leq \frac{1}{m}\|\mathbf{x}\|_{2}^{2} \leq \frac{1}{m s} \tag{3.130}
\end{equation*}
$$

We conclude that

$$
\begin{equation*}
\left\|\sum_{\ell=1}^{M} \mathbb{E}\left(B_{\ell} B_{\ell}^{*}\right)\right\| \leq \frac{1 / s+\lambda+1 / \sqrt{s}}{M m} \leq \frac{\lambda+2 / \sqrt{s}}{M m} \tag{3.131}
\end{equation*}
$$

We proceed by estimating the second part of the variance term 3.128. Similarly as above we have

$$
\begin{equation*}
\left\|\sum_{\ell=1}^{M} \mathbb{E}\left(B_{\ell}^{*} B_{\ell}\right)\right\|=\frac{1}{M}\left\|\mathbb{E}\left(V_{\tilde{\mathbf{z}}}^{*} V_{\tilde{\mathbf{Z}}}\right)-V_{\mathbf{x}}^{*} V_{\mathbf{x}}\right\| \leq \frac{1}{M}\left(\left\|\mathbb{E}\left(V_{\tilde{\mathbf{z}}}^{*} V_{\tilde{\mathbf{Z}}}\right)\right\|+\left\|V_{\mathbf{x}}^{*} V_{\mathbf{x}}\right\|\right) \tag{3.132}
\end{equation*}
$$

We now denote $H_{i i}(a)$ as the $N \times N$ diagonal matrix with the scalar $a$ in its $i$-th diagonal entry and 0 elsewhere and $\mathbf{E}_{j j}(A)$ denotes the $m \times m$ diagonal block matrix with the matrix $A \in \mathbb{R}^{N \times N}$ in its $j$-th diagonal entry and 0 elsewhere. It follows that

$$
\begin{aligned}
\left\|\mathbb{E}\left(V_{\tilde{\mathbf{Z}}}^{*} V_{\tilde{\mathbf{Z}}}\right)\right\| & =\left\|\sum_{i=1}^{N}\right\| x_{i}\left\|_{2} V_{\mathbf{E}_{i}\left(x_{i} /\left\|x_{i}\right\|_{2}\right)}^{*} V_{\overrightarrow{\mathbf{E}}_{i}\left(x_{i} /\left\|x_{i}\right\|_{2}\right)}\right\| \\
& =\frac{1}{m}\left\|\sum_{i=1}^{N}\right\| x_{i}\left\|_{2} \sum_{j=1}^{m} \mathbf{E}_{j j}\left[H_{i i}\left(\frac{x_{i}^{*} x_{i}}{\left\|x_{i}\right\|_{2}^{2}}\right)\right]\right\| \\
& =\frac{1}{m}\left\|\sum_{j=1}^{m} \mathbf{E}_{j j}\left(\sum_{i=1}^{N} H_{i i}\left(\left\|x_{i}\right\|_{2}\right)\right)\right\|=\frac{1}{m}\left\|\sum_{i=1}^{N} H_{i i}\left(\left\|x_{i}\right\|_{2}\right)\right\| \\
& =\frac{1}{m} \max _{i \in[N]}\left\|x_{i}\right\|_{2} \leq \frac{1}{m \sqrt{s}} .
\end{aligned}
$$

Combining this with 3.130) and 3.132, we obtain

$$
\left\|\sum_{\ell=1}^{M} \mathbb{E}\left(B_{\ell}^{*} B_{\ell}\right)\right\| \leq \frac{2}{M m \sqrt{s}} .
$$

Then (3.131) dominates the right hand side of (3.128), which yields

$$
\begin{equation*}
\sigma^{2} \leq \frac{\lambda+2 / \sqrt{s}}{M m} \tag{3.133}
\end{equation*}
$$

Finally we estimate $\left\|B_{\ell}\right\|$ uniformly for all $\ell$.

$$
\begin{equation*}
\left\|B_{\ell}\right\| \leq \frac{1}{M}\left(\left\|V_{\tilde{\mathbf{z}}_{\ell}}\right\|+\left\|V_{\mathbf{x}}\right\|\right) \leq \frac{1}{M}\left(\frac{1}{\sqrt{m}}+\frac{1}{\sqrt{m s}}\right) \leq \frac{2}{M \sqrt{m}} \tag{3.134}
\end{equation*}
$$

Plugging the estimates (3.133) and (3.134) into Theorem A.4 gives

$$
\mathbb{P}(\|\mid \tilde{\mathbf{z}}-\mathbf{x}\| \| \geq u / 2) \leq(m d+m N) \exp \left(-\frac{u^{2} / 8}{\frac{\lambda+2 / \sqrt{s}}{M m}+\frac{u}{3 M \sqrt{m}}}\right)
$$

Denote $D:=m d+m N$. A sufficient condition for $\mathbb{P}(\|\tilde{\mathbf{z}}-\mathbf{x}\| \leq u / 2)>0$ to hold is

$$
\exp \left(\frac{u^{2}}{\frac{8 \lambda+16 / \sqrt{s}}{M m}+\frac{8 u}{3 M \sqrt{m}}}\right)>D
$$

Taking the logarithm of both sides and rearranging the terms yield the condition

$$
\begin{equation*}
M>\ln (D)\left(\frac{8 \lambda+16 / \sqrt{s}}{m u^{2}}+\frac{8}{3 \sqrt{m} u}\right) \tag{3.135}
\end{equation*}
$$

Under this condition, there exists a realization of the vector $\tilde{\mathbf{z}}$ for which $\|\|\tilde{\mathbf{z}}-\mathbf{x}\|\| \leq u / 2$. This implies with 3.127) that there exists a vector of the form $\mathbf{z}=\frac{1}{M} \sum_{\ell=1}^{M} \mathbf{Z}_{\ell}$ with

$$
\|\mathbf{z}-\mathbf{x} \mid\| \leq u
$$

Note that $\mathbf{z}$ is at most $M$ sparse and $\mathbf{Z}_{\ell} \in \mathcal{T}$. Since each $\mathbf{Z}_{\ell}$ takes

$$
|\mathcal{T}|=\left|\bigcup_{j \in[N]} T_{j}\right| \leq N\left(1+\frac{4}{u \sqrt{m}}\right)^{k}
$$

values so that $\mathbf{z}$ can take at most $N^{M}\left(1+\frac{4}{u \sqrt{m}}\right)^{k M}$ values. The choice

$$
M=\left\lfloor\ln (D)\left(\frac{8 \lambda+16 / \sqrt{s}}{m u^{2}}+\frac{6}{\sqrt{m} u}\right)\right\rfloor
$$

satisfies 3.135 . Therefore we deduce that the covering numbers can be estimated by

$$
\begin{aligned}
& \sqrt{\ln \mathcal{N}\left(B_{2,1}, \||\cdot|| |, u\right)} \leq \sqrt{\ln \left[N^{M}\left(1+\frac{4}{u \sqrt{m}}\right)^{k M}\right]} \\
& \leq \sqrt{\left(\frac{8 \lambda+16 / \sqrt{s}}{m u^{2}}+\frac{6}{\sqrt{m} u}\right)} \sqrt{\ln (D)\left[\ln (N)+k \ln \left(1+\frac{4}{u \sqrt{m}}\right)\right]}
\end{aligned}
$$

This completes the proof of Lemma 3.42 .
Proof of Lemma 3.41 continued. Noting that $D_{s, N} \subset \sqrt{s} B_{2,1}$, we have the two following bounds due to 3.126 and Lemma 3.42

$$
\begin{align*}
\sqrt{\ln \mathcal{N}(\mathcal{A},\|\cdot\|, u)} & \leq \sqrt{s \ln (e N / s)}+\sqrt{s k \ln \left(1+\frac{2}{u \sqrt{m}}\right)}  \tag{3.136}\\
\sqrt{\ln \mathcal{N}(\mathcal{A},\|\cdot\|, u)} & =\sqrt{\ln \mathcal{N}\left(B_{2,1},\| \| \cdot \| \left\lvert\,, \frac{u}{\sqrt{s}}\right.\right)} \\
& \leq \sqrt{\left(\frac{8 \lambda s+16 \sqrt{s}}{m u^{2}}+\frac{6 \sqrt{s}}{\sqrt{m} u}\right)} \sqrt{\ln (D)\left[\ln (N)+k \ln \left(1+\frac{4 \sqrt{s}}{u \sqrt{m}}\right)\right]} \tag{3.137}
\end{align*}
$$

for $u>0$. Next we combine these inequalities to estimate the Dudley integral in 3.122). We integrate (3.136) from 0 to some $\kappa \in(0,1 / \sqrt{m})$ and 3.137 from $\kappa$ to $1 / \sqrt{m}$.

$$
\begin{aligned}
I_{1} & :=\int_{0}^{\kappa}\left(\sqrt{s \ln (e N / s)}+\sqrt{s k \ln \left(1+\frac{2}{u \sqrt{m}}\right)}\right) d u \\
& \leq \kappa \sqrt{s \ln (e N / s)}+\kappa \sqrt{s k} \sqrt{\ln \left(1+\frac{2}{\kappa \sqrt{m}}\right)}
\end{aligned}
$$

Hereby, we applied 94 , Lemma 10.3]. The choice $\kappa=\frac{\sqrt{1+\lambda s}}{\sqrt{s k} \sqrt{m}}$ yields

$$
I_{1} \leq \frac{\sqrt{1+\lambda s} \sqrt{\ln (e N / s)}}{\sqrt{k} \sqrt{m}}+\frac{\sqrt{1+\lambda s}}{\sqrt{m}} \sqrt{\ln \left(1+\frac{\sqrt{s k}}{\sqrt{1+\lambda s}}\right)}
$$

Furthermore,

$$
\begin{aligned}
& I_{2}:=\int_{\kappa}^{1 / \sqrt{m}} \sqrt{\left(\frac{8 \lambda s+16 \sqrt{s}}{m u^{2}}+\frac{6 \sqrt{s}}{\sqrt{m} u}\right)} \sqrt{\ln (D)\left[\ln (N)+k \ln \left(1+\frac{4 \sqrt{s}}{u \sqrt{m}}\right)\right]} d u \\
& \leq \sqrt{\ln (D)\left[\ln (N)+k \ln \left(1+\frac{4 s \sqrt{k}}{\sqrt{1+\lambda s}}\right)\right]} \int_{\kappa}^{1 / \sqrt{m}}\left(\sqrt{\frac{8 \lambda s+16 \sqrt{s}}{m u^{2}}}+\sqrt{\frac{6 \sqrt{s}}{\sqrt{m} u}}\right) d u \\
& \leq \sqrt{\ln (D)\left[\ln (N)+k \ln \left(1+\frac{4 s \sqrt{k}}{\sqrt{1+\lambda s}}\right)\right]}\left(\sqrt{\frac{8 \lambda s+16 \sqrt{s}}{m}} \int_{\kappa}^{1 / \sqrt{m}} u^{-1} d u+\sqrt{\frac{6 \sqrt{s}}{\sqrt{m}}} \int_{\kappa}^{1 / \sqrt{m}} u^{-1 / 2} d u\right) \\
& \leq \sqrt{\ln (D)\left[\ln (N)+k \ln \left(1+\frac{4 s \sqrt{k}}{\sqrt{1+\lambda s}}\right)\right]}\left(\sqrt{\frac{8 \lambda s+16 \sqrt{s}}{m}} \ln \left(\frac{\sqrt{s k}}{\sqrt{1+\lambda s}}\right)+\sqrt{\frac{6 \sqrt{s}}{\sqrt{m}}}\left(m^{-1 / 4}-\sqrt{\kappa}\right)\right)
\end{aligned}
$$

In the first inequality above, we used $u \geq \kappa$ and the triangle inequality. The term $\sqrt{\kappa}$ in the last line can be ignored. Then using the estimates we derived and 3.122), we arrive at

$$
\gamma_{2}(\mathcal{A},\|\cdot\|) \leq c \int_{0}^{d_{2 \rightarrow 2}(\mathcal{A})} \sqrt{\ln \mathcal{N}(\mathcal{A},\|\cdot\|, u)} d u \leq I_{1}+I_{2} \leq \delta / 2
$$

provided Condition 3.123 is satisfied with an appropriate absolute constant $\tilde{C}$. Then it follows from 3.120 that

$$
E=\gamma_{2}(\mathcal{A},\|\cdot\|)+\gamma_{2}(\mathcal{A},\|\cdot\|)^{2} \leq \delta
$$

This ends the proof of Lemma 3.41 .
Proof of Theorem 3.7 continued. So far, we have estimated $E$ in 3.120. It remains to estimate the tail probability (3.121) given in Theorem 3.40. We choose the constant $C$ in 3.10 ) sufficiently larger than $\tilde{C}$ in 3.123 so that

$$
C_{1} E \leq \delta / 2
$$

where $C_{1}$ is the constant in 3.121. Next we bound the terms $V$ and $U$ in 3.121. We have

$$
\begin{aligned}
V & =d_{2 \rightarrow 2}(\mathcal{A})\left[\gamma_{2}(\mathcal{A},\|\cdot\|)+d_{F}(\mathcal{A})\right] \\
& \leq \frac{1}{\sqrt{m}}\left(\gamma_{2}(\mathcal{A},\|\cdot\|)+1\right) \leq 2 / \sqrt{m}
\end{aligned}
$$

since $\gamma_{2}(\mathcal{A},\|\cdot\|) \leq 1$ by 3.123 . Also we have

$$
U=d_{2 \rightarrow 2}^{2}(\mathcal{A})=1 / m
$$

by (3.124). Plugging these estimates into 3.121) and choosing $t=\delta / 2$, we obtain

$$
\mathbb{P}\left(\delta_{s} \geq \delta\right) \leq \mathbb{P}\left(\delta_{s} \geq C_{1} E+\delta / 2\right) \leq 2 \exp \left(-C_{2} \frac{\delta^{2} m}{16}\right) \leq \varepsilon
$$

provided Condition 3.11 is satisfied with $C^{\prime}=16 / C_{2}$. This finally completes the proof of Theorem 3.7.

### 3.4.2. Proof of Theorem 3.8

Gaussian width. Let $g \in \mathbb{R}^{m}$ be a standard Gaussian random vector. Then for

$$
E_{m}:=\mathbb{E}\|g\|_{2}=\sqrt{2} \frac{\Gamma((m+1) / 2)}{\Gamma(m / 2)}
$$

we have

$$
\begin{equation*}
\frac{m}{\sqrt{m+1}} \leq E_{m} \leq \sqrt{m} \tag{3.138}
\end{equation*}
$$

see $\mathbf{5 4} \mathbf{6 2}$. We introduce the Gaussian width of a set $T \subset \mathbb{R}^{N}$ by

$$
\ell(T):=\mathbb{E} \sup _{x \in T}\langle g, x\rangle .
$$

The following version of Gordon's escape through the mesh lemma $\mathbf{6 2}$ appears in $\mathbf{5 4}$, Theorem 9.21].

Lemma 3.44. Let $A \in \mathbb{R}^{m \times N}$ be a Gaussian random matrix and $T$ be a subset of the unit sphere $S^{N-1}=\left\{x \in \mathbb{R}^{N},\|x\|_{2}=1\right\}$. Then

$$
\mathbb{E} \inf _{x \in T}\|A x\|_{2} \geq E_{m}-\ell(T)
$$

Our strategy is to establish the $\ell_{2}$-stable and robust null space property of order $s$ for a Gaussian matrix $A$. Then Theorem 3.19 automatically gives us the desired result. Thus, we need to show that

$$
\begin{equation*}
\left\|\mathbf{x}_{S}\right\|_{2} \leq \frac{\rho}{\sqrt{s}}\left\|\mathbf{x}_{\bar{S}}\right\|_{2,1}+\tau\left\|\mathbf{A}_{\mathbf{P}} \mathbf{x}\right\|_{2} \tag{3.139}
\end{equation*}
$$

for all $\mathbf{x} \in \mathcal{H}$ and $S \subset[N],|S|=s$. For $\rho \in(0,1]$, we introduce the set

$$
T_{\rho, s}:=\left\{\mathbf{z} \in \mathcal{H}:\left\|\mathbf{z}_{S}\right\|_{2} \geq \frac{\rho}{\sqrt{s}}\left\|\mathbf{z}_{\bar{S}}\right\|_{2,1} \text { for some } S \subset[N],|S|=s\right\}
$$

and the sphere $S_{\mathcal{H}}=\left\{\mathbf{y} \in \mathcal{H}:\|\mathbf{y}\|_{2}=1\right\}$. We will first show that with high probability

$$
\begin{equation*}
\min \left\{\left\|\mathbf{A}_{\mathbf{P}} \mathbf{z}\right\|_{2}: \mathbf{z} \in T_{\rho, s} \cap S_{\mathcal{H}}\right\}>0 \tag{3.140}
\end{equation*}
$$

and this will be a step towards showing (3.139). We define the set $B_{2,1}:=\left\{\mathbf{x} \in \mathcal{H}:\|\mathbf{x}\|_{2,1} \leq\right.$ $\left.\sqrt{s},\|\mathbf{x}\|_{2} \leq 1\right\}$.

Lemma 3.45. It holds

$$
T_{\rho, s} \cap S_{\mathcal{H}} \subset\left(1+\rho^{-1}\right) B_{2,1}
$$

Proof. Take an arbitrary $\mathbf{x} \in T_{\rho, s}$ such that $\|\mathbf{x}\|_{2}=1$. Then there is an $S \subset[N],|S|=s$, such that $\left\|\mathbf{x}_{S}\right\|_{2} \geq \frac{\rho}{\sqrt{s}}\left\|\mathbf{x}_{\bar{S}}\right\|_{2,1}$. Using this relation, it follows that

$$
\|\mathbf{x}\|_{2,1}=\left\|\mathbf{x}_{S}\right\|_{2,1}+\left\|\mathbf{x}_{\bar{S}}\right\|_{2,1} \leq \sqrt{s}\left\|\mathbf{x}_{S}\right\|_{2}+\frac{\sqrt{s}}{\rho}\left\|\mathbf{x}_{S}\right\|_{2} \leq \sqrt{s}\left(1+\rho^{-1}\right)
$$

where we used that $\|\mathbf{x}\|_{2}=1$ and the Cauchy-Schwarz inequality. This proves our claim that $\mathbf{x} \in\left(1+\rho^{-1}\right) B_{2,1}$.

Our goal is to show that 3.140 holds with high probability when the matrix $A$ is Gaussian. We denote $T:=T_{\rho, s} \cap S_{\mathcal{H}}$ for simplicity of notation. We notice that $\mathcal{F}(A):=\inf _{\mathbf{x} \in T}\left\|\mathbf{A}_{\mathbf{P}} \mathbf{x}\right\|_{2}$ defines a Lipschitz function with Lipschitz constant $L=1$ with respect to the Frobenius norm (which corresponds to the $\ell_{2}$-norm by identifying $\mathbb{R}^{m \times N}$ with $\mathbb{R}^{m N}$ ). Indeed, for two matrices $A, B \in \mathbb{R}^{m \times N}$,

$$
\begin{aligned}
\inf _{\mathbf{x} \in T}\left\|\mathbf{A}_{\mathbf{P}} \mathbf{x}\right\|_{2} & \leq \inf _{\mathbf{x} \in T}\left(\left\|\mathbf{B}_{\mathbf{P}} \mathbf{x}\right\|_{2}+\left\|\left(\mathbf{A}_{\mathbf{P}}-\mathbf{B}_{\mathbf{P}}\right) \mathbf{x}\right\|_{2}\right) \leq \inf _{\mathbf{x} \in T}\left(\left\|\mathbf{B}_{\mathbf{P}} \mathbf{x}\right\|_{2}+\left\|\left(\mathbf{A}_{\mathbf{P}}-\mathbf{B}_{\mathbf{P}}\right)\right\|\right) \\
& \leq \inf _{\mathbf{x} \in T}\left\|\mathbf{B}_{\mathbf{P}} \mathbf{x}\right\|_{2}+\|A-B\| \leq \inf _{\mathbf{x} \in T}\left\|\mathbf{B}_{\mathbf{P}} \mathbf{x}\right\|_{2}+\|A-B\|_{F}
\end{aligned}
$$

The second inequality follows from $T \subset S_{\mathcal{H}}$. Interchanging the roles of $A$ and $B$ yields

$$
|\mathcal{F}(A)-\mathcal{F}(B)| \leq\|A-B\|_{F}
$$

Then the concentration of measure A.11 yields

$$
\begin{equation*}
\mathbb{P}\left(\inf _{\mathbf{x} \in T}\left\|\mathbf{A}_{\mathbf{P}} \mathbf{x}\right\|_{2} \leq \mathbb{E} \inf _{\mathbf{x} \in T}\left\|\mathbf{A}_{\mathbf{P}} \mathbf{x}\right\|_{2}-t\right) \leq e^{-t^{2} / 2} \tag{3.141}
\end{equation*}
$$

Our next goal is to derive a lower bound on $\mathbb{E} \inf _{\mathbf{x} \in T}\left\|\mathbf{A}_{\mathbf{P}} \mathbf{x}\right\|_{2}$. Actually a stronger concentration inequality holds for $X:=\inf _{\mathbf{x} \in T}\left\|\mathbf{A}_{\mathbf{P}} \mathbf{x}\right\|_{2}$ according to A.12), which satisfies the hypothesis of Lemma A. 15 for $t \geq 1$ with constants $c=2, \sigma_{1}^{2}=\sigma_{2}^{2}=2$. Therefore we have

$$
\begin{equation*}
\sqrt{\mathbb{E} X^{2}} \leq \mathbb{E} X+C, \text { for some } C>0 \tag{3.142}
\end{equation*}
$$

Before obtaining a lower bound for $\mathbb{E} X^{2}$, we introduce some notation. For a block vector $\mathbf{x} \in T$ with blocks $x_{1}, \ldots, x_{N}$, let $D_{\mathbf{x}} \in \mathbb{R}^{N \times d}$ be the matrix with rows $x_{i}$. We define the sets

$$
\begin{aligned}
& \mathcal{U}=\left\{D_{\mathbf{x}}: \mathbf{x} \in T\right\}, \\
& \mathcal{V}=\left\{v \in \mathbb{R}^{N}: v=U_{i} \text { for some } U \in \mathcal{U} \text { and } i \in[d]\right\}, \\
& \widetilde{\mathcal{V}}=\left\{v /\|v\|_{2}: v \in \mathcal{V} \text { and }\|v\|_{2} \geq 1 / \sqrt{d}\right\} .
\end{aligned}
$$

Recall that $U_{i}$ denotes the $i$-th column of $U$. Then we have

$$
\begin{align*}
X^{2} & =\inf _{\mathbf{x} \in T}\left\|\mathbf{A}_{\mathbf{P}} \mathbf{x}\right\|_{2}^{2}=\inf _{\mathbf{x} \in T}\left\|\mathbf{A}_{\mathbf{I}} \mathbf{x}\right\|_{2}^{2}=\inf _{U \in \mathcal{U}} \sum_{i=1}^{d}\left\|A U_{i}\right\|_{2}^{2} \\
& =\inf _{\substack{c \in \mathbb{R}^{d} \\
\|c\|_{2}=1}} \inf _{\substack{U \in \mathcal{U} \\
\left\|U_{i}\right\|_{2}=\left|c_{i}\right|}} \sum_{i=1}^{d}\left\|A U_{i}\right\|_{2}^{2} \geq \inf _{\substack{v \in \mathcal{V} \\
\|v\|_{2} \geq \frac{1}{\sqrt{d}}}}\|A v\|_{2}^{2} \geq \frac{1}{d} \inf _{\substack{v \in \mathcal{V} \\
\|v\|_{2} \geq \frac{1}{\sqrt{d}}}}\left\|A\left(v /\|v\|_{2}\right)\right\|_{2}^{2} . \tag{3.143}
\end{align*}
$$

Above we used that $\|U\|_{F}=1$ for any $U \in \mathcal{U}$. The first inequality uses the observation that for a vector $a \in S^{d-1}$ there exist an index $i \in[d]$ such that $\left|a_{i}\right| \geq 1 / \sqrt{d}$. Taking the expectation in (3.143) yields

$$
\begin{equation*}
\mathbb{E} X^{2} \geq \frac{1}{d} \mathbb{E} \inf _{v \in \widetilde{\mathcal{V}}}\|A v\|_{2}^{2} \geq \frac{1}{d}\left(\mathbb{E} \inf _{v \in \widetilde{\mathcal{V}}}\|A v\|_{2}\right)^{2} \geq \frac{1}{d}\left(E_{m}-\mathbb{E} \sup _{v \in \widetilde{\mathcal{V}}}\langle g, v\rangle\right)^{2} \tag{3.144}
\end{equation*}
$$

where $g \in \mathbb{R}^{N}$ is a standard Gaussian vector and $\widetilde{\mathcal{V}} \subset S^{N-1}$. Above, the Jensen's inequality and Lemma 3.44 are invoked in the second and the last inequalities respectively. This leads to bounding the Gaussian width of $\widetilde{\mathcal{V}}$ as follows

$$
\begin{align*}
\mathbb{E} \sup _{v \in \tilde{\mathcal{V}}}\langle g, v\rangle & \leq \sqrt{d} \mathbb{E} \sup _{\substack{v \in \mathcal{V} \\
\|v\|_{2} \geq \frac{1}{\sqrt{d}}}}|\langle g, v\rangle| \leq \sqrt{d} \mathbb{E} \sup _{v \in \mathcal{V}}|\langle g, v\rangle|=\sqrt{d} \mathbb{E} \sup _{U \in \mathcal{U}}\left\|U^{*} g\right\|_{\infty} \\
& =\sqrt{d} \mathbb{E} \sup _{\mathbf{x} \in T}\left\|D_{\mathbf{x}}^{*} g\right\|_{\infty} \leq \sqrt{d} \mathbb{E} \sup _{\mathbf{x} \in T}\left\|D_{\mathbf{x}}^{*} g\right\|_{2} \leq \sqrt{d} \sqrt{\mathbb{E} \sup _{\mathbf{x} \in\left(1+\rho^{-1}\right) B_{2,1}}\left\|D_{\mathbf{x}}^{*} g\right\|_{2}^{2}} \tag{3.145}
\end{align*}
$$

where we used the Jensen's inequality once again and Lemma 3.45. We continue estimating

$$
\begin{aligned}
& \mathbb{E} \sup _{\mathbf{x} \in\left(1+\rho^{-1}\right) B_{2,1}}\left\|D_{\mathbf{x}}^{*} g\right\|_{2}^{2}=\mathbb{E} \sup _{\mathbf{x} \in\left(1+\rho^{-1}\right) B_{2,1}}\left(\sum_{i=1}^{N} g_{i}^{2}\left\|x_{i}\right\|_{2}^{2}+\sum_{i \neq j} g_{i} g_{j}\left\langle x_{i}, x_{j}\right\rangle\right) \\
& \leq \mathbb{E}\left(\max _{i \in[N]} g_{i}^{2}\right) \sup _{\mathbf{x} \in\left(1+\rho^{-1}\right) B_{2,1}}\left(\sum_{i=1}^{N}\left\|x_{i}\right\|_{2}^{2}\right)+\mathbb{E} \sup _{\mathbf{x} \in\left(1+\rho^{-1}\right) B_{2,1}} \sum_{i \neq j}\left|g_{i}\left\|g_{j} \mid\right\| P_{i} P_{j}\| \| x_{i}\left\|_{2}\right\| x_{j} \|_{2}\right. \\
& \leq \mathbb{E}\left(\max _{i \in[N]} g_{i}^{2}\right)\left(1+\rho^{-1}\right)^{2}+\mathbb{E} \sup _{\mathbf{x} \in\left(1+\rho^{-1}\right) B_{2,1}} \lambda\left(\sum_{i=1}^{N}\left|g_{i}\right|\left\|x_{i}\right\|_{2}\right)^{2} \\
& \leq \mathbb{E}\left(\max _{i \in[N]} g_{i}^{2}\right)\left(1+\rho^{-1}\right)^{2}+\lambda \mathbb{E}\left(\max _{i \in[N]}\left|g_{i}\right|\right)^{2}\left(1+\rho^{-1}\right)^{2} s \leq c\left(1+\rho^{-1}\right)^{2}(1+\lambda s) \ln (N)
\end{aligned}
$$

for some constant $c>0$. The last inequality above uses Lemma A.9. Plugging this estimate into (3.145) and then into (3.144) yields

$$
\mathbb{E} X^{2} \geq \frac{1}{d}\left(E_{m}-R\right)^{2}
$$

where $R:=\left(1+\rho^{-1}\right) \sqrt{c(1+\lambda s) d \ln (N)}$. Then using the lower bound 3.138) for $E_{m}$ and 3.142 implies that

$$
\mathbb{E} X \geq \sqrt{\mathbb{E} X^{2}}-C \geq \frac{1}{\sqrt{d}}\left(\frac{m}{\sqrt{m+1}}-R\right)-C
$$

Combining this with 3.141) gives

$$
\mathbb{P}\left(\inf _{\mathbf{x} \in T}\left\|\mathbf{A}_{\mathbf{P}} \mathbf{x}\right\|_{2}>\frac{1}{\sqrt{d}}\left(\frac{m}{\sqrt{m+1}}-R\right)-C-t\right) \geq 1-e^{-t^{2} / 2}
$$

Setting $t=\sqrt{2 \ln \left(\varepsilon^{-1}\right)}$ yields that

$$
\mathbb{P}\left(\inf _{\mathbf{x} \in T}\left\|\mathbf{A}_{\mathbf{P}} \mathbf{x}\right\|_{2}>1 / \tau\right) \geq 1-\varepsilon
$$

provided

$$
\frac{1}{\sqrt{d}}\left(\frac{m}{\sqrt{m+1}}-R\right)-C-\sqrt{2 \ln \left(\varepsilon^{-1}\right)}>\frac{1}{\tau}
$$

This means that under Condition (3.13), for any $\mathbf{x} \in \mathcal{H}$ such that $\left\|\mathbf{A}_{\mathbf{P}} \mathbf{x}\right\|_{2} \leq \frac{1}{\tau}\|\mathbf{x}\|_{2}$ and for any set $S \subset[N],|S|=s$, it holds with probability at least $1-\varepsilon$ that

$$
\left\|\mathbf{x}_{S}\right\|_{2} \leq \frac{\rho}{\sqrt{s}}\left\|\mathbf{x}_{\bar{S}}\right\|_{2,1}
$$

For all other $\mathbf{x} \in \mathcal{H}$, clearly $\|\mathbf{x}\|_{2} \leq \tau\left\|\mathbf{A}_{\mathbf{P}} \mathbf{x}\right\|_{2}$ which shows that for all $\mathbf{x} \in \mathcal{H}$, 3.139 holds. This ends the proof.

### 3.5. Proof of the necessary condition

### 3.5.1. Covering numbers and coding theory

Let $T$ be a subset of a metric space $(X, d)$. For $t>0$, the covering number $\mathcal{N}(T, d, t)$ is defined as the smallest integer $\mathcal{N}$ such that $T$ can be covered with balls $B\left(x_{\ell}, t\right)=\left\{x \in X, d\left(x, x_{\ell}\right) \leq\right.$ $t\}, x_{\ell} \in T, \ell \in[\mathcal{N}]$, i.e.,

$$
T \subset \bigcup_{\ell=1}^{\mathcal{N}} B\left(x_{\ell}, t\right)
$$

The packing number $\mathcal{P}(T, d, t)$ is defined, for $t>0$, as the maximal integer $\mathcal{P}$ such that there are points $x_{\ell} \in T, \ell \in[\mathcal{P}]$, which are $t$-separated, i.e., $d\left(x_{\ell}, x_{k}\right)>t$ for all $k, \ell \in[\mathcal{P}], k \neq \ell$. If $X=\mathbb{R}^{n}$ is a normed vector space and the metric $d$ is induced by the norm via $d(u, v)=\|u-v\|$, we also write $\mathcal{N}(T,\|\cdot\|, t)$ and $\mathcal{P}(T,\|\cdot\|, t)$.

Proposition 3.46. Let $\|\cdot\|$ be some norm on $\mathbb{R}^{n}$ and let $U=\left\{x \in \mathbb{R}^{n}: \frac{1}{2} \leq\|x\| \leq 2\right\}$ be a spherical shell. Then the packing and covering numbers satisfy, for $t>0$,

$$
\left(\frac{2}{t}\right)^{n}-\left(\frac{1}{2 t}\right)^{n} \leq \mathcal{N}(U,\|\cdot\|, t) \leq \mathcal{P}(U,\|\cdot\|, t)
$$

Proof. For the first inequality, let $\left\{x_{1}, \ldots, x_{\mathcal{N}}\right\} \subset U$ be the minimal set covering $U$. This implies that

$$
\mathcal{N} \operatorname{vol}(t B) \geq \operatorname{vol}\left(\bigcup_{\ell=1}^{\mathcal{N}} B\left(x_{\ell}, t\right)\right) \geq \operatorname{vol}(U)=\operatorname{vol}(2 B)-\operatorname{vol}(B / 2)
$$

On $\mathbb{R}^{n}$ the volume satisfies the homogeneity relation $\operatorname{vol}(t B)=t^{n} \operatorname{vol}(B)$. Hence we have $\mathcal{N} t^{n} \operatorname{vol}(B) \geq$ $2^{n} \operatorname{vol}(B)-(1 / 2)^{n} \operatorname{vol}(B)$ which yields $\mathcal{N} \geq(2 / t)^{n}-(1 / 2 t)^{n}$ as desired.

Here is another similar result on packing numbers, for a reference see $\mathbf{5 4}$.

Proposition 3.47. Let $\|\cdot\|$ be some norm on $\mathbb{R}^{n}$ and let $U$ be a subset of the unit ball $B=\{x \in$ $\left.\mathbb{R}^{n}:\|x\| \leq 1\right\}$. Then the packing number satisfies, for $t>0$,

$$
\mathcal{N}(U,\|\cdot\|, t) \leq \mathcal{P}(U,\|\cdot\|, t) \leq\left(1+\frac{2}{t}\right)^{n}
$$

Next we present a lemma from coding theory which will be useful in our proof of Theorem 3.10 Let us first start with some notation from the literature. Let $A$ be a finite set of $q$ letters, also called alphabet. A code $C$ is any nonempty subset of the set $A^{n}$ of $n$-tuples of elements from $A$. The number $n$ is the length of the code, and the set $A^{n}$ is the codespace. The number of members in $C$ is the size and is denoted $|C|$. The members of the codespace are referred as words, those belonging to $C$ being codewords. We define the Hamming distance between any two words $x, y$ of same length as

$$
d_{H}(x, y)=\left\{i: x_{i} \neq y_{i}\right\}
$$

The minimum distance of a code $C$ in $A^{n}$ is defined as

$$
d_{\min }(C)=\min _{\substack{x, y \in C \\ x \neq y}} d_{H}(x, y)
$$

In this context, the maximum possible size of a code $C$ of length $n$ with a fixed $d_{\text {min }}(C)$ is of particular interest to us. Such a bound can be seen as a packing problem with respect to Hamming distance and available in the literature as the Gilbert-Varshamov bound $\mathbf{5 8} \mathbf{1 1 0}$.

Lemma 3.48. (Gilbert-Varshamov bound) Let $A$ be a finite alphabet of $q$ elements. There exists a code $C \subset A^{n}$ of length $n$ with $d_{\min }(C) \geq e$ such that

$$
|C| \geq \frac{q^{n}}{\sum_{i=0}^{e-1}\binom{n}{i}(q-1)^{i}}
$$

### 3.5.2. Proof of Theorem 3.10

The proof is based on the following combinatorial lemma $\mathbf{1 4}, \mathbf{5 3}, \mathbf{6 3}, \mathbf{8 3}, \mathbf{8 7}$ and the results in Section 3.5.1.

Lemma 3.49. Given integers $s<N$, there exist

$$
\begin{equation*}
n \geq\left(\frac{N}{8 s}\right)^{s} \tag{3.146}
\end{equation*}
$$

subsets $I_{1}, \ldots, I_{n}$ of $[N]$ such that each $I_{i}$ has cardinality $2 s$ and

$$
\operatorname{card}\left(I_{i} \cap I_{\ell}\right)<s \quad \text { whenever } i \neq \ell
$$

First recall that we restrict our attention to the set

$$
\mathcal{H}=\left\{\left(x_{i}\right)_{i=1}^{N}: x_{i} \in W_{i}, \forall i \in[N]\right\} \subset \mathbb{R}^{d \times N}
$$

Let us consider the quotient space

$$
X:=\mathcal{H} / \operatorname{ker} \mathbf{A}_{\mathbf{P} \mid \mathcal{H}}=\left\{[\mathbf{x}]:=\mathbf{x}+\operatorname{ker} \mathbf{A}_{\mathbf{P} \mid \mathcal{H}}, \mathbf{x} \in \mathcal{H}\right\}
$$

which is equipped with the quotient norm

$$
\|[\mathbf{x}]\|:=\inf _{\mathbf{v} \in \operatorname{ker} \mathbf{A}_{\mathbf{P} \mid \mathcal{H}}}\|\mathbf{x}-\mathbf{v}\|_{2,1}, \mathbf{x} \in \mathcal{H}
$$

Above $\mathbf{A}_{\mathbf{P} \mid \mathcal{H}}$ is the restriction of $\mathbf{A}_{\mathbf{P}}$ to $\mathcal{H}$. Let $B_{X}$ be the unit ball of $X$ with respect to this norm. Given a $4 s$-sparse vector $\mathbf{x} \in \mathcal{H}$, we notice that every vector $\mathbf{z}=\mathbf{x}-\mathbf{v}$ with $\mathbf{v} \in \operatorname{ker} \mathbf{A}_{\mathbf{P} \mid \mathcal{H}}$ satisfies $\mathbf{A}_{\mathbf{P}}^{\mathbf{z}}=\mathbf{A}_{\mathbf{P}} \mathbf{x}$. Thus, the assumption of the theorem gives $\|[\mathbf{x}]\|=\|\mathbf{x}\|_{2,1}$. Next we pack the spherical shells $S_{i}=\left\{y \in W_{i}: \frac{1}{2 s} \leq\|y\|_{2} \leq \frac{2}{s}\right\}$ of the subspaces $W_{i}$. Proposition 3.46 yields that we can find such a packing with packing distance of $1 / s$ where

$$
\mathcal{P}\left(S_{i},\|\cdot\|_{2}, 1 / s\right) \geq 2^{k}-(1 / 2)^{k}=: q
$$

Recall $\operatorname{dim}\left(W_{i}\right)=k$. For each $i$, let $T_{i} \subset S_{i}$ be the packing set of $S_{i}$ with this cardinality. Now let $I_{1}, \ldots, I_{n}$ be the sets introduced in Lemma 3.49, and for each $j \in[n]$ let us define the set of $2 s$-sparse vectors with support set from $I_{j}$

$$
\mathcal{T}\left(I_{j}\right):=\left\{\mathbf{x} \in \mathcal{H}: \operatorname{supp}(\mathbf{x})=I_{j}, x_{i} \in T_{i} \text { for } i \in I_{j}\right\}
$$

It is clear that for each $j$, the total number of vectors in $\mathcal{T}\left(I_{j}\right)$ is at least $q^{2 s}$. We wish to find a large enough subset of each $\mathcal{T}\left(I_{j}\right)$, say $\widehat{\mathcal{T}}\left(I_{j}\right)$, such that any two distinct vectors $\mathbf{x}, \mathbf{y} \in \widehat{\mathcal{T}}\left(I_{j}\right)$ satisfy $\operatorname{card}\left\{i: x_{i} \neq y_{i}\right\} \geq s$. This problem is exactly the same as the one in Lemma 3.48. We can think of $q$ as the size of our alphabet and we have words of length $2 s$ from this alphabet. Then we search for a lower bound on the number of words possible which are mutually distant to each other with at least a Hamming distance of $s$. Lemma 3.48 says that there exist such a subset $\widehat{\mathcal{T}}\left(I_{j}\right)$ satisfying

$$
\left|\widehat{\mathcal{T}}\left(I_{j}\right)\right| \geq \frac{q^{2 s}}{\sum_{i=0}^{s-1}\binom{2 s}{i}(q-1)^{i}} \geq \frac{q^{2 s}}{2^{2 s} q^{s}} \geq(q / 4)^{s}
$$

Let us define the set

$$
\mathcal{V}=\bigcup_{j=1}^{n} \widehat{\mathcal{T}}\left(I_{j}\right)
$$

We claim that the set $\{[\mathbf{x}]: \mathbf{x} \in \mathcal{V}\}$ is a 1-separating subset of the scaled unit ball $4 B_{X}$. Observe that every $\mathbf{x} \in \mathcal{V}$ has a support set $I_{j}$ for some $j \in[n]$ which has cardinality $2 s$. Therefore, it holds that

$$
\|[\mathbf{x}]\|=\|\mathbf{x}\|_{2,1}=\sum_{i \in I_{j}}\left\|x_{i}\right\|_{2} \leq 2 s \cdot \frac{2}{s}=4
$$

since $x_{i} \in S_{i}$. Next we see that any two elements from the set $\mathcal{V}$ are at least 1 -separated. We consider two cases in order to prove this argument. First assume that $\mathbf{x}, \mathbf{y} \in \mathcal{V}$ both belong to the same set $\widehat{\mathcal{T}}\left(I_{j}\right)$ for some $j$. Then we know that $\operatorname{card}\left\{i: x_{i} \neq y_{i}\right\} \geq s$ holds. Whenever $x_{i} \neq y_{i}$, we have $\left\|x_{i}-y_{i}\right\|_{2} \geq 1 / s$ since $x_{i}, y_{i} \in T_{i}$. Hence

$$
\|[\mathbf{x}]-[\mathbf{y}]\|=\|[\mathbf{x}-\mathbf{y}]\|=\|\mathbf{x}-\mathbf{y}\|_{2,1}=\sum_{i: x_{i} \neq y_{i}}\left\|x_{i}-y_{i}\right\|_{2} \geq s \cdot \frac{1}{s}=1
$$

The second equality holds since $\mathbf{x}-\mathbf{y}$ is $2 s$-sparse. For the case that $\mathbf{x} \in \widehat{\mathcal{T}}\left(I_{j}\right)$ and $\mathbf{y} \in \widehat{\mathcal{T}}\left(I_{\ell}\right)$ with $j \neq \ell$, observe that $\mathbf{x}-\mathbf{y}$ is $4 s$-sparse and the symmetric difference of the support sets satisfy $\operatorname{card}\left(I_{j} \triangle I_{\ell}\right) \geq 2 s$. Then it follows that

$$
\|[\mathbf{x}]-[\mathbf{y}]\|=\|[\mathbf{x}-\mathbf{y}]\|=\|\mathbf{x}-\mathbf{y}\|_{2,1} \geq \sum_{i: I_{j} \triangle I_{\ell}}\left(\left\|x_{i}\right\|_{2}+\left\|y_{i}\right\|_{2}\right) \geq 2 s \cdot \frac{1}{2 s}=1
$$

since $x_{i}, y_{i} \in S_{i}$. This proves our claim that $\mathcal{V}$ separates $4 B_{X}$ by 1 and $|\mathcal{V}| \geq n(q / 4)^{s}$. The ball $4 B_{X}$ has dimension $r:=\operatorname{rank}\left(\mathbf{A}_{\mathbf{P}}\right) \leq m d$. According to Proposition 3.47, this implies that
$n(q / 4)^{s} \leq 9^{r} \leq 9^{m d}$. In view of 3.146, we obtain for $k \geq 1$

$$
9^{m d} \geq\left(\frac{N}{8 s}\right)^{s}\left(\frac{2^{k}-(1 / 2)^{k}}{4}\right)^{s} \geq\left(\frac{N}{32 s}\right)^{s}\left(\frac{3}{2}\right)^{k s}
$$

since $2^{k}-(1 / 2)^{k} \geq(3 / 2)^{k}$ for $k \geq 1$. Taking the logarithm on both sides gives the desired result.

### 3.6. Discussion

The fusion frame setup can be considered as a special case of the block sparsity setup where an additional subspace structure is assumed. In our work we have shown that if it is known a priori that the subspaces, where the signals lie in, are closer to being orthogonal, less random measurements become sufficient for successfully recovering those vectors. In order to achieve this, we use convex programming as our reconstruction method. The crucial difference of our setup to the usual block sparsity problems is using the information that $\mathbf{x} \in \mathcal{H}$ within our program, which in turn allows us to derive our novel results. As we noted earlier, it was shown in $\mathbf{9}$ that $m \gtrsim s \ln (N / s)$ is sufficient for uniform recovery with many random measurement ensembles. In the nonuniform setting, we improve this result since the number of measurements decreases with increasing incoherence of the subspaces. In the uniform setting, our result is an improvement when $\lambda$ becomes small enough. To the best of our knowledge, these results are the first in the literature that study the effect of the incoherence of the subspaces on the sparse recovery of deterministic vectors. Indeed, 9 also contains results with this flavor but they are in terms of the coherence and formulated in an 'average case scenario'. The authors 9 study the recovery of random vectors chosen from a fusion frame according to a Gaussian distribution on the subspaces and study the effect of the dimension of the subspaces on recoverability. Their result shows that under the condition

$$
\begin{equation*}
\left\|A_{S}^{\dagger} A_{\ell}\right\|_{2} \leq \alpha<1 \text { for all } \ell \notin S \tag{3.147}
\end{equation*}
$$

where $A$ is the measurement matrix, a vector x supported on $S$ with $|S|=s$ can be recovered by (L1) if

$$
\begin{equation*}
k \gtrsim\left\|\Lambda^{S}\right\|_{\infty} \max \{\ln (N-s), \ln (s)\} \tag{3.148}
\end{equation*}
$$

where $k$ is the subspace dimension. We note that an additional condition on $m$ is needed for 'suitable' measurement matrices in order to ensure that 3.147 holds. Interestingly, this result involves the incoherence matrix $\Lambda$ from Section 3.1.5 similarly to our nonuniform result Theorem 3.1. but unlike our result, (3.148) improves with increasing $k$. In a preceding paper 50, Eldar and Rauhut consider a similar average case analysis for the joint sparsity case. They use the same probabilistic model for the sparse signal to be recovered and provide mild conditions that imply 3.147). Moreover, their results show that adding more channels to the joint sparsity problem, which can be interpreted as adding dimensions in the block sparsity problem, improves the recoverability of jointly sparse vectors.

Before comparing our results with the related literature, we give a brief account of some challenges we have faced towards proving our uniform results. In general, proving uniform recovery results tends to be harder than proving nonuniform recovery ones. In the scalar case, a uniform recovery result for Gaussian matrices based on the concentration of measure of Lipschitz functions
was given by one of the seminal papers by Candès and Tao 20. However, in the fusion frame case, this approach does not work since the parameter $\lambda$ does not appear as a factor in the number of measurements. Another approach is to bound the FRIP constant $\delta_{s}$ of the matrix $\mathbf{A}_{\mathbf{P}}$. The techniques developed by Rudelson and Vershynin $\mathbf{9 5}$, where they invoke Dudley's inequality directly to bound the expectation of $\delta_{s}$, also fail to yield $\lambda$. In order to achieve our results presented in this thesis, we employ a recent method to bound suprema of chaos processes by Krahmer, Mendelson and Rauhut 75 . Consequently, $\lambda$ appears as a linear factor in the number of measurements, however not in the optimal order, see Theorem 3.7.

In the literature, there are other works where the recovery of block sparse vectors is considered. As mentioned earlier, those results do not assume any structure of the subspaces underlying the signals of interest. Our work as well as $\mathbf{9}$ also provides comparison with the case of the block sparsity problem. In the minimization program (L1), if we omit the assumption $\mathbf{x} \in \mathcal{H}$ and replace $\mathbf{A}_{\mathbf{P}}$ with $\mathbf{A}_{\mathbf{I}}$, the problem reduces to the block sparsity setup. This is equivalent to assuming $W_{j}=\mathbb{R}^{d}$ which implies $\lambda=1$. Then our nonuniform result implies that a block $s$-sparse vector $\mathbf{x}$ can be recovered from its $m$ random measurements with high probability via $\ell_{1} / \ell_{2}$ minimization provided $m \gtrsim s \ln (N)$. However, since each of our measurements, $y_{i} \in \mathbb{R}^{d}$, is itself a vector, the number of measurements we are taking is actually $m d$.

Eldar and Bölcskei in 49 51 consider the recovery of block sparse vectors via an extension of orthogonal matching pursuit for the block sparse case (BOMP) and provide a sufficient condition in terms of the sparsity level and 'block coherence' of the matrices which they define in their papers. Their condition is a deterministic one for the measurement matrices which gives nonuniform results and it is not answered whether certain type of random matrices satisfy this condition.

In 23, Candès and Recht provide a nonuniform result with Gaussian measurement matrices and the same recovery method $(L 1)$ under the condition

$$
\begin{equation*}
m d \gtrsim s(\sqrt{d}+\sqrt{2 \ln (N)})^{2}+s d \tag{3.149}
\end{equation*}
$$

Their method uses the duality based recovery results due to Fuchs 55. Their measurement matrix $A \in \mathbb{R}^{m d \times N d}$ has all of its entries from the standard Gaussian distribution, unlike our measurement matrix $\mathbf{A}_{\mathbf{P}}$. When we do not assume any structure as in the block sparsity setup, 3.149 provides a slightly better condition than our nonuniform one, $m d \gtrsim s d \ln (N)$. However, when $\lambda$ becomes smaller, our result scales better. Candès and Recht also provide an extension of their result to the subgaussian matrices with minor modifications. In 91 , Rao et. al. provide an identical result to 3.149 by using convex geometry. This approach provides recovery from noisy measurements as well, however is restricted to only Gaussian matrices.

In earlier works $\mathbf{9 7}, \mathbf{9 9}$, the authors look at the null space of the measurement matrix $A \in$ $\mathbb{R}^{m d \times N d}$ rather than the RIP by using Gaussian widths. They provide uniform results in the asymptotic regime $N, d \rightarrow \infty$, in a similar spirit to the results discussed in Section 2.4. They consider the case that

$$
m=\alpha N, \quad s \leq \beta N
$$

where $\alpha, \beta$ are some fixed values. They show that if $A$ is a Gaussian matrix, then with high probability $\ell_{1} / \ell_{2}$ minimization recovers all block $s$-sparse vectors, provided $\alpha \geq 4 \beta(1-\beta)$. This gives roughly the condition $m \geq C s$, however is valid in the asymptotic regime. Another result
from 89 also uses Gaussian widths and provide the nonasymptotic condition $m \gtrsim s(d+\ln (N / s))$ for nonuniform recovery which is similar to (3.149) in essence.

## CHAPTER 4

## Conclusion

Chapter 2 was devoted to obtaining optimal constants for nonuniform sparse recovery with subgaussian matrices via $\ell_{1}$-minimization. In particular, we provide roughly $m \geq 2 s \ln (N)$ as a condition for exact recovery with Gaussian and Bernoulli matrices, which contains the optimal constant 2 and a near-optimal log-factor. Since the earliest papers in CS, the same order in the number of measurements has been shown in many different works, but the constants are generally worse than what we present. Our results also apply to the complex vectors and hold with high probability in finite dimensions, in contrast to some of the previous results operating in the asymptotic regime. We provide short and simple proofs based on elementary probabilistic tools. In addition to exact recovery, we show that nearly sparse signals could be accurately recovered from a small number of noisy measurements. Our stable results also give the optimal constant 2.

In Chapter 3, we studied the sparse recovery problem in fusion frames. In particular, we improved the familiar bound $m \gtrsim s \ln (N)$ on the necessary number of measurement by exploiting an incoherence property of the fusion frame subspaces. As in Chapter 2 we deduced our results by using subgaussian random matrices, including Gaussian and Bernoulli matrices as examples. We presented three different type of results regarding the sparse recovery with fusion frames: nonuniform guarantees, uniform guarantees and necessary conditions. In essence, nonuniform and uniform results state that as the fusion frame subspaces become closer to being orthogonal, less number of measurements suffice for successful recovery. We presented two uniform results namely Theorems 3.7 and 3.8 following different approaches, one of which, we think, is suboptimal in terms of the sparsity $s$ and the other is suboptimal in terms of the ambient dimension $d$. An important open problem is to improve those results and possibly obtain the same order as the nonuniform condition (3.5). Our necessary condition (3.16) provides the minimal number of measurements required for sparse recovery and we show that it is quite close to the sufficient conditions. We also showed that the nonuniform and uniform results are stable and robust under noise and we presented numerical experiments in order to support our results. In the absence of the incoherence property, our results also compare to the block sparsity setup which is well studied in the literature and essentially gives similar results.

The use of 'completely' random matrices, where all entries are independent, is limited in some applications as noted earlier. Therefore, it is of interest to also consider structured random matrices such as randomly sampled bounded orthonormal systems, for sparse recovery problem in the fusion frames and obtain similar theoretical guarantees as in Chapter 3.

The incoherence parameter $\lambda$ in Chapter 3 takes only the least principal angles between subspaces into account. This is somewhat pessimistic since the existence of any two subspaces within the fusion frame of co-dimension 1 is enough to yield $\lambda=1$. One can also investigate the
possibility to generalize our results when other distance measures are considered, e.g., the chordal distance $\mathbf{7 6}$ which takes all principal angles into account.

As a final note, the necessary condition for sparse recovery with fusion frames in Theorem 3.10 currently applies only when the ( $L 1$ ) program is used as the reconstruction method and we restrict ourselves to the exactly sparse case. We believe it is possible to extend this result to all types of reconstruction methods and to the stable and robust case by using Gelfand widths of $\ell_{1} / \ell_{2}$ balls associated with the fusion frame similarly to 53.

## APPENDIX A

## A.1. Bernstein inequalities

The following estimate for sums of subgaussian random variables appears for instance in 111.
Lemma A.1. Let $X_{1}, \ldots, X_{M}$ be a sequence of independent mean-zero subgaussian random variables with the same parameter $c$ as in 2.5). Let $a \in \mathbb{R}^{M}$ be some vector. Then $Z:=\sum_{j=1}^{M} a_{j} X_{j}$ is subgaussian, that is, for $t>0$,

$$
\mathbb{P}\left(\left|\sum_{j=1}^{M} a_{j} X_{j}\right| \geq t\right) \leq 2 \exp \left(-t^{2} /\left(4 c\|a\|_{2}^{2}\right)\right)
$$

Proof. By independence we have

$$
\begin{aligned}
\mathbb{E} \exp \left(\theta \sum_{j=1}^{M} a_{j} X_{j}\right) & =\mathbb{E} \prod_{i=1}^{M} \exp \left(\theta a_{j} X_{j}\right)=\prod_{i=1}^{M} \mathbb{E} \exp \left(\theta a_{j} X_{j}\right) \leq \prod_{i=1}^{M} \exp \left(\theta a_{j} X_{j}\right) \\
& =\exp \left(c\|a\|_{2}^{2} \theta^{2}\right)
\end{aligned}
$$

This shows that $Z$ subgaussian with parameter $c\|a\|_{2}^{2}$ in 2.5). We apply Markov's inequality to obtain

$$
\mathbb{P}(Z \geq t)=\mathbb{P}(\exp (\theta Z) \geq \exp (\theta t)) \leq \mathbb{E}[\exp (\theta Z)] e^{-\theta t} \leq e^{c\|a\|_{2}^{2} \theta^{2}-\theta t}
$$

The optimal choice $\theta=t /\left(2 c\|a\|_{2}^{2}\right)$ yields

$$
\mathbb{P}(Z \geq t) \leq e^{-t^{2} /\left(4 c\|a\|_{2}^{2}\right)}
$$

Repeating the above computation with $-Z$ instead of $Z$ shows that

$$
\mathbb{P}(-Z \geq t) \leq e^{-t^{2} /\left(4 c\|a\|_{2}^{2}\right)}
$$

and the union bound yields the desired estimate $\mathbb{P}(|Z| \geq t) \leq 2 e^{-t^{2} /\left(4 c\|a\|_{2}^{2}\right)}$.
The following result from $\mathbf{1 1 1}$ is the Bernstein inequality for subexponential random variables.

Proposition A.2. Let $X_{1}, \ldots, X_{N}$ be independent centered subexponential random variables, and $K=\max _{i}\left\|X_{i}\right\|_{\psi_{1}}^{\prime}$. Then for every $a=\left(a_{1}, \ldots, a_{N}\right) \in \mathbb{R}^{N}$ and every $t \geq 0$, we have

$$
\mathbb{P}\left(\left|\sum_{i=1}^{N} a_{i} X_{i}\right| \geq t\right) \leq 2 \exp \left(-c \frac{t^{2}}{K^{2}\|a\|_{2}^{2}+K\|a\|_{\infty} t}\right)
$$

where $c>0$ is an absolute constant.
The following theorem is the noncommutative Bernstein inequality due to Tropp, $\mathbf{1 0 6}$. Theorem 1.4].

Theorem A.3. (Matrix Bernstein inequality) Let $\left\{X_{\ell}\right\}_{\ell=1}^{M} \in \mathbb{R}^{d \times d}$ be a sequence of independent random self-adjoint matrices. Suppose that $\mathbb{E} X_{\ell}=0$ and $\left\|X_{\ell}\right\| \leq K$ a.s. and put

$$
\sigma^{2}:=\left\|\sum_{\ell=1}^{M} \mathbb{E} X_{\ell}^{2}\right\| .
$$

Then for all $t \geq 0$,

$$
\begin{equation*}
\mathbb{P}\left(\left\|\sum_{\ell=1}^{M} X_{\ell}\right\| \geq t\right) \leq 2 d \exp \left(\frac{-t^{2} / 2}{\sigma^{2}+K t / 3}\right) \tag{A.1}
\end{equation*}
$$

Remark. One can improve the tail bound A.1 provided the $\left\{X_{\ell}\right\}$ are identically distributed and the $\mathbb{E} X_{\ell}^{2}$ are not full rank, say $\operatorname{rank}\left(\mathbb{E} X_{\ell}^{2}\right)=r<d$. Then A.1) can be replaced by

$$
\begin{equation*}
\mathbb{P}\left(\left\|\sum_{\ell=1}^{M} X_{\ell}\right\| \geq t\right) \leq 2 r \exp \left(\frac{-t^{2} / 2}{\sigma^{2}+K t / 3}\right) \tag{A.2}
\end{equation*}
$$

Sketch of the proof. We mainly improve $\mathbf{1 0 6}$, Corollary 3.7] under the assumptions above on $X_{\ell}$. By 106. Theorem 3.6], for each $\theta>0$, it holds that

$$
\mathbb{P}\left(\lambda_{\max }\left(\sum_{\ell=1}^{M} X_{\ell}\right) \geq t\right) \leq e^{-\theta t} \operatorname{Tr} \exp \left(\sum_{\ell=1}^{M} \ln \left(\mathbb{E} e^{\theta X_{\ell}}\right)\right)
$$

where $\lambda_{\max }$ denotes the largest eigenvalue. Moreover, $\mathbf{1 0 6}$, Lemma 6.7] states that, for $\theta>0$,

$$
\mathbb{E} e^{\theta X} \preccurlyeq \exp \left(g(\theta) \mathbb{E} X^{2}\right)
$$

for a self-adjoint, centered random matrix $X$, where $g(\theta)=e^{\theta}-\theta-1$. Using this result we obtain

$$
\begin{aligned}
\mathbb{P}\left(\lambda_{\max }\left(\sum_{\ell=1}^{M} X_{\ell}\right) \geq t\right) & \leq e^{-\theta t} \operatorname{Tr} \exp \left(g(\theta) \sum_{\ell=1}^{M} \mathbb{E} X_{\ell}^{2}\right)=e^{-\theta t} \operatorname{Tr} \exp \left(g(\theta) M \mathbb{E} X_{1}^{2}\right) \\
& \leq e^{-\theta t} r \lambda_{\max }\left[\exp \left(g(\theta) M \mathbb{E} X_{1}^{2}\right)\right]=e^{-\theta t} r \exp \left(g(\theta) \lambda_{\max }\left(M \mathbb{E} X_{1}^{2}\right)\right)
\end{aligned}
$$

The first equality above uses that $X_{\ell}$ are identically distributed. The second inequality is valid because, for a positive definite matrix $B$ with rank $r$, we have $\operatorname{Tr} B \leq r \lambda_{\max }(B)$ and $\operatorname{rank}\left(c \mathbb{E} X_{\ell}^{2}\right)=$ $\operatorname{rank}\left(\exp \left(c \mathbb{E} X_{\ell}^{2}\right)\right)=r$, for some $c>0$. The rest of the proof proceeds in the same way as the proof of 106 , Theorem 1.4].

We also give a rectangular version of the matrix Bernstein inequality as it appears in $\mathbf{1 0 6}$ Theorem 1.6].

Theorem A.4. (Matrix Bernstein:rectangular) Let $\left\{Z_{\ell}\right\}_{\ell=1}^{M} \in \mathbb{R}^{d_{1} \times d_{2}}$ be a sequence of independent random matrices. Suppose that $\mathbb{E} Z_{\ell}=0$ and $\left\|Z_{\ell}\right\| \leq K$ a.s. and put

$$
\sigma^{2}:=\max \left\{\left\|\sum_{\ell=1}^{M} \mathbb{E}\left(Z_{\ell} Z_{\ell}^{*}\right)\right\|,\left\|\sum_{\ell=1}^{M} \mathbb{E}\left(Z_{\ell}^{*} Z_{\ell}\right)\right\|\right\}
$$

Then for all $t \geq 0$,

$$
\mathbb{P}\left(\left\|\sum_{\ell=1}^{M} Z_{\ell}\right\| \geq t\right) \leq\left(d_{1}+d_{2}\right) \exp \left(\frac{-t^{2} / 2}{\sigma^{2}+K t / 3}\right)
$$

The next lemma is a deviation inequality for sums of independent random vectors which is a corollary of Bernstein inequalities for suprema of empirical processes [54, Corollary 8.45]. A similar result can be also found in 65 . Theorem 12].

Lemma A.5. (Vector Bernstein inequality) Let $\mathbf{Y}_{1}, \mathbf{Y}_{2}, \ldots, \mathbf{Y}_{M}$ be independent copies of a random vector $\mathbf{Y}$ on $\mathbb{R}^{n}$ satisfying $\mathbb{E} \mathbf{Y}=0$. Assume $\|\mathbf{Y}\|_{2} \leq K$. Let

$$
Z=\left\|\sum_{\ell=1}^{M} \mathbf{Y}_{\ell}\right\|_{2}, \quad \mathbb{E} Z^{2}=M \mathbb{E}\|\mathbf{Y}\|_{2}^{2}
$$

and

$$
\begin{equation*}
\sigma^{2}=\sup _{\|\mathbf{x}\|_{2} \leq 1} \mathbb{E}|\langle x, \mathbf{Y}\rangle|^{2} \tag{A.3}
\end{equation*}
$$

Then, for $t>0$,

$$
\begin{equation*}
\mathbb{P}\left(Z \geq \sqrt{\mathbb{E} Z^{2}}+t\right) \leq \exp \left(-\frac{t^{2} / 2}{M \sigma^{2}+2 K \sqrt{\mathbb{E} Z^{2}}+t K / 3}\right) \tag{A.4}
\end{equation*}
$$

Remark. The so-called weak variance $\sigma^{2}$ in A.3) can be estimated by

$$
\begin{equation*}
\sigma^{2}=\sup _{\|\mathbf{x}\|_{2} \leq 1} \mathbb{E}|\langle x, \mathbf{Y}\rangle|^{2} \leq \mathbb{E} \sup _{\|\mathbf{x}\|_{2} \leq 1}|\langle x, \mathbf{Y}\rangle|^{2}=\mathbb{E}\|\mathbf{Y}\|_{2}^{2} \tag{A.5}
\end{equation*}
$$

## A.2. Noncommutative Khintchine inequalities

For a matrix $A$, we define its Schatten $p$-norm as

$$
\|A\|_{S_{p}}:=\|\sigma(A)\|_{p}, \quad 1 \leq p \leq \infty
$$

where $\sigma(A)=\left(\sigma_{1}(A), \ldots, \sigma_{n}(A)\right)$ denotes the sequence of singular values of $A$. In particular, the following relations hold for Schatten norms, see $\mathbf{9 4}$ for a reference,

$$
\begin{equation*}
\|A\|_{S_{2 n}}^{2 n}=\operatorname{Tr}\left(\left(A A^{*}\right)^{n}\right) \tag{A.6}
\end{equation*}
$$

and, if $A$ has rank $r$,

$$
\begin{equation*}
\|A\|_{S_{p}} \leq r^{1 / p}\|A\| \tag{A.7}
\end{equation*}
$$

Next, we state the noncommutative Khintchine inequality for matrix valued Gaussian sums as it appears in $\mathbf{9 4}$. The same result holds for Bernoulli random variables which was first formulated by F. Lust-Piquard $\mathbf{8 0}$. The optimal constants were provided by A. Buchholz in $\mathbf{1 2}, \mathbf{1 3}$.

Lemma A.6. Let $\mathbf{g}=\left(g_{1}, \ldots, g_{M}\right)$ be a Gaussian sequence, and let $B_{j}, j=1, \ldots, M$ be complex matrices of the same dimension. Choose $n \in \mathbb{N}$. Then

$$
\mathbb{E}\left\|\sum_{j=1}^{M} g_{j} B_{j}\right\|_{S_{2 n}}^{2 n} \leq C_{n} \max \left\{\left\|\left(\sum_{j=1}^{M} B_{j} B_{j}^{*}\right)^{1 / 2}\right\|_{S_{2 n}}^{2 n},\left\|\left(\sum_{j=1}^{M} B_{j}^{*} B_{j}\right)^{1 / 2}\right\|_{S_{2 n}}^{2 n}\right\}
$$

where $C_{n}=\frac{(2 n)!}{2^{n} n!}$.
The following lemma is taken from 10 and provides an example of "decoupling" the sums of chaos variables. Decoupling is a technique that reduces stochastic dependencies in certain sums of
random variables. A typical example of such a sum is $\sum_{j \neq k} \epsilon_{j} \epsilon_{k} \mathbf{x}_{j k}$ where $\mathbf{x}_{j k}$ are some vectors and $\left(\epsilon_{j}\right)$ is a Bernoulli series. Many other results about decoupling can be found in $\mathbf{3 5}$.

Lemma A.7. Let $\boldsymbol{\xi}=\left(\xi_{1}, \ldots, \xi_{M}\right)$ be a sequence of independent random variables with $\mathbb{E} \xi_{j}=0$ for all $j \in[M]$. Let $B_{j, k}, j, k \in[M]$ be a double sequence of elements in a vector space with norm $\|\cdot\|$. Then for $1 \leq p \leq \infty$

$$
\mathbb{E}\left\|\sum_{j \neq k}^{M} \xi_{j} \xi_{k} B_{j, k}\right\|^{p} \leq 4^{p} \mathbb{E}\left\|\sum_{j \neq k}^{M} \xi_{j} \xi_{k}^{\prime} B_{j, k}\right\|^{p}
$$

where $\boldsymbol{\xi}^{\prime}$ denotes an independent copy of $\boldsymbol{\xi}$.
The following result is the noncommutative Khintchine inequality for decoupled Gaussian chaos and the proof is same for Rademacher chaos which is given in $\mathbf{9 3}$. A slightly general version without explicit constants appears in $\mathbf{9 0}$.

Lemma A.8. Let $B_{j, k} \in \mathbb{C}^{r \times t}, j, k=1, \ldots, M$, be complex matrices of the same dimension. Let $\mathbf{g}, \mathbf{g}^{\prime}$ be independent Gaussian sequences. Then, for $n \in \mathbb{N}$,

$$
\begin{aligned}
& {\left[\mathbb{E}\left\|\sum_{j, k=1}^{M} g_{j} g_{k}^{\prime} B_{j, k}\right\|_{S_{2 n}}^{2 n}\right]^{1 /(2 n)} \leq 2^{1 /(2 n)}\left(\frac{(2 n)!}{2^{n} n!}\right)} \\
& \times \max \left\{\left\|\left(\sum_{j, k=1}^{M} B_{j, k} B_{j, k}^{*}\right)^{1 / 2}\right\|\left\|_{S_{2 n}},\right\|\left(\sum_{j, k=1}^{M} B_{j, k}^{*} B_{j, k}\right)^{1 / 2}\left\|_{S_{2 n}},\right\| F\left\|_{S_{2 n}},\right\| \tilde{F} \|_{S_{2 n}}\right\},
\end{aligned}
$$

where $F, \tilde{F}$ are the block matrices $F=\left(B_{j, k}\right)_{j, k=1}^{M}$ and $\tilde{F}=\left(B_{j, k}^{*}\right)_{j, k=1}^{M}$.

## A.3. Moments and tails

The following lemma is a special case of [54, Proposition 8.2].
Lemma A.9. Let $g_{1}, g_{2}, \ldots, g_{N} \in \mathbb{R}$ be a sequence of (not necessarily independent) standard Gaussian random variables. Then,

$$
\mathbb{E} \max _{i \in[N]}\left|g_{i}\right|^{2} \leq c \ln (N)
$$

for some $c>0$.
The next result $\mathbf{9 4}, \mathbf{1 0 5}$ provides a relation between moments and tails of random variables.
Proposition A.10. Suppose $Z$ is a random variable satisfying

$$
\left(\mathbb{E}|Z|^{p}\right)^{1 / p} \leq \alpha \beta^{1 / p} p^{1 / \gamma} \text { for all } p_{0} \leq p \leq p_{1}
$$

for some constants $\alpha, \beta, \gamma, p_{1}>p_{0}>0$. Then

$$
\mathbb{P}\left(|Z| \geq e^{1 / \gamma} \alpha u\right) \leq \beta e^{-u^{\gamma} / \gamma}
$$

for all $u \in\left[p_{0}^{1 / \gamma}, p_{1}^{1 / \gamma}\right]$.
Now we present a slight variation on the previous result.

Proposition A.11. Suppose $Z$ is a random variable satisfying

$$
\left(\mathbb{E}|Z|^{p}\right)^{1 / p} \leq \beta^{1 / p}\left(\alpha_{1} p+\alpha_{2} \sqrt{p}\right) \text { for all } p \geq p_{0}
$$

Then, for $t \geq e \alpha_{1} p_{0}+e \alpha_{2} \sqrt{p_{0}}$,

$$
\mathbb{P}(|Z| \geq t) \leq \beta \exp \left(-\frac{t^{2}}{e^{2} \alpha_{2}^{2}+2 e \alpha_{1} t}\right)
$$

Proof. By Markov's inequality, we obtain

$$
\mathbb{P}\left(|Z| \geq e\left(\alpha_{1} u+\alpha_{2} \sqrt{u}\right)\right) \leq \frac{\mathbb{E}|Z|^{p}}{\left(e\left(\alpha_{1} u+\alpha_{2} \sqrt{u}\right)\right)^{p}} \leq \beta\left(\frac{\alpha_{1} p+\alpha_{2} \sqrt{p}}{e\left(\alpha_{1} u+\alpha_{2} \sqrt{u}\right)}\right)^{p}
$$

Choosing $p=u$ yields $\mathbb{P}\left(|Z| \geq e\left(\alpha_{1} u+\alpha_{2} \sqrt{u}\right)\right) \leq \beta e^{-u}$ for $u \geq p_{0}$. Taking the inverse of the function of $u$ in the probability expression, we can equivalently write for $t \geq e \alpha_{1} p_{0}+e \alpha_{2} \sqrt{p_{0}}$

$$
\mathbb{P}(|Z| \geq t) \leq \beta \exp \left(-\frac{v}{c^{2}} h_{1}\left(\frac{c t}{v}\right)\right)
$$

where we set the function $h_{1}(x)=1+x-\sqrt{1+2 x}$ and the variables $v=\frac{e^{2} \alpha_{2}^{2}}{2}$ and $c=e \alpha_{1}$. It follows from the elementary inequality $h_{1}(x) \geq \frac{x^{2}}{2(1+x)}$ that

$$
\mathbb{P}(|Z| \geq t) \leq \beta \exp \left(-\frac{t^{2}}{2(v+c t)}\right)
$$

Plugging $v$ and $c$ finishes the proof.
The next lemma is due to Latała, [77, Corollary 3] and gives an estimate for the moments of sums of independent random variables.

Lemma A.12. There exists a universal constant $K<6$ such that if $X_{j}$ are independent nonnegative random variables and $q \geq 1$, then

$$
\begin{equation*}
\left(\mathbb{E}\left(\sum_{j} X_{j}\right)^{q}\right)^{1 / q} \leq K \frac{q}{\ln (q)} \max \left\{\sum_{j} \mathbb{E} X_{j},\left(\sum_{j} \mathbb{E} X_{j}^{q}\right)^{1 / q}\right\} \tag{A.8}
\end{equation*}
$$

## A.4. Concentration inequalities

The following lemma from $\mathbf{3 2}$ provides elegant estimates for the extremal singular values of a Gaussian matrix, see also [54, Chapter 9]. Its proof relies on the Slepian-Gordon Lemma $\mathbf{6 0}, 61$ and the concentration of measure for Lipschitz functions $\mathbf{7 8}$.

Lemma A.13. Let $A$ be an $m \times s$ Gaussian matrix with $m>s$ and let $\sigma_{\min }$ and $\sigma_{\max }$ be the smallest and largest singular values of the normalized matrix $\frac{1}{\sqrt{m}} A$. Then for $r>0$,

$$
\begin{align*}
& \mathbb{P}\left(\sigma_{\min } \leq 1-\sqrt{s / m}-r\right) \leq e^{-m r^{2} / 2}  \tag{A.9}\\
& \mathbb{P}\left(\sigma_{\max } \geq 1+\sqrt{s / m}+r\right) \leq e^{-m r^{2} / 2} \tag{A.10}
\end{align*}
$$

The following result is the concentration of measure inequality for Lipschitz functions. The proofs and more details can be found in many references, for instance $\mathbf{8 , 7 8}, \mathbf{1 0 1}$.

Lemma A.14. (Concentration of measure) Let $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be an L-Lipschitz function:

$$
|f(x)-f(y)| \leq L\|x-y\|_{2}, \text { for all } x, y \in \mathbb{R}^{n}
$$

Let $g=\left(g_{1}, \ldots, g_{n}\right)$ be a vector of independent standard normal random variables. Then, for all $t>0$,

$$
\begin{equation*}
\mathbb{P}(\mathbb{E}[f(g)]-f(g) \geq t) \leq e^{-\frac{t^{2}}{2 L^{2}}} \tag{A.11}
\end{equation*}
$$

and consequently

$$
\begin{equation*}
\mathbb{P}(|f(g)-\mathbb{E}[f(g)]| \geq t) \leq 2 e^{-\frac{t^{2}}{2 L^{2}}} \tag{A.12}
\end{equation*}
$$

The following result appears in $\sqrt{2}$.
Lemma A.15. Assume $X$ is a random variable such that for all $t \geq 0$,

$$
\mathbb{P}(|X-\mathbb{E} X|>t) \leq c \exp \left(-\min \left\{t^{2} / \sigma_{1}^{2}, t / \sigma_{2}\right\}\right)
$$

for some $c, \sigma_{1}, \sigma_{2} \geq 0$. Then

$$
\left|\left(\mathbb{E} X^{2}\right)^{1 / 2}-|\mathbb{E} X|\right| \leq C \sqrt{\sigma_{1}^{2}+\sigma_{2}^{2}}
$$

for some constant $C$ that depends only on $c$.

## A.5. Stirling's formula

The Gamma function is defined for $x>0$ via

$$
\Gamma(x)=\int_{0}^{\infty} t^{x-1} e^{-t} d t
$$

see 54 for a reference. For integer values $n$, it coincides with the factorial function, i.e.,

$$
\begin{equation*}
\Gamma(n)=(n-1)!. \tag{A.13}
\end{equation*}
$$

Stirling's formula states that, for $x>0$,

$$
\begin{equation*}
\Gamma(x)=\sqrt{2 \pi} x^{x-\frac{1}{2}} e^{-x} \exp \left(\frac{\theta(x)}{12 x}\right) \tag{A.14}
\end{equation*}
$$

with $0 \leq \theta(x) \leq 1$. It simply follows that

$$
\begin{equation*}
\sqrt{2 \pi} x^{x-\frac{1}{2}} e^{-x} \leq \Gamma(x) \leq \sqrt{2 \pi} x^{x-\frac{1}{2}} e^{-x} e^{\frac{1}{12 x}} \tag{A.15}
\end{equation*}
$$

Using A.13 and A.14 yields

$$
\begin{equation*}
n!=\sqrt{2 \pi n} n^{n} e^{-n} e^{R_{n}} \tag{A.16}
\end{equation*}
$$

with $0 \leq R_{n} \leq 1 /(12 n)$.
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