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Abstract

The topic of this thesis is the evolution of thin viscous films on curved substrates. Using
techniques from differential geometry, namely the exterior calculus of differential forms,
and from optimization theory, in particular the theory of saddle point problems and
the shape calculus, we reduce a variational form of the Stoke equations, which govern
the flow, to a two dimensional optimization problem with a PDE constraint on the
substrate. This reduction is analogous to the lubrication approximation of the classic
thin film equation. We study the well-posedness of a, suitably regularised, version of
this reduced model of the flow, using variational techniques. Furthermore, we study the
well-posedness and convergence of time- and space-discrete versions of the model. The
time discretization is based on the idea of the natural time discretization of a gradient
flow, whereas the spatial discretization is done via suitably chosen finite element spaces.
Finally, we present a particular implementation of the discrete scheme on subdivision
surfaces, together with relevant numerical results.
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Introduction

In recent years, the investigation of the dynamics of liquid thin films has attracted in-
creased attention in the field of physics, engineering and mathematics. In many applica-
tions in materials science and biology, liquid thin films do not reside on a flat Euclidean
domain but on curved surfaces (Howell[How03], Roy, Roberts and Simpson[RRS02],
Schwartz and Weidner[SW95], Wang[Wan84]). Examples are the spreading of liquid
coatings on surfaces, the surfactant-driven thin film flow on the interior of the lung alve-
oli (Xu et al.[XLLZ06]) and the tear film on the cornea of the eye (Braun et al.[BUM™]).
The evolution of the film thickness is often of greater interest than the actual velocity or
pressure field within the fluid volume. In that case, a lubrication approximation dating
back already to Reynolds[Rey86] allows us to replace the governing Navier-Stokes and
moving free boundary model by with an evolution model expressed solely in terms of the
film height or a related quantity. For a thin film deposited on a planar substrate, and in
the limit of vanishing thickness-to-length ratio, one can derive through the well-known
lubrication theory (Oron, Davis and BankofffODB97]) a limit model in the form of a
fourth order nonlinear parabolic problem for the evolution of the film height h (Bernis
and Friedman[BF90], Bertozzi and Pugh[BP96], Bernis[Ber95], Beretta, Bertsch and Dal
Paso[BBDP95]). We refer to Oron, Davis, and BankofffODB97] for the derivation of the
model and to Myers[Mye98] for an overview of the mathematical treatment of surface-
tension-driven thin fluid films. A recent review by Craster and Matar[CMO09] discusses
the dynamics and stability of thin liquid films involving external forcing, thermal effects
and intermolecular forces.

Already in ’84, Wang[Wan84] presented a lubrication model for the evolution of a
thin film flowing down a curved surface. Schwartz and Weidner[SW95] discussed the
additional forcing effect due to the surface curvature. A lubrication model for the dy-
namics of the film, in the form of a PDE for the evolution of the film thickness, has been
derived by Roy, Roberts and Simpson[RRS02]. Unlike the case of a flat substrate, their
lubrication model is an approximation of the Navier-Stokes equations, rather than the
limit model for vanishing film thickness. The approximation is based on a second order
expansion in €, where € is the scale ratio between the characteristic height of the film
and the characteristic length of the surface. Roberts and Li[RL06] extended this model
to include inertial effects, by adding an evolution law for the average lateral velocity. In
Thiffeault and Kamhawi[TKO06] gravity-driven thin film flows on curved substrates are
studied from a dynamical systems point of view. A related gravity-driven shallow water
model on curved geometries, namely topographic maps, was investigated by Boutounet
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et al.[BCNVO08] Kalliadasis and Bielarz[KB00] directly applied a thin film model on
topographic maps to analyze the impact of topological features on the formation of cap-
illary ridges. Jensen et al.[JCKO04] studied the flow of a thin, homogeneous liquid layer
induced by a sudden change in the shape of the substrate. Thin film flow on moving
curved surfaces was investigated by Howell[How03], who explored the behavior for large,
non-uniform curvature, whose gradient dominates the flow and leads in the limit to a
hyperbolic equation with shock formation at specific regions of the substrate. The flow
of a thin film on a flat, but non-linearly stretching, sheet was discussed by Santra and
Dandapat[SD09].

There are two main challenges in modelling the thin film flow on a curved substrate.
The first one is that, contrary to the flat case, the anisotropic nature of the mobility
can not be ignored and therefore it needs to be taken as a tensor, rather than a scalar,
function of the film thickness. The second difficulty is that the free energy of the film
is dominated by curvature- and gravity-driven transport-like terms, whereas the surface
tension-driven Dirichlet energy is a first order correction. Since the regularizing effects
of the Dirichlet energy are vital to the proper modelling of the problem, we can not limit
ourselves to a leading order approximation, as in the classic lubrication approximation.
The first chapter of the thesis lays down the foundations for simultaneously dealing with
both of these issues. We use the exterior calculus of differential forms (presented with
particular emphasis in physical applications in Frankel[Fra04]) to explore the differential
calculus of curved thin structures. The main result (Prop. 1.55) is a set of expressions
for the gradient, curl and divergence that feature

1. a decomposition into normal-tangential components,
2. a natural expansion into terms of different order in the thickness parameter ¢, and

3. transparent inclusion of the effects of both the scalar and tensor curvatures of the
substrate.

In the second chapter, we combine the results of the first chapter with tools from
the wvariational theory of saddle point problems (as developed by Brezzi[Bre74] and
Babuska[Bab73]) and shape calculus (as presented in Sokolowski and Zolésio[SZ92]) to
reduce an appropriate variational form of the Stokes equations to a two-dimensional
variational model for the evolution of the thickness of the film on the substrate. The
reduced model, which takes the form of a PDE-constrained minimization problem, is
accurate to first order in the thickness parameter e. Moreover, it describes a gradient
flow for the free energy of the film in a suitable metric derived from the mobility. In this
way it preserves an important physical property of the original non-reduced problem,
i.e. the creeping flow of the viscous fluid, which also has interesting applications in the
analysis of these types of problems (as shown by, among others, Otto[Ott98], Giacomelli
and Otto[GO02, GOO03], Mattes et al.[MMS09] and Slepcev[Sle09]).
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Convergent numerical discretizations of thin film flow were investigated for instance
by Zhornitskaya and Bertozzi[ZB00] using an entropy-consistent finite difference scheme,
and independently by Griin and Rumpf[GRO00] based on a related finite element ap-
proach. A numerical discretization of surfactant spreading on liquid thin films was
proposed and analyzed by Barrett et al.[BGNO03]. For the discretization of the thin film
equation on curved substrates, Roy, Roberts and Simpson[RRS02] used a straightfor-
ward finite difference approximation of the fourth order PDE with implicit treatment of
the higher order terms and a small ratio of time step to spatial grid size to cope with the
stiffness of the problem. Schwartz and Weidner also applied a semi-implicit finite differ-
ence scheme and Myers et al.[MCC02] used a semi-implicit finite volume type approach
with a flux splitting. In his doctoral thesis[Nem12|, Nemadjieu developed a finite volume
scheme for the discretization of transport-diffusion problems on moving hypersurfaces,
and applied it to the evolution of surfactant-driven thin film flows on moving surfaces.
A level set implementation of the model in Roy, Roberts and Simpson[RRS02] was pro-
posed by Greer et al.[GBS06]. To ensure the stability of the proposed schemes in all these
cases, the time-step size has to be chosen very small. A variational time discretization of
the underlying gradient flow structure offers an attractive alternative and in particular
allows for large time steps. For planar surfaces and thin coatings consisting of a resin
and a solvent component, such a scheme has already been investigated by Dohmen et
al.[DGORO7]. Diiring et al.[DMM10] also derived a numerical scheme for the nonlinear
fourth order Derrida-Lebowitz-Speer-Spohn equation, using the gradient flow structure
induced by the underlying Wasserstein-type transport problem. Glasner[Gla05] used a
Galerkin discretization of a variational model, related to the reduced model of Chap. 2,
to study the movement of the contact lines of thin films on planar substrates.

The purpose of the third chapter then is to derive and study an appropriate discretiza-
tion of the reduced model of the second chapter. Our main tool is again the variational
theory of saddle point problems. The well-posedness of this type of problems depends
on the coercivity of the objective function and an inf-sup condition for the constraint.
We introduce appropriate regularizations of the mobility and the PDE-constraint, that
meet these conditions, and proceed to study the properties of the regularized model.
Furthermore, we apply the aforementioned natural time discretization concept to the
regularized model, and study the well-posedness and convergence of the resulting semi-
discrete scheme. At this point it should be noted that in Rumpf and V.[VR13] we also
presented a numerical scheme for the evolution of thin film flow on curved substrates,
based on the reduced (non-regularized) model of the second chapter. The scheme was
built on the aforementioned natural time discretization of the gradient flow and on dis-
crete exterior calculus for the spatial discretization, resulting in a finite volume type
scheme. In this thesis we turn to the finite elements methodology instead, ending the
third chapter by stating and proving a general convergence result for the Galerkin dis-
cretization of the regularized model over appropriate finite element spaces. Finally, the
fourth chapter deals with the numerical implementation of the resulting FEM scheme.
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The main challenge is the need for an H?2-conforming set of basis functions over the
substrate surface. We show how this can be done over subdivision surfaces (as defined
by Catmull and Clark[CC78]), where such a basis exists essentially by construction, and
conclude by presenting a number of numerical tests for the scheme. For the sake of
comparison, we have also included certain numerical results from [VR13] in figures 4.1
and 4.2.

The author of this thesis was supported by BIGS, the Bonn International Graduate
School in Mathematics, and by DFG, the Deutsche Forschungsgemeinschaft, under SFB
611 ”Singular Phenomena and Scaling in Mathematical Models”. The support of the
doctoral advisor Prof. Dr. Martin Rumpf is of course greatly appreciated.
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1. Exterior Calculus on Thin Domains

1.1. Outline

In this chapter, we develop a calculus of thin structures (films, shells), i.e. subsets of
R3 which are made of points that lie within a small distance of a generating surface.
We present decompositions of objects in the thin structure in terms of tangential and
normal components defined on the generating surface and express the action of various
differential and integral operators in terms of these components.

The section 1.2 introduces the cylindrical manifold K, which is a convenient represen-
tation of a “thickened” surface. Sections 1.3 - 1.6 are a concise presentation of exterior
calculus on K, building towards Sec. 1.7, where we express the classic differential opera-
tors on K using differential forms. Proposition 1.55, the decomposition of the differential
operators (grad, div, curl) in tangential and normal components, is the main result of
the chapter. The rest of the chapter deals with tensor calculus, necessary for handling
the vector gradient Vv of the velocity in Chapter 2. Section 1.8 presents basic definitions
and results for second-order tensors in R™ and in particular the vector gradient.

Our treatment is based on the exterior calculus of differential forms and follows nota-
tion and definitions from Frankel[Fra04], Do Carmo[DC94] and Bishop and Goldberg[BG80].
We use the Einstein summation convention, where the same index repeated (usually, but
not necessarily, as a super- and subscript) is summed over all its possible values. Bold
symbols, like s and N, denote vectors in R3.

1.2. The cylindrical manifold K

N(p)

Figure 1.1.: Embedding of the generating surface. Embedding s of I' in R3 and the
corresponding Gauss map N.



1.2. The cylindrical manifold K

We consider a 2-dimensional manifold I' and an embedding s : T' — R3 (see fig. 1.1).
We assume that the embedding is isometric, that is the metric gr on I' is the pull-back
metric,

gr(u,v) = (ds(u),ds(v)), Vu,v e T,T, (1.1)

where ds : T),I" — Ty,)sl is the differential (pushforward) of the embedding s and (-, ) is
the euclidean inner product in R3. Furthermore, we assume that the surface sI' C R? is
compact, orientable and smooth enough so that the Gauss map N : I' = S2, which maps
points p € T to unit normals N(p), and its differential dN exist. Because the tangent
plane T,sI' is perpendicular to N(p), it can be naturally identified with the tangent
space TN(p)SQ, and therefore the differential dN : T,,I' — TN(p)52 & Ty(p)sl induces in a
natural way a linear mapping S : T,I' — T,I', called the shape operator (or Weingarten
map), such that

ds(Su) = —dN(u), YueT,I. (1.2)

The negative sign on the right hand side is due to convention. Considering the shape
operator as a (1,1) type tensor, it is a classic result in the differential geometry of surfaces
(see §8.2 in [Fra04]) that S is self-adjoint (see §1.3). We can identify the tensor invariants
tr.S and det .S with the mean curvature H and Gaussian curvature G of I' resp.:

trS=:H, detS=:G. (1.3)

Ly

o\
I RS
K=TIx1 7|L

Figure 1.2.: Embedding of the cylindrical manifold. Embedding x of the cylindrical man-
ifold K =T x I, I C R, in R3 and the 1-parameter family of lifts I of T
into K.

Now we consider the Cartesian product I' x I, where I C R and 0 € I, which we map
into R? via the following mapping (see fig. 1.2):

x(p,n) :=s(p) +enN(p), Vpel,nelCR. (1.4)
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The cylindrical manifold K is the Cartesian product I' x I with the pull-back metric
g(u,v) = (dx(u),dx(v)), Yu,v € T, K. (1.5)

Note that this is not the natural product metric gnr«n((u1, u2), (v1,v2)) = gar(uy, v1) +
gn(ug,v9), for (uj,us),(vi,va) € TM x TN = T M x N. Indeed, it is exactly the
discrepancy between the product metric gr«g and the pull-back metric g that necessi-
tates a large part of the machinery that we develop in this chapter. We also define the
1-parameter family of lifts I, : p € I' = (p,n) € K for n € I.

The tangent space T, ,) K admits a natural decomposition in terms of tangential and
normal components in the following sense:

Proposition 1.1 (Decomposition of tangent vectors). For any u € T, ) K, there erist
unique ur € TpI' and u, € R, such that u = ur + u,0n.

Proof. The tangent space T{,,)K of the product manifold K = I' X I at a point p
is naturally isomorphic to the product T,I' x T;,I, which is in turn isomorphic to the
direct sum T,I' @ T;)1. Let {Ox1,0x2} be a basis of T,I" and let dn be the base vector
of the 1-dimensional vector space T,I = R, then for any u € T{,, K we have u =
uldxy + u?0xe + u0n. Identifying upr := u'Oxy + u?0xs and u, := u3 gives us the
desired decomposition.

O
Using this decomposition, we can rewrite the metric ¢ in a more useful form:
Proposition 1.2 (Metric g of K). For any u,v € T(, K,
9(u,v) = gr(Ayur, Ayor) + € unvn, (1.6)

where A,y :=1id —enS is a self-adjoint tensor.

Proof. From the definition x(p,n) := s(p) +enN(p), we can write the pushforward dx(u)
as

dx(ur + undn) = ds
=ds
=ds
=ds

ur) + endN(ur) + eu, N,
ur) — ends(Sur) + eu, Ny,
(id —enS)ur) + eu, N,
Ajur) + eupN,,.

—~ Y~

The tensor A, is self-adjoint, because the identity tensor id and the shape tensor S are
self-adjoint (see §1.3). Recalling that N, is a unit vector and that it is perpendicular to
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ds(+), the metric is then

9(u,v) = (dx(u), dx(v))
= (ds(Ayur) + eu, Ny, ds(A,vr) + ev,Np)

n
77“1“) (AHUF» + €2unvn (Np, Np)

(A
(ds(A

= gr(Ayur, Ay, vr)—f—e Up Uy,
O

The difference with the product metric grxr(u,v) = gr(ur,vr) + upvy, is now clear.

The following result sets a limit on how large 1 can be, given € and the curvature of
I

Proposition 1.3 (Positive definiteness of g). The metric g is positive definite, if gr is
positive definite and A\, # 0, where A\, := det (A;)).

Proof. Let uw # 0 = ur # 0or u, # 0 be an arbitrary vector in TK. If ur # 0,
then det A, # 0 = Ajur # 0 and so gr(Ayur, Ayur) > 0, since gr is pos. definite.
It follows that g(u,u) = gr(Ayur, Ayur) + €2u? > 0. If up = 0, then u, # 0 and so
g(u,u) = 2u? > 0. In any case g(u,u) > 0 and so g is positive definite. O

Lemma 1.4 (Scale factor \,). If A, = id —enS, then det (A,;) = 1 —enH +€2n*>G, where
H=+trS and G =det S.

Proof. Let k1, k9 be the eigenvalues of S, with corresponding eigenvectors o1, 02. Then
o1 and oy are also eigenvectors of A, with corresponding eigenvalues A\, := 1 — enkq,
since Ayoo = 0o — €S04 = 0q — €NKaOq = Aa0q. It follows that det A, = My =
(1—enky)(1—enka) = 1—en(r1+r2)+e?n’kike = 1—entr S+e?n?det S = 1—enH+e2n*G.

O

Remark 1.5. It follows that the manifold K =T x I is well defined only when
Ay # 0 for all n € 1. Noting that A, = id + O(e€), we will make the stronger assumption
that A, is positive definite everywhere in K, i.e. A, 2 > 0.

The differential p-forms QP(K) also admit a decomposition in tangential and normal
components. Consider the following characterization of the basis of the space QP (M) of
p-forms on a manifold M:

Proposition 1.6 (Basis of QP(M)). Let {dx',...,dz"} be a (local) basis of the cotangent
bundle T*M of an n-dimensional manifold M. Then the ( ) dimensional space QP (M™)

admits the (local) basis {dz* A...NdxP,... dz!, ... dz"~ p“ . ANdx"}, where I € T

denotes an ordered subset i1 < ... <1, of the indices {1,...,n} and dz’ :=dz" A ... A
dx', and the base forms are in lexicographic order.
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Proof. We prove this inductively:

For p = 1, the space of 1-forms Q*(M) = T*M has indeed dimension n = (}) and the
set {dx!,...,dz"} has the desired form and is a basis by assumption.

Assume that the space QP(M) has dimension (7;) and the p-forms {dz! A ... A daP,
coodat o da"PTY AL A da™) form a basis. By definition, every (p + 1)-form in the
space QPTL(M) is the wedge product of a p-form and a 1-form. It follows that it suffices
to consider all the possible wedge products between forms in the basis of APM and T*M:

delt Ndx? € {det AL NdaP, . dat L de TP A L A da™Y A {dat L danY.

If ¢ € I then dz! Adx? = 0. If ¢ ¢ I, then we can repeatedly apply the property
w A1 = —1) A w of the wedge property to sort the indices of the form:

de’ ANdx? = dz™ A ... Adx Adx? = —dz™ A ... A datrt Ada? A datP
= ... = (=1D)"dz"" A...ANdar AdxT AL A dzt

until ¢,_, < g or we run out of indices, in which case » = p. If ¢ is larger than any
index in I, and so no juxtapositions are necessary, we let r = 0. It follows that in any
case, there exists an integer 7 > 0 and a order set of p + 1 indices I € I, so that

de! A dxd = (—1)7’d$1~ . The form da! is exactly an element of the proposed basis and,
given that the elements of the proposed basis are obviously products of p-forms and

1-forms, this completes the proof.
O

Proposition 1.7 (Decomposition of p-forms in Q(K)). For any w € QP(K), p > 1,
there exist unique wr € QP(T') and w, € QP~1(T') such that

w = wr + wp Adn. (1.7)

Proof. If {dz', dz?} is a basis for the 1-forms of I', we can extend it to a basis {dz!, dz?,
dz® = dn} for T*K. Using the previous result, we know that {dz'A...AdzP, ... dz’, ...,
dz"PTL A A da™}, with no = 3, is a basis for QP(K). The set of indices Z can be
partitioned in two subsets, the subset of indices Ig C Zg which do not include the index 3
and therefore the corresponding base form does not include dz3, and the subset of indices
IS \Ig which do include 3 and therefore the corresponding p-forms can be written as

dz! = dal A da® with T € Ig_l. It follows that an arbitrary p-form w € QP(K) can be
decomposed as

w= Z w1d$1 = Z w[da:1+ Z wfdxf/\d:c?’ = Z wjdxl + Z wfda:j Adn.

IeT} Ie1? fez?_, Ie1? fez?_,
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Identifying wr := Y ;cq0 wrdz! € QP(T) and wy, ==Y 7 1 ) wjdasf € QP~1(T) yields the
P p—
desired result.
U

A special case is the decomposition of the volume form volg of K. The volume form
volys of an (orientable) Riemannian manifold M can be defined as follows:

Definition 1.8 (Volume form of a manifold). Let M be an n-dimensional Riemannian
manifold with metric gy, and {dz',...,dz"} a (local) basis of the cotangent bundle
T*M. Then we define its volume form as the diff. n-form volys := v/det gar dz' A. .. dx",
where det gps is understood as the determinant of the matrixz representation of the metric
tensor (g )ij = gm(0xi, Ox;) in the basis {0z1,...,0z,}.

Proposition 1.9 (Volume forms). The volume forms of T' and K satisfy
volg = €Ay, volr Adn, (1.8)
where Ay =1 — enH + e2n?G as in Lemma 1.4.

Proof. Expressed in the basis {Ox1, 0x2}, the metric of I' is (gr)as = gr(0zq, 0x3). Like-
wise, expressed in the basis {0x1, 0x2, 0x3 = On}, the metric of K is gog = gr(A, 024, Ay0z3),
9a3 = 93a = gr(0n, A,)0x4) = 0 and g3z = gr(dn, dn) = €2. We can write the 3 x 3 matrix

of g in block form as
ATgFA 0
= (DIl
o= (M 2)

It follows that det g = edet (AggrAn) = €%det (A,)%det (gr) = /det g = €|det (A,)| v/det gr =
eApv/det gr. From the definition of voly; above, we have

volg = y/det gdx A dwa N dxg = e\\/det gr dzy A dxa A dn
=M, (\/det gt dz1 A dx2) A dip = e, volp Ady

d

1.3. Musical isomorphisms

On a (finite-dimensional) manifold M, there is a natural correspondence between the
vectors in the tangent space T,M, z € M, and the 1-forms in the cotangent (dual)
space T M. If we consider a basis {0x1,...,0z,} of T, M, then Oz; is mapped to
the dual base 1-form dx’ defined by dz'(dz;) = 4,5, 1 < j < n. The 1-forms are
linear functionals on T, M, and likewise the vectors are linear functionals on T M, i.e.
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T, M = T**M. This does not hold when the manifold M is infinitely-dimensional, in
which case T, M C T;*M. Note that

u(w) =w(u), YueT,M, weT,M.

We can write the action of 1-forms and vectors from the cylindrical manifold K on each
other in component form:

Proposition 1.10 (Action of vectors and 1-forms on K). For a vector v € T(,,,) K and

a 1-form w € T(’;,H)K,

u(w) = w(u) = wr(ur) + wpty,. (1.9)

Proof. The action of the 1-form dn on tangential vectors ur € T,K and the action of
tangential 1-forms wr € T K on the vector dn vanish by definition:

wr(dn) = dn(ur) =0, Vur € T,K, wr € T, K.

Furthermore, dn(dn) = 1. From the linearity of 1-forms and vectors (as operators) we
have then:

w(u) = (wr + wpdn) (ur + u,On)
= wr(ur) + upwr(0n) + wpdn(ur) + wpundn(on)

= wr(ur) + wpy.
O

When M is a Riemannian manifold, the metric gps induces a second mapping between
vectors and 1-forms on M. We can "flatten a vector”, in the following sense:

Definition 1.11 (Flat op. b). For a vectoru € T, M, there is a unique 1-formu® € T M,
such that
W (v) = gar(u,v), Yo e Ty M. (1.10)

Conversely, we can ”sharpen a 1-form”, in the following sense:

Definition 1.12 (Sharp op. f). For a I-form w € TxM, there is a unique vector
wt e Tp,M, such that
gu(whv) =w), YueT,M. (1.11)

The sharp and the flat are inverses of each other:

Lemma 1.13. For any u € T, M and w € T} M,

(W) = u and (W)’ = w. (1.12)
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Proof. For any v € T, M, from the definitions of b and £, we have
g (W), 0) = @ (v) = gur(u,v) = gar((w') = u,v) = 0.

From the positive definitiness of the metric, this implies that (u*)f —u = 0 = (v*)f = u.
Likewise, for any v € T, M, we have

(@)’ (v) = g (@, v) = w(v).

Two elements of a dual space V*, whose action coincides on any element of the primal
space V, must be equal and so (wf)’ = w.

O
The inverse g];[l of the metric is a bilinear form on T*M:
Definition 1.14 (Inverse metric g;/fl). For any w,v € Ty M
or equivalently, for any u,v € T, M
1,0 by .
gy (W, 07) = g (u,v). (1.14)

This definition is justified by the following lemma:

Lemma 1.15. For any u € T,M and w € T;M, the following two propositions are
equivalent:

1. grm(u,-) = w, in the sense that Vv € TpyM, gy (u,v) = w(v),
2. gJT/Il (w,-) = u, in the sense that Y € T M, g;j(w, V) = u(y).
Proof. (1. = 2.) The proposition 1. is equivalent to w = u’. We then have
u(w) = (u) = gu (¥, u) = gu (8, (')F) = g3 (0, 0) = g3 (¥, 0) = g3/ (0, ).

(2. = 1.) Likewise,

g (u,v) = gar(u, (V)F) =0 (u) = u(2”)
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Now consider a type (1,1) tensor A € T (T, M), i.e. a bilinear map A : T, M x T M —
R. The tensor can be thought of as a linear mapping on vectors A : u € T, M — A(u,-) €
TX*M =T, M, or equivalently as a linear mapping on 1-forms A:w € T)M — A(-,w) €
T M. We use the same symbol for all three mappings, with the exact meaning inferred
from the arguments. The equivalence between the three interpretations of A can be
expressed then as

A(u,w) = w(Au) = (Aw)(u), Yu e TyM,w e T, M. (1.15)

Note that the action of the identity tensor id is simply the application of vectors and
1-forms on each other:

id(u,w) == w(u) =u(w), YueT,M,weT;M. (1.16)
Using the musical isomorphisms, we can define the adjoint of A as follows:

Definition 1.16 (Adjoint tensor A*). For a type (1,1) tensor A € T{(T,,M), the adjoint
A* is the type (1,1) tensor defined by

A (u,w) == AW, u”), Yue T,M,weT:M. (1.17)

Proposition 1.17 (Properties of A*). The adjoint tensor A* € T{(T,,M) satisfies the
following properties:

1. A=A
2. gu(Au,v) = g (u, A*v) and gy, (Aw, ) = gy} (w, A*)
3. Aw’ = (A*u)’ and Aw? = (A*w)!

for any uw,v € T,M and w,y € T;M.

Proof. 1. For any u € TyM,w € Ty M, A*(u,w) = A*(Whv’) = A((«*)Y, (W) =
Au,w) = A = A.

2. gr(Au,v) = v°(Au) = A(u,v”) = A*(v,v’°) = v’ (A*v) = gar(u, A*v). Likewise for
9ar (Aw, ¥) = g3/ (w, A*).

3. For any v € T, M, (A*u)’(v) = gar(A*u,v) = gur(u, Av) = v’ (Av) = (Av’)(v) =
Au’ = (A*u)’. Likewise for Aw! = (A*w)t.
O

We are particularly interested in self-adjoint tensors:

Definition 1.18 (Self-adjoint tensor). A tensor A € T}(T,M) is called self-adjoint
when A* = A.

10
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The following properties of A* follow immediately.
Lemma 1.19. If A € T} (T, M) is a self-adjoint tensor, then
1. if A is invertible, then A~ is also self-adjoint,
2. gyv(Au,v) = gar(u, Av) and g;j(Aw, ) = g;/ll (w, Av),
3. (Au)’ = Av’ and (Aw)f = Awt,
for any u,v € T,M and w,y € T;M.
Proof. For 1., we will show that (A~ u)” = A=!(). Indeed
A(A7 ) = (AA™ 1) = .
2. and 3. are a direct application of the corresponding properties of adjoint tensors for

A* = A.
O

Turning our attention to the cylindrical manifold K, we can use the decomposition
(1.6) of the metric g to derive decompositions of § and b on K in terms of the corre-
sponding operators fir, bp on I':

Proposition 1.20 (Flat and sharp on K). For u € T(, ) K and w € T, ,\ K, we have
b _ b _ (A2 bp 2
uw = (ur +u,dn)’ = (Ajur)™ + € undn (1.18)

and
wh = (wr + wadn)? = (A 2wr)™ + e 2w, 0n. (1.19)

Proof. For an arbitrary v € T(,, ) K,
((A%ur)bF + 62und77) (v) = (A%up)bF (vr) + upvy, (from (1.9))
= gp(A%up, or) + €u,v,
= gr(Ayur, Ayur) + 2y vn

= g(u,v) (from (1.6))
=’ (v).

Since v was arbitrary, this proves (1.18).

11



1. Exterior Calculus on Thin Domains

For (1.19), and keeping in mind that A, is self-adjoint, we have

g((A;zwp)tiF + € 2w, 0n, v) = gr(A n(Ay, 20r)r, Ayor) + (e 2wp)v,  (from (1.6))
= gr(AJ (A 2wr)™, o) + wnvy
= gp((AzA 20r)f op) 4 Wi
= gr(wff, vr) + wavn
= wr(vr) + wpUy
w(v) (from (1.9))
—g(wb, v).
Since g((A;; 20r )i + 2w, 0n —wh, v) = 0 for any v and g is positive definite, this indeed

proves (1.19).
O

The inverse metric g~

metric ¢ in (1.6):

on K can also be written in terms of components, like the

Proposition 1.21 (Inverse metric g~! on K). For w,1 € T K,

Hw, ) = gr (A, twr, A ) + € Pwnthn. (1.20)
Proof. We use the decomposition (1.19) of the sharp:
“Hw, ) = glwh, v
= gr(Ay (A, 2wr)™, Ay (A 0r)F) + € (e 2wp) (¢ 24n)
= gr((Ay  wr)™, (A, r)™) + € Pwniby
= g5 (A twr, A M) + € Pwnthy.

O]

The metric g and the inverse metric g~! give us norms on vectors and 1-forms on K
resp.:

Definition 1.22 (Norms on TK and T*K). The norm on TK, which is induced by the
metric g, is for a vector u € T(,, K given by

u|? := g(u,u) = |Ayur|? + ul. (1.21)

Likewise, for a 1-form w € T(’; n)K the norm is given by

n

lw? := g7 (w,w) = ]A;lwp\% + e 2W2. (1.22)

12
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1.4. Hodge star

The Hodge star of a manifold M™ is a bijective linear operator x which maps p-forms
to (n — p)-forms. The Hodge star can be defined by extending the 1-form inner product
(W, ) = ng (w, 1) to p-forms and then, for a p-form w € QP(M"), identifying xw as
the unique (n — p)-form which satisfies

A w = (Y, w)prvolyy, Vi € QP(M). (1.23)
The extension of the inner product can be done as follows:

Definition 1.23 (Inner product in Q(M™)). On a Riemannian manifold M™ with metric
gu (v, ), we define the inner products (-,-)pr : QP(M™) x QP(M™) — R between p-forms,
as follows:

1. The inner product (-,-)pr s bilinear.
2. For 1-forms w, € QY (M™), (w,¥) s = g;/ll(w,d}).
3. For 1-forms wy,...,wp and Y1, ..., 10,

(Wi Ao Awp, 1 AL A Yp) v = det ((wi, ) mr)

For alternative (equivalent) definitions of the Hodge star, see §14.1 in [Fra04], §2.22
in [BG80] and the exercises of §1 in [DC94]. For the needs of this section, the following
properties of the Hodge star are sufficient:

Definition 1.24 (Properties of Hodge star x). On a Riemannian manifold M™,

1. The Hodge star operator x is linear.

2. Forw e QP(M"), *xw=(—1)P(n=P)y,

3. Forw,p € QP(M™), wAxp =1 A *w.

4. For 1-forms w,v¥ € Q(M™), wAxp = g;/[l(w,qﬁ) volyy.

On the generating surface I', we have the following results for the Hodge star *p:
Proposition 1.25 (Hodge star xp on I'). On the 2-dimensional manifold T',

1. Vf € QOT), *rf = fvolr.

2. Yw,p € QYT), wA*ptp = g;l(w,w) volr and *r *r w = —w.

3. Yw € Q3(T'), (xrw)volr = w.

13



1. Exterior Calculus on Thin Domains

4. The adjoint of *r, taken as a type (1,1) tensor, is —*r.
5. (,rw)i = — xp Wi and (xpu)’T = — xp T,

Proof. 1. and 2. follow immediately from the general properties of x above.

For 3., note that every 2-form w in I' can be written in a unique manner as a multiple
of the volume form volp. So if w = avolr, then xrw = « and indeed (*rw)volp =
avolr = w.

For 4., xr as a linear mapping from 1-forms to 1-forms can be expanded to act on
vectors via the relation (xpu)(w) = u(*rw). It suffices then to show that gr(*ru,v) =
gr(u, —*r v). Indeed,

gr(*ru,v) volp = vb(*pu) volr = (*pvb)(u) volr = gfl(*pvb, ub) volp = *pv” A xpu”

b

= s’ Axpt’ = ... = —gr (*rv, u) volp = gr(u, — *p v) volp .

We will show later (Cor. 1.52) that *ru is the pullback of the cross product u x N from
R3 to T.
5. follows then from the properties of adjoint tensors.

O
On the cylindrical manifold K, the Hodge star * can be decomposed as follows:
Proposition 1.26 (Hodge star x on K). On the 3-dimensional manifold K,
1. For 0-forms f € Q°(K),
* f=€eXyxr fAdn. (1.24)
2. For 1-forms w € QY (K),
*w = *p(€ )\nApr) Adn + 671/\770% volr, (1.25)
where wr € QM (T) and w, € Q(T).
3. For 2-forms w € Q*(K),
*w = —6_1)\;1/\727(*{‘0)”) + 6)\7;1(*1"0)1")(17’], (1.26)
where wr € Q*(T) and w, € QYT).
4. For 3-forms w € Q3(K),
*w = *(wp A dn) =€ AT Hp wn, (1.27)

where wy, € Q*(T).

14



1.5. Exterior & Lie derivatives and the interior product

Proof. 1. xf = fvolg = fe\,volpr Adn = € A\, (f volp) Adn = ey xr f Adn.
2. We verify the property (1.23):

(wr + wpdn) A {*p(e )\nA;21/)1‘) ANdn+ 6_1)\,]1/1n volp}
=wp A xp(e AgA, 29r) A dn + wpdn A (€7 Ayt volr)
=gr (wr, € )\nA;QwF) volp Adn + € X\ywnthndn A volp
= g1 (wr, A, *¥r) (€ Ay volr Adn) + € 2wy (e Ay volr Adn)
= {91:1 (Aglwr, A;WJF) + 672wnwn} (€ Ay volp Adn)
=g ' (w, ) volg .

We have used the fact that wp Avolp = 0, for any wr € QI(F), and that dnAvolp =
volr Adn.

3. Because « is bijective, it suffices to validate that for any 2-form w € Q?(K), xxw =
(=1)26=2)w = w. If we set

Ur = —€ A TAL (rwn),  ¥n = €A, (krwr),
we need to show that x(¢r + ¥pdn) = w. Indeed,

*(Wr + udn) = xr(e AgAy2br) A dn + € Ay, volr
= *F(_ *T wn) AN dT] + (*FWF) VOIF
=wnp A d7] + wr

= W.

4. Again, it suffices to show that «xw = (=1)3G3=3)y = w. Indeed,

* (e_l)\;l X Wy) = (e_l)\;l *T Wy ) VOl

= (7' A, ! 1 wp) (€ Ay volp Adn) = (xpwn) volp Adn = wy A dn,

where we used the fact that, as a 2-form on I, w,, satisfies (xrwy,) volp = wy,.
O

1.5. Exterior & Lie derivatives and the interior product

We start this section by considering a class of operators that act on differential forms
and satisfy certain distribution laws with respect to the wedge product.
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1. Exterior Calculus on Thin Domains

Definition 1.27 (Derivations and Antiderivations). A derivation is an operator D :
Q(M™) — Q(M™) acting on the differential forms of a manifold M™, which is additive
and satisfies a Leibniz rule with respect to the wedge product:

D(w A1) = D(w) At +w A D)) (1.28)

for allw € QP(M™) and ¢ € QI(M"™), 0 < p,q < n.
Likewise, an antiderivation is an additive operator A : Q(M™) — Q(M™), which
satisfies

AlwAY) = Alw) A+ (=1)Pw A A() (1.29)
instead.

An (anti-)derivation is uniquely determined by its action on the 0- and 1-forms:

Proposition 1.28 ((Anti-)derivations on Q(M™)). An operator L : QO(M™)UQ (M™) —
Q(M™) can be uniquely expanded to an (anti-)derivation L : Q(M™) — Q(M™).

Proof. Follows immediately from Prop. 1.6, which dictates that any w? € Q(M™) can be
written as Y jozn wrda™ A ... Ada', where wy € Q°(M™). Indeed, if L is a derivation
P

then

L(wP) = L( Y wrda™ A ... Ada'™)
Iezp
= Z L(wrdz™ A ... A dx™)
Iezy
= Z L(wr Adz™ A ... A dz'®)

Ie1y

=Y {L(wr) A(dz™ A ... Ada'®) +wp AL(da AL Ada'r) )
Iezy

=Y {L(wr) Ada™ AL Nda' + wp AL(da) AL N dat
IeTp

+wr Adz™ A... A L(dz')}

B Z {£<w1>/\dxil /\"'/\dxip+wlAﬁ(dxil)A...Adxip+...
=

+wr Ada™ AL A L(da') )}
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1.5. Exterior & Lie derivatives and the interior product

Likewise for an antiderivation

L(wP) = Z L(wr Adz™ A ... A dz®)

Iy

= Z {L(wr) A (dz™ A ... Ada'™) + (=1)%wr A L(dz™ A ... Ada')}
Iezn

=Y {L(wr) Ada™ A Ada™ +wp A L(da') A (da® AL A da?)
IeTy

+ (—1)'wr Adz™ A L(dz™ A... Adz'?)}

=) {L(wn) Ada AL Ada
Iezy

+ (=D o Ada™ AL A LAY AL A da' L)

=Y {L(w) Ada™ AL Ndaf 4
IeTy

+ (=D lwp Adat AL A L(dz) AL A da L)
O

First, we use the proposition above to generalize the natural coupling between vectors
and 1-forms to general p-forms:

Definition 1.29 (Interior product). For a vector v = v'dx; € TM™, the interior product
iyt QP(M™) — QP~L(M™) is the unique antiderivation which satisfies

ivf =0, fe€Q(Mm) (1.30a)
iydr' = dz'(v) = v’ (1.30b)
Corollary 1.30 (Interior product of 1-forms). For any I1-form w € Q'(M™) and vector

veTM",
ipw = w(v) (1.31)

Proof. If, in terms of components, v = v'0z; and w = w;dz’ then iyw = iv(widaﬁi) =
ip(wi A dz?) = (iyw;) A da® + (=1)%w; Adydz? = 0 A dz' + w; AVt = wivt = w(v).
O

Corollary 1.31 (Linearity of i,). For vectors u,v € TM", a,b € R and any differential
form w € Q(M™),
lautboW = @ lyw + biyw (1.32)

17
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Proof. The operator ai,, + bi, is easily shown to be an antiderivation, and furthermore
aiyf +biyf =0 = iguipf, for any f € QY(M™). It remains to verify the equality in
the 1-form case, where indeed igytpw = w(au + bv) = aw(u) + bw(v) = aiyw + biyw,
for any w € QY(M™).

O

Corollary 1.32 (Interior product and x). For any vector v € TM",
iy volps = 0 (1.33)

Proof. Tt suffices to show that v” A i,volyr = [v°|2, volys (see Prop. 1.24). Indeed, since
v” Avoly = 0, we have iv(vb/\volM) =0 = i,v” Avolys —v° Ay voly = 0 = v” Ady volyy =
v*(v) volps = [v°)3, volay.

O

The exterior derivative is the "natural” derivative for p-forms, since it generalizes the
notion of the differential of a scalar function:

Definition 1.33 (Exterior derivative). The exterior derivative d : QP(M™) — QPTL(M™)
is the unique antiderivation which satisfies

9
af = a&f

d(dz') =0 (1.34b)

da',  feQ(M™) (1.34a)

Proposition 1.34 (Closed forms). The exterior derivative vanishes over

1. exact forms, i.e. forms w € QP(M™) such that there exists 1 € QPTL(M™) with
dyp = w,
d(dw) =0, weQP(M") (1.35)

2. forms of mazximal degree w € Q"(M™), and in particular the volume form

dvoly; = 0 (1.36)

Proof. First we show that d? := d od is a derivation. Indeed, it is additive, d?(w + ) =
d(dw + dvp) = d?w + d*+p. Furthermore, for w € QP(M™) and 1 € QI(M™),

d*(wAY) = d(dw Ap + (—1)Pw A1)
= d?w A Y+ (1) dw A dyp + (—1)Pdw A dip + (—1)Pw A d?ep
= d*w A+ (—1)Pw A d*
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As a derivation, it is sufficient to show that d? vanishes on 0- and 1-forms. Since
d?(dz') = d(d(dx")) = 0, it remains to show that d?f = 0. We have

of . of - of . 92 f ) .
2fr — 1) — % 1) — J 2
A2 f = d(df) = d( de) d( 8xi)Adx + 5o A d(dz?) Bo; &Ujd:n A dz
0% f . . 0% f . .

= — 4 J = — v ]:— 2

0, dx' A dx oz 8xidw Adz d*f

which implies that d?f = 0.

A form of maximal degree w € Q"(M") can always be written in the form w =
adz' A...dz", o € Q°(M™). Using the same reasoning as in the antiderivation part of
the proof of Prop. 1.28, we can show that

dw = d(adz A ... dz™)
=dandz' A..odz™ + o+ () ladat AL Ad(dZFY A A NS+ L
=dandz' A ... dx"
oo’
:(8902
=0

dey Ndzt A AdTt A LA da”

The Lie derivative generalizes the notion of the directional derivative:

Definition 1.35 (Lie derivative). For a vector field v = v'dx; € TM™, the Lie derivative
Ly QP(M™) — QP(M™) is the unique derivation which satisfies

Lof =df(v) = gjvi, fe QM) (1.37a)

L,dz’ = dv’ (1.37b)

Corollary 1.36 (Cartan formula). For a vector field v € TM™ and a differential form
we QM™),

Low = diyw + i,dw (1.38)

Proof. We will show that di, +i,d is an antiderivation like £, and that their action on 0-
and 1-forms coincides. Then from Prop. 1.27 they are equal. The additivity of di, + i,d
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1. Exterior Calculus on Thin Domains

follows from the additivity of d and i,. Furthermore, for w € QP(M") and ¢ € QI(M"),

(diy + ipd)(w A ) = diy(w A Y) + iyd(w A1)

=d (iyw AP + (—1)Pw A iy)) + iy (dw A + (—1)Pw A dip)

= (diyw) A + (—1)PYiyw A dip + (=1)Pdw Aipth + (—=1)%w A (diyt))

+ (ipdw) Ap + (=1)Prdw A dyth + (= 1)Piyw A dip + (—1)*Pw A (i,de))

= (dipyw) N +w A (diyth) + (iydw) Ap + w A (i,de))

= (diyw + ipdw) AN + w A (diyt) + i,di))
For 0-forms, we have di, f + i,df = d(0) + df (v) = L, f, and for base 1-forms di,(dx?) +
ipd(dz?) = dv® +i,(0) = L,dx’.

O

We turn our attention to the cylindrical manifold K, by extending the partial deriva-
tive 8% to act on p-forms:

Definition 1.37 (Normal derivative). The normal derivative 2- : Q(K) — Q(K) is the

on -
unique derivation which satisfies !
0 af 0
—(f) = = O (K 1.
G =5 Fe9) (1.39)
o .
0 — 14
Sr(da) =0 (1.40)

For any p-form w € QP(M™), Loyw = g—‘;, and if furthermore w = wrdz™ A ... A dz',

then % = %“;{d:ﬂ“ A ... A\dzir.

Proof. Since L, and (.% are both derivations, it is sufficient to check their action on 0-
and 1-forms. For a.O—form feQK), Loyf =df(On) = g% and for 1-forms, Lo, (dz?) =
d(523) =0= %(dl‘l)

If w=wrdz®™ A...Adx', then

ow 0 - 4
— = dz" N ... ANdx'
an an(wl € x)
) ) , ddxi . , odx’
:ﬂdaﬁ“/\.../\dac“’—l—(,uj~ v Ao oANdx™ + .o Fwrde™ A LA vt
an on an
P . .
:ﬂdm“/\.../\d:ﬂp
on

d
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Recall that any p-form w € QP(K) admits a (unique) decomposition w = wr 4wy, A dn
into tangential wr € QP(I') and normal w,, € QP~1(T') parts (Prop. 1.7).

Proposition 1.38 (Exterior derivative of K). For any w = wr + w, A dn € QP(K),

dw = drw + dn A Zw

K e (1.41)

= drwr + <drwn + (_1)pf‘> A dn

on
More specifically,

of 0
df:dprra—ndn, feQ(K) (1.42a)
dw = drwr + | drw, — 8777 ANdn, weQ (K) (1.42b)

0

dw = (drwn + 5“’;) Adn, w € Q*(K) (1.42¢)
dw=0, w e B(K) (1.42d)

Proof. First we show that dw = drw + dn A g—:‘?’. Indeed, the operator dr + dn A a% is an
antiderivation like d, since it is clearly additive and

dr(““””d“36:7(“’“/1)=drM¢+(—1)prdw+dnA (g‘;AwWA%’)
= (dFW+d77/\Z(:;> AN+ (=1)Pw A (drd)%—dn/\?g)

For any 0-form f € Q0(K), df = §Lda’ = $Lda* + §Ldn = dp f +dn A G, and likewise

d(da’) = 0 = dp(da’) + dn A %2 Tt follows that d = dr + di A 2.
Applying d to wr + w, A dn, we have

d(wr + wy A dn) = dwr + dw, A dn + (1) w, Ad(dn) = dwr + dw, A dn

0 Own, 0
= dpwr—FCZT]/\ﬂ + | drwn, + dn A « /\dn:dpwr—kdn/\ﬂ—kdpwn/\dn
on an on
= drwr + ((—l)pag: + drwn> Adn

The expressions (1.42a) - (1.42d) are a direct corollary of this, plus the fact that drwr = 0
for wr € Q2(T') and dw = 0 for w € Q3(K) due to Prop. 1.34.
g
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Proposition 1.39 (Interior product of K). For any tangential vector vp € TT and any
tangential p-form wr € QP(T),

Gppdn = igywr = 0 (1.43)

For a vector v =vp + v,0n € TK and a p-form w = wr + wy, Adn € QP(K),

Ty = (iwwr + (—1)p_1vnwn) + dypwn A dn (1.44)
More specifically,
inf =0, feQK) (1.45a)
lyW = TppWr + VpWp, , wE Ql(K) (1.45Db)
pw = (lypwr — Unwp) + (fypwp)dn, w € QQ(K) (1.45¢)
Ty = VpWp, + lypwp A dn, w e B(K) (1.454d)

Proof. The property (1.43) follows directly from i,w = w(v), when w is a 1-form, and
the fact that dz®(dn) = dn(0z“) = 0 for the tangential base vectors/1-forms.

From the linearity of i, with respect to v (Cor. 1.31) and the decompositions of v and
w in tangential /normal components, we have

LyW = Typ 4, W
= lypW + Uplopw
= Gyp (Wr + wn A dn) + Vpioy(wr + wy A dn)
= lypwr + Gypwp A dn + (—l)pflwn N Gy ON + vy, (ianwF + dgpwn A dn + (—1)p71wn A iandn)

= lypWr + fypwn A dn + (_1)p_1vnwn

The formulas (1.45a) - (1.45d) are a direct application of the general formula.
O

The decomposition of £,w in tangential and normal components can be calculated as
needed by the decompositions of i,, and d with the help of Cartan’s formula £, = di,+1i,d.

1.6. Pullback and pushforward

In this section we study the following question: given a map ¢ : M™ — N™ between two
manifolds, what is the relation between the differential forms and their operators on the
two manifolds? We are particularly interested of course in the case of the embeddings
s:I' > R? and x : K — R3 from Sec. 1.2.
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1.6. Pullback and pushforward

Definition 1.40 (Pullback). Given an immersion ¢ : M"™ — N™ between two manifolds,
the pullback ¢* : Q(N™) — Q(M™) is the unique additive operator that satisfies the
following properties:

(0" f)(p) = f(o(p)) , peM,feQ(N) (1.46a)
¢* (dw) = d(¢*w) , w € Q(N) (1.46b)
P(wAY) = (W) A (¢"Y), w,¥ € QN) (1.46¢)

Proof. We need to show that the pullback is well-defined. Indeed, the first property
defines its action on the O-forms of the manifold N™. Since the base 1-forms are of the
form dz’ := d(z;) where z; € QY(N™) is a coordinate function, the second property fixes
the action of ¢* on the base 1-forms of N™. Finally, the third property extends the
definition to wedge products of the form wr A dz’* A...Adz% and by additivity to all of
Q(N™).

O

Definition 1.41 (Pushforward). Given an immersion ¢ : M™ — N" between two
manifolds, the pushforward dé(u) € Ty, N of a vector u € T, M is the (unique) vector
that satisfies

(¢*w)(u) = w(de(u)) (1.47)
for any 1-form w € T*N™.

Proof. We can show that the pushforward is well-defined by deriving an explicit expres-
sion for it. Applying (1.47) with d¢(u) = 1v/9z; and w = dx', we have

(¢p*dx’)(u) = da' (v dx;) = (p*da")(u) = v*

and so do(u) = (¢*dx;)(u) Oz;.
Then for an arbitrary 1-form w € T*N(= Q'(N™)), and using the properties of the
pullback,

w(dp(u)) = w(v'0w;) = v'w; = (¢"dai) (u) wi = (w; ¢"dx)(u) = (¢* (wida"))(u) = ("w)(u)

which shows that v'Ox; is indeed dé(u).
O

Based on the fact that the vectors in the tangent space of a manifold M can be
understood as directional derivatives acting on functions f : M — R, the following
lemma shows us that the pushforward d¢ is indeed the differential of ¢.

Corollary 1.42 (Differential). For any f € Q°(N) and u € TM,

df (de(u)) = d(¢* f)(u) (1.48)
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1. Exterior Calculus on Thin Domains

Proof. We apply (1.47) with w = df, to get df (dp(u)) = (¢*df)(u) = d(¢* f)(u), using
the second property of Def. 1.40.
O

Proposition 1.43 (Maps & musical isomorphisms). Let ¢ : M™ — N™ be an isometric
immersion between two manifolds, so that the metric gy of the manifold M™ is the
pullback of gn under ¢, i.e. gar(u,v) = gn(do(u),dp(v)) for all u,v € TM. Then for
anyu € TM and v € TN,

v=dp(u) = v’ = ¢*(v") (1.49)
and for any w € TM* and ¢ € TN*,

w=¢"(¥) = YF = dp(wf) (1.50)
If furthermore m = n, then the following diagram commutes:

d
™ — N

bJﬂ b[ﬁ (1.51)
o

"M «—— T*N

Proof. By definition, u* € T*M is the 1-form that satisfies v’ (w) = gas(u, w) for all w €
TM. If v = do(u) then (¢°0") (w) = v*(do(w)) = gn (v, db(w)) = g (dd(u), dp(w)) =
gv(u,w), and so ¢*(v°) = u’.

Since ¢ is an immersion, the linear map d¢ : TM — T'N is injective. If furthermore
dimM =dim N = dimTM = dim TN, then d¢ is necessarily bijective. It follows that
the three upper arrows in the diagram represent isomorphisms. The statement (1.49)
(read as § o ¢* ob = d¢) shows then that ¢* is exactly the mapping that renders the
diagram commutative.

d

Lemma 1.44 (Maps & volume forms). Let ¢ : M™ — N™ be an isometric embedding
between two manifolds, so that ¢(M) C N is a submanifold (with the metric induced by
gn, and the orientation induced by ¢). Then

VOIM = ¢* (V01¢(M) )

If furthermore m = n, then voly; = +¢*(voly), depending on whether ¢ preserves or
reverses the orientation.

Proof. Let B ={0x1,...,0x,} be a basis of T, M. Since ¢ is an embedding, the vectors
d¢(B) = {01,...,0m}, 0 = dp(0x;), form a basis of the tangent space Ty)p(M).
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1.6. Pullback and pushforward

Furthermore, the induced metric gg4ps), expressed in the basis d¢(B), has the same
matrix with the metric gys expressed in the basis B:

(9s(ar))i = 9oy (0is 05) = gN(dp(0x;), dp(Dx;)) = grr (0w, Ox5) = (gar)ij

and so, in particular, ¢*(det (g4(ar))) = det (gar). Furthermore, let {w!,...,w™} be
the dual basis of ¢(M), i.e. wi(o;) = &;. Then ¢*w! = dai, since (p*w?)(dz;) =
w'(de(0x;)) = w'(oj) = ;5. It follows that for the volume forms we have

¢"(voly(ar)) = W(Wuﬂ A Aw™)
= ¢ <\/m> Pt A LA GFW™ = /det (gar) dat AL A dz™ = voly

When dim M = dim N, the basis d¢(B) spans the entire tangent space Ty,)N. If the
orientation of the induced basis d¢(B) agrees with the orientation of N, then ¢*(voly) =
volys, otherwise ¢*(voly) = — volyy.

O

Corollary 1.45 (Maps & Hodge star). Let ¢ : M™ — N™ be a local (orientation-
preserving) diffeomorphism. Then

* (8w) = 6 (xw) (1.52)
for any w € Q(N).

Proof. Follows immediately from the fact that (¢*w)A¢* (xw) = ¢* (WA*w) = ¢*(|w|Z voln) =
[¢"w[3y volar, since [¢*w[; = gy (6w, ¢"w) = g3 (w,w) = [w[3-
O

Lemma 1.46 (Maps & int. product). Let ¢ : M™ — N™ be an isometric immersion
between two manifolds. Then

in(9*w) = ¢ (idp(u)w) (1.53)
for any uw € TM and w € Q(N).

Proof. The two parts of the equation, taken as operators on w € Q(N), are additive.
Since all p-forms, for p > 1, are sums of wedge products of forms of smaller degree, we
can prove this inductively. For O-forms f € Q°(N), we have i,(¢*f) =0 = " (iag(u) f);
and for 1-forms w € Q1 (N), iy (¢*w) = (¢*w)(u) = ¢*(w(d(u))) = ¢*(igp)w). Then we
assume the equality has been proven for all forms in Q4(N) for ¢ < p. Then we consider
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1. Exterior Calculus on Thin Domains

the wedge product w = w; A wo, with w; € QI(N) and wy € QP7IN), 0 < p < ¢q, we
have

iu(¢ W) = iu(¢™ (w1 Aw2)) = iu(¢*wi A ¢ ws)
= iu(¢*w1) A (¢*w2) + (=1)%(¢"w1) A du(¢ w2)
= ¢" (laguyw1) A (¢*w2) + (=1)%(¢"w1) A ¢* (iag(u)w2)
= ¢ ((lag(uywi) Awa + (=1)%w1 A (igguyw2))
= 0" (Idp(u) (W1 A w2))
= " (idgp(u)w)

and this generalizes to general p-forms due to additivity.
O

Corollary 1.47 (Maps & Lie derivative). Let ¢ : M™ — N be an isometric immersion
between two manifolds. Then

Ly(p*w) = ¢*(£d¢(u)w) (1.54)
for any u € TM and w € Q(N).

Proof. Follows directly from the Cartan formula 1.36.

1.7. Vector calculus with forms

In this section, we combine the results of all the previous sections, in order to derive
formulas for the classic differential operators grad, div, curl on the cylindrical manifold
K. Recall that K represents a thin volume around the curved hypersurface I' (fig. 1.2).
It makes sense therefore to look for formulas that express these differential operators on
K in terms of:

1. differential operators grady, divp, curlpr on T,
2. tangential and normal components,

3. thickness parameter €

4. curvature related tensors S and A, = id —enS.

First, we define the differential operators grad, div, curl on the manifolds I' and K in
terms of exterior calculus operators:
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1.7. Vector calculus with forms

Definition 1.48 (Diff. operators on T'). For scalar fields f € Q°(T') and vector fields
u €Tl on ', we define the following differential operators:

gradp f := (dpf)™ e TT, (1.55)
divp u := *pdp +p u’T € QO(D), (1.56)
curlp u := xpdpu’™ € QO(T). (1.57)

Definition 1.49 (Diff. operators on K). For scalar fields f € Q°(K) and vector fields
u € TK on K, we define the following differential operators:

grad f := (df)* e TK, (1.58)
divu :=+xd v’ € Q(K), (1.59)
curlu := (xdu’)f € TK. (1.60)

Definition 1.50 (Cross product on K and I'). For two vector fields ur,vr € TT,
ur Xp vr = iy (kpult) € Q0(T) (1.61)
and for vector fields u,v € TK,
ux v = (i, xu’)* € QYD) (1.62)
These definitions are justified by the following two results:

Proposition 1.51 (Vector calculus on R3). For scalar fields f : R® — R and vector
fields u,v on R3,

(1.63)
(1.64)
(df)f =V f (1.65)
*xdxu’ =V -u (1.66)
(xdu’)* =V x u (1.67)
Proof. For the scalar product of u = u,x +uyy +u.z and v = v,x + v,y + v.z, we have

iy’ = iv(updr + uydy + u,dz)

= Ug ivdT + Uy by dy + Uy ivdz = UgVy + Uy, + U0, = (U, V)
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1. Exterior Calculus on Thin Domains

The 2-form *u’ is *(uzpdr + uydy + udz) = uzdy A dz + uydz A dx + u.dx A dy, and so
for the cross product

iy xu’ = iv(ugdy A dz + uydz A de + u dz A dy)
= Uy (ivdy) A dz — updy A (ivdz) + uy(ivdz) A dz — uydz A (ivde)
+ uy(ivdx) A dy — uzdz A (ivdy)
= (UyVr — UzVy)dT — (UgVy — UV )dY + (UzVy — UyVy)d2

= (uxv)
For the gradient of a scalar f, we have

:
(df)F = (gidx + 8—fdy + afdz) _ 9y ﬁy + gf

oy 0z Ox oy z2=V/.

For the divergence of the vector field u, we have

xd % W = *d x (ugdzx + uydy + u,dz)
= xd(uzdy N dz + uydz A dz + udx A dy)
= % <8uw d:v/\dy/\dz—l—%dy/\dz/\daz—}— Ous dz/\dx/\dy)
ox oy 0z
_ <(9ux N Ouy N ou,,
or oy 0z
_ Oug . % . Ou,
ox oy 0z
=V-u

>*(dw/\dy/\d2)

Finally, for the curl of the vector field , we have

*dw’ = *d(ugdx + uydy + u.dz)

= x aug”aly Adx + 6urdz Adx + %dx/\ dy
oy 0z ox

% ou, ou

Ydz A\ d dx Nd dy Nd
B zNay + o7 T N\ dz + oy Yy N z>

B Ouy  Ouy Oou,  Ou, Ou,  Ouy
*{(835 ay)da:/\dy—l—(az 8gc>clz/\dal:—&-(ay 8Z)dy/\olz}

[ Ouy  Ouy Ou, Ou, Ou,  Ouy
_<8x 8y>dz+<8z 8x>d+<8y 8z>dx

+
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1.7. Vector calculus with forms

This gives us a useful characterization of the Hodge star xpur of a tangential vector:
Corollary 1.52 (*pur is a cross product). Let up € TT and ur = ds(ur). Then
ds(*rur) = ur x N (1.68)
where N is the unit normal of I

Proof. First we consider the following cross product on K:
ur X O = (—iup x ') = (—iug * (€2dn))* = —€(iup (eI, volp))?
= —e\y(iyy. volr)F = —E/\n(*ru?‘r)ﬁ = —eAnA;Q(*pu?f)ﬁF = eAnA;Q *P Uup

and so xrur = € "X, TAZ (ur x 9n). Noting that dx(u)|y=o0 = ds(ur)+eu,N and Ag = id,
Ao = 1, we have

ds(*rur) = dx(e_l)\;lA%(uF x On))|p=o = € tdx(ur x I)|n=o
= ¢ Ydx(ur) x dx(0n)|y=0 = ¢ ‘ds(ur) x (eN) =ur x N

U
Corollary 1.53 (curlp and divr). Let up € TT. Then
curlp (kpup) = — divp up (1.69)
Proof.
curlp (*pur) = *Fdf(*r‘ul")% = *pdp(— *p (ulif)) = — xp dr *1 uk{f = —divprur
O

Corollary 1.54 (Vector calculus on K). For f € Q°(R3) and u,v € TK, let fix =
x*f € QY(K) and u = dx(u), v = dx(v). Then

x*((u,v)) = iyu”

(1.70)

u x v =dx(uxv) (1.71)
Vf =dx(grad fx) (1.72)
x*(V-u)=divu (1.73)

V x u = dx(curlu) (1.74)
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1. Exterior Calculus on Thin Domains

Proof. For the first relation, we have

X*((0,v) = X" (iy0’) = X* (ige(n)0’) = ipx* (W) = i,x* (dx(u)’) = iyu’

using the properties of pushforward and pullback from the previous section (in particular
Prop. 1.43 and Lem. 1.46) and the fact that x : K — R? is an orientation-preserving
diffeomorphism. For the second relation we can use the same reasoning, together with
the commutativity of x* and *, to show that x*(iy *1’) = i, 1’ = ux v = (iy xu’)f =
dx((i, % u”)?) = dx(u x v). The rest of the relations are a simple application of the
commutativity of the pullback of an isometry with the exterior calculus operators.

O

Using the results of the previous sections, we can write the vector operators of K in
terms of operators on I':

Proposition 1.55 (Decomposition of vec. ops on K). For scalar fields f € Q°(K) and
vector fields uw,v € TK on K, we have:

(u,v) g = (Ayur, Ayur)r + Eunvy, (1.75)

U Xv= e)\nA;Q(vn *I Up — Up *T UT) + e_lAn(ur X ur) on (1.76)

where (u,v) g = g(u,v) and (ur,vr)r := gr(ur,vr). For the differential operators, we
have

_ L Of
grad f = A, *gradp f + € 2877 on, (1.77)
divu = At dive (Aur) + A;laan(A,,un), (1.78)

1y 0 1y
curlu =€ 1/\,] Lr <62 gradp u, — &7<A%UF)) +€ 1)\17 ! curlp(A%up)(?n. (1.79)

Proof. For the scalar product, relation (1.75) is simply (1.6) rewritten using the (-, ") x/r
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1.7. Vector calculus with forms

notation. For the cross product, we have

= (Z * ((Aur)™ + eQundn))ﬁ
( :

iy (€A Up VOIP + T (e)\nuF)bF A dn))

#
=€\ (zv(un volr +(*FUI;—\F) A dn))

e\ (ivr (up, volp) — vy, *p ubFF + (G *T uF ) dn)

=€\, <un *T vibf — Uy AT u?f + (ur Xror) dn)

= M, (unAn (0] ) — v, A2 (eptT )+ €2 (up xp o) an)
= e)\nAf(vn XD UD — Up *T UP) + € An(ur X or) on

For the gradient,

gmfz@ﬁz(%f+;,> 2dfbF ﬁfn

—29/f
an

0
on = A; gradr f + 6_2—f on

broy
22 () o

For the divergence,
divu = *d * v
= %d * ((A,Q]ur)bF + e2und17>

= xd {6)\77un volr + *r (e)\nup)bF A dn}
= % { <dp *T (e)\nup)bF + 8877<6/\"u" volp)> A dn}

B B,
- d Aur )t + € — (Aytiy) volp +€ Aptty, — volp | A d
*{(e r 1 (Agur) +6877( nln) Vol +€ Aju 8nV0p> 77}

= 6_1)\;1 *T {6 dr *r ()\nuF)bF +e€ 8877()\77%1) VOIF}

= )\ *r dr *T ()\ Ur)br + )\_ ()\ un) * volr

on

1 g 0
=, L divp (A\yur) + Ay L an — (Ayun).
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We used the fact that 8% volr = 0, since volr is independent of 7.
For the curl, we have

*du® = xd {(A%ur)l’F + e2undn}
0
= % {dF(A%ur)bF + <dr(62un) - an(A%uF)bF> A dn}

T 0 _
= —¢ 1/\,] 1A% *T <dr(€2un) — 8n(A%uF)bF) + €A, L r dp(A%up)den

1 ) o
= —¢ 1)\77 IA% *T <62 gradp u, — %(A%ur)> + €A, L ser dF(A%UF)den

and so

fir
B br
curlu = (>4<dub)ti = —6_1/\;1 (*p (eQ gradp u, — %(A%ur)> ) +€_26A,71 curlp(A%uF)dn

= 6*1)\;1 *p <62 gradp uy, — %(A%uﬂ) + 671)\;1 curlp(A%uF)dn
b)ﬁ

where we used the property (xru’)* = — xp u (see Prop. 1.25).

1.8. Tensor algebra and tensor calculus in R"”

To be able to express in a mathematical way the notion of wiscosity and its effects on
fluid motion, we need certain basic facts about tensors in Euclidean spaces.

Definition 1.56 (Frame). A frame in R" is a set of n (smooth) vector fields {ey, ..., ey}
over (a subset of ) R™ which are linearly independent at every point.

Definition 1.57 (Dual Frame). If {e1,...,e,} is a frame on R", its dual frame {e!, ..., e"}
is the unique frame that satisfies the condition (e;,€’) = §;;.
Definition 1.58 (Tensor product). Given two vectors u,v € R", the tensor product

u® v is the second-order tensor whose action on vectors is (W ® v)(w) = (v, w)u.

Lemma 1.59 (Decomposition of 2nd-order tensors). Any second-order tensor L in R™
can be written as a (finite) sum of tensor products L = u; ® v;.

Proof. Selecting a basis {ei,...,e,} of R", with its associated dual basis {e!,... e"},
we claim that L = (Le;) ® e'. Indeed, for any vector e; in the basis ((Le;) ® €')(e;) =
(e',e;)Le; = §;jLe; = Le;, and hence by linearity ((Le;) ® €')(v) = Lv for any v € R".

O
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Definition 1.60 (Vector gradient). For a smooth vector field v in R™, we define its
vector gradient as the tensor Vv := De, v ® €' where {e1,...,e,} is a frame (not nec-
essarily orthonormal or even orthogonal) on R™, Dyv(x) := lim;_ w 18 the

directional derivative and {e',... e"} is the dual frame.

The vector gradient is well-defined, i.e. independent of the choice of frame, because of
the following two lemmas:

Lemma 1.61 (Linearity of Dyv in u). For \,u € R, a,b € R" and v a smooth vector
field in R™,

DyatupV = ADav + pDpv

Proof. Using the Taylor expansion of v around x € R", we can show that v(x + tu) —
v(x) =t L(u) + O(t?) where L is a linear function of u. The linearity of the directional
derivative follows.

O]

Lemma 1.62 (Action of vector gradient). For a vector u € R™ and a smooth vector
field v in R"™,

Vv(u) = Dyv

Proof. We write u in terms of the frame as u = u’e;, and note that (u,e’) = (u/e;,e’) =
uw6;; = u'. Then Vv(u) = (De,v ® €')(u) = (€',u)De,v = u'De, v and with the help of
the previous lemma, u’De, v = Dyie,v = Dyv.

g

It is useful to write the directional derivative D,v in terms of the classic differential
operators (Vf, V-v =divv, V x v) of R?. First we prove two identities which involve
the symmetric and antisymmetric parts of the directional derivative (considered as a
bilinear form in u and v):

Lemma 1.63 (Gradient of a dot product). For two smooth vector fields u,v in R3,
V(u,v) =Dyu+Dyv+ux (Vxv)+vx(Vxu) (1.80)

Proof. Using column notation for the vectors, expressed in Cartesian coordinates, we
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have

v, — % Ou, _ %
PATHE AT AT A -
_ v v u, u
X (Vxv)+vx(Vxu)=[uy| x aa—;—a—; + oy | X | G2 — G2
U dvy Qv v Ouy Oug
z ox oy # Ox dy
ov v v v ou ou, ou, ou
(T = By) —w(gr = 55) + oy (gt — ) — (52 — 57)
_ v, _ Ovyy vy Ouy Ou, _ Ouyy Ouy  Juy
- UZ( dy az) ux( T é?y)"H)Z( dy 83) Ux( oz 88y)
Ovg _ Ouz\ _ v, _ Ovy Ouy _ Ouz\ _ Ou, _ duy
u (82 8:(3) uy( oy az)+vw( 0z B:t) Uy( oy 0z )
ov ou p) ov ov ou, ou,
Uy g +us G vyt +’”zf “yaan +“ZTZ Ty ayx T 0z Bzx
= | w-BF + te ”I—H)zaz-f-vx = | — uzﬁjL -2+ zaa Y+ xag
a a A Z Z Z
Usp aavzz + Uy Uy + U:L‘ 8uI _|_ Uy Uy Uy 8’027 + Uy 81; “I‘ Vg 81:; + Uy auy
81162% + 8%2;2 + 8uzvx Uy %U;: + v, % aux + u, 2 Bvx + u, 2 (%Jg + vy % Bux + Uz 82
8 6 6 6 6 o
= | %= + = + uyvy — | w o uyJF zaUZyJF Igj—k Uz uy+ Vot
Bugcvz + a“y”y + aquz Uz%z + v, %Uzz + Uy %Uzz + uy, avz + 0, % auz + vy % 3uz
st (0 s+ e 2 ¢ ¥ - 8;;
6 T Vx> zVz a 8
= [ ettt | LGy T G | = | e o, G e
OUz Vg Uy Uy F U2V vy sz vy Ouy Buz ouy
ayz ‘ Uz 5z + Uy~ + Uz 0z Vz 3 + Yy + vz 0z

=V{(u,v)— Duv — Dyu

Lemma 1.64 (Curl of a cross product). For two smooth vector fields u,v in R3,

Vx(uxv)=Dyu—Dyv+ (V- viu— (V- -u)v (1.81)

Proof. Using column notation for the vectors, expressed in Cartesian coordinates, we
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have
Ug Vg Uyl — Uy
Vx((uxv)=Vx Uy | X | v =V X | uyvs — ugv,
Yy Yy
Uy v, Uz Vy — UyVg
auzvyfuyvz Ouzvz — Uz Uz 8uzvy + 8uzvz auyvz + 8uzvm
Yy 0z
Ouyvz—u vy OUgVy —Uy Vg 8uyvz + 8uyvz - 8uzvy + 8u7vy
o 0z B z
OUL Ve —Uz Vs _ auyvz_uzvy 8uzvz + auzvy 8’LLZ’UZ + 3vaz
ox oy
Ouavy + 3uzvz <9uggvcc 8uzv1 + auyvr + Buzvz
dy
_ auyvz + duyvx Buyvu auuvy + duzvy + dulvu
Buzvz 4 8uzvy 8uzvz 8uzvz + 8ulvz + 8uyvz
8
Vg %Uxx + 'Uy 8ux + Uz az (ﬁvx + Uy + 8Uz)
6 o 6
= Ua:ax"_ yuy+ zauzy + (8Uz+ Uy_l_avz)
Juy Ouy Ou, 0
’Um(;; +Uyu +Uzauz (8vz+ Uy+8vz)
vy vy vy ey Ou 8 z
Uy BU:J: +uy T + u, 81}2 ( > + y = )UCB
811 ov 8 . au a Ouy
u(E 8:13 +uy =2 +u 287;/ - ( L + y 4 )vy
vz 5 = vz 8
Uy 61;3 + Uy~ U + Uz avz (6ux + uy 8u2 )'UZ

:Dvu+(V~v)u—Duv—(V-u)v

From these we can derive the desired expression:

Proposition 1.65 (Directional vector derivative). For two smooth vector fields u,v in
R3,

Dyv = ;{Vx (vxu)—(V-u)v+(V-v)u+V(v,u)—vx(Vxu)—ux (va)} (1.82)

Proof. Subtract (1.81) from (1.80) and solve for Dyv.
O

For second-order tensors in R™, like Vv, we will refer to the adjoint with respect to
the Euclidean dot-product (see Prop. 1.17) as the transpose.

Definition 1.66. For a second-order tensor L in R™, the transpose LT is the (unique)
tensor that satisfies the relation (Lu,v) = (u, LTv), for all u,v € R".

Lemma 1.67 (Transpose of tensor product). For the tensor product (u® v)T = v ®u,
for allu,v € R”.
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Proof. For any p,q € R", (p,(u®v)(q)) = (v,q)(p,u) = (q, (v®u)(p)).
]

Definition 1.68 (Symmetric and antisymmetric parts of a tensor). We define the
symmetric part Lg and antisymmetric part Ly of a second-order tensor L as L° =
S(L+LT) and LA == (L — LT). It follows that L = L + LA.

Definition 1.69 (Contraction of tensors). The contraction L : K € R of two tensors is
the unique bilinear tensor function, whose action on tensor products is given by

(u®v): (p®q):= (u,p)(v,q)

The definition then is extended to general 2nd-order tensors using Lemma 1.59 and the
bilinearity of the contraction. In particular, L : (p ® q) = (p, Lq) .

Lemma 1.70 (Contraction and symmetry). For two second-order tensors L, K,
L°:K=L:K%=L%:K"

Proof. Tt is a direct result of the symmetry of the contraction and the fact that L* :
K% = 0. Indeed, in the special case where K = p @ q, we have
AL K% =2L": (p®q+qep)=(L-L"): (pRq+q®D)
= (p,La) + (a, Lp) — (p, L a) — (q, L7 p)
= (L'p,a) + (L"q,p) — (p,L"q) — (q,L7p) =0

and the general result L4 : K5 = 0 follows by linearity and Lemma 1.59.

O

Definition 1.71 (Identity tensor). The identity tensor I is defined by its action I(u) =
u on vectors. A possible decomposition in tensor products, for a given basis e;, is I
e ®e.

Definition 1.72 (Trace of tensor). The trace tr(L) of a second-order tensor L is its
contraction with the identity tensor, tr(L) := I : L. In particular, tr(u ® v) = (u, v).

Definition 1.73 (Divergence of a vector). For a smooth vector field v on R™ and a frame
{e1,...,en}, we identify the divergence of v with the trace of its (vector) gradient, i.e.

divv = tr(Vv) = (De,v, ")

Note that in a fived frame, such that De,e; = 0, we have divv = (De,(v'e;),€') =
(De,v7){e;,€") = (De,v7)d;; = De,v, which matches the classic definition.
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Definition 1.74 (Divergence of a second-order tensor). We define the divergence of a
tensor product p ® q as

div(p ® qQ) := (De;q @ p + q ® De,p)(e’) = Va(p) + div(p)q

The extension to a general second-order tensor L is uniquely determined by linearity and
Lemma 1.59.

Proposition 1.75 (Leibniz rule for divergence of tensor-vector product). For a tensor
field L and a vector field v in R™,

div(Lv) = (divL,v) + LT : Vv

Proof. For L=p®q,

tr(V((p ® q)(v)))

(De,((p® aq)(v)),e")

(De;p ® @)(v) + (P ® De,q)(v) + (P ® q)(De, V), €)
(Dep®q+P®De,q): (voe)+(p@q): (e ® De,v)
(

(

div((p® q)(v))

(De;q @ P +q® De,p)(€e),v) + (q®Pp) : (De,v @ e')
divip®aq),v) + (q®p): Vv

Note that we have used the following property of the directional derivative

De, (P ®q)(v)) = (De;p ®q)(V) + (P ® De;a)(v) + (P ®q)(De, V)

which follows from the fact that (p ® q)(v) = (q, v)p, which is linear in all three of its
arguments.
The general result follows then by the linearity and Lemma 1.59.
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2. A Reduced Model of Thin Film Motion

2.1. Outline

In this chapter we develop a variational model for the flow of a thin viscous liquid film on
a stationary curved surface under the influence of gravity and surface tension, in a process
analogous to the lubrication approrimation that yields the classic thin film equation in
the flat case. In [ODB97], one can find a presentation of the lubrication approximation
with various extensions and generalizations, whereas in [GO03] the authors present a
rigorous lubrication approximation of the Darcy flow. The work that is perhaps most
relevant is [RRS02], where the lubrication approximation is derived in the case of a
curved substrate via the centre manifold technique. The 4th order PDE derived there
can indeed be shown to be equivalent to the Euler-Lagrange equation of the reduced
model that we arrive at in this chapter (see Rem. 2.56).

We begin the chapter with a concise presentation of the theory of constrained opti-
mization problems in Sec. 2.2, essential given that our model for the flow will be stated
as one. The key result is the Brezzi splitting theorem 2.10, which gives us sufficient
conditions for the well-posedness of such a problem. Section 2.3 collects results from the
theory of shape calculus, which will provide the bridge between the fluid mechanics on
one hand and the geometry of the problem on the other. In particular, propositions 2.23
and 2.24 describe how domain and boundary integrals vary as a domain (the thin film)
is deformed by a vector field (the velocity field of the fluid).

In Sec. 2.4, we present a variational form of the Stokes equations®, which govern the
flow of the film, and use shape calculus to reveal the gradient flow nature of the problem.
Section 2.5 pursues the shape calculus connection further, to reveal that the deformation
of the free surface under the velocity field can be described with a PDE for the height
parameter (Prop. 2.38). Sections 2.6 and 2.7 present reduced forms of the free energy and
rate-of-dissipation functionals. The reduction is essentially done by taking asymptotic
expansions with respect to the thickness parameter € and dropping the O(e?) terms.

Corollary 2.47, which is the main result of Sec. 2.7, shows that the dissipation func-
tional is of the form [, foh f (%Lnr)dn volp, where %Lnr is the normal derivative of the
tangential velocity, i.e. the dissipation is dominated by the shear stress. In Sec. 2.8,
we find an optimal velocity profile which minimizes the shear stress, and therefore the
dissipation itself. This completes the reduction of the problem to one which is stated
exclusively on the substrate I', in the sense that the solution of the reduced problem can
be expanded into a nearly optimal solution of the Stokes equations (in their variational

form), as Prop. 2.53 of Sec. 2.9 shows.

Tt is worth noting that the there is no such variational formulation for the full Navier Stokes equations.

40



2.2. Constrained optimization and saddle-point problems

2.2. Constrained optimization and saddle-point problems

Given our stated purpose of constructing a variational model for the flow of thin viscous
films, we need certain results from the calculus of variations. More specifically, we
are interested in the well-posedness of the solutions of certain saddle point problems,
developed mainly by Brezzi [Bre74] and Babuska [Bab73] in order to study finite element
methods in mixed spaces. We follow the presentation in [GF09].

First we look at the existence and uniqueness of solutions to a certain class ofunconstrained
minimization problems.

Definition 2.1 (Continuity). Let X, Y be Hilbert spaces. The bilinear formb: X XY —
R is continuous iff

M > 0,Vu e X,veY : |b(u,v)| < M|ulx||v|y (2.1)
The continuity constant ||b|| is the smallest constant M that satisfies (2.1).

Definition 2.2 (Coercivity). Let X be a Hilbert space. The bilinear forma : X x X — R
is (X -)coercive iff
Ja > 0,Yu € X : a(u,u) > aul} (2.2)

The largest such « is the coercivity constant of a.

Theorem 2.3 (Lax-Milgram). Let X be a Hilbert space and a : X x X — R a continuous
and coercive bilinear form. Then for any e € X', there exists a unique v € X such that

a(u,v) =e(v), Vv € X (2.3)
Furthermore,
el x-
< 2.4
Jullx < 1<) (24)

Lemma 2.4. If a > 0 then ’\72a + A3 >0,VAeR, if and only if B =0.

Proof. If § = 0, then }‘720( > 0 by assumption. For the other direction, let f(\) :=

’\7204 + AB, which is convex and so the single critical point f'(A\) = 0 = \ = —g is
a minimum. It follows that f(\) > 0, VA € R & f(—g) = —%2 > 0, which implies
8 =0. O

Proposition 2.5 (Unconstrained minimization). Let X be a Hilbert space and a : X x
X — R a symmetric and positive (i.e. a(u,u) > 0 for all uw € X ) bilinear form. For a
fized e € X', the following statements are equivalent:

1. u € X is such that a(u,v) = e(v), Vv € X
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2. uwe X is a minimizer on X of the functional

J(v) = %a(v,v) —e(v) (2.5)

If moreover a(-,-) is continuous and coercive, the minimizer exists and is unique, i.e.

u = argmin J(v) (2.6)
veX

Proof. The mapping (A, v) € Rx X — u+ Av =: 0 € X can be easily shown to be onto.
It follows that

2.evVoe X J(u) < J(0)
eVieRve X :J(u) < J(u+ M)
2
SVAeRve X: %a(v,v) + AMa(u,v) —e(v)) >0
VYo e X a(u,v) —e(v) =0
& 1.

using lemma 2.4. If the bilinear form a is coercive, then it satisfies the conditions of the
Lax-Milgram theorem (Thm. 2.3). Hence there exists a unique u € X that satisfies 1.
and therefore 2., i.e. it is a minimizer.

O
Now we turn our attention to comstrained minimization problems.

Proposition 2.6 (Constrained minimization I). Let X, Q be Hilbert spaces, a : X x X —
R and b: X x Q — R two continuous bilinear forms. For (e,g) € X' x Q', we consider
the constrained minimization problem

EEHZI; J(v) (2.7a)
Zg={ve X|b(v,q) =9(q), Vg € Q} C X (2.7b)

where J(v) = a(v,v) — e(v) is the functional (2.5). If Zy # 0 and a(-,-) is symmetric
and Z-coercive, where Z = Zy = {v € X |b(v,q) = 0,Vq € Q}, then there exists a
unique minimizer u € X.

Proof. First we show that Z is a Hilbert space. Given that it is a linear subspace of the
Hilbert space X, it is enough to show that it is closed. From the continuity of b(-,-), we
can show that the map B : X — Q' defined as (Bv)(q) = b(v,q), Vq € Q, is continuous:

|b(v, q)]
|Bvllgr = sup < 1bllllvllx
geovior llallq
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Then Z C X is closed as the inverse image of the closed set {0} C @’ under the
continuous map B.

Since Z, is not empty, we fix an arbitrary u, € Z, and consider the (unconstrained)
minimization problem

min {;a(v, v) — (e(v) — alug, v))} — J()

veZ
which is equivalent to the constrained problem (2.7), in the sense that

u = argmin J(v) < u — uy = argmin J(v)
vEZg veEZ

Indeed, the map v € Z +— uy,+v =0 € Z; is a bijection, and so J(u) < J(0),V0 € Z; is
equivalent to

a(ug +v,ug +v) — e(ug + v)

DO =

SV e Z: %a(u,u) —e(u) <

1 -
SYveZ: §a(u — ug,u — ug) — (e(u—ug) + a(ug, u —ug)) < J(v)

eWYweZ: J(u—u,) < J(v)

Applying Prop. 2.5 to the unconstrained problem, we conclude that there is a unique
minimizer u — uy € Z and therefore v € Z,; is the unique minimizer to the constrained
problem.

O

Remark 2.7. Although the previous proposition gives us existence and uniqueness of the
solution to the constrained minimization problem (2.7), it is not satisfactory in the sense
that it does not give us an a priori way to control ||ul|x in terms of |le||x: and ||g||¢q,
like the Lax-Milgram theorem does in the unconstrained case. The following proposition
gives us an alternative to Lax-Milgram that will enable us to do so.

Proposition 2.8 (Ladyzhenskaya-Babuska-Brezzi). Let X,Q be Hilbert spaces and b :
X X Q — R a continuous bilinear form. If b(-,-) satisfies the inf-sup condition

inf sup _bv.q) > B (2.8)
7€Q\{0} vex\ {0y IVl x llqllQ

for some B > 0, then
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1. For any g € Q', there exists a unique uy € X such that

(ug,v)x =0, YveZ (2.9a)
lugllx < B~ glle (2.9¢)

2. For any h € X', such that Vv € Z, h(v) = 0, there exists a unique p, € Q such
that

b(v,pp) = h(v), YvelX (2.10a)
lpnlle < B7IAlx (2.10b)

Proof. This is a corollary of the closed range theorem for Banach spaces. See [GF09].
O

Remark 2.9. Prop. 2.8 can be read as a version of the Riesz representation theorem
for the bilinear form b. Indeed, if we consider the orthogonal Z+ := {u € X | (v,u)x =
0,Yv € Z} and polar Z° .= {h € X' | h(v) = 0,Yv € Z} complements of Z, the proposi-
tion states that

o Any g € Q' can be represented as b(u,-) for a unique u € Z+.
e Any h € Z° C X' can be represented as b(-,p) for a unique p € Q.

Theorem 2.10 (Brezzi splitting theorem). Let X, Q be Hilbert spaces and a : X x
X —>Randb: X x Q — R two continuous bilinear forms. If a(-,-) is Z-coercive and
b(-,-) satisfies the Ladyzhenskaya-Babuska-Brezzi condition (2.8), then the saddle point
problem

a(u,v) +b(v,p) =e(v), YvelX (2.11a)
b(u,q) = g(q), VYq€Q (2.11b)

has a unique solution (u,p) € X x Q for any (e,g) € X' x Q'.
Moreover, the unique solution (u,p) satisfies the following bounds

1 (0 al
< - o (1+— ' 2.12
lullx < ~llellx: + 5( + ) lgl (2.12a)
ol < & (141 e o Lol (41 Jally gy, (2.12b)
=5 a 52 a
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Proof. From part 1. of Prop. 2.8, there exists unique u, € Z+, such that b(ug, q) = g(q),
for all ¢ € Q. We define € € Z’ as é(v) = e(v) — a(ug,v), Vv € Z. Since a(-,-) is
continuous and Z-coercive, from the Lax-Milgram theorem (Thm. 2.3) there exists a
unique u € Z such that a(u.,v) = é(v), for all v € Z. We let u := uy + u. and consider
the linear functional h € X’ with h(v) = e(v) — a(u,v), Vv € X. Then h € Z°, since

h(v) = e(v) — a(ug + e, v) = e(v) — a(ug, v) — a(ue, v) = e(v) — a(ug,v) — é(v) =0

for all v € Z. From part 2. of Prop. 2.8, there exists unique p € @ such that b(v,p) =
h(v), for all v € X. By construction then

b(v,p) = h(v) = a(u,v) + b(v,p) = e(v), Vv € X
b(u, q) = blug, q) + blue,q) = g(q) +0, Vg € Q

which proves that (u,p) is a solution to the saddle point problem (2.11).
Let (u/,p") be another solution, then

a(u—u',v) +b(v,p—p)=0,Vve X
b(u—u',q) =0,Yq € Q

The second equation implies immediately that w — v’ € Z. Choosing then v = u — v/
in the first equation gives us a(u —v',u —u') = 0 = u — v = 0 by the Z—coercivity of
a(+,-). The first equation becomes b(v,p —p’) = 0,Vv € X, whose solution p — p’ = 0 is
unique by part 2. of Prop. 2.8. It follows that (u/, p’) = (u, p), i.e. the solution is unique.

To prove the bounds (2.12), we retrace our steps in the first part of this proof. The
definition of u, with the help of part 1. of Prop. 2.8 gives us immediately |u,]|x <
B7Y|gllqr- The definition of u. with the help of the Lax-Milgram thm. gives us |Juc||x <
a~!|é||z:. By definition,

el o, [E@I _ le(v) — alug, v)]

[éllz2 = sup s = sup
vezrfor IVllx — vexvioy Ivllx  vex\fo) vl x

< llellxr =+ llallllugllx

[0}

Combining these inequalities yields |Jul| x < [Juel|x+||ugllx < é||e||X/+% <1 + M) lgllqr-
Likewise, the definition of u, with the help of part 2. of Prop. 2.8 gives us ||p[lq <

e(v) —a(u,v ) .
81 lhx» and (Al = supyexgop L2 o 4 allfullx, which yield the

[vllx
second bound.
(]
Remark 2.11. If we replace the Z-coercivity of a(-,+) with
Ja>0: inf  sup _alwv) >« (2.13a)
uezZ\{0} yez\ {0} [[ullx[lvllx
a(u,v) =0,Yu e Z=v=0 (2.13b)
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then, by Necas theorem, Thm. 2.10 gives necessary and sufficient conditions for the
existence and uniqueness of the solution.

Definition 2.12 (Lagrangian). The functional £ : X x Q — R

L(v,q) = J(v) +b(v,q) — g(q) (2.14)

is called the Lagrangian of the optimization problem (2.7), with Lagrangian multiplier
q. A pair (u,p) € X x @Q is a saddle point of £ when

L(u,q) < L(u,p) < L(v,p), Y(v,q) € X x Q (2.15)

Proposition 2.13 (Constrained minimization II). Let X, Q be Hilbert spaces, a : X x
X —>Randb: X x Q — R two continuous bilinear forms, with a(-,-) symmetric and
positive. For fized (e, g) € X' x @', the pair (u,p) € X X Q is a solution of saddle point
problem (2.11) if and only if it is a saddle point of the Lagrangian (2.14).

Moreover, if a(-,-) is Z-coercive and b(-,-) satisfies the Ladyzhenskaya-Babuska-Brezzi
condition (2.8), then (u,p) exists and is unique and u = argmin, ¢, J(v).

Proof. As in the proof of Prop. 2.5, the mapping (\,v) ERX X —u+ v =0 € X is
onto and therefore

Vi€ X - £(u,p) < £(5.p)
SVAeERve X : L(u,p) < L(u+ Av,p)

SVAeRve X J(u) +blu,p) —g(p) < J(u+ ) + b(u+ v, p) — g(p)
2

A
SVAeRve X ?a(v,v) + Aa(u,v) + b(v,p) — e(v)) >0

Vv e X a(u,v) +blv,p) —e(v) =0

by lemma 2.4. Likewise,the mapping (A,q) € Rx Q — p+ A\g =: ¢ € Q is onto and
therefore

Vg € Q: L(u,q) < L(u,p)
SVAER, g€ Q: L(u,p+ Aq) < L(u,p)
SVAER, g€ Q: J(u) +b(u,p+Ag) — g(p + Ag) < J(u) + b(u, p) — g(p)
SVYNER,geEQ: )\(g(q) — b(u,Q)) >0
Vg e Q:g(q) —blu,q) =0

where we used lemma 2.4 again (with a = 0). Combined, these prove the equivalence

a(u,v) + b(v,p) =e(v), YveX

Y(v,q) € X x Q : L(u,q) < L(u,p) < L(v,p) & {b(u, 9) = 9(q), Vg€ Q
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When af(-,-) is Z-coercive and b(-, -) satisfies the LBB condition, the Brezzi splitting
theorem 2.10 implies the existence and uniqueness of the saddle point (u,p). Further-
more, for any v € Z;, C X:

L(u,p) < L(v,p) = J(u) +b(u, p) — g(p) < J(v) +b(v,p) = g(p) = J(u) < J(v)

since u,v € Zy = b(u,p) — g(p) = b(v,p) — g(p) = 0. Hence, u is a minimizer of J over
Zg. In fact, since the conditions of Prop. 2.6 are met, v is the unique minimizer of J
over Zg.

O

Corollary 2.14 (Dual energy). We define the dual energy J* : Q — RU{—o00} as

T*(@) = inf £(0,0) (2.16)

If (u,p) is a saddle point of L, then p is a solution of the dual optimization (mazimiza-
tion) problem max J*(q).
qeQ

Proof. For an arbitrary ¢ € @, J*(q) = inf,ex L(v,q) < L(u,q) < L(u,p) and since
L(u,p) < L(v,p),Yv € X = L(u,p) < inf,ex L(v,p) = J*(p), we conclude that J*(q) <
J*(p), i.e. p is a maximizer of J* over Q.

(]

Remark 2.15. The key intuition behind the results of this section is that the opti-
mization theory in the finite-dimensional Euclidean spaces R™ [NW99] is built on top of
the fundamental theorem of algebra, which correlates the linear subspaces Im B,Ker B,
Im BT, Ker B associated with a map B € L(R™,R™). Hilbert spaces have many of
the same basic properties, specifically with respect to the properties of orthogonal com-
plements and orthogonal projections. Combined with maps induced by bilinear forms
b: X xY — R which satisfy the inf-sup property of Thm. 2.8, and so satisfy a version of
the fundamental theorem of algebra, they give us an infinite-dimensional setting where
many of the proofs from the Euclidean case carry over practically intact.

Finally, we present certain results related to the approzimation of optimization prob-
lems. Recall Céa’s lemma, which is fundamental to the analysis of the Galerkin method:

Lemma 2.16 (Céa). Let X be a Hilbert space, a : X x X — R a continuous and coercive
bilinear form and e € X'. If X}, is a finite-dimensional subspace of X and

a(u,v) =e(v), YveX (2.17a)

alup,vp) = e(vy), Yo, € X, (2.17b)
then lal
a

— < — inf — 2.18

le —unllx < Z7% inf flu—vnllx (2.18)
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The following result then has the same relation to Brezzi’s splitting theorem (Thm.
2.10), that Céa’s lemma (Lem. 2.16) has to the Lax-Milgram theorem (Thm. 2.3):

Theorem 2.17 (Approximation of saddle point problems). Let X, Q be Hilbert spaces,
a(-,-) and b(-,-) bilinear forms satisfying the conditions of the Brezzi splitting theorem
(Thm. 2.10), and let (u,p) € X x Q be the unique solution of the saddle point problem
(2.11) for given (e,g) € X' x Q'. If X, C X and Qn C Q are finite-dimensional
subspaces, and

1. the bilinear form a(-,-) is Zp-coercive with coercivity constant oy, where Zp, =
{on € Xn|b(vn, qn) = 0,Vqn € Qn}

2. the bilinear form b(-,-) satisfies the LBB condition over Xy x Qp with constant By,

then the saddle point problem

a(up,vy) + b(vp, pr) = e(vy), Yup € Xp (2.19a)
b(unsqn) = glan)»  Van € Qn (2.19h)

has a unique solution, which satisfies the bounds

HCLH> < HMI) . ol .
u—1u < |1+ 1+ inf [lu—wv + inf — 2.20a
[ nllx ( -~ 5, vheth rllx - qhthHp anllg  ( )

— <—(14+— ) (1+— f |lu—wvnllx
P —prllg A o 5 inf ||Ju— v

X
h/ e (2.20D)

0] ||a||HbH> -
+(1+——+ inf ||p—
( Bh anBh QhEQh”p anllo

Proof. See section 11.2.2 of [BF91].

2.3. Shape calculus

In this section, we present certain basic definitions and results from the theory of shape
optimization, studied in more detail in [SZ92].

Definition 2.18 (Shape functional). We call the collection of subsets of R3

O =0%D):={QC D cR*Q open, bounded and regular
with Lipschitz, piecewise C* boundary} (2.21)

the shape space, where k > 1 and the fixred D € O is the hold-all set. A shape functional
18 simply a function J : O — R.
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2.3. Shape calculus

v=0

Figure 2.1.: Shape calculus. Transformation of a set  in the shape space O(D) under
an admissible velocity field v. Note that the velocity field vanishes at the
four corner points, which are in dD;, and it is tangential in the rest of the
boundary 0D.

Definition 2.19 (Regular set). A regular set A is equal to the closure int(A) of its
interior. In geometrical terms, and for A C R3, neither the set nor its complement have
any ‘thin’ components, like isolated points or curves.

Theorem 2.20 (Admissible velocities). Let OF(D) be a shape space with hold-all set
D. Since the boundary of D is Lipschitz, the normal n is defined a.e. and so we can
partition it into two sets 0D = 0Dy U 0Dy, with n defined everywhere on 0Dy and 0D
a null set. Let

YV =V¥D):={veC"D,R¥|(v,n) =0 on dDy,v =0 on dD,} (2.22)
be the set of admissible velocity fields . Then for any time-dependent velocity field

vy = v(t,) € C([0,T),V), there exists a time interval I, 0 € I C [0,T), and a one-
parameter family of homeomorphisms Ty : D — D, t € I, such that

T, T; ! € C*(D, D) (2.23a)
;Tﬁ(x) = vi(Ty(x)), V(t,x)elxD (2.23b)
To(x)=x, Vx€D (2.23c)

Furthermore, the image Q0 := T4(Q) € OF(D), for any Q € OF(D) and t € I.

Proof. See §2.10 of [SZ92].

49



2. A Reduced Model of Thin Film Motion

Definition 2.21 (Shape derivative). We define the Eulerian (semi-)derivative of the
shape functional J : O — R at Q in the direction v, € C([0,T),V), as the limit

(2.24)

where Ty is the transformation of Thm. 2.20. A functional J : O — R is shape-
differentiable at an Q € O, iff J'(Q)(vy) exists for all directions v¢ € C([0,T),V) and
the mapping J'(Q) is linear and continuous. We define the shape derivative of J at Q
in the direction v € V as J'(Q)(v) := J'(Q)(vy), for any v, € C([0,T),V) with vo = v.

Proof. The shape derivative is well-defined, because the continuity of J'(2)(v;) implies
that its value depends only on vq (Prop. 2.21 in [SZ92]).
O

Remark 2.22. The notions of shape-differentiability and the shape derivative are very
stmilar to the Gateaux differentiability and the Fréchet derivative respectively on Banach
spaces. The difference is that the shape space O, unlike the Banach spaces, is not a vector
space and therefore affine perturbations of the form "Q+— Q +tWU” of a shape Q) in the
direction of another shape ¥ are meaningless.

Instead, we consider a separate set of directions, the wvelocity fields v and their as-
sociated transformations Ty, and take perturbations of the form € — Ty(2). Notice
the similarity with the case of manifolds, where all paths that yield the same directional
derivative are bundled together and identified with the same tangent vector.

Proposition 2.23 (Shape derivative of domain integrals). Let O = O(D) be a shape
space and ¢ € WHL(D). Then the shape functional

J(Q) = / odV (2.25)
Q
is shape differentiable for any Q € O and its shape derivative in the direction v € V(D)
18
J(Q)(v) = / div(pv)dV = ¢(v,n)da (2.26)
Q 9

Proof. See §2.16 in [SZ92].
O

Proposition 2.24 (Shape derivative of boundary intergals). Let O = OY(D) be a shape
space and 1 € W?1(D). Then the shape functional

J(Q) = /F vda, T =00 (2.27)
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2.4. Variational form of the Stokes equations

is shape differentiable for any Q € O and its shape derivative in the direction v € V(D)
18
J(Q)(v) = / ((V,v) + ¢ divp v) da (2.28)
r
If we restrict ourselves to Q@ € O%*(D), i.e. sets with piecewise C? boundary, and a
Y € H3/2(D), then the shape functional (2.27) is shape differentiable in the direction
v € V(D) with shape derivative

JQw)=> (/F (‘;i?f — Hy)(v,n)da +/

(Yv,v;) dl) (2.29)
ieT i or;

where I' = ;7 I's is the partition of OS2 in C? segments, H € L>(T) is the mean
curvature, and v; is the outward pointing conormal of T';.

Proof. The shape derivative (2.28) is derived in Prop. 2.50 of [SZ92]. Likewise, (2.29) is
derived in Prop. 3.16 in [SZ92]. Note that the difference in the sign of the H term is
due to a different sign in the definition of the curvature, i.e. for us spheres have negative

curvature, but in [SZ92] positive.
O

Lemma 2.25 (Q-supported velocities). For a set Q € O = O%(D), we define the set of
Q-supported admissible velocities V¥(Q; D) € V¥(D; D) = V¥(D) as

VEQ; D) == {v e C*(Q,R?*) | (v,n) =0 on 92N IDy,v =0 on dXN D}  (2.30)

A shape functional J : O — R is shape-differentiable at an Q@ € O in the direction
v € VF(Q; D) with shape derivative J'(Q)(v), iff J'(Q)(¥) = J(Q)(v) for any ¥ € V*(D)
with Vg = v. The shape derivatives of Prop. 2.23 and 2.24 hold then if we substitute
v € V¥(D) with v € V*¥(Q; D).

Proof. A direct consequence of the fact that the shape derivatives (2.26) and (2.28),
(2.29) do not depend on the values of v outside of §2.
U

2.4. Variational form of the Stokes equations

We consider an incompressible (Newtonian) viscous fluid occupying a volume Q(t) C R?,
bounded by a stationary surface S, the substrate, and the free boundary F(t). The fluid
flows under the influence of a time-independent body force f and the surface tension. If
we assume that we are in the quasistatic regime, i.e. the Reynolds number is small, the
fluid evolves according to the Stokes equations (see fig. 2.2).
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2. A Reduced Model of Thin Film Motion

F(t) F(t)

Figure 2.2.: Viscous fluid on curved surface. Sketch of a fluid occupying a volume Q(t) C
R3, with boundary 9(t) = S U F(t), flowing with a velocity v under the
influence of a body force f and the surface tension yHn.

Definition 2.26 (Hilbert spaces on domain ). Let Q C R? be an open, bounded and
connected domain with Lipschitz boundary 02 = S U F. We define the following Hilbert
spaces:

1. Square-integrable functions on €):

L2(Q) :={q: Q= R| Hq”L2(Q) < oo} with the norm HqHLz(Q) = (fQ q> dV)

L§(Q) :={q € L*() | [oqdV =0} C L*(Q) with the ||-||12(q) norm

L2(Q,R3) = {v:Q — R3| [VIir2(rsy < oo} with the norm ||V 2 rs) =
1/2

(JolvPav)"”

L2(Q,R3) := {A: Q = RY3|||A|| 2 (qraxsy < 0o} with norm ||Al| f2(q gaxs) :=

(JoA: Adv)'?

1/2

2. Square-integrable functions on 0€):
o L2(00) = {q : 00 — Rllqllz200) < oo} with the norm |q|r20q) =

(fon @ da)1/2
o L2(00Q,R?) := {v : 9Q = R*|||v||2(90) < oo} with the norm ||v| 2aq) =

(JyolvI* da)'’?

3. Sobolev spaces:
o HY(Q) :={q e L*(Q)|Vq € L*(Q,R3)} with the norm

1/2
el = (rrq\\%2m> s HVqH%z(Q,Rg))

o HY(Q,R?) := {v e L*(Q,R?) | Vv € L*(Q,R***)} with norm |v|| g1 (qrs) :=

1/2
(V122000 + 1 9%1220 sy )

o Hi(QLR?) := {v € HY(Q,R?)|v = 0 on 9Q} with the ||| g1 qrs) norm,
where v € HY(Q,R3) — v € L?(09, R3) is the trace of v on O
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2.4. Variational form of the Stokes equations

o HL(Q,R3) :={ve H(QR|v=0o0nS C N} with the Il 71 (0,r8) morm
o H 1(Q,R3) the dual of H}(Q,R3) with norm

O(v
101l -1 (.r3) = sup _ ol
vEH (2R3)\{0} IVl or2)

Note that the trace theorem states that’ 1Vl z200,r3) S IVIIE (RS), for any v €
H'(,R3).

Proposition 2.27 (Variational form of Stokes equations). Let Q@ C R3 be an open,

bounded and connected domain with Lipschitz boundary 02 = S U F, so that its unit

normal n is defined a.e., and smooth enough so that the mean curvature H € L?(0%)).
Consider the functional

R(v) ::;/Q2ME(V):5(V) dV—/Q<f,v) dv—/Fan,w da  (2.31)

where v € HL(Q,R3) is the velocity field, E(v) := 35(Vv + VvT) is the symmetric part
of Vv, the viscosity i and surface tension y are constants and the force £ € L?(2,R3).
The constrained minimization problem

min R(v) (2.32a)
Z = {v € HY(Q,R3) | — / gqdivvdV =0,Yq € LQ(Q)} (2.32b)
Q

has a unique solution (v,p) € H{(Q,R?) x LE(Q). The pair (v,p) satisfies a weak form
of the Stokes equations (together with the appropriate boundary condition on the free
boundary F):

dive+f=0 in B (2.33a)
on=+vHn onF (2.33b)

where o0 = —pl +2u E(v) is the stress tensor. Moreover,
IVl g1 @ors) + 1Pl 22) S Il L2y + VIIHI 2250 (2.34)

Proof. We can write the optimization problem (2.32) in a form suitable for application

2The notation a <b < 3C > 0:a < Cb.
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2. A Reduced Model of Thin Film Motion

of Prop. 2.13 by letting

X x Q= H§(Q,R?) xLQ(Q)

Vu—2,u/5 u)dV

e(u)z/ﬂ(f,u)dVJr/@Hn,u)da

F
b(u,q) = —/quivudV

g(q) =0

We need to show that the bilinear forms are continuous, and moreover that a(-,-) is
Z-coercive and b(+, ) satisfies the LBB condition (2.8).

o4

e The continuity of a(-,-) follows from the fact that [, A : BdV, for A,B €

L?(Q,R3*3)  is the inner product that corresponds to the norm | All 2 (,r8x3)-
Using this, together with the properties of tensor contraction from Section 1.8, we
can show that

la(v,0)| < 2p |Vl p2qprsxs) VI 2 rss) < 2ul[vIigrs) lullm@rs)
and so [la|| < 2pu.

For the continuity of b(-,-), we note that all the partial derivatives of u are domi-
nated by [[Vul|z2qrsx3) and so ||divul|z2(q) < 3[[Vul|2(qrsxs). It follows that

1b(u, ¢)| < [lgll2@)lldivullz2q) < 3llall2@)llullmror3)
and so ||b]] < 3.

The coercivity of a(-,-) is a rather technical result, studied extensively in the
context of linear elasticity. The coercivity is equivalent to Korn’s first inequality
[Kor09], which states that there exists K > 0 such that K|(v)[|r2(qrsxs) >
[Vl 1 (ors) for all v € HL(Q,R3). The key point is that v vanishes on a set
S C 0 (with non-zero measure), so that the velocities which correspond to rigid
body motions are exempt from the space. Note that

24
a(v,v) = 20| E(V)||72(q moxsy > ﬁ”VH%{l(Q,H@)
and so the coercivity constant a > 2uK 2.

The compliance of b(-,-) with the LBB condition is also a non-trivial result. The
key theorem is that for an open bounded and connected domain €2 with a Lipschitz



2.4. Variational form of the Stokes equations

boundary, the (weak) gradient V : L3(2) — H~1(€2, R3) has closed range [GR86]
(note that we have limited the range to functions with zero mean value). The
adjoint operator —div : H(Q,R?) — L3() can then be shown to be surjective
[GF09], which leads to the following inf-sup condition:

— divvdV
8>0: inf sup Jo adivv
g€ L3O\0} vemg e (o} 1l 2@ VIl ore)

Since H} (2, R3) C HL(Q,R?), the supremum over HL(Q,R3) is greater or equal
to the supremum over HJ (2, R?), and so the inf-sup condition holds for H% (2, R3)
too, with the same £.

Prop. 2.13 then shows that there exists a unique solution (v,p) € X x Q = H;(Q,R?) x
L3(9) to the saddle point problem (2.11), which in this case takes the form

/(2u5(v) : £(u) — pdivu) dV:/<f,u> dV+/('yHn,u> da, Yuec HL{(Q,R?)
Q Q F
—/qdivvdV:O, Vg € LE(Q)
Q

To derive a strong form of these equations, we assume that everything is smooth. The
second equation is then equivalent to divv = 0, i.e. the incompressibility condition. We
use the tensor properties from Section 1.8, in particular Lem. 1.70 and Prop. 1.75, to
integrate by parts: let o := —pI + 2u E(v) be the (symmetric) stress tensor,

/(Q,ué’(v):g(u)—pdivu) dV:/U:VudV
Q Q

:/m<au,n>da—/g(diva,u>dv:/m<u,an)da—/ﬂ<diva,u>dv
_ /F (on, ) da — /Q (div o, u) dV

since u|g = 0, and so the first equation becomes

/(diva+f,u>dV—/(an—’yHn,u)da
Q F

for arbitrary test function u. The volume integral yields exactly the Stokes equations
(2.33a), whereas the surface integral yields the free surface boundary condition (2.33b).

Finally, the bound (2.34) is a direct application of the bounds (2.12) with ||g|lgr =0
and

Sl z2rs) + YIHH || 2200
ucH{(2,R3)\{0} ||u||H1(Q,R3) (2,R3) (89)

since
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2. A Reduced Model of Thin Film Motion

o | [o(f ) dV| < [|f[| 12 re llullr2re) < Ifll 2kl g ors)

o |[r(yHn,u)da| < ||[vHn| 290k 0l 200k S YIH| 200 [0llmrs), using
the trace theorem and that n is a unit vector.

O]

Remark 2.28. The classic variational form of the Stokes equations involves the func-
tional [o Vv : Vv dV instead of [ E(v) : E(v)dV, which is more common in variational
models for linear elasticity. See §2 of Chapter 1 in [Tem77] for a detailed presentation.
The functional (2.31) has a direct physical interpretation: the quadratic part is the rate
of energy dissipation due to internal viscous friction and the linear part is the mechanical
work done by the external body and surface tension forces against the displacement of the
moving fluid. See §3.1 and §3.3 in [P0oz97] for a discussion of the energy integral balance
inside a fluid. Proposition 2.27 can then be read as the minimum energy dissipation
principle which characterizes Stokes flow, as shown by Helmholtz (see §6.1 in [P0z97]).
For the thermodynamical side of the topic, the work of Onsager [Ons31] on irreversible
quasi-static processes is relevant.

Remark 2.29. When the domain € is not connected, but has multiple components §;
that are well separated from each other, i.e. d(§);,€;) >> & for some 6 > 0, then we can
essentialy apply Prop. 2.27 to each component separately. The reason is that the problem
has no long-range interactions, like point-to-point forces (for instance electrostatic) or
boundary forces induced by the solution of some elliptic problem in the exterior of Q (as
in the Stefan problem), that would couple the various components. The difficulty lies then
in the case where two components are tangential, as would happen during a pinch-off or
a merge of two droplets.

Proposition 2.30 (Free energy functional). We assume that there exists a D C R?® such
that the set Q0 of Prop. 2.27 is in the shape space O*(D). Furthermore, we assume that
the substrate S C 0D, and that the free boundary F is a single C* component of 0. If
the body force is conservative, that is £ = —V¢ for some potential ¢ € H'(D), then the
free energy functional £ : O — R

EQ):= / pdV + ’)// da (2.35)
Q F
is shape-differentiable at any Q2 € O for any v in
Z(Q;D) = {ve C*(QLR?) |v=00ndDNIN,divv =0} CV*(QD)NZ (2.36)

and its shape derivative is

E'(Q)(v) = /Q (Ve,v)dV — /

F

(vHv,n)da = —/

(f,v) dV—/(’yHn,v> da (2.37)
Q F
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2.4. Variational form of the Stokes equations

Proof. Consider a v € Z(€; D). Then clearly v € V?(; D), since it is in C? and
it satisfies the appropriate boundary conditions (see (2.22)) on 9D N 9. Since Q is
bounded, C%(Q,R3) c H'(Q,R3) and moreover v € HL(Q,R?), given that v = 0 on
0D N o O S. Finally, divv = 0 and so v € Z. We conclude that indeed Z(2; D) C
V2(Q; D) N Z.

Having established that Z(€; D) is a set of 2-admissible velocities, we can apply the
propositions 2.23 and 2.24, via the lemma 2.25, to prove that E'(2)(v) is as claimed.
Since the measure |D| < +o0, for the scalar potential ¢ € H'(D) ¢ W11(D), so Prop.
2.23 is applicable. For J1() := [, ¢ dV, we have then

J{(Q)(V):/Qdiv(qbv)dV:/Q(<V¢,v>—l—¢>divv) dV:—/Q<f,v>dV

since f = —V¢ and divv = 0. Likewise 1) := v = const = ¢ € H%?(D) and both
the domain and the velocities are of class C?, therefore Prop. 2.24 is applicable. More
specifically, (2.29) holds: if Jp := [, v da then

n@) =3 ([ rmrvamdas [ ovoya)

1€T

Since S C dDNON and v = 0 on 9D NS, the contributions of all the C? components T';
vanish, except for F itself. But since F' is the single component that is not in 9D N 912,
its boundary OF C 0D N 0Q and so v = 0 there. It follows that [;,.(¢ v,v)dl = 0 and
so J5(Q)(v) = — [p(vHv,n)da. Since E(Q) = Ji() + J2(©2), adding the two shape
derivatives yields the desired result.

O

Corollary 2.31 (Stokes flow as a gradient flow). The variational form (2.32) of the
Stokes equations, restricted to Z(§2; D), is equivalent to

v = argmin {1a(u, u) + E'(Q)(u)} = a(v,u) = —FE'(Q)(u), Yu € Z(; D)
uez(2;D) 2

(2.38)

where a(v,u) = [ 2uE(v) : E(u)dV. This is the gradient flow for the shape functional

E that corresponds to the inner product on Z(£2; D) induced by the symmetric & coercive
bilinear form a(-,-).

Proof. For the coercivity of the bilinear form a(-,-) see the proof of Prop. 2.27.
U

Proposition 2.32 (Dimensionless form). Let L and ® be the characteristic length and
enerqgy density (per unit volume) scale respectively. Then there exist constants V,R, E
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2. A Reduced Model of Thin Film Motion

(with dimensions of velocity, power and energy resp.) and a dimensionless constant ¢
so that

R(v) =RR(¥) and E(Q)=EE() (2.39)
where
R(V) = %&(v,fz) +E(Q)F) (2.400)
a(v,a) == /Q 26(¥) : £(11) dV () (2.40D)
E(Q) := QcédV(iH /F da(X) (2.40¢)

and % = L7'x, V(%) := V" v(x) and ¢(X) := & 1p(x).

Proof. Starting from the non-dimensionless functional E and substituting non-dimensionless
with dimensionless variables, we have

E(Q) :'1>L3'/Qg5dV(>~<)+'yL2-/Fda(i) =qL%. <?-/ﬂ¢3d{/(i)+/p da(i))

which gives us immediately E = yL? and ¢ = %.
Likewise for R:

R(v) = pV2L.- % /B 20 ER

+~VL- (c /Q (V,¥)dV (%) - /

F

(Hn, V) da(i))

Setting V = % gives us V2L = yVL = R. It follows that the dimensional constants

(V,R,E) = (%, WQTL,VLQ) and the dimensionless ¢ = % satisfy the statement.
U

Definition 2.33 (Gravitational potential). Let p be the density of the fluid and g the
gravitational acceleration. We make the simplifying assumption that the z Cartesian
coordinate represents the altitude, and so define the gravitational potential as ¢4 := pgz.

In the case where ¢ = ¢4, the potential scales like ® = pgL and so the constant

¢ = 2L _ pol?

5 e which is the so-called Bond number.

O
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2.5. Flow in thin domains

In the material that follows we will focus on the dimensionless form of the problem
with the gravitational potential, while at the same dropping the tilda notation, i.e.

R(v) = %a(v, V) + E'(Q)) (2.41a)
a(v,u) = /925(V) :E(u)dV (2.41b)

E(Q):/Q(de—i—/Fda (2.41c)

2.5. Flow in thin domains

In this section, as well as the next one, we will apply the results of shape calculus from
Sec. 2.3 on the manifolds I' and K from Chap. 1 (see fig. 2.3).

R3
S
~~ A
T C
&L b

Dj C R?

n=nh

X

1 = h(p) P

Qn = x(En(T))

Figure 2.3.: Thin domains. Given an embedding s : I' — S of the manifold I' onto the
substrate S C R3, we consider a certain class of ”thin” shapes Qj, over S,
which are derived from a height-field h : I' — R. This fails when a) h = 0
(dewetting), b) h is larger than an upper bound h (see Rem. 1.5), or ¢) h is
multivalued (folding).

Definition 2.34 (Flow and extrusion on I'). Let h : T' — R, with h(p) > 0 for allp € T.
We define the (normal) flow of U C T' as ¢p(U) := {(p,h(p)) € K|p € U} and the
(normal) extrusion of U as En(U) :={(p,7h(p)) € K |p e U,7 € (0,1)}.

Remark 2.35. In the remainder, we will assume that the zero forms in Q°(T') and
QO(K) are at least in C*(T') or C%(K) respectively when considered as functions, unless
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2. A Reduced Model of Thin Film Motion

specified otherwise. Likewise for the coefficients wy of p-forms wrdz! and v* of tangent
vectors v'0x;.

Definition 2.36 (Thin shapes over I'). We assume that the embedding s(I') C R? of the
2-manifold T is a compact and connected surface of class C%. We define the set Or of
thin shapes on I' as

Or = {Qy, € O*(Dy) | Q4 = x(Ex(T)), for some h € Q°(T),0 < h < h} (2.42)

where the hold-all set Dy, = x(Ey(T)) for a constant h(p) = h > 0 for all p € T, small
enough so that the conditions of Remark 1.5 are satisfied and, furthermore, the boundary
0Dy, is piecewise C2.

Lemma 2.37 (Admissible velocities in K). Letv € C?(D;,R3) and v = vp+v,0n € TK
with v = dx(v). Then v € Z(Dy; D) = {v € C*(D;,,R3) |v = 0 on D;,divv = 0}, if
and only if

v(p,0) =0, VpeTl (2.43a)
v(p,H) =0, Vpel (2.43Db)
8877()\771)”) +divp(Ayur) =0, V(p,n) €T x (0,H) (2.43c¢)
or equivalently
vr(p,0) =0, Vpel (2.44a)
vr(p, H) =0, Vpel (2.44Db)
n
Up = —)\nl/ diVF()\ng) d¢, Y(p,m) el x(0,H) (2.44c¢)
0
H
/ divp(Aevr) d€ =0, Vpel (2.44d)
0

Proof. From Cor. 1.54, we have that v = dx = x*(divv) = divv. Since x is a diffeo-
morphism, it follows that the pullback x* is a bijection and so divv = 0 < dive =
0 < C%()\nvn) + divp(Ayor) = 0, from Prop. 1.55. Likewise, the pushforward dx is
also a bijection, and so v = 0 on dDj < v(p,0) = v(p,H) = 0 for any p € T, since
x(I'x {0,H}) = 0Dy,

We conclude that v € Z(Dj; Dy) is equivalent to the first set of conditions. The
second set of conditions comes simply from solving (2.43c) as an ODE w.r.t. n with
initial condition vy, (p,0) = 0.

O

Proposition 2.38 (Transport of the Q). Let v € C([0,T), Z(Dy; Dy)) and v = vr +
vpOn be time-dependent velocities, such that dx(v) =v for allt € [0,T). Let Ty : D;, —
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2.5. Flow in thin domains

D;, be the corresponding transformation (Thm. 2.20) and Qy,, € Or. If hg € C1(T), then
there exists a 0 < T" < T such that

T: () = Uy, VEE[0,T) (2.45)

where h = h(t,p), 0 < h < h, is the solution of the initial value problem

oh . h
)\ha + divp )\n’UF dn) =0 (2.46&)
0

h(0,-) = ho (2.46b)

Proof. Consider the functions f(p,n) = n — ho(p) and fi(p,n) = (f o Iy)(p,n), I; =
x 1o Tt_1 ox, in C1(K). The function f = fy satisfies the conditions of the implicit
function theorem on the level set f = 0, since %5 = 1 # 0, and indeed it is trivial
to show that the level set f = 0 is a graph of the form n = ho(p), that is f(p,n) =
0 & n = ho(p) & x(p,n) € Fp, . Because the maps x and T; are homomorphisms
and because of the continuity of T; in time, we can show that there exists a time
interval [0,7”), so that for any ¢t € [0,7”) the function f; also satisfies the implicit
function theorem on the level set f; = 0. Hence there exists a function h;(p) such that
n=h(p) & fe(p,n) =0 < f(Il(p,n)) = 0 < x(Ie(p,n)) € Fry & x(p,n) € Ti(Fhy)-
We conclude that T;(Fp,) = Fp, and we identify h(t,-) := hy. Because v = 0 on
the substrate S, it follows that it is invariant under the Ty, i.e. T{(S) = S. Then
T (0Q,) = Tt(Fpy US) = Fp, US = 09y, and so by the continuity of T; we have that
T () = Q.-

Consider an arbitrary py € I'. The point x(po, ho(pp)) belongs to the free boundary
Fp, and so there exists p = p(t) € T' such that T¢(x(po, ho(po))) = x(p(t), h(t,p(t))) =
x(p, h(p)). Taking the time derivative of both sides, we have

G K o) = Sx( ) = V(o () = dx (51000 )

= dx(o(p. () = dx (3 + (5 + deh() o)

= w(p,hip)) =5+ (e 4+ deh(p) o

where p € TT is the velocity of the curve p(t) on I'. Since v(p, h(p)) = vr(p, h(p)) +
vn(p, h(p)), we conclude that vr j, = vr(p, h(p)) = p and vy, ), = v, (p, h(p)) = %erph(p),

and therefore

Ooh

Bp = Und drh(vrp)
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2. A Reduced Model of Thin Film Motion

Note the following differentiation under the integral sign rule for diff. forms:

h
:dxa/\<wh+/ aw”d) (?dw)/\wh—i-/ d:vo‘/\gadn
0

h
=drh Awy + / de?? dn
0
Applying this identity to the 1-form w(p,n) = *p()\nvnn)bf, we have
4 b b h b
dr (/ *F()\nvpm) r dn) = drh /\*F(/\hUF,h) r —|—/ dr *T (/\nvp,n) r d?’]
0 0
h br h
= dr *r (/ )\,7111*777 dn) = th()\th,h) volp +/ dr *r (Anvrm)br d’l7
0 0
h br h
= *r dr *r </ )\nvrm d?]) = dph()\hvnh) + *F/ dr *r ()\nvrm)br dn
0 0
h br h
= *T dr *T </ )\nvnn dn) = )\h dph(vpyh) =+ / *de *T ()\nvp,n)br dT]
0 0
h h
= divp (/ )\nvrm d?]) =\ th(UF,h) +/ diVF()\nUF,n) dn
0 0
Since v € Z(Dy,; Dy) for every t € [0,T"), it satisfies Lem. 2.37. Taking (2.44c) with

n = h(p) (and exchanging the dummy variable £ with 1), we have v, , = —\; ! foh divr(Ayvr,y,) dn
and so

Oh

A
Wor ~

AnUn,h — A drh(vr )
h h
= —/ divp(Ayury,) dn — Ap drh(vr ) = —dive </ ApUrg dn)
0 0

O]

2.6. Reduced energy

In this section, we calculate asymptotic expansions of the gravitational and surface parts
of the free energy functional using the shape calculus of Sec. 2.3.
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2.6. Reduced energy

Definition 2.39 (Landau notation). For a function f = f(€) of a real (non-negative)
variable €, we define the notation O(eP), as

f = 0(€’) & limsup @ < 400 (2.47)

e—=0t €

In particular, f = O(e®) implies the existence of an upper bound |f| < C independent of
€. Note also the following corollary:

f=9g+0() <30, >0: |f—g| <O, Ve € (0,€) (2.48)

Lemma 2.40 (Reduced gravitational energy). The volume integral of z over Qy, can be
approrimated as

/ zdV = e/ (th + EhQ(NZ — Hzr) + 0(62)> volr (2.49)
o r 2

where zp = s*(z) is the pullback of z onto T’ and N, := (N, z) is the vertical component
of the normal N of the substrate.

Proof. We have Q;, = x(E,(T")) and so

h
/ z2dV = zg volg = / 2K €Ay volp Adn = e/ </ 2K Ay dn> volr
x(Ep(I)) Ep(T) En(T) I \Jo

where zxg = x*(z) is the pull-back of z onto K. Furthermore, 85—7;( = (Vz,g—’;> =

e(Vz,N) = ¢ N, and so we can use the Taylor expansion zx = zr +enN, + O(e?), since
2K |p=0 = zr. It follows that foh 2 Ay dn = foh(ZF +enN, 4+ 0(€2))(1 —enH + O(€2)) dn =
foh(zr + enN, — enHzr) dn + O(e?) = hzr + $h*(N. — Hzr) + O(€®) and so

/ zi volg = e/ (hzr + EhQ(Nz — Hzr) + 0(62)> volr
En(T) r 2

O]

Lemma 2.41 (Reduced surface energy). The area of the free surface Fy, can be approz-
imated as

/ da = / volp + 6/ (—hH +eh?G + E]gradp hlf + 0(52)) volp (2.50)
F, r r 2

Proof. Since ¢p,(I") is the image of I" under the map ¢, we can consider I' with the
pull-back metric g4, ry(ur,vr) = g(don(ur),dén(vr)), ur,or € TT, in which case
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2. A Reduced Model of Thin Film Motion

IX(dm( ry da = Jpvolg, ). More specifically, ¢p(p) = (p,h(p)) = dop(ur) = ur +
drh(ur)On and so
9o (r) (ur, vr) = g(dop(ur), don(vr))
= g(ur + drh(ur) On,vr + drh(vr) 0n) = gr(Apur, Apor) + €2dph(uF)th(vp)
In matrix form, and following the proof of Prop. 1.9, (g4, (r))ag = gr(An0xa, Apdxg) +
eQth(axa)th(axﬁ) = (AngrAf)ap + 22 gzh and so gy, () = AngrA} + €20honT,
where (0h)q = 8— is the column vector of the partial derivatives of h. Using Lemma
2.42, we get det (g4, 1)) = (1 + 20hT (ApgrA})~1Oh) det (ApgrAf). Since Ay = id —ehS =
At =1id+O(e), it follows that OhT (ApgrAT) =10k = 0hT g '0h + O(e). But
ORT grtoh = g M (Ohada®, Ohgdz?) = gpt(drh, drh)
= gr((drh)™, (drh)™) = |gradphf?
and furthermore, det (ApgrAY) = A2 det (gr), hence

voly, (1) = \/det (g, () da’ A dz® = \/(1 + €2|gradph|2)A? det (gr) da' A da®

<)\h—|— lgradph|? + O(e ) Vdet (gr) dzt A dx?

and so

/ da:/ da:/vol¢h(p)
Fn x(¢n (1)) r

/ <1 — chH + 212G+ S |gradph|p + O(e )> volr
r

= / volr +6/ (—hH + eh®G + f]gradph@ + 0(62)> volp
r r 2
O

Lemma 2.42 (Rank-one update of det). Let A € R™ ™ be invertible and u,v € R™.
Then
det (A +uv?) = (1 4+ 0T A7) det (A).

Proof. The factorization
I+w?’ u B I 0\ /[/I U I 0
0 1) \=ol 1)\0 1+0Tu) \o? 1
gives us det (I + uv”) = 1+ vTu. Then det (A 4+ uwv”) = det (A)det (I + A~ uwT) =

det (A)(1 4 vT A~ ).
O
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2.7. Reduced dissipation

Proposition 2.43 (Reduced free energy). Let 0 € Op. If we let
E.(h) == / {(ng — H)h+ S(CNZ — CHzp +2G)h? + g]gradp hy%} volp  (2.51)
r

then E(Qp,) = [ da+ € Ec(h) + O(€®). Furthermore, if v € Z(Qy; D) with v = dx(vp +
v, On) then

/() (v) = e EJ(h)(h) + O(é) (2.52)
Anh + divp ( / " Anur dn) =0 (2.53)
0
and
E'(h)(h) = /F {P(h)h + e(grady h, grady h>p} volp (2.54)
P(h) = (Cor — H) + ¢(CN, — CHzp + 2G)h (2.55)

is the Gateaux derivative of E. at h in the direction of h.

Proof. The relation E(Q) = [ da+ € Ec(h)+ O(e?) is a direct application of Lem. 2.40
and Lem. 2.41.

We consider an extended velocity v(t) € C([0,T"), Z(Dy,; Dy)) with v(0)|q, = v. Then
by definition

. E(Qpw) — E(Qp)

t—0+ t t—0+ t
€l Le — L e / /

where h(t) is the heightfield associated to v by Prop. 2.38., and so is a solution of the
initial value problem A, 9% + divr: (3" Ayor dn) = 0 with h(0) = h.

We identify 7 = h’(0) and note that it is well-defined, because it only depends on the
values of v at t = 0 and x € , and so is independent of the actual extension.
O

2.7. Reduced dissipation

Here we calculate an asymptotic expansion of the dissipation functional. We make
extensive use of the exterior and tensor calculus results of Chapter 1.
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2. A Reduced Model of Thin Film Motion

Lemma 2.44 (Directional derivatives on K). Let u = dx(u) and v = dx(v), u,v € TK.
Then Dyv = dx(Dyv) where

1
Dyv = 5{ curl(v x u) — (div u)v + (div v)u+grad(v, u) g —v x curlu —u x curlv} (2.56)

Proof. A straightforward application of the pushforward/pullback properties of Cor. 1.54
on expression (1.82).
O

Lemma 2.45 (Decomposition of Dy,,v). For the directional derivative Dgy,v of v € TK
in the direction of the basis vectors dx;, we have

Doy, v = % (Ur,a + Vn,a ON) (2.57)
Dayyv = % (vr3 + vn,3 0n) (2.58)
where
vpa = O(e”) (2.59a)
Upo = —€ 2{ur, ;}(Agama)ﬁ +0(") =0(e™) (2.59Db)
up3 = (?;g + A;2§77(A,27vr) = 0(e%) (2.59¢)
Up3 = 28(;;;‘ = 0(”) (2.59d)

Proof. We look at the terms of (2.56) in turn and apply the expansions of Prop. 1.55:

e For the first term, we have

curl(v X u) = curl <€)\7]A;2(un *P UD — Up *T UT) + 6_1)\77(’UF X1 ur)ﬁn)

_ 0
=, L sr <gradp()\n(vp X ur)) — a—n(/\nun AT UP — ApUp *T ur))

+ )\;1 curlp (Ayun 1 vr — AU *1 ur) On

Setting ur = 0xq,u, = 0 and ur = 0,u, = 1 and splitting in tangential /normal
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2.7. Reduced dissipation

components, gives us the following contributions to (2.59):

0
Ur,q /\,71 *T (gradr()\n(vp X1 0xq)) + %(Anvn *T 3aﬁa)>
Un,a —)\;1 curlp (Ayv, #1 0xq)
_ 0
ur,3 < —)\77 L *T %(Aﬁ *T Ur)
Un,3 < )\;1 curlp()\n *T UF)

e For the second and third terms, we have

— (divu)v + (divo)u = —)\;1 (divr()\nur) + ;(Anun)> (vr + v, 0n)

_ ) 0
+ A, ! (dlvr(/\nvr) + %(Anvn)) (ur + u,0n)
which contributes

0
Ul,q —)\;1 divp(A,0zq)vr + )\,71 (diV[‘()\n’UF) + 877()\,71}”)) 0z,

Un,a —)\;1 divp (A, 0zq)vp

3 — A, laa);]nvp
U3 —)\;1 %/:7771;” + )\;1 <diVF<)\nUF) + ;}(z\nvn)>
e For the fourth term, we have
grad(v, u) g = grad ((Anvr, Apur)r + ezvnun)
— A772 gradp ((Ayvr, Ayur)r +2vuy) + 6_28877(<An’[)1", Ayur)r)on+ (;(vnun)an

which contributes
Ul,q A;2 gradp ((Ayvr, AyOxa)r)

0
Un,a 672%(<A771)F, ApOza)T)
Ur3 eQA;2 gradp vy,
ovy,

H R
Un,3 877

67



2. A Reduced Model of Thin Film Motion

e For the last two terms, we have

0
—uxcurlv = —ux {6_1/\;1 *T (62 gradp u, — an(A%uF)> + 6_1)\;1 curlr(A%ur)On}

0
= —A;Z (CUTIF(A%UF) *[ UT — Up, *T *p(e2 gradp v, — 677(A%Up)))

0
— 2 <up x1 *r(€? gradp v, — aﬁ(&%”r))) on

_ 0
= —A, 2 (curlp(A%vp) *T UT + un(e2 gradp v, — %(A%UF))>

_ d
+ e 2(ur, € gradp v, — a—n(A%vr»p on

where we used the fact that ur Xr *pvr = —iy. *r (*pvp)bf = Qyup *T *p(vlbf) =
—quvff = —(up, vr)r. Likewise

0
—v x curlu = —Af (curlp(A%uF) *r vr + v (€2 gradp u, — %(A%UF))>

B 0
+ ¢ *(urp, € gradp u,, — a—n(A%ur»p on

The contributions of these terms are then

Ur g —A;Q curlp(A%vp) *1 0% — A772 Curlp(A%(?xa) *r Ur + vnA;QGQ(A,QI@xa)
n

0 0
Un,o < *6_2<85E0m %(A%’UF»F + (0%q, gradp vp)r — 5_2<UFa %(A%axa»l‘

up,3 A;266:7(A727vp) - 62A;2 gradp vy,

Up,3 < 0
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2.7. Reduced dissipation

Collecting all the vr 3 contributions, we have

_ 0 _10A _
up3 = —A, Lr 8777()\7’ *rUr) — A, 1({9—77771)1“ + €2An 2 gradp vy,

d
+ A_Q—(A%vp) - €2A772 gradp vy,

o
= —)\;1 * AT 8)(:;;}F - )\;1(98);;7vp + A;Q(,fn(/\%’l)r)
— )\7716/\87;7’01* _ )\n1%);]nvr +A772aa77(A$ivr)

=" <A,7‘9£> + A,;?;](Afivr)

= 8;; + A;28877(A3,vp)

Likewise, collecting all the v, , contributions, we have

Vnoa = —)\;1 curlp (Ayvy *1 024) — )\;1 divp(A,0zq)vn + 6_28877«1\77’01", AyOza)r)

= (0w, 5 (Ajur))r + (0, grady va)r — (o, (%(Agaxa»p
_ e‘Qaé;«Am, Aydza)r) — € (Oa, aanm%vp»r — (o, §7<A%6wa>>r +O(e")
_ 6—28‘977(<A3vp, Oza)r) — € *{Oa, aan(/\%vr»r — 2 (ur, ;(Aiaxam +0(e")
_ 62<;7(A3w), Oa)r — ¢ *(xa, aan(/\%vr»r — e (or, ;(Aiaxam +0(€)

0
= —672<UF, %(A%8$Q)>F + O(GO)
2
= —eiQ(UF, a—n”amaﬁ + O(EO) = —672<UI‘, (—2eS + 262n52)8xa>p + O(eo) = O(eil)

Finally, collecting all the v, 3 contributions, we have

o\ 9 P
na = Ay curlr(A — A g, 4+ A dive (X A (Agvn) + 22
Un.3 n curlp (Ay #r vr) o Un + Ay ivp(Ayur) + " 877( nUn) + o
= )\771 (curlp (*xp(Ayor)) + dive(A,or))
a>\ a)\ aU av
" anv+ﬁ<anv+nan>+an
_ g0
on
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2. A Reduced Model of Thin Film Motion

since curlr(xr(A,vr)) = —divr(A,vr) due to Cor. 1.53.
O

The following result, that the energy dissipation is to leading order the result of
friction due to shear stress, lies at the core of the approximation. Compare with eq. (28)
in [RRS02].

Proposition 2.46 (Dissipation and shear stress). If v = dx(vr + v,0n) then

/ (Vv +Vvl): Vvav = 62/
Qp Eh(r)

(%;F\%( + 0(62)> volg (2.60)

Proof. From the definition of the velocity gradient Vv (Def. 1.60) and the tensor con-
traction A : B (Def. 1.69), we have

(Vv 4+ VvT) : Vv = (De,v®e + e @ De,v) : (De,v® e’)
= (D¢, v, Do, v)(€', &) + (De,v,e’)(De;v,e")
Given that v = dx(v), e; = dx(dz;) and e’ = dx(o?), with o := (dz?)?, we have
x* (Vv +Vvl): Vv) = (Dog;v, Daij>K<Ui,Uj>K + (Day,v, O'j>K<Da$jU,O'i>K
= (Dgg, v, Daxﬁfu)K(aa,a'B)K + | Dawsv|?|0®|% + (Daxav,aﬁ)K(Damﬁv, oYKk
+ 2(Dgp, v, 0%) k (Doeyv, 0% i + | Doy v, 0°) i |2

= { ((vr,a, vr,8) K + €Vnatng) (0,07 K + €7 (lursli + € |vnsl?)
+ (r.a, 0PV K (Vr 5, 0NV K + 2Un.a (Ur 3,0V K 4 |Un3
2

’}
where we used that 032 = |(dn)?|% = e 20n|% = e 2.
From lemma 2.45, we know that all the v-terms are O(e), except for v, o which is
O(e 1), and hence x*((Vv + VvT) : Vv) = %|’U1"’3 + €205,00% ¢ + O(e%). Then

or 3+ €0, 00 = %ﬁ; + A,;?;;(Agvr) — (v, i(Agaxa»F o
_ ‘95;; + A;Z;(Agvr) - <%An’27ur,axa>r o°
_ %"g 057 (2 - (A;Q%/ivp,@xa)[(a
— 881;; +A;2£7(A727v ) —Anggfvr

70



2.7. Reduced dissipation

where we used the fact that for any tangential vector v, (v, 0x4)x 0% = (v50?, 0z4) K 0% =
18080,0% = 1,0 = v. Finally,

/ (Vv +Vvl): VvdV = / x*((Vv + Vvl) : VvdV)
(En(T)) Ep(T)

= / x*((Vv + Vvl) : Vv) volg = 6_2/ <|8vp’K + O(e )) volg
ER(T) ER(T)
O
Corollary 2.47 (Reduced dissipation). If v = dx(vr 4+ v,0n), then
a(v,v) =e€! (ac(vr,or) + 0(62)) (2.61)
where ., avr
ac(vp,vp) := /1“ </0 Al Ay |F dn> volp (2.62)

Proof Recall that a(v, v) fQ 2E(v) : E(v)dV. We will show that (2.61) is equivalent
to (2.60).
For the left hand side, we have 2€(v) = Vv+Vv’ by definition, and then (Vv+Vv?) :
Vv =2&(v): E(v) by Lem 1.70.
For the right hand side, we look at the right hand side of (2.60):

87}F (91}r

2 2 2 2

€ —_— VOlK =€ / A VO]K
/h( )| ) |K o )| n 9 |F

:62/ A €\, volr Adn
A R (@ vole A

—61/ (/ AplAy &’Fyrdn) volp
r 0

Proposition 2.48 (Scaling). Let 2 = Q) € Or and v = dx(vr + v,0n) € Z(p; Dy).
Then there exist p,q € Z, such that the rescaled functional R(v) := e 1R(ePv) is

O

R(v) = R(vr) + O(€?) = O(”) (2.63)
where
Re(or) = %ae(vp, or) + EL(h) () (2.64a)
. . h’ N
with Aph + divp </0 Apur dn) =0 (2.64Db)
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2. A Reduced Model of Thin Film Motion

Proof. Using Prop. 2.43 and Cor. 2.47, we have
R(v) = Salev, &v) + B'()(e)
_ %era(V, V) + B (Q)(v)
= @71 (Saclor, o) + O()) + @ (E' () () + O(e)

where £ is a solution of A,k + divp ( foh ApUr dn) = 0. Choosing p = 2, gives us e’ =

Pt = €3, and therefore (2.63) holds with ¢ = 3.
O

Remark 2.49. Note that the scaling of the previous result implies a ’long’ time scale
t ~ e~ 2 for the problem. From a physics point of view, the time scale comes from the
balance between the energy dissipation rate which has units of energy/time and scales like
€1 (Cor. 2.47), and the free energy (the non-constant part) which scales like € (Prop.

2.43).

2.8. Optimal velocity profile

The key insight behind this section is that we can calculate an optimal velocity profile
v (n) such that, for a fixed total flux f = foh Apur dn, the shear stress foh )\n]An%LnF\% dn
is minimized. In the flat case, this leads to the well-known parabolic velocity profile of
the lubrication approximation.

Proposition 2.50 (Optimal velocity profile). Let p € T' be a fized point, and h € R
with 0 < h < H. There ezists a tangential tensor function II,, n € [0, h], such that for
any tangential vector f € T,I"

1 h 81)1“ 2
vp = an:argmin/ A Ay——Itdn (2.65)
vreVy 2 0 877
h
Vi = {or € C2([0, h], T,T) | orly—o = 0, / Ayordn = f} (2.66)
0
Furthermore,
1 1 (" v’ 1 [h dur
(M =2 [ N |A =L R dy = ‘/AA2d 2.
2<fa hf>F 2/0 n’nanlrn v?lel\l}f20 77|77877F77 (2.67)

where the tensor

h n h
M, = -t ~d¢ | AZ? .
B /0 )\n/o )\5 (/5 Ag d§> ¢ dé dn (2.68)

is positive definite (see Lem. 2.51).
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2.8. Optimal velocity profile

Proof. We rewrite the problem in the standard form of Section 2.2 (with e = 0):

in Za(er, vr)
mimn —alv v
iy T, Ur

Zy = {vr € X |b(vr,q) = g(q), Vg € Q}
where
X x Q = {vr € C*([0,h],T,T) | vr|y=0 = 0} x T
h ovr our
CL(’UF,UI‘) —/0 )\7]<A7787”7,A7]8777>F dn

h
b(or, q) = / M{or, @) dn
0
g=frenr=q

Note that the weak form of the constraint b(vr, ¢) = g(q) = <f0h Apvrdn — f,q)r = 0 for
all ¢ € T,,I', which is equivalent to foh Apvrdn = f. We conclude that Z, = V;.
We will show that the pair (v, ¢*) given by

U] h B h
P, ;:—/0 At </5 Agdf) A2 de = Mh:—/o APy dn

¢ =-M,'feQ

vp = Pygt € X
is a solution to the saddle point problem

a(vp,vr) +b(vr,¢") =0, Yore X
b(vr,q) = 9(q), Vge@

First we need to establish that (v, q*) is well-defined. Recall that the tensor A, is
assumed positive definite (see Rem. 1.5) and so A\, = det (A;) > 0 and the inverse tensor
A, ! exists (and is also positive definite). It follows that the tensor P, is well-defined
and a smooth function of 7. Combined with the fact that Py = 0 (see next paragraph),

we conclude that indeed vf- € X. For the invertibility of M}, see Lem. 2.51.
The tensor P, is defined so that the following properties hold:

——/0 . dE=0

h

( /\5 d§> A_ 6Pn |
n

0 0P,

87( A727 on ) )‘TI
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2. A Reduced Model of Thin Film Motion

For the first equation of the saddle point problem then, we have for an arbitrary vpr € X:

4 0 0
alofvor) = [ Atan e A G dn

h ovy: 0
/0 (ApA7 ;F ;F>Fd77

vy, h h 9 ovs
— [(A A? o >F]0 _/O (8—17()\,7A3]8—;),vp>r dn

h h
o] - [ S o

h
. / (o, vr)r

/)\(]U[‘

:_b Urvq )

The square bracket is zero at n = 0 because vr = 0 there, and also at = h because

% = 0 there.

The second equation of the saddle point problem is straightforward to verify:

h h
b(UFaQ):/O An<vi’i,Q>rdn=/0 Ap(Pyq*, @)r dn
h
([ MPadn)a® a)r = (-Maa" )r = (f.q)r = sla)

Since the bilinear form a(:,-) is symmetric and positive, the solution (vf,¢*) of the
saddle point problem gives also a, not necessarily unique, minimizer (see the proof? of
Prop. 2.13), in the sense that a(vf,vf) < a(vr,vr), Yor € Z; = V. Finally using the
saddle point equations, we have

h
/0 Al & (Ayor)[3 dn = avr,vor) > a(vh,vf) = ~b(vf, q°) = (Myg",")r = (£, M5 f)r

for any vp € Vy. We conclude that the statement holds with IL, := — P, M," L

Lemma 2.51. The tensor My, is positive definite and self-adjoint.

3 Although the space X is not a Hilbert space, the part of the proof of Prop. 2.13 which shows that
a solution of the saddle point problem is a minimizer, is purely algebraic and does not depend on
whether X is complete or not.
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2.8. Optimal velocity profile

Proof. Let v € T,I' be an eigenvector of the shape operator S with corresponding
eigenvalue . We will show that it is also an eigenvector of A, and of Mj. Indeed,
A, = (id—enS)v = (1 — enk)v and so v is an eigenvector of A, with corresponding
eigenvalue p, := 1 —enk > 0 (since A, is pos. definite). For M}, and keeping in mind
that v is constant, we have

o ([ 0 ([ ) )
RIS
[0 ([ e
([ ([ ) )

It follows that v is an eigenvector of M}, and the coefficient is the corresponding eigen-
value. Since all the integrands are strictly positive, the triple integral is strictly positive
and so the corresponding eigenvalue is strictly positive.

Because the tensor S is self-adjoint, its eigenvectors span the entire tangent space 7),I"
and so M}, can not have any extra eigenvectors. We conclude that all the eigenvalues of
M, are strictly positive, and hence it is positive definite.

To show that M)}, is self-adjoint, we consider the following product for arbitrary u,v €
1T

h h
<U,Mh’u>r _/0 Ay /0‘77 )‘5_1 (/5 )\gdf) <u, A52u>p d€ dn =

h n h B
/0 A /O A ( /é &d&) Az 2u, ) dé i = (Myu, o)
]

Corollary 2.52 (Flux-based dissipation). Let Q;, € Op with 0 < h < H. Then for any
v = dx(vr + v,0n) € Z(Qn; Dy)

h
f= /O Anpor = Ry(f) < Re(vr) (2.69)
where
Ru(f) = yon(f, ) + BL()(h) (2.70)
Aph 4 divp f =0 (2.71)
an(f, f) = /(f, M fyp volp (2.72)
r
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2. A Reduced Model of Thin Film Motion

Proof. Integrating both sides of (2.67) over I' gives us ax(f, f) < ac(vp,vr) and Ry (f) <
R.(vr) follows directly.
O

2.9. The reduced model

This final section pulls everything together, to arrive at the promised reduced model for
the thin viscous film flow on a curved substrate.

Proposition 2.53 (Approximate Stokes flow). Let Q € Or with0 < h < H, and let the
optimal velocity vl and flux f* be the solutions of the following optimization problems:

vi:= argmin R(v) (2.73)
veZ(Qn;Dy,)
f* = argmin Ry, (f) (2.74)
ferr

Using the optimal flux, we can construct a nearly optimal velocity

v* = dx(vi + v;0n) (2.75a)
vt = 1L, f* (2.75)
n
= <A, / dive (evp) dé (2.75¢)
0

for the Stokes flow, in the sense that

N

R(v*) = R(v) + O(é?) (2.76)

Proof. From the optimal velocity vi = dx(vr + vnﬁn) we extract the corresponding flux
ft= [ Aol dn. Then,

R(v) < R(v*) (by (2.73))
< R(vf) + Cé? (by (2.63) & (2.48))
= Rp(f*) + Cé (by Prop. 2.50 & Cor. 2.52)
< Ry (f1) + Cé? (by (2.74))
< R(v}) 4+ Cé€ (by Cor. 2.52)
< R +0'é (by (2.63) & (2.48))

for € small enough, and therefore R(vY) < R(v*) < R(vh) + ¢’ = |R(v!) — R(v*)| <
C'eé? = R(v*) = R(vl) + O(e2).
O
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2.9. The reduced model

Proposition 2.54 (Conservative form). Consider the functional

Rulf) 1= goulf, ) + €'(u)(@) (2772)
ay(f, f) = /(f,/\/qulfh“ volp (2.77¢)
I
() = /F {Wlu + %W2u2 + %\gradp u|%} volp (2.77d)

3

where M,y := 5 +
) =

If we let u(h

%(Hld—l-S) 4%t —Czp—H and Wy := (N, — H> 4+ 2G.
ST Xy dn = h — $h2H + S h3G, then

Ru(f) = Rum)(f) + O(€) (2.78)
for any f € TT.

Proof. First we look at the mobility tensor, taking into account that A, =1 — enS and
Ay =1—enH + O(e?),

h n h A
Mh:/ An/ At </ A§d£>Ag2d§dn
0 0 13

h3 ht 9
=73 + 6*(5’ 2H id) + O(e?) = My + O(€)

and so ah(f f) = Qy(h) (f?f)+o< )
For the energy, a direct calculation gives us €(u(h)) = E.(h)+0(e?). From u+divy f =

0 and )\hh + divp f = 0, we deduce that @ = )\hh and so
E (u(h))(4) = / {(W1 + eWau)i + e(gradp u(h), gradp @)r } volp
r

— /F {((CZF — H)+e((N, —(Hzr + 2G)h)h + e(gradp h, gradp h)p} volp + O(€?)
= Ej(h)(h) + O(e?)

The approximation (2.78) follows immediately.

O
Corollary 2.55 (Conservative approximation). If
f* = argmin Ry(f) (2.79)
ferT
fu = argmin R, ;) (f) (2.80)
ferr
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2. A Reduced Model of Thin Film Motion

then
Ru(f3) = Ru(f*) + O(€%) (2.81)

Proof. Using the same reasoning as in the proof of 2.53, we have
Ru(f*) < Ru(f3) < Ry (fi) + C€ < Ryy (f*) + C < Ry(f*) + C'é?

which proves that indeed Ry (f}) = Ru(f*) + O(€?).
O

Remark 2.56. The reduction of the Stokes flow equations to the conservative variational
model of Prop. 2.5/ is essentially the lubrication approximation, well-known in the case
of a flat inclined substrate. The reduced model is identical to the one derived in [VR13],
in which paper the Euler-Lagrange equation of the variational model (2.77):

@ — divp (M, gradp P(u)) =0 (2.82a)
U3 U4
My = 5 + e (Hid+5) (2.82b)
P(u) = (Czr — H) + €((N, — H? + 2G)u — eAru (2.82¢)

is also shown to be equivalent to the 4th order PDE derived in [RRS02].
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3. Evolution and Variational Discretization of the Model

3.1. Outline

In this chapter we use tools from functional analysis and the calculus of variations to
study the properties of the reduced model (as derived in the previous chapter and pre-
sented in Prop. 2.54), as well as to discretize it in time and space. The development
and analysis of numerical schemes for lubrication-type fourth-order parabolic equations
of the form u; + div(M (u) grad Au) = 0, in various dimensions and for various mobil-
ities M (u), is the subject of numerous publications; using finite differences in [ZB00],
finite elements in [BBG98] and finite volumes (as well as finite elements) in [GRO0].
The analysis of these schemes relies heavily on so-called entropy estimates of the form
% [S(u) = — [|Aul?, for an appropriate entropy function S(u) (which depends on
the mobility). In combination with energy estimates, they can be used to show non-
negativity of the (continuous and discrete) solutions for suitable initial data, as well as
convergence of the discrete to the continuous solutions in the appropriate norms.

Unfortunately, in the case of a curved substrate the corresponding PDE (2.82) does not
admit such an estimate. We opt instead to apply the results of constrained optimization
(Sec. 2.2) directly on the variational model (2.77). There are two issues with the model
of Prop. 2.54, which make its analysis with the methods of Sec. 2.2 problematic. The first
one is that the bilinear form (f, M1, f) 2 is not bounded and coercive for extreme values
of u, as the mobility M, vanishes or becomes unbounded respectively. After certain
preliminary definitions and results in Sec. 3.2, we deal with this problem in Sec. 3.3,
where we present a regularized mobility and study its essential properties. The second
problem is that the PDE constraint (1, q);2 — (f,gradpg)r2 = 0 does not satisfy the
inf-sup-condition (2.8) for functions in H(T'). We rectify this by adding a diffusive term
and consider the regularized PDE (u, q)r2 + Agradp a, gradp )2 — (f,gradr¢)r2 = 0
instead. In Sec. 3.4, we show the well-posedness of the regularized variational model
in Cor. 3.16. We also show local existence of solutions in time in Prop. 3.17, global
existence in Cor. 3.18 and finally uniqueness of the solution in Cor. 3.19. It is interesting
to note that although the regularization was meant to allow us to show well-posedness
in HY(T"), we can actually show higher-regularity in H?(T') under appropriate conditions
(Prop. 3.15).

In Sec. 3.5 we discretize the problem in time. We establish local well-posedness (Prop.
3.23) and higher regularity (Prop. 3.25) results, under appropriate bounds for 7. Then
we use these to establish the existence and uniqueness of the solution of the time-discrete
scheme (Lem. 3.27), higher regularity for initial data in H?(T') (Lem. 3.29) and finally its
convergence to the solution of the continuous problem in Prop. 3.30. Finally, in Sec. 3.6,
we present a proof of the convergence of a Galerkin-type approximation under general
assumptions for the finite element spaces used to discretize the problem in space.
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3.2. Preliminaries

Definition 3.1 (Essential infimum /supremum). Let v € Q(I"). We define the essential
infimum and supremum of f as

esssupu := inf{C € R| / Xu>c volr = 0} (3.1)
r

essinfu := sup{C € R| /Xu<C volp = 0} (3.2)
r

where xyu>c is the characteristic function of the set {p € I'|u(p) > C} (and likewise for
Xu<C)'

Definition 3.2 (Function spaces on I'). Let I' be a (C*°) smooth, compact, connected
and orientable 2-manifold without boundary, such that fr volr < oco. We define the
following LP spaces on I':

e ue LP(T), for 1 < p < oo, iff u e QUT) and [p|ulP volp < +oo. We define the

norms
1/p
ull 2o (ry == (/F|u|pV01r> (3.3)

and, specifically for p = 2, the inner product
(u,v) p2(r) = / uv volp (3.4)
r

e ue L®T), iff ue QL) and ||ul|pr) < +oo where

||| oo () := esssup|ul (3.5)

e ve L*(IT), iff ve TT and [p|v[f volp < +oo0. We define the norm

1/2
lollozgrr) = ( / \vr%volr) (3.6)

(v, w) p2(7r) = /F(U,UJ)F volr (3.7)

and the inner product

Furthermore, we define the following Sobolev spaces on I':

e uc HYT), iff u € L*(T) and gradpu € L?(TT), with norm

1/2
el oy =l + llgrady 3 rr)) (38)
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3. Evolution and Variational Discretization of the Model

e v € Hy o (TT), iff v € L3(TT) and divrv € L*(T'), with norm
2 - 2 1/
ol gy = (10132rry + Iive o3 ) (3.9)
o uc H*I), iffuc HY(T') and gradpu € Hyy, (TT), with norm

2 2 2 1/2
lullg2(r) = <||UHL2(F) + [lgradp U”L2(TF) + HAFUHLQ(F)) (3.10)
where Aru := divr gradyp f is the Laplace-Beltrami operator on I'.

We denote the associated inner products with (-, '>L2(F), etc. Furthermore, we will omait
the domain specification ...(I') and ...(TT) whenever a space appears in a subscript,
for instance ||-|| g1 instead of ||-|| g (ry-

Lemma 3.3 (L™ functions). Let uw € L*(I"). Then
1. ||uP||pee = |lul|} o for any p >0, and so u? € L>=(T')

2. for any f € L*(T),

—lullz= 1 fI72 < wllfll7z < (fruf)re <@ fIZe < lullz=<|f]72 (3.11)
where v := essinf u and U := esssup u
3. for any f € LA(T), Juflz2 < Jullie | flle and souf € LX(T)
2. and 8. are also true for functions in L*(TT).

Proof. For the first statement, we note that esssup|u| > 0 and, since the function a? is
monotone for x > 0 and p > 0, |u| > C' & [uf > C? and s0 X|y|>c = Xjupp>ce- It follows
that esssup(|u|P) = (esssup|ul)P.

For the second and third statement, the inequalities follow directly from the definition
of the L norm and the basic inequality essinfu - [ fvolp < [rufvolp < esssupu -
Jr f volp, which holds for any non-negative measurable function f.

O

Remark 3.4. We will make use of the Sobolev embedding theorem (second part) for
compact Riemannian manifolds (Thm. 2.20 in [Aub98]). More specifically, the fact that
the Sobolev space H?(T') on the 2-dimensional compact Riemannian manifold T' can be
continuously embedded in the Hélder space CO*(T') for any « € (0,1), i.e. there exists a
constant C, > 0 such that

|ul|coe < Collullgz2, Yu € H*(I) (3.12)
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3.2. Preliminaries

where ||ul|co.e = supyer|u(p)| + sup,, % (d(p,q) is the infimum of the lengths
of all the curves from p to q). This inequality gives us immediately that

[ull oo < suplu(p)| < Cool|ul| g2 (3.13)
pel

where Coy = infocqe1 Co < +00. We will in fact use a stronger statement, a direct
corollary of the Sobolev embedding theorem known as Agmon’s inequality (Lem. 13.3 in
[Agm65]): since dimT' = 2, there exists a constant Cx > 0 such that

lullZoe < Clcllull gz lull 22 (3.14)
for any v € H*(T).
Definition 3.5 (Bochner spaces). Let X be one of the spaces L*(T'), L2(TT) or HY(T),
and T > 0. We define the following spaces of functions from [0,T] to X :
1/p
o ue L0, X), iff fullworx) = (Jy Tl dt) " < oo.

o uc L>®0,T;X), iff ||u||Loo(07T;X) 1= ess supg<<p||u(t)||x < oo.

e uc C(0,T]; X), iffu: [0,T] — X is a continuous function, with norm ||ullc(jo,m;x) :
maxo<y<r|lu(t)]|x < oo.

e uc CH[0,T]; X), iff u € C([0,T); X) and u; € C([0,T]; X).
o u € Hl(O T X), iff u € L?(0,T;X) and there exists u' € L*(0,T;X) such that
fo )+ a(t)p(t)) dt =0, for all b € C°(0,T). The space is equipped with
/
the norm HUHHl(OTX <”u( )HL2 0,7;X) + Hu (t )HL2 0TX)> .
See section 4.9 in [Eva02] for more details.

Lemma 3.6 (A Gronwall-type inequality). Let ug € X, where X is a Banach space,
and @ € L*(0,T; X). Then the function

t
u(t) = ug + / a(s)ds, tel[0,T] (3.15)
0
is in C([0,T]; X) with
lulleqorxy < luollx + T2l p20,7:x) (3.16)
and
ull 20 < T2 wlloqomx) < T2 wollx + Tl L207.x) (3.17)

Furthermore, u € H*(0,T; X) with v = @ and u(0) = ug. Finally, if there exist con-
stants a > 0 and > 0 such that ||u(t)||x < a+ Bllu(t)||x for a.e. t € (0,T), then

lullcoryx) < (luollx + o) " (3.18)
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3.3. Regularization of the mobility

As noted in the introductory section, lubrication-type equations of the type that we
wish to study here present technical difficulties when the mobility M (u) vanishes as
u — 0. Furthermore, the associated numerical schemes require that the discrete solutions
remain non-negative. This is achieved by regularizing the mobility, for instance by
taking M. s(u) := %ﬂ% with ¢ < 1 and s > 0 as in [ZB00], and/or enforcing the
non-negativity of u, via Lagrange multipliers as in [BBG98] or by a CFL-type control
of the time-step as in [GR00]. In this work on the other hand, the purpose of the
regularization is not to preserve non-negativity, but rather to ensure that the mobility
remains coercive and bound as an operator and that the prerequisites of the Brezzi

splitting theorem (Thm. 2.10) are met.

Definition 3.7 (Bounded and coercive operators). An operator F € L(L?(T"), L*(T")) is
bounded with constant C, if Vu € L*(T') : ||Ful|< C||lu| 12, and coercive with constant c,
when Yu € L*(T') : (u, Fu)r2 > c||ul|3.. Corresponding definitions are valid for operators
in L?(TT).

Lemma 3.8 (Mobility). Let u € L*(T), with ||uljz~ =: @ > 0, and bounded away
from zero, in the sense that u := essinfu > 0. Furthermore, let H € L*°(T") and S €
L(L?(TT), L3(TT)) be self-adjoint and bounded with constant ||S||. Then the operator

u3 u
Myf = §f+e€(Hf+Sf) (3.19)
o ut
(with € > 0) is also self-adjoint and bounded with constant M := §+6€(HH||L°°+HS”)
If moreover
(1= syl 3.20
lullz= < {5 U= + IS1) } (3.20)
then
W

1= e2(|H]l e + 18] )
(1- )

1. M, is coercive with constant p = ?

2. My, is invertible.

1

3. Mt is self-adjoint, bounded with constant u~! and coercive with constant uM 2.

Proof. Tt is straightforward to verify that (f, Myg)r2 = (Myf, g)r2 and therefore M,
is self-adjoint. Using Lem. 3.3, we have for the boundedness

ﬂ?’ 4

ud ut u
|Mufllie =15 F + e (Hf +5F)2 < <3 g (1H] o + HS||>) 1l = Ml
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3.3. Regularization of the mobility

and likewise for the coercivity

3 4 3

2= (.5 (F+ g (H+5))iz
3 p—
(1= G U= + 18D ) 1122 = el 12

u

(o Muf)ie = (f. 5 [+ e (HT + S

~—

S

>

coll

since the quantity in parentheses is positive due to assumption (3.20).
For any f € L*(TT), we define f' = M 1 f € L?(TT) to be the unique solution of

(g, Muf')r2 = (g, f) 12, Vg € L*(TT)

This is well defined, because the bilinear form (-, M,-);2 is coercive (with coercivity
constant ;) and continuous, and therefore the Lax-Milgram theorem 2.3 ensures that
the solution exists and is unique. Moreover, the bound (2.4) implies that || M1 f]|;2 <
i” fllz2, since the norm of the functional (-, f);2> (as an element of the dual space) is

equal to the norm of f by the Riesz representation theorem. It follows that M ! is
indeed bounded with constant p 1.
For the coercivity of M !, we note that if ' = My f then (f/, My f)r2 > pl f/|3. >

pM 2 M fN17, (since [Myf'llpz < MI|f'|lr2) and so (MGUf, flre > uM 72| f][7..

Finally, M ! is also self-adjoint, because

<f’M7:1.g>L2 = <Muf,7M1:1(MUg/)>L2 = <Muf/ag,>L2 = <f,aMu.g,>L2 = <M;1fa g>L2

for arbitrary f,g € L?(TT).
0

Definition 3.9 (Truncated ramp function). We consider the following piecewise-cubic
(spline) function pmar: R — R:

m, z<0
72
m‘i‘%, WS (0,2m]
pmm(T) = {7, z € (2m, M — m] (3.21)
D M) — (M — z)2 — m?2
m(z + M) 4( ) —m , € (M —m, M+ m)]
m
M, x>M+m

with parameters m > 0 and M > 3m. The spline function is a smoothed version of the
function p(z) := min(max(m,x), M) (see Fig. 3.1), and satisfies the following properties:

1. m < ppm(z) < M, for all z € R.
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3. Evolution and Variational Discretization of the Model

2. pm.m € CLR) with 0 < Prar(7) <1, for all z € R, and so

|pm,pr(2) = P (y)| < |2 — ] (3.22)
for any x,y € R.

3. p;n, b8 Lipschitz-continuous,

|om () = pr (W) < Lplz — (3.23)

for any x,y € R, with Lipschitz constant L, = ﬁ

JHEY
o

0.6+

0.4¢

02

0.0 0.2 0.4 0.6 0.8 1.0 1.2

Figure 3.1.: Truncated ramp function. The truncated ramp function min(max(x, m), M)
and its spline approximation pp, pr(z) (for m = .1 and M =1).

Corollary 3.10 (Regularized mobility). Let u € L*(T), H € L°*(T') and the self-adjoint
operator S € L(L*(TT), L*(TT)) be bounded with constant ||S||. Consider the operator

Mt = [u;if + 6[u(s]i(ﬂf +5f) (3.24)

where
[l = pa (a1 () (3.25)
A= S(IHllz= +[1S]) 2 0 (3.26)

and e > 0,0 < X< (14+A)~! < 1. The operator is also self-adjoint and furthermore
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3.3. Regularization of the mobility

2
1. My, is bounded with constant My = m
)\4
2. My, 1is coercive with constant piy = m

3. My, is invertible.
4. M[:L}IA is self-adjoint, bounded with constant ,u;l and coercive with constant ,u,,\M)\_Q.

Proof. 1t is a direct application of the boundedness of the truncated ramp function and
the Lem. 3.8 with

u=[uly = 0<A<u<ua<(A+ M) <oo

Note that @ < A™! = @A < 1. We get immediately that My, is self-adjoint and
bounded with constant

4 2

u’ o
3(A+A2

u TR B
M = 2+ e (IH e+ [1SI) = (1 +78) <

The inequality A < 1 is equivalent to condition (3.20), and so the operator is coercive
with constant

ud

ﬂ 3
u=" (1= G UHL= +15) =

(1 —uA)

N AN
=3 A+r) 3A+n

Furthermore, the operator is invertible and the claimed properties of the inverse follow
directly.
O

Lemma 3.11 (Mobility on Hy;, (TT)). Let H € L=(T')NH(T) and S € L(L*(TT), L*(TT))
such that HSfHHdiv < HSHHdivaHHdiv? Vf € Hdiv(TF)'

1. Ifu € HYT), then

Mgy fll e < Cralllallg) [ f1]mg, (3.27)

for any f € Hgiv(TT). The function Caq(+) is a polynomial with non-negative
coefficients.
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2. Ifu,w € H*(T), then
My f = M, g < Lilull s wll g 1 g, (le = wllg + llu = w]| o)
< Lp(l[ullges lwll g )1l g, 1w = wll g2 (3.28)

where L'y ((-,-) is a symmetric bivariate polynomial with non-negative coefficients
and Lpg := (14 Cx)L'\, (see Rem. 3.4 for the constant Cw).

Proof. We present first certain small results about functions in L>(I')N H(T') and Hyg;,:
o Ifwe L) N HYT) and g € Hg;, (TT), then
lwglly, < (Jwllze + llgradr wllp2) 9]l oy, < (lwllzee + lwllzo)llgllmg,

since [[wgl| 2+ [|dive (wg)l| L2 < [lwllzeellgllz2+lIgrady wl L2 (lgll L2 +[w] o [|dive g 2

o If u € HY(I'), then ||gradp[ulsll2 < |gradpullz2. Indeed []x = pyatpr)-1 is
continuously differentiable, and so the chain rule gradp[u]y = p) (Atr)-1 (u) gradp u

holds. The bound comes then from the fact that |p/, (A4A)-1 (u)] <1 (see Def. 3.9).
Moreover, it follows that for p > 1:

lgradr [ul} > < pll[ulalf= lgradp(ul]l 2 < p(A +X) "7 |[u] g

e Combining the previous two results, we have that if u € H(T') and g € Hg;, (TT),
then for p > 1:

ITul39ll e < Po(lull )9l g,

where P,(z) :== (A + X\)"P (1 4+ p(A+ N)z) is a first order polynomial with non-
negative coefficients.

Using these, we can prove the stated inequalities:

1. Applying these results on My, f, we have:

A (HF + S,

1
< 3 (Ba(llullan) + A" Pallul ) 1/ g,

1
”M[uhf”Hdiv < g”[u]if”Hdw +

where A := §(||H| r~ + ||H| g1 + ||S||f,,)- The desired bound (3.27) follows
with Cpg == £ (P3 + A'Py).
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2. Likewise,
Mgy f = My fllHgsy
< 2l = [0]) S g, + %H(Mi — [\ (HS + )4,
= %H([Uh = [wh) ([l + [ula[w] + [w]X) fl g,
+ %H([U]A = [wln) ([ulx + [wh) (W)X + [wlX) (H f + SF)llrg
< (IIfulx = [wlxllzee + llgradp[ulx — gradpw]allz2) QUlwl g, l[wl g )lLf || g,

z) + Pa(y)).

where Q(z,y) := § (Pa(z) + Pi(2) Po(y) + Pa(y)+% (Pa(x) + Pu(y)) (Pa(
= />\,(A+>\)*1’

Moreover, given the properties (Def. 3.9) of [-]x = py (a42)-1 and []} = p
Vi, w € R [uls—[wla] < Ju—w] = Vo,w € L) : |[uls—[wla |z < Ju—w]z~
and
lgradp[u]y — gradp[w]al|Lz = [|[ul} gradp u — [w]} gradp w]| .2

1 1
< 5”[“]/,\ gradpu — [u]&gradp w2 + 5”[“]/,\ gradp w — [w}&gradp wl| 2

1 1
+ 5”[“]1,\ gradp u — [w] gradp ul|r2 + §H[w]’)\gradpu — [w]) gradp w)| 12

A

< % (ulhllzoe + lwlhllze ) lgradp(u — w)l| 2

1
+ 5l [wly = [wlillze (llgrady ull 2 + [lgradp w|2)

1
< llgradp(u — w)llz2 + 5 (leradp ullz2 + [lgradp wl2) [u — wllze
1
< lu = wlfg + o (el + lwllgn) lu = wll e

4\
It follows that

I[ulx = [w]xllz~ + llgradp[u]x — gradp[w]x[ .2

1
< =l -+ (14 g5 Qs+ ol ) = wlo

< R([[ull e lwll ) (lv = wl[ g + [Ju = w][ze<)

d
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3.4. Well-posedness of the model

Before we study the regularized model itself, we need to show certain auxiliary results.

Proposition 3.12 (Regularized optimization problem). Consider the regularized opti-
mization problem

. E((f, 7 2
(f)eLA(TT) x H(T) { (F, M, Pz + B((f, U))} (3.294)
(i, q) 2 + Mgradp @, gradp ¢) 2 — (f,gradr ¢) 12 = R(q), ¥q € H'(T) (3.29b)

where E € X', R € Q' are continuous linear functionals over X = L*(TT) x HY(T)
and Q = HY(T) respectively. If u € H'(I') and the assumptions of Cor. 3.10 are met,
then there exists a unique solution (fy,uy) € L?(TT) x HY(T) with a unique multiplier
px € HY(T'). Furthermore, there exists a constant C such that

el + I fallze + lpallzn < C (1B x + IRl gr) (3.30)
Proof. We will apply Prop. 2.13 with X = L?(TT) x HY(T") with norm [|(f,%)||x =
(1122 + 1all3)'"%, @ = HY(T) and

al(f i), () = (f, MEL F)po
e((f,u) == E((f,))
b((f, 1), q) := (&, q) 2 + AMgrady i, gradp q) 2 — (f, gradp q) 12
9(q) == R(q)

for any f, f' € L*(TT) and u,u',q € H*(T'). For the parameter \, we will assume that

it meets the conditions of Cor. 3.10, i.e. 0 < A < (14 A)~! < 1, so that the conclusions
of the corollary are valid. We verify that the conditions of Prop. 2.13 are met:

e a(-,-) is continuous:
la((f, @), (F' @) < 1 Mg Fheel < i Iz llee < e IR @)l G @)l

)2 = ||(f, )] x and likewise

where we used the fact that || f[|z2 < (|[f]|32 + [ul|3:
for f'. Note that ||a|| = u;".
e b(-,-) is continuous:
b((f, ), @) < (@, g) 2] + Al(gradp @, gradp g) 2| + [{f; gradp g) 2|
< |lallz2llllqll L2 + Allgradp @l 2 [|gradp gll 2 + [ f]| 22 llgradr g| .2
< @+ NI @)l x gl

and so [|b|| =2+ A.
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3.4. Well-posedness of the model

e b(-,-) satisfies the LBB condition: We note that for an arbitrary ¢ € H*(T), ¢ # 0,
the pair (— gradpq,q) € L*(TT) x HY(T') = X. Then
b((— gradr ¢,9),¢) = llqll7> + Allgradr g||7- + [|gradr q7-
1 1
> 2 (lall32 + 2llgwadr ql32) = 3 (- svade 0,0) %

and so

qp @9 o b(=egradra.g)g)  b((—gradrg,0).q) _ 1

vexrfoy IPllxllale = lI(—eradr g, @)llxllall s = (= gradp g q)[% 2

since ||(—gradrq,q)|lx > ll¢||g1- It follows that b(-,-) indeed satisfies the LBB
condition (2.8) with constant 8 = 3.

e a(-,-) is Z-coercive: The pair (f,7) € Z, when b((f,4),q) = 0 for all ¢ € Q.
Noting that u € Hl(I‘) = @, we have b((f,a),u) =0 = ||u|]%2 + Mlgradp i 2 =
(f,eradp )2 and therefore

If — Agradp @72 > 0 = || f]|72 — 2\(f, gradp @) 12 + A?||gradp f|7. > 0
= [|£1|%2 > 2A||a]| 22 + A2||gradp | 2 = || f]|Ze > A2al|%

since A < 1 = A? < 2\. The coercivity follows:

a((f,0), (f,0)) = {f, My Fre = iM% £17

_ A2 1
= M, <1+)\2||f||%2 + H)\QHfH%?)

(IFIZ2 + 1al?) = ol (F, )%

2 AQ
2 ,U‘)\M)\ 1 +>\2

The bound (3.30) follows directly from the bounds (2.12) and the fact that the constants

a, B, ||lall, ||b|| depend only on A.
O

Lemma 3.13 (Auxiliary problem I). Let e € L?(T') and 0 < A\ < 1. Then the problem
(u,0) 2 + Ngradp u, gradp 0) 2 = —(e,0) 2, V0 € HY(T) (3.31)
has a unique solution u € H*(T'). Moreover, there exists a constant vy > 0 such that

[ull> < yallell 2 (3.32)
and so u € H*(T).
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3. Evolution and Variational Discretization of the Model

Proof. First we use the Lax-Milgram theorem 2.3 to show that a unique solution exists in
H!(T'). Defining the symmetric bilinear form a (u, w) := (u,w) p2+M{gradp u, gradp w) 2,
it is straightforward to verify that the conditions of the theorem are met, in particular
that av), is coercive in H!(T") with constant o = \. Tt follows that there is indeed a unique
solution u € H(T), such that ||ul|z1 < A7!e]|2. Choosing an arbitrary test function
0 € C>=(I"), we have

(u,0) 2 + Mgradp u, gradp 0) 2 = —(e,0) 2 = (u, Arf) 2 = N u +e),0) 2
This proves that Aru = A\~!(u + e) € L? (in the sense of distributions) and so
lull gz < lJull g + | Arullzz < flulla =37 (llellzz + lullz2) < @+AYlullgn + A7 lel| 2

which gives us the desired bound with vy = A=}(2 + A71).
O

Lemma 3.14 (Auxiliary problem II). If u € H (') and the assumptions of Lem. 3.11
are met, the problem

<f7M[:L}1Ag>L2 - <.77 g>L27 Vg € LQ(TF) (333)
has a unique solution f € L*(TT) for any j € Hayy, which satisfies the bound
HfHHdiv < HM[u]AjHHdiv < ’YM”j”Hdiv (3'34)

where Y == Cm([lull )

Proof. Because of the properties of the (regularized) mobility (Cor. 3.10), the equation
is equivalent to M[;]lkf =Jj = f = Mj,j. The bound follows by Lem. 3.11.
O

Proposition 3.15 (H?-regularity). Let u € H?(T') and the assumptions of Lem. 3.11
be met. If there exist e € L*(T'), j € Haiy(TT) and v € L*(T') such that

E((9,0)) = (e,0) 2 + (j,9) 12, V(9,0) € L*(TT) x H'(T) (3.35a)
R(q) = (r,q) 2, Vg e HY(T) (3.35b)

then the unique solution (f,u,p) of Prop. 3.12 satisfies the bound

[l 2 + 1 F | e + Pl ez < ARvaallellzz + Mgyl +al7l 2
< vimllellzz + yavmllillzg, +llrllze - (3.36)

where g = Cou(lull 10)-
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3.4. Well-posedness of the model

Proof. The solution of Prop. 3.12 satisfies the saddle point equations
(f. MG 9) 12 + (0,p) 12 + Merady 0, gradp p) 12 — (g, gradp p) 2 = —E((g,9))
(i, )2 + Mgradp @, gradr q) 2 — (f, gradr q) 2 = R(q)

for all (g,0) € L*(TT) x H}(T) =: X and ¢ € HY(T') =: Q. Under the assumptions of
this proposition, these can be rewritten as the equivalent system

(f, M1 9) 12 = (9, 8radp p) 2 — (. )12
(0,p) 2 + Mgradp 0, gradp p) 2 = —(e, 0) 2
(4, q) 2 + Mgradp @, gradp ) 2 = (f, gradr q) 2 + (7, q) 12

for all g € L3(TT), § € HY(T') and ¢ € H'(T') respectively.
Applying Lem. 3.13 to the second equation, gives us immediately that p € H?(T) with

1Pl 2 < vallell 2

Then by definition gradprp € Hgi(TT) and, since by assumption j € Hgi(TT) too,
applying Lem. 3.14 to the first equation yields

HfHHdiv < ”M[uh (grade _j)HHdiv < ’VMHpHH2 + HM[U])\jHHdiv

Finally, given that f € Hgiy(TT), the right hand side of the third equation is equal to
(—divp f +7,¢) 2, and applying Lem. 3.13 once more, gives us

@l < yall=dive f+ 72 < (1l agy + [I7]22)

Chaining the three inequalities and adding everything together, we eventually arrive at
the desired bound.
O

Now we can focus on the model itself:

Corollary 3.16 (The regularized variational model). Consider the optimization problem

i 1 -1 / .
(f)e L2 (TT)x H\(T) { 5 s My ez +€ (u)(U)} (3.37a)
(i1, q) 12 + Mgradp @, gradp q) 12 = (f, gradp q) 2, Vg € H'(T) (3.37b)
with
ENu)(0) .= (W1,0) 12 + e(Wau, 0) 12 + e{gradp u, gradp 0) 2 (3.38)

and Wy € L2(T'), Wy € L>®(I').
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3. Evolution and Variational Discretization of the Model

1. Ifu € HY(T) and the assumptions of Cor. 3.10 are met, then there exists a unique
solution (f,4) € L?>(TT)x HY(T) with a unique multiplier p € H*(T'). Furthermore,
there exist constants ay, By > 0 such that

[l + (£l 22 + ol < ax+ Ballull (3.39)

2. If, moreover, w € H*(') and the assumptions of Lem. 3.11 are met then the
solution satisfies the bound

[l 2 + (1 f | g, + PNz < AxClull ) + Ba(llull o) l[ull g2 (3.40)
where Ay, By are monotonically increasing functions.

Proof.

1. The key observation is that the optimization problem (3.37) is the problem (3.29)
with E((g,0)) = £'(u)(0) and R = 0. Then

[E((9,0))| = [€"(u)(0)]
< (WAl 21101l 2 + el Wall oo lull 216l L2 + €llwll g [[61]
< (W2 + (T + [[Wal| oo ) [l o) (|0 12
< (IWhllz2 + (L + [[Wal| o) lull ) [ (9, 0) | x

and so ||E|xs < |[Wallpz + €(1 + [|[Wa||p<)||u|| 1. The bound (3.39) follows with
ay = C||[Wi]|z2 and By := Ce(1 + |Wal|p).

2. When u € H?(T'), the functional & (u) can be written as &' (u)(0) = (W7 + eWau —
eAru,0) 2, and so we can set e := Wy + eWou — eAru € L?(TI"). Together with
7 =0 and r = 0, we can apply Prop. 3.15 to derive the bound

lll gz + 11 fll sy + 2l 2 < A3 7mllel] 2
< B (Wil g2 + (L + [ Wa poo) u] 2)

Recalling that yar = Caq(||ullf1) is an increasing function of ||ul/z1, and since
the other constants are positive, it follows that Ay := ¥3||Wi||p2ym and By :=
ev3 (1 + ||[Wa|| oo )ym are also increasing functions of ||ul|g1.

d

Proposition 3.17 (Local existence of solutions). Let ug € H?*(T) and assume that
the conditions of Lem. 8.11 are met. Then, for small enough T > 0, there exists u €
C([0,7); H3(T)) N HY(0,7; H*(T')) and f € L*(0,7; Ha;y(TT)), w € L*(0,7; H*(T)), p €
L?(0,7; H*(T)) such that
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3.4. Well-posedness of the model

1. v =14 and u(0) = ug

2. for almost all t € (0,7):

<f(t)aM[Zb)h9>L2 = (g, gradp p(t)) 2 (3.41a)
(0,p(t)) 2 + Xgradp 0, gradp p(t)) 2 = —&'(u(t))(6) (3.41b)
(u(t),q)r> + Mgradpu(t), gradp q) 2 = (f(t), gradp q) 12 (3.41c)

for all (g,0,q) € L*(TT) x HY(T') x H(T)
3. the following bounds hold:
Julleqorpmy < (luollg + aar)e™T = M (3.42a)

lulleo,rgimy < (luollaz + Ax(M)r)ePA A0 (3.42b)

More specifically, there exists a (monotone increasing) function C(U,T), such that if
luoll gz <U, 7 <T and 7 < C(U,T)~! then the conclusions of this proposition hold.

Proof. Given ug, we define a sequence of u® | k>0, as follows:
o uO(t) =wug, t €0,7]

o (f f) (), )( t), (k)( t)) is the unique saddle point of the problem (3.37) with u =
u®)(t), for almost all t € (0, 7)

o ultt(t) = ug + [k (s)ds, t € [0,7]
We will show that, for a small enough 7, the sequence u(k) converges to a fixed point:

1. (up € H'(T) = u® ¢ ([0, 7], H'(T)): Ifug € H'(T), then u(®) € C([0, 7]; HY(T)).
We assume that u®) € C(]0,7]; H'(T')). Then for almost all t € (0,7), (f*)(t), u*)(t))
and p(¥)(t) are the saddle point of the problem (3.37) with v = u®)(t) € H'(T), and
so satisfy the bound [[a™ (&)][ g + [|F® (t)l| 2 + [P () |1 < ax + Ballu™ (@) 1.
This implies that [|@®) (8)|| g1 < o + Ballu® (t)|| 1 and so

T 2
[ 190 < [ (on+ Bl Oln)” d
0
= rad 20 [ Ol d+ 5 [0 i

< 703 + 26372 [ul®| 20 711y + BRI ||L2(o,T;H1)

2
= (Tl/ZOéA + By [ut®) HLQ(O,T;H1)>
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3. Evolution and Variational Discretization of the Model
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It follows that
4™ 20 rar1y < 7205 + Ballul® || 20 rorry < 72 (aA + 5A||U(k)||0([o,ﬂ;H1))

and thus @® € L2(0,7; H'(T")) and, by identical arguments, f*) e L2(0, 7; L>(TT))
and p®) € L2(0,7; H'(T)). Since u*) € L2(0,7; HY(T')), we can apply Lem.
3.6 to deduce that u**Y ¢ C([0,7]; HY(T')) too. By induction then, u*) ¢
C([0,7]); HY(T)) for all k& > 0.

. (u® bounded in C([0,7], H(I"))): The application of Lem. 3.6 in the previous

step gives us in addition the bound

(k+1 1/2

I 1™ | 20 7111y

< fuollzn +7 (@ + Balu® oo e )

Mooy < luolle +7

We will inductively show that if 75y < 1, then

k uollgr +Tan
1™ oo,y < g

for any k > 0. For k = 0, the inequality is clearly true, since o) > 0 and
0 < 76y < 1. Assuming that it holds for k, we have

® ) o mprmy < luolln +7 (e + Ballu®llogo e )

Uuop 1+7'Ck/\ uQ 1+7'Ct/\
<ol + T + 75, ollz _ luollz

[

and so the bound holds for all &.

. (ug € HA(I) = u® e C([0,7]; HX(T))): If ug € H3(T) = u9 e C([0,7]; H3(T)),

we can reuse the reasoning of step 1. to show that if u(¥) € C([0,7]; H*(I')) then
a®) € L2(0,7; H*(T)) and so u**1) € C ([0, 7]; H?(T')), which by induction gives us
that indeed u(¥) € C([0, 7]; H%(T")) for all k > 0. The key difference is that here the
second part of Cor. 3.16 is applicable (since u(®) (t) € H?(I') and the assumptions
of Lem. 3.11 hold), and gives us the bound

159 @172 + 1S Oy + 2™ @) 122
< Al @) ) + Ba([u® @) ) [0 (@)]] 2
< ag + Brllu® () g2
where ap := A\(R1) and i := B)\(R1). The second inequality follows form the

bound of step 2 and the fact that the functions A, and B) are monotonically
increasing.



3.4. Well-posedness of the model

4. (u® bounded in C([0,7]; H*(I))): Likewise, we can retrace the reasoning of step
2 to show that if 78r < 1, then

[uoll 2 + Tar

1—70g = It

1w e o,07,72) <

for any k£ > 0.

5. (u(k) is a Cauchy sequence): Going back to step 1., we recall that for £k > 0
and for almost all ¢t € (0,7), (f®)(¢),a®)(t)) and p*)(t) is a saddle point of the
problem (3.37) with v = u®(t) € H*(T'). We take the difference of the saddle
point equations for k and for kK — 1 and, after some manipulations, we arrive at the
system of equations

<5f7 u(k)] g> < , gradp 5P>L2
= ( [u(k)hfk b [u(k 1)]Af (k=1) 79)
<M[u(k)] (k 1)

(0,0p) 12 + Ngradp 6, gradp 6p) 12 = — (€W du — eArdu, 0) 12
(01, q) 12 + Mgrady 64, gradr q) 12 — (0, gradp ¢) 2 = 0

(k—=1)

—gradp p

M[uoﬁl)h gradp p ,9) 12

where du = u®) (t) — uF=D (1), 60 := a®(t) —aF=D (), 6 f .= fB () — FED(1)
and op := p®)(t) — p*~(t). The second form of the right-hand side of the
first equation follows from the saddle point equation ( flk=1) M[u(k Dl 9z =

(g, gradp p(k_l)) 12, which f(*=1) gsatisfies. The equations above are exactly the
saddle point equations of an optimization problem of the form (3.29), which fur-
thermore satisfies the conditions for H2-regularity (Prop. 3.15) with

e = eWydu — eArdu
J= M@%mhM[u(k—l)]A gradp p"~ ! — gradp p* )

r=20
We estimate the norms ||e||r2 < (1 + ||Wa||ze)||0u| 72 and, due to Lem 3.11,

”M[u(k)])\jHHdiv = ||/Vl[u<k—1)]A gradp p* Y — My, 0, grade p* |1,
MU g [l ) [1pE D g ™) = D g
w(By, Ba) (n -+ Ballu® g2 ) 00l

< LM(Rb Ry) (ar + BrR2) ||0ul 12
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3. Evolution and Variational Discretization of the Model

where we used the various bounds from the previous steps together with the fact
that L, is an increasing function. Combining with the bound (3.36) (with r = 0),
we have

162 g2 + 16\l 1oy + 1100122 < V3CM ™ || 50) €]l 22 + YANM 01, 51 e
< Lg||oul| g2
where Lr = Lr(R1, Ry) := ey3Cpq(R1)(1+]|Wal| L) +yaLat(R1, R1) (ar + BrR2)

is an increasing function of both R; and R, and depends only on the various
parameters and on ug.

Now we are ready to show that the u(¥) constitute a Cauchy sequence . We have
by construction

t
w1 () = ) (1) = / (49 (s) — a*D(s)) ds, 1< [0.7]
0
and therefore the function u**1) — u*) € ([0, 7]; H*(T)) satisfies the conditions
of Lem. 3.6 with ug = 0 and @ = o) — 4(*=Y ¢ L2(0,7; H*(T)). It follows that

) — ) oz < 70 — V| 2o iy

T 1/2 T 1/2
— ( / Hauuip) <rln ( / wﬁp)
0 0

= rLl[u®™ = u* V| 120 1)

[

If 7L < 1, then the sequence is indeed Cauchy.

6. (existence of a fixed point): Since the sequence u®) is Cauchy in the complete space
L?(0,7; H*(T)), it converges to a u € L?(0, 7; H*(T')). Moreover, u is a fived point
of the iteration u*+1)(¢) = ugy + fot u*)(s) ds and so, as can be shown by walking
through the various steps above one more time, there exist f € L?(0,7; Hg;, (TT)),
p € L%0,7; H*T)), @ € L?(0,7; H*(T')) such that for almost all t € (0,7) the
triplet (f(t),a(t),p(t)) is the unique saddle point of the problem (3.37) with u =
u(t). Hence, by Lem. 3.6, u € C([0,7]; H*(T)) with «' = @ and u(0) = ug.

From the properties of the saddle points of (3.37) follows that ||| g1 < ax+08x[|u(t) || m
for almost all ¢ € (0,7 and so, by (3.18) of Lem. 3.6, the fixed point u(t) = u0+fg u(s) ds
satisfies the bound

lul oo < (luollm + ant)e™ = M

The conditions for HZ2-regularity are also met, and so |[u(t)|gz < Ax(|lu(®)|z) +
By(Ju(®) ) [u(®)l2 < As(M) + By(M)[u(t)|lg= for almost all £ € (0,T). Apply-
ing again Lem. 3.6, yields the second bound

[ulleo,r;m2) < (luollmz + Ax(M)7)ePr (M7
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3.4. Well-posedness of the model

Finally, for the precise bound on 7, we note that if ||ug| g2 < U (and so ||ug||yr < U)
and 7 < T, we have that Ry < U+a)T =: R1(U,T) and Ry < U+A\(R1)T =: Ro(U, T).
Defining C(U,T) := max (Bx, B(R1), Lr(R1, R2)), it is straightforward to verify that
when 7 < C(U,T)~! then 74, (step 2), 7Bx(R1) (step 4) and 7Lr(R1, R2) (step 6) are
indeed all less than 1.

O

Corollary 3.18 (Global existence of solutions). Let ug € H?(T') and assume that the
conditions of Lem. 3.11 are met. Then for any T > 0, there exist u € C([0,T]; H*(T))N
HY0,T; H*T)) and f € L*(0,T; Hai(TT)), @ € L?(0,T; H*(T")), p € L*(0,T; H*(T))
so that the conclusions of Prop. 3.17 are valid over the entire interval [0,T]. In partic-
ular, the following a priori bounds hold:

lulleqoryaty < (luolla + axT)e™ =: M, (3.43a)
lulloqoryaz) < (luollge + Ax(Mi)T)eP T = b, (3.43b)

Proof. We will show that we can partition the interval [0,7] in a finite number of sub-
intervals, small enough so that the local existence result (Prop. 3.17) applies. Let 7 := %
with N € N large enough so that 7 < C(Mz, T)~!. The aforementioned partition is then
O=tr<thi=7<...<ty=7N=T.

For the first interval [to,¢1] = [0, 7], we have that [|u(to)||z2 = ||wollgz < M2 (and of
course 7 < T). Since moreover 7 < C(Ms,T)~! by construction, there exists a local

solution u € C([0,7]; H*(T)) with

lullcqo,mmy < (luolla + aar)eT =2 M < My
lulleorgmz) < (luoll gz + AN(M)T)ePXIT < (Jlug| 2 + AN(M1)T) PXPT = A,

and so [lu(t) 2 = llu(r) 2 < ulleqonpe < Ma.

For the second interval [t1, t2], we have again that ||u(t1)|| gz < My and to—t; =7 < T
with 7 < C(My, T)~!. Applying the local existence result to the shifted function (t) =
u(t +t1), t € [0, 7], yields a local solution u(t) = u(t1) + fttl u(s) ds € C([t1,ta]; H*(T)).
This expands the local solution of the first interval in a continuous manner to a single
solution u € C([to,t2]; H*(T)) which by Lem. 3.6 satisfies the bounds

ull e tgerrty < (luollan + 2007)eT = M < My

ullero a2y < (luoll gz + 245 (M)7)ePXMT < (Jlug| g2 + Ax(My)T) BT = Ay
Then [[u(t2)l|g2 < [Jullo(jo,te);2) < M2 and we can continue the process to the next
interval. At the interval [tg,txy1], and given that |u(tr)| gz < M2, we use the local

existence result to expand the solution to C([to,tx11]; H*(I')) with bounds which ensure
that ||u(tgr1)||g2 < Ma. Note that My and My, which we defined in an ad hoc manner,
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3. Evolution and Variational Discretization of the Model

are exactly the bounds for [[ulc(jo,r;m1) and ||ullc(o,1);2) that we get at the final sub-
interval.

O]

Corollary 3.19 (Uniqueness of the solution). Let ug € H*(T') and T > 0, and assume
that the conditions of Lem. 8.11 are met. If ui,ug € C([0,T]; H*(T)) N H(0,T; H*(T)),
with corresponding f; € L*(0,T; Hai (TT)), u; € L*(0,T; HX(T)), p; € L*(0,T; H*(T)),
are solutions in the sense of Cor. 3.18, then u; = uo.

Proof. Using exactly the same reasoning as in step 5. of the proof of Prop. 3.17, we can
show that for almost all ¢ € (0,7,

([ (8) =i () | 2+ 1| f1 () = (B | gy, + P2 (8) = p2(0) |2 < LR(My, Ma)[u (t) —u2(t)]| g2

Note that we used the bounds (3.43). Then for the function du := u; — us we have that
du(t) = f(f §1u(s)ds, t € [0,T], where 81 := 11y — 119 € L*(0,T; H*(T')). The Lem. 3.6 is
applicable and, since we just showed that |[du(t)||z2 < Lr(Mi, M2)||du(t)| 72 for almost
all t € (0,T), the bound (3.18) gives us

||5UHC([0,T];H2) < ([[6u(0)]| gz + 0) eLr(My,M2)T _

and so du = 0 = uy = uo.
O

Corollary 3.20 (Volume conservation). Let u be the solution of Cor. 3.18. Then the
total volume vol(u) := [ uvolr is conserved.

Proof. Let V (t) := vol(u(t)). Then

V(t) = %vol(u(t)) - % /F u(t) volp = /F a(t) volp = (a(t), 1) 2

Setting ¢ = 1 in (3.41c) gives us exactly that V'(t) = (u(t),1);2 = 0 for almost all
t€(0,T),and so V(t) = Vo + fg V'(s)ds = V.
O

Corollary 3.21 (Energy reduction). Let u be the solution of Cor. 3.18, then the free
energy E(u) is non-increasing. More specifically,

d

&) = —lgradr p(t) 172 (3.44)

where py is the coercivity constant of M| (which is independent of u).

ul )
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3.5. Time discretization

Proof. Setting g = M), gradr p(t) in (3.41a), 0 = u(t) in (3.41b) and ¢ = p(t) in
(3.41c), we get the system (dropping the time dependency for clarity)

(f,gradp p) 2 = (gradp p, M), gradp p) 72
(,p)r2 + Mgradp @, gradp p) 2 = —&'(u) ()
(,p) 2 + A(gradp u, gradp p) 2 = (f, gradrp p) 12

This directly gives £'(u) (i) = —(gradrp p, My, gradp p) 2 for almost all ¢ € (0,7'). The

inequality (3.44) follows from the coercivity of My, and the fact that LE(u) = &' (u)(1).
O

3.5. Time discretization

Recall from the local existence result (Prop. 3.17) that the solution to our problem with
initial condition u(0) = g over an interval [0, 7] is determined by the following equations:

1. u(t) = up + [y u(s)ds, t € [0,7]
2. for almost all ¢ € (0,T), (f(t),u(t),p(t)) is a solution of
(f(t), My, 9) 22 = (9. gradp p(t)) 12, Vg € L*(IT)
(p(t),0) L2 + Mgradp p(t), gradr 0) 2 = —E'(u(t))(0), V0 € H'(T)
(a(t), q) > + Mgradp i(t), gradp q) 2 = (f(t), gradp q)2, Vg€ H'(T)
We consider the following time-discrete scheme:
L. ur(t) = up + [y ir(s)ds = ug + i, t €[0,7]
2. (fr,%r,pr) are constant in time and solve the system:
(frs M) 9012 = (g, gradp pr) 2, Yg € L*(TT)

(pr,0) 2 + MNgradp py, gradp 0) 2 = —E&'(up + 71,)(0), VO € HY(T)
(iir, q) 2 + Merady i, gradr ¢) g2 = (fr, gradrq) 2, Vg € H'(D)

Note the semi-implicit nature of the scheme, since the rate of change of the energy
E'(u(t)) is discretized with w(t) = u,(7) (implicit discretization), whereas the mobility
My, s discretized with u(t) = u-(0) (explicit discretization).

Remark 3.22. The motivation for this time-discrete scheme is the notion of the natural
time discretization of a gradient flow, as presented in [Ott01] for the porous medium
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3. Evolution and Variational Discretization of the Model

equation. For a gradient flow of the (weak) form a(i,v) = —E'(u)(v), the natural time
discretization (from t* to t**1 =t* 4 1) is

1
w1 = argmin {2 dist? (u*, u) + E(u)}
T

u

1
with dist?(u1,up) = (I(‘)r;in /a(u/(s),ul(s))ds
u(0)=u1 Jg
u(1l)=usz

Limiting ourselves to linear paths u(s) = ui + s(ug — u1) and reparametrizing from the
interpolation parameter s to the physical time t, we get the approximation

@ = argmin {%a(v, v) + E(uf + Tv)}
v

Pt = uF 7

on which the time-discrete scheme is based. See §3.1 of [VR13] for more details.

Before we focus on the time-discrete scheme above, we will first prove two results for
a more general optimization problem:

Proposition 3.23 (A time-discrete optimization problem). Consider the optimization
problem

. 1 1 TE . . TE 19 .
min { M D+ T Waia + 7 llerade s + E((7,0) b (3450
L2(TT)x HY(T")

(1, q) 2 + Mgradp @, gradp q) 2 — (f, gradp q) 12 = R(q), Vg € H'(T) (3.45b)

where ug € HY(T), Wi € L*(T") and Wy € L*®(T'), and E € X', R € Q' are continuous
linear functionals on X := L*(TT) x HYT') and Q := HY(T') respectively. We also
assume that the conditions of Cor. 3.10 are met, and that there exist positive constants
W, K > 0 such that [|[Wa||p~ < Wa and 7e < K.

1. If 7 is small enough, so that
M2
K < “’;V TQ (3.46)
2

then there exists a unique solution (fr,1,) € L*(TT) x HY(T) with a unique mul-
tiplier p, € H', and a constant C» > 0, such that

el + Ifellz2 + el < Cr (1E|xr + ([ Rllgr) (3.47)
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3.5. Time discretization

2. If T is small enough, so that
2 —2
< A MLM)‘
Wa
then there exists a unique solution (fr,7.) € L*(TT) x HY(T) with a unique mul-
tiplier p, € H', and a constant Cy > 0, independent of 7, such that

lir L+ [ fellcz + Ipelln < Ox (I1E]Lx: + 1 Rllr) (3.49)

K (3.48)

Proof. As in the proof of Prop. 3.12, we will apply Prop. 2.13 with X = L?(TT") x H(T")
. . . 1/2
with norm [|(f,4)||x = (I3 + [[4]3:) "%, @ = H\(T) and

a((f,a), (i) = {f, Moy [z + Te(it, Woil) 12 + Te(gradp i, gradp @) 2
e((f,n)) == E((f,u))
b((f,0),q) = (i, q) 2 + Mgradp 4, gradp q) 12 — (f, gradp q) 2
9(q) :== R(q)

for any f,f' € L*(TT) and u,%/,q € HY(I'). We verify that the conditions of the
proposition are met:

e a(-,-) is continuous:

la((f,a), (f s a N < p I ezl D e

+ 7€ Wal| g [[il| 21| 2 + Tellgrady | p2]|gradp @] .2

< max(py ' K (1+ [Wallz= ) (f, @)llx (i)l
: / - Y < 2 212 \1/2 12 Y12 1/2b
since || fll 2l f'llze + @l gl [l < (172 + lliZn) " (172 + 1@013:) 7 by
Hélder’s inequality. The continuity constant is ||a|| = max(uy ', K(1 + ||[Wa| 1)).

e b(-,) is continuous:
b((f,w), @)l < lallz2llgll 2 + Mlgrady @l 2 [lgradr gll 2 + [[ 1 2 lgradr gl .2
< @+ NI @)l x Nl

and the continuity constant is ||b|| =2+ .
e b(-,-) satisfies the LBB condition: We note that for an arbitrary ¢ € H*(T'), ¢ # 0,
the pair (— gradp ¢,q) € L*(TT) x HY(T') = X. Then
b((—gradr q,9),9) = |lll72 + Mlgradp gl 72 + [lgradr g7

1
~|(—gradr q,9)|1%

1
> ~(lal3: + 2lgradr qli22) =
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3. Evolution and Variational Discretization of the Model

and so

qp @9 o b(=egradra.g)g)  b((—gradrg,0).q) _ 1

rex\(oy IPlxllalle = (= gradr g, @)llxllalm = (—gradpa. @)% 2

since ||(—gradrq,q)|lx > |lg||lg:- It follows that b(-,-) indeed satisfies the LBB
condition (2.8) with constant 8 = 3.

e a(-,-) is Z-coercive, case 1.: From the coercivity of M[Zi}’ we have

a((f, @), (f, @) = M 2| fll72 — el Wallp |[@]72 + Tellgradp @] 7
> (M2 (|F (172 — 27e We[alf2 + mellgradr allF. + me Wl 7,
Substituting ¢ = @ into the constraint, we get
[ill72 + Mlgradp @72 = (f. gradp @)z = |[all72 < || f] 2 [lgradpa]| 2
and so
M| Il — 27eWs||al|7e + rellgrady a7
> iAM 2| fII72 — 27eW | f| 2 llgradpl| 2 + elgrady 4|7

T _ —_
_( Sfllee M52 =7y 1f1l 2
llgrady | 2 —7eWs Te ||lgrady | 72
> M (I f1172 + llgradr ll7)

where \q is the smallest eigenvalue of the 2x 2 matrix, let us call it A. The condition
(3.46) implies immediately that det A > 0 and, given that tr A = M)\M)\_2 +7e >0,
it follows that the two eigenvalues! of A are both positive. Hence A; > 0 and we
arrive at the coercivity inequality

a((f, @), (f, @) = Ml fl72 + lgradp allF2) + reWallall7. > a-|l(f, @)%

with the coercivity constant c., := min(\y, 7eWs) > 0.
e a(-,-) is Z-coercive, case 2.: Using the same reasoning as in the corresponding part

of the proof of Prop. 3.12, we can show that | f[|7. > A?[|4/|3,.. By the coercivity
of M[_uih and with the help of the condition (3.48), we have

a((f, @), (f,0)) > pa M3 2| fl172 — mel|Wallos ||]|72 + mel|gradp il 7.
> M| fII7 2 — TeWa a3
> (1= 0)paM; 2| fl172 + oMy f1I72 — TeWalli 7
> (1= 0)nM, || 1172 + (0pnMaA® — KWo) [lil[7
> (1= )M 2| fII32 + (0 — )N pr My 2|3

L A is symmetric and so the eigenvalues are real.
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3.5. Time discretization

KWo
/_L)\M>\_2)\2

140328
1422

where ¥ = < 1 by the assumption (3.48). Choosing o = , gives us

_ 2
(1-0)=(c—-)\2 = %, and so we arrive at the coercivity inequality

a((f. @), () = an (IFI172 + [lall7p) = aall(f. @) 1%

“Y)A2 . . . .
U=2)° 4g strictly positive, since ¥ < 1,

.. . -2
where the coercivity constant ay := M, e

and is independent of 7.

We conclude that the problem admits a unique solution (f-, ;) with a unique Lagrange
multiplier p,. By the bounds (2.12) of the Brezzi splitting theorem, there exists a
function C(«, ||a|, 8, ||b]|) such that

el + [ frllcz + Ipellen < Clev, llall, 8, 1101 (1E]x- + [ Rller)

and, hence, C) := C(ay, ||lal|, 8, ||b]]) and Cr := C(ay, ||al|, B, ||b]|) respectively. Finally,
the independence of C) from 7 follows from the independence of a) and the other
constants from 7.

O]

Remark 3.24. As will be shown later, the time-discrete scheme corresponds to E((f, 1)) =
E'(up)(0) and R = 0. The first case of Prop. 3.23 shows that, for small enough T, the
reqularizing effect of the Dirichlet energy term If||gradp il|7., combined with the con-
straint, gives us the desired coercivity in H'. The bound (3.46), especially after noting
that it can be improved by using max(u, puy) and min(M, My) (with p, M as in 3.8)
wnstead of uyx, My, gives us a useful upper bound for T for numerical applications.

The problem is that the coercivity constant o — 0 as 7 — 0 and so C;; — 400 in
(3.47) and the sequence of solutions (fr,u,) is unbounded, making a convergence proof
difficult. This is where the reqularization becomes necessary. For a fited A > 0 and
for small enough T so that the condition (3.48) holds, we get coercivity with a coercivity
constant ay > 0 independent of 7. This shows us that the ( fr, 1) indeed remain bounded
as T — 0.

Proposition 3.25 (H2-regularity of the time-discrete opt. problem). We assume that
there exist e € L2(T'), j € Haiy(T) and r € L*(T) such that

E((f, %) = (j, [z + (e, 0) 2
R(q) = (r,q)r>

If furthermore the assumptions of Lem. 3.11 are met then, for small enough T, the unique
solution (fr,Ur,pr) of Prop. 3.23 satisfies a bound of the form

el gz + I ol oy + [[Pr] 2
< Ce(7, [luoll ) llell 2 + C5 (7, [Juoll ) 17| gz, + Cr (7, [Juoll ) 7l L2 (3.51)

105



3. Evolution and Variational Discretization of the Model

where the C,, Cj, C, are monotonically increasing in both arguments. A sufficient con-
dition on T s
7Ly <1 (3.52)

where Ly := ey3 (1 + |[Wal|Lee ) Cp(||uo]| 1)-

Proof. Under these conditions, the saddle point system of the optimization problem
(3.45) is equivalent to

(frs My 9012 — (9, gradr pr) 2 = —(j.9) 2 Vg € L*(IT)

(pr,0) 12 + Ngradp pr, gradp 0) 12 + Te(Watir, 0) 12 + Te(grady 4., gradp 0) 72
—{e,0) 2, VO HYT)

(iir,q) 12 + Mgradp i, gradr q) 12 — (fr, gradp q) 2 = (r,q) 12, Vg€ H'(T)

The solution (fr, 1w, p;) of this system is a fized point of the following iteration:
o (7,4 p) = (0,0,0)
o ( fT(k), " ),ng)) is the unique solution of

(I MY g)12 = (g, eradp p) 12 + (j,g) 12 Vg € L2(TT)
(pM, 0) 12 + Agradp p™), grady 0) 12

—(e,0) 12 — 7e(Woilk ™V 0) 2 — 7e(gradp w* Y, gradp 6) 2, V0 € H'(T)
(@), q) 12 + Meradp al™), gradp q) 2 = (f%), gradp q) 2 + (r,q)z2, Vg € H'(T)

This decouples the right-hand side of the second equation and allows us to apply the
same technique as in step 5 of the proof of Prop. 3.17 to show that ui’“) is a Cauchy
sequence in H2(T).

First we show that the sequence (fT( LU a® ),pg )) is indeed in Hy;, (TT)x H2(I')x H*(T).
We note that o!”) =0 € H?(T'), and assume that Y e H?(T'). Applying Lem. 3.13
to the second equation yields the inequality

199122 < e + Wl — reAral V]2 o (Jlelly +7yalal )

where v; := €(1 + |Wal|p), and so p*) € H?(T). Next, by applying Lem. 3.14 to the
first equation, we get

1Nt < Cnaluoll ) lirade 28 + il s, < vat (16PN 2 + 11, )
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3.5. Time discretization

with yar := Cam(Jluol| 1), and therefore fﬁk) € Hgaiv(TT). Finally, by applying Lem.
3.13 to the third equation, we get

12 < yalldive £ = rllz2 <o (19 g, + I1rlz2)

By induction, it follows that W™ e 2(T), for all k € N,

Now, as in step 5 of the proof of Prop. 3.17, we subtract the equations for k£ from the
equations for k + 1. Noting that the (j, g)12, (e,0)r2 and (r, )2 terms cancel out, and
by applying the same chain of lemmas, we get the set of inequalities

Ip{E Y — )Hm < pryalal —al =V e
1D = F9 g, < anal D = pB
a4 — @] o < L FEHD — £,

=@+ — 48| g < 7L — oV

with Ly = vvavm = €73 (1 + |[Walze)Cpm(fluol 1) If 7 is small enough, so that
7Ly < 1, the sequence of u&’“) is Cauchy and it converges to a fixed point i, € H?(I)

with associated f; and p; that satisfy the saddle point equations. Starting from ||p;|| g2
and chaining the associated inequalities, we have:

Iprllzz < v (llellze + myallicllme) < wllellze + 7R (rllze + 1L f 1)
< mllellzz + mviilr e + Lalljll g, + 7Lallpr | 2
Doing the same for || f-||z2 and ||i;| g2 and summing the inequalities, yields the bound
(1= 7La) ([urll g2 + 1 fr |l Bay + 7l 52) < vellellzz + il g, + 7]l

with v := (L + 7ML +72)), v = 7La + Ym (1 +72) and vy := 7Ly + (1 + 7707a)-
Dividing by 1 — 7L, gives us the desired bound.
O

Now, we can study the time-discrete scheme itself:

Corollary 3.26 (Inner opt. problem of the time-discrete scheme). Consider the opti-
mization problem

min {;<f’M[_uihf>L2 t5 <u Wat) 2 + —ngadp |32 + & (ug)(w )} (3.53a)

LQ(T(IJ:;i)EIl(F)
(i1, q) 2 + Mgradp o, gradp q) 2 — (f, gradp g2 = 0, Vg € H'(T) (3.53b)
with
E (up)(0) :== (W1,0) 12 + e(Waug, 0) 12 + e{gradp ug, gradp 0) 2 (3.54)
and Wy € L2(T'), Wy € L>®(I').
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3. Evolution and Variational Discretization of the Model

1. If up € HY(T), the assumptions of Cor. 3.10 are met and T satisfies either (3.46)
or (3.48), then there exists a unique solution (fr, ;) € L*(TT) x HY(T) with a
unique multiplier p, € H'(T'). Furthermore, there exist constants o, B; > 0 such
that

el gy + 11 frll 2 + lpell e < o + Brlluoll g (3.55)

2. If in addition ug € H*(T'), the assumptions of Lem. 3.11 are met and T satisfies
the condition (3.52), then the solution also satisfies the bound

e |2 + 7l s, + Pl 2 < Az (7, [Juoll g2) 4 Br (7, uoll o) [uollmz - (3.56)
where A;, Br are monotonically increasing functions.
Proof.

1. Exactly the same reasoning as in part 1 of the proof of Cor. 3.16, with Prop. 3.23
instead of Prop. 3.12, leads to the desired bound with (a-, ;) = (C||W1||12, Ce(1+
|[Wa||£e)) and C = C; or C = C), depending on which condition 7 satisfies.

2. Again, following the same reasoning as in part 2 of the proof of Cor. 3.16, with
Prop. 3.25 instead of Prop. 3.15, gives us the second bound with A, = |[W1]|;2Ce
and B; = €(1 + ||Wal|p)C.

O]

Lemma 3.27 (Well-posedness of the time-discrete scheme in H'). Assume that ug €
HY(T), Wy € L*(T) and Wy € L®(T'), and that the assumptions of Cor. 3.10 are met.
Let 0 =ty < t1 < ...<tn =T be a partition of the interval [0,T] into subintervals of
length 1, := t}, — tp—1, with 7 := maxo<r<N Ti sSmall enough so that either of the bounds
(3.46) or (3.48) of Prop. 3.23 is satisfied.

Then there exists a unique u, € C([0,T); HY(T))NH(0,T; HY(T)), piecewise-linear in
time, with associated f. € L?(0,T; L*(TT)), 1, € L*(0,T; H(T")) and p, € L*(0,T; H(T)),
piecewise-constant in time, such that

1. u? == u(0) = ug

2. in every subinterval [ti—1,tx]:

t
ur(t) = ur(ty_y) + / iy (s)ds = uF ™t 4 (t — tp_1)uk (3.57)
lk—1
and
(FF Mk 0)r2 = (g, gradp pf) 12, Vg € L*(TT) (3:58)
(p*.0) 12 + Ngradp p¥, gradp 0) 2 = =& (v + 7, a%)(0), VO € HY(T) (3.58b)
(@}, q) > + Mgradp f, gradr q) 12 = (fF,gradr q) 2, Vg € H'(T) (3.58¢)
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3. if T satisfies (3.48), then the bound

o o
el oo.amy < (lelm ; ) T2 oy (3.59)

holds with (ar, B;) == (Cx||Wh| 12,€ Cx(1 + ||Wa]| L)) independent of 7.

Proof. We note that the system of equations (3.58) is the saddle point system of the
problem (3.53) of Cor. 3.26, with ug = u*~! and 7 = 7. Starting from the first interval
and proceeding inductively, we see that given ugk_l) € HY(T') and because 73, is small
enough, there exists a unique tuple (f* % p¥) € L2(TT) x HY(T') x HY(T"), from which
a unique uf = w1 + 7@k~ € HY(T) can be constructed. The key point that allows
this construction is that the right-hand side of the bounds (3.46) and (3.48) does not
depend on u, and so can be used to estimate an a prior: uniform bound for the time
steps 7.
For the bound (3.59), we will first show that

8] (0%
1kl < (||uo|H1 ; ) ot — 9
T T

For k = 0, so that uY = ug and tg = 0, the inequality is straightforward to verify. For
the subinterval [t;_1, tx], we assume that the inequality holds for k£ — 1, and recall that,
since 7, < 7 satisfies the bound (3.48), the inequality (3.55) implies that

@k g+ 1 FE 2 + 125 < @ + Brlluf ™|

with (ar, 8r) = (Cx|[Wil| 2, e Cx(1 + |[Wa| 1)) independent of 7. Then, with the help
of the inequality 1 4+ x < e”,

el = ™t il < ™+ 7l @

< (U Brm) [up ™ + e

[0 «
< (1 + 5’7‘7—’6) { (HUOHHl + T) 6f8Ttk71 - T} + arTg
Br Br

=< <||U0||H1 + aT) el — (1 4+ 5777@)% + Tk

[0 [0
= <||UOHH1 + BT> ePrte—1+7) _ (ﬁT + aTTk> + a7y

T T

« «
= (”UOHHI + T> Ptk — ﬂ—T
T T

By induction, the inequality holds for all 0 < k£ < N. Then, since

° tkgTjeﬁftkgeﬁTTforall()gk:gN,
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e u,(t) is a linear combination of the u* for all ¢ € [0, 7],

we have that

o
lurlogommn < max Jurllm < <||U0HH1 + BT> 6rT -5

O]

The following corrolary, which is a time-discrete equivalent of Cor. 3.21, justifies the
use of the natural time discretization by ensuring that the free energy does not increase
between time steps:

Corollary 3.28 (Energy reduction). Let u; and (fr,%,,pr) be as in Lemma 3.27. Then
in every subinterval [ty—1,tx],

_ Tk Tk
5(“&) - 5(“5 1) < —?<gradpp’ﬁ,./\/l[uk_1} gradpp'ﬁ>L2 < _7/’L)\Hpﬁuill ( )
3.60
where E(u) := (Wi, u)r2 + = <Wgu u)r2 + —ngadr ul|32
Proof. By construction, ulﬁ

of £ and &' to verify that

E(uk) = EE) + i { € (b (k) + T W ak, ab) g + T lgrady k|3 |

= uF =140k and so it is straightforward using the definitions

We have already shown in the proof of Lem. 3.27 that the (f¥ ¥) are the solution of
the optimization problem

: 1 1
(e {2<f’M[u’: IR
L2(TT)x HY(T)

(4, q) 12 + Mgradp @, gradp q) 72 — (f, gradp q) 2 = 0, Vg € H'(T)

A Wit + S e a2 + €00

Observing that the pair (f,) = (0,0) satisfies the constraint, we deduce immediately
that

J((f7,45)) < J((0,0))

1
5 UM f’“>L2 +7<u7,w2u )2 + o gradp k|2 + £'(uk ) (i) < 0
= /(b)) + W il i) o+ " radp i 20 < 3 (78 ML )

This, combined with the first equality and the coercivity of M[uk—l])\, yield the desired
inequality, if we take into account that the first equation of the saddle point system
(3.58) is equivalent to f* = M, -1y, gradp pk.

O
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Lemma 3.29 (H2-regularity of the time-discrete scheme). Assume that ug € H*(T),
the assumptions of Lem. 3.11 are met, and that T > 0 is small enough so that (3.48)
holds. Then for

7 <7 = {3 (1 + |[Wal|poo ) O (M) } (3.61)

the unique solution of Lem. 8.27 is u, € C([0,T]; H*(I')) N H*(0,T; H*(I")), with as-
sociated f. € L?(0,T; Hyiy(TT)), u, € L*(0,T; H*(T')) and p, € L*(0,T; H*(T)), and
satisfies the bound

o / o
HUTHC([O,T];HQ) S <HUOHH2 + ,87> eﬁTT _ 77 = MC/Z“ (3.62)
T

where o := Ce(T, Mr)a; and .. := Ce(T, M7)0;.

Proof. At the subinterval [ty_1, ], the bound (3.59) implies that
k-1 = 2 k-1 -1
l =l < Mr =7 < 7 < 7 < (R0 + [Wall ) ol 1))

and therefore 7, satisfies the condition (3.52). If u¥~1 € H?(I") then part 2 of Cor. 3.26
is applicable, and so f* € Hg;, and @*, p* € H?(T"). Moreover

|2 < Ar (i, 10 1) + B (s )l gz < o + Brlaf e

with o, := A, (7, Mr) and 3. := B.(7, Mr) independent of 7. Starting from u2 = ug €
H?(T), we can proceed inductively to show that u¥ € H?(T'), for all 0 < k < N, and so
u-(t) € H*(T) for all ¢t € [0,T]. Finally, using the bound for ||%*|| ;2 above and working
exactly like in the proof of Lem. 3.27, we can derive the bound (3.62).

O

Proposition 3.30 (Convergence of the time-discrete scheme). Let ug € H*(T) and
assume that the conditions of Lem. 3.11 are satisfied. Let u, with the associated (f,1u,p),
be the (continuous) solution of Cor. 3.18, whereas u., with the associated (f;,Ur,pr), @
(time-discrete) solution as in Lem. 3.27. If T is small enough so that Lem. 3.29 holds,
then

|w = ur|loo,m;m2) = O(7) (3.63)

Proof. We define the error as

t
e(t) :=u(t) —ur(t) = /0 (u(s) —ur)ds, te€]0,T)

We analyse first the local error in the subinterval [t;_1,tx]. Recall:
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e the saddle point equations for the continuous problem at time ¢ € [t;_1, tx:

(), Mpyp,9) 22 = (9. gradp p(1)) 2, Vg € L*(TT)

(p(t),0) L2 + Agradr p(t), gradp 0) 12 = —(e(u(t)),0) 2, V0 € H'(T)

(a(t), q) > + Mgradp (1), gradp q) 2 = (f(t), gradp q) 12, Vg € H'(T)
where e(u) :== Wy + eWau — eAru € L*(T), for u € H?(T).

e the saddle point equations for the time-discrete scheme in the subinterval [t_1, tg]:

< faM[;éfl]/\g>L2 = <gagradrp§>[/27 v.g € LZ(TF)
<p7]?7 9>L2 + )‘<gra‘df pﬁ, gradf‘ 0>L2 - —<€(U§71 + Tk’l:bﬁ), 0>L27 Vo € Hl(r)

(U, q) 2 + Mgradp i, gradp q) 12 = (fF, gradp q)2, Vg € H'(T)
e the bounds:
lulle o,y < (luoll g + anT)e AT —. \p

lurllcqom;mty < (HU()HHl - ) AT _ B—T =: My

T T

/
a‘l‘ !
_— = (\/1T
By

/
!
lurllogoyaen < (luollue + 5 ) e
and, for any 1 < k < N,
T, < T<LT
@) g2+ 1 g, + 105 12 < 0 + Bl g2 < o, + By M7 =: M)

Note that all the constants, despite the notation, are independent of 7.

As in part 5 of the proof of Prop. 3.17, we take the difference of the two sets of equations.
After some manipulation, we arrive at the following system:

(0, My, 902 = (g, gradp 0p) 12 = =My 7= My f750)r2

= _<M[:L%t)])\M[u£_1})\ gradp p¥ — gradpp¥, g) 12, Vg € L2(TT)
(6p, 0) 2 + Mgrady op, gradp 0) 2 = —(e(u(t)) — e(ub™" + milf), 0) 2, V0 € H'(T)
((5’11,, q>L2 + )‘<gra‘df‘ 5“’7 gradl“ q>L2 - <5f7 gradr Q>L2 = 07 VQ € HI(F)

where §f = f(t) — f*, 6p := p(t) — p¥ and du = u(t) — u¥ = &(t). The second
form of the right-hand side of the first equation comes from the saddle point equation
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3.5. Time discretization

(fk, M k 0 9)12 = (g, gradp p¥) 2. Prop. 3.15 is applicable to this saddle point system,
with

e = e(u(t)) — e(uF~1 + mak)

= e Wa(u(t) — ub =1 — k) — e Ap(u(t) — uf~! — mpak)
ji= M[_iit)]AM[ulfl]A grady pT — gradp pT
0

T

Then, using the bounds above, we have

lellz2 = lle(u(t)) — e(uz™ + 7}
< e(1+ [[Wellzoo) [Ju(t

) -
< e(1+ [Walls) (Jlu(t) = ur (@l + 1t = 57 )ik = myil| e )

(
( (

( (||e<t 2 + Tl 2 )
( (e@®)lls2 + 745)

iz
uf Tt — || gy

< e(l+ ||W2||Loo

)
)
)
< e(1+ [|Wal| L)
and, with the help of Lem. 3.11,

IMuo)3d gy = 1My, gradp pk — My, gradp o7l g,
< L™ g, )0 lgrady o8 g, () — b
< Laa(Mr, )0 g2 (Iut) = e (@)= + (¢ = 1)k 2 )
< La(Mr, M)ME (|e(t) 2 + 7M7)

The bound (3.36) gives us

62 2 < AXCa @l m)llell 2z + YAl Mpugen s,
= €)1z < Ce (le(®)]| g2 + 7M7)

with C. := ey3Cpm (M) (1 + ||Wa| poe) + 2L (Mp, M )M/, independent of 7. Since this
bound holds for almost all ¢ € (0,7'), a direct application of Lem. 3.6 gives us for the
global error

lelleqo,m; a2y < < (Ile(0)[| g2 + TC-M7T) el = r C.MITeY T

which is indeed O(7) for fixed 7.
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3. Evolution and Variational Discretization of the Model

3.6. Galerkin approximation

Finally, in this section we study a Galerkin-type spatial approximation of the time-
discrete problem (3.53). Under fairly general assumptions for the finite element spaces
used, we can show convergence of % and p in the H' norm and of f in the L? norm.
Furthermore, using a variation of the Nitsche-Aubin duality argument, we can show an
improved error estimate for ¢ and p in the L? norm.

Definition 3.31 (Finite element spaces). We consider a family of triangulations T of
I, and assume that for each triangulation Ty € T there exist two finite-dimensional
subspaces Vi, and Wh, such that:

1.
2.

114

Wy, C Hgi(TT) C L2(TT)
Vi, C Hl(F) and gradp V= Wy C HdiV(TF) =V, C HQ(F)

there exists a constant Cy > 0 and a projection 11, : H*(T') — Vj,, such that for
any u € H*(T),

lu = Myl 2 < Crh2ull e (3.64a)
lu = Wyl < Crhlull 2 (3.64D)
lu - Myl gz < Crllul a2 (3.64c)

and so, by Agmon’s inequality (3.14),

lu — yul| e < C7Cle hllul g2 (3.64d)

there exists (abusing the notation and using the same constant Cy > 0) a projection
1), : Hgiy(TT) — Wh, such that for any f € Hgiv(T),

If = nfllzz < Crhll fll Ha, (3.65a)
1 = Tafll gy < CTI N g (3.65D)

there exists a constant C%-, such that for any uy € Vi, and any fr, € Wy,

lunll g < CFh™Hupl| 2 (3.66a)
[ fnll g < CFR7 I fall L2 (3.66b)

and so

lunllz < y/lunl + llgrady un,,

< O\ Jlunl22 + lgvadp unZe = Crhunlln (3.660)




3.6. Galerkin approximation

We will furthermore assume that the estimates above are uniform, i.e. the constants
C7,C% are the same for all Tj, € T

Remark 3.32. In the following result, we study a space- and time-discrete form of
the problem. For brevity, we use h-subscripts to denote the relevant variables, although
they depend on T too, and therefore a more appropriate subscript would involve both
parameters, writing for instance iy, instead of up,.

Proposition 3.33 (Galerkin approx. of the time-discrete opt. problem). Consider the
optimization problem

. 1 1 TE . ) TE . 192 , )
i) WiV { g i Miug) )2 g i, Watn) 12 - aradp iz & (o) () }
(3.67a)

(Un, qn) 2 + Xgradp 1y, gradr qn) 2 = (fa, gradp qn) 2, Yo, € Vi (3.67b)

with ug € H*(T') and 7 small enough so that the conditions of part 2. of Cor. 3.26 are
met. There exists a unique solution (fn,up) € Wy X Vi, with a unique multiplier py, € Vj,
such that

[y, — || 2+]pn — prllze = O(R?) (3.68a)

itn, — tr || oo +|lpn — prllLee = O(R) (3.68b)

[an — tr ||+l fr = frllLz + [P — prllan = O(h) (3.68¢)
lin = e[| g2+ fn = ol g, + o0 — Prll 2 = O(R°) (3.68d)

where (fr, ;) and pr is the solution and multiplier resp. of the problem (3.53). Recall
that the notation O(hY) denotes the existance of an upper bound independent of h.

Proof.

1. For the proof of the third estimate, the key point is that the conditions of Thm. 2.17
are satisfied with constants independent of T}. Indeed, the continuity constants
llal|, ||b]| can be easily shown to be the same as in Prop. 3.23, and moreover:

e a(-,-) is Zy-coercive: Going back to the corresponding part of the proof of
Prop. 3.23 (“a(-,-) is Z-coercive, case 1/2.”), we see that it hinges on the fact
that & € HY(T') = Q , i.e. that @ is in the same space with the multiplier.
This is also true in this case, since @y, € V, = @p. The rest works unchanged
(modulo the substitutions @ — 4y, f — fp, etc.) and so a(-,-) is indeed
Zy-coercive with the same coercivity constant oy = «.

e b(-,-) satisfies the LBB condition over X x Qp: Likewise, looking at the
corresponding part of the proof of Prop. 3.23, we see that it is based on the
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3. Evolution and Variational Discretization of the Model

fact that for a ¢ € Q, the pair (—gradpq,q) € L*(TT) x HY(I') = X. This
holds here as well, since for a g, € Qp = Vj, the pair (— gradp qp,qn) €
Wi, x Vi, = X}, (see the note at the end of Def. 3.31). The rest works again
essentially unchanged, and so b(-, -) satisfies the LBB condition over X}, x Qp,
with the same constant By, = f.

We conclude then that the solution (fp, ) and multiplier p, of the approximate
problem exist and are unique and the bound

[ — e ||+ = frllz2 + llpn — Pl
<Cp| inf |lur—0 + inf - + inf —
< O (inf llir = Ol + inf 1 = ol -+ it e~ il
< CnCr hliels + 1ol + )

follows directly from the bounds (2.20), with C}, = Cp,(«, ||al|, 8, ||b]|) independent
of T},, and the approximation estimates (3.64) and (3.65).

2. For the fourth estimate, we have

i — tr || g2 < [ty — Tptir || g2 + [Tptr — tp| g
< Orllte|l g2 + Crh™ Myt — tp]| 1
< O7llir|| g2 + Crh ™ (| Mpter — tirl| g + | — n | p1)
< Crllive || g2 + Ch ™" (Crhllive || g2 + |7 — G| 1)
< COr(1+ CpP)llir || a2 + ChO7CF (Iir | g2 + | frll gy + 7|l 22)

and likewise for ||fr, — fr||H,, and |[pn — pr||g2. Summing the three inequalities
together, we get

lan — iz || g2 + | fo = frll e + lon = rllez < G (lar g2 + [ 7l gy + 27 ll22)
where C} := Cr(1+ CF) + 3C,CrCY-.

3. Finally, we will prove the estimate for ||i, — @yl z2 + ||[pr — prl| 2 using a variation
of the Nitsche-Aubin duality argument. Taking the difference of the saddle point
equations for the two problems, we get the following orthogonality equations for
the residuals 0w := ap, — @, 6f := fr — fr and 0p := py, — pr:

<5f7 M[Lﬁb\gh>L2 - <gh7 gradl" 5p>L2 =0
(0p, 0p) 12 + Ngradp Op, gradp Op) 12 + 7e(W3 61, 0p,) 12 + Te{gradp o1, gradp Op) 2 = 0
<6u7 q]1>L2 + )‘<gradf (S’LL, gradr qh>L2 - <6fa gradr qh>L2 =0
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3.6. Galerkin approximation

for any g, € Wp, 0, € Vj and g, € Vj,. Using the bilinear forms ay(u,v) :=
(u,v) r2+A(gradp u, gradp v) 2 and a, (u, v) := 7e(Wa u, v) 2 +71€e(gradp u, gradp v) 72,
we can shorten this to

(8f, Mity, 9n) 12 — (gn, gradp 0p) 2 =0

a)\((spa Hh) + (17—(5’&, Oh) =0

CL)\((Sl.L, qh) - <5fa gradf Qh>L2 =0

In the duality part of the argument, we define the quantities ¢ € L*(TT), 7 €
H(T) and w € H*(T), as the solution of the saddle point system:

(0, Mpty, 9012 — (9, 8radp ) 2 = (R 8, 9) 12
(m,0) 12 + Xgradp 7, gradp 0) 12 + Te(Wa w, 0) 12 + Te(gradp w, gradp 0) 2 = (91, 0) 12
(w, q) 12 + AMgradr w, gradr q) 12 — (¢, gradr q) 12 = (0p, q) 2

or equivalently

(0, Mty 9012 — (9, gradp ) 2 = (8, g) 12

ax(m,0) + ar(w,0) = (du,0) 2

ax(w,q) — (¢, gradr q) 12 = (6p, @) 12
for any g € L*(TT), § € HY(T') and ¢ € H(T'). The well-posedness of (1, 7,w) is
guaranteed by Prop. 3.23, with E((g,0)) = —(h26f,g) 2 — (61,0) 2 and R(q) =

—(0p,q)r2. Furthermore, the conditions of Prop. 3.25 are met with (j,e,r) =
(—h25f, —d1,p), and so by (3.51):

lollrz + 19l rgs, + Illr2 < Ca(r lluollzn) (16l 22 + B2 (16 f | s, + 19pll22)

where Cy = max(Ce, Cj,C,). Substituting (g,0,q) = (§f,0u,dp) into the dual
saddle point system and summing, we get

6522 +h2 (|5 £ (122 + [|0p] 22
= <¢7M71h5f>[/2 - <5f7 gradf 7T>L2 + a)\(ﬂ-’ 5”)

[uo
+ ar(w, 6u) 4 ax(w, op) — (¥, gradr 0p) 12
= <¢ - thja Mil 5f>L2 - <5fa gradr(” - 1_[}17-‘-)>L2 + (1)\(7[' - Hhﬂ-7 5“)

[uo]x
+ CLT((U — pw, 6”) + a/\(w — jw, 5]9) - <¢ — e, gra’dF 5p>L2
+ (I, My 0f) 2 — (0f, gradp Iym) 2 + ax (I, 6d)

[uo
+ a; (IMpw, 6) + ax(yw, 0p) — (pe, gradr 6p) 12 }
= <¢ - Hh¢, M[Z})]Adf>lz2 - <5fa gradl—‘(ﬂ- - 1_[717-‘-)>L2 + (1)\(7[' - Hhﬂ-7 5“)

+ CLT((U — pw, 5”) + a’/\(w — Ijw, 6p) - <¢ — e, gra’dF 5p>L2
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3. Evolution and Variational Discretization of the Model

since the expression in the brackets is the sum of the left hand sides of the three
orthogonality equations (with g, = pyp € Wy, 0 = lw € Vj and g = 7 €
Vi). We note that the bilinear forms ay, a, are coercive in H!(I') with constants
aq = X and g := Te(1+4||W3]| L) respectively, and the operator M[;})]A is likewise
coercive in L?(TT) with constant ag := MAMA_Q. It follows that

62172 + h|3f1I72 + [|opl[72
< agllep = bl 26 fll 2 + [|m = Tl o |01 2 + | — Tnre| [ 6] 12
+ agllw — Mywl| g |04 g1 + nllw = a2 19p] e + (90 = Tnpl 2] 6|
< ay ([lw = pwl[ g + 19 = W[l g2 + llw = pl o) (100l o + 1651 2 + 1p]] 1)
< asCrh(wllpz + 19l aay + 7l g2) (60l g + 116122 + [16p]] 1)
< Cyh® ([10al| 2 + P26 f | r1gsy + 0Pl 22) (lrll 22 + 1L f a1y + 7l 222)
where oy := max(1, a1, a2, a3) and C = CJ/(7, ||uo|| 1) := aaCF-Ch, Ca(T, [Juo]| 1)

Letting K := ||i,|| g2 + || frl| g + |7 ]2 and given that we have already shown
that ||0 f|| m,,, < C} K, we deduce that

18172 + 18] 72 < CLER? (6@l L2 + 1pllL2) + CfCr KR
C”Kh2 2 C”Kh2 2 C//2K2h4
= (Wil = ) o (loplie - S5 < S et
= [|6@)lr2 + [|6pll 2 < a5 KR

1/2
where a5 := C} + (%C,’{z + C;{C;L) . This yields the first inequality. The L>
estimate follows then directly by (3.14).
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4. Numerical Implementation with Subdivision Surfaces

4.1. Introduction and outline

In this chapter, we turn our attention to numerical solutions of the problem. In [VR13],
we presented numerical solutions of the (non-regularized) problem (see fig. 4.2 and fig.
4.1), using the natural time discretization of the previous chapter combined with a space
discretization based on discrete exterior calculus. Discrete exterior calculus is a method
for deriving discrete versions of PDEs on simplicial meshes, originally used for the stable
approximation of the Navier Stokes equations ([DKTO04] and [Hir03]). The core of the
method is the association of different types of quantities with different parts of the
mesh. In three dimensions for instance, intensive scalar quantities, like pressure, are
represented by discrete O-forms (values on nodes), vector quantities are represented by
discrete 1- and 2-forms (circulation over edges and fluxes through tet faces resp.), and
extensive quantities, like fluid mass, are represented by discrete 3-forms (total quantity
inside tet). When applied to fluid dynamics, this naturally leads to schemes of the finite
volume type.

t=20 t=29.1 t =45.5

Figure 4.1.: Different time steps of the evolution of a (initially uniform) thin film inside
a rotational symmetric cavity (left) with a graph of the mass concentration
in red.

The numerical scheme of [VR13] conforms, to a certain degree, to the analysis of the
previous chapter. The scheme is built on the natural time discretization of the gradient
flow (Rem. 3.22), and therefore the free energy is non-increasing between time steps (as
per Cor. 3.28). Furthermore, within the framework of the discrete exterior calculus, the
primary variable u and the dual variable ¢ are chosen to be in the space of discrete
0-forms Q%, whereas the flux f is taken to be in the space of discrete 1-forms Q,ll Since

1. u and q are in the same space, and

2. their gradient (or more precisely their exterior derivative) is in the same space with
the flux f,
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4.1. Introduction and outline

t = 32.58 t =53.39 t = 102.55

Figure 4.2.: The fingering evolution of a droplet on a sphere is displayed at different
times (top row, north pole view; middle row, equatorial view; bottom row,
south pole view). The mass concentration is color-coded as .

121



4. Numerical Implementation with Subdivision Surfaces

we can show the well-posedness of the scheme (with a reasoning similar to part 1 of the
proof of Prop. 3.33), with a bound for 7 independent of the spatial discretization.

The numerical scheme presented in this chapter is based on the finite elements method,
instead of discrete exterior calculus, and rectifies two issues with the scheme of [VR13]:
on one hand the lack of regularization, especially of the mobility, and on the other hand
the use of a non-conforming function space for the space discretization. In section 4.2, we
take the fully discrete variational problem of Prop. 3.33 and reduce it to a matrix form
suitable for numerical calculations. The main challenge is the specification of an H?-
conforming space of basis functions, which we do in Sec. 4.3 with the help of subdivision
surfaces. Finally, in Sec. 4.4 we present a number of numerical convergence tests for the
scheme.

4.2. Galerkin system
We start with the saddle point equations of the Galerkin approximation 3.67:

(fh,/\/l[;%hghh? — {(gn, gradppp)rz = 0

(On, pr) 2 + Ngradyp 0y, gradp pr) 12 + 7€(Un, Wabp) 12 + Te{gradp up, gradyp 05) 12
= — (W, 60) 12 — e{uf, Waby) 12 — e(gradp uf,, gradp 65) 2

(W, qn) L2 + Mgradp tp, gradp gp) 2 = (f, gradp gp) 2

for any test functions (6p, gn, qn) € Vi x Wy x V. We recall that

W1 = CZF - H
Wy = (N, — H? + 2G
[l , . eluly
My, f = TfﬂL 6 (Hf +Sf)

where zp and N, are the altitude (z-coordinate) and vertical component of the surface
normal N resp. and S, H, G are the shape operator and the mean and Gaussian
curvatures resp. For the definition of [-]y, see Cor. 3.10.

The first saddle point equation gives us immediately

(s M@%hghhz = (gn,gradrpp)r2 = fon = My gradrps
and so, eliminating f5, we get the equivalent system:

Te(tUp, Wabp) 12 + Te(gradyp up, gradp 0p,) 12 + (On, pr) 12 + Agradp 0n, grady pp) 12
=—(Wh,0n) 12 — e(uﬁ, Wobp) 12 — e(gradp uﬁ, gradp 0p) 12
(tth, qn) 12 + Mgradr @, gradp gn) 2 — (gradp pp, My, gradp ga) 2 =0
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4.3. H?-conforming elements on subdivision surfaces

for any test functions (6, qn) € Vi, X Vi,
If {¢iti1<i<n is a basis of V3, we can write the equations in (symmetric indefinite)
matrix form as follows:

SR R B

where 1,p € RY are the coefficients of 1w, and pj, in the basis, the matrices are all in
RN*N and defined as

Mij = (i, dj) 12 (4.4a)
(Mw )iz = (¢i, Wadj) 12 (4.4b)
Lij = (gradr ¢, gradp ¢;) 2 (4.4c)
(Lm)ij = (gradr ¢;, M[uﬁh gradp ¢;) 2 (4.4d)

and the vectors w, e € R are defined as

w; = (W1, ¢i) 2 (4.4e)
e; = (uj, Wag;) 2 + (gradp uf, gradp ¢;) 12 (4.4f)

The system (4.3) is of saddle point type, since the coefficient matrix is of the 2 x 2 block

form (g 730 ) There exists extensive literature on the effective, direct or iterative,

solution of linear systems of this form (see [BGLO05]).

4.3. H?-conforming elements on subdivision surfaces

The main decision that one needs to make while implementing a numerical scheme
based on the system (4.3), is the choice of basis functions ¢;. The analysis of Sec. 3.6
strongly encourages the use of H?-conforming basis functions, so that V;, ¢ H?(T).
The construction of such a basis is in general a non-trivial problem. Our approach
is to limit our attention to subdivision surfaces ([CC78] and [Sta98]), where a natural
H?-conforming basis exists by construction.

A subdivision surface I'g is determined by a set of control nodes connected in a mesh,
together with a subdivision scheme which prescribes a process of adding new nodes and
refining the mesh. The subdivision surface is defined as the limit of the subdivision
process. We are interested in particular in Catmull-Clark subdivision surfaces, which
are defined by quadrilateral control meshes. See fig. 4.3 for the subdivision scheme and
fig. 4.4 for some examples. The Catmull-Clark subdivision surfaces are known to be C?
everywhere, except in certain exceptional points where they are C'. These exceptional
points correspond to control nodes with degree # 4.
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1
1 1 4
4 4
1 1
° 4. .Z
1 1
1 4 T
4

Figure 4.3.: Catmull-Clark subdivision scheme. First we calculate new center nodes
(left), then new edge nodes (center) and finally new positions for the vertex
nodes (right). All the nodes are linear combinations of previously calculated
nodes, with the weights shown. Each quad is then subdivided into 4 smaller
ones.

Figure 4.4.: Catmull-Clark subdivision surfaces. Control mesh, first and second applica-
tion of the Catmull-Clark subdivision algorithm and the limit surface, for a
cubic (top row) and a toroidal (bottom row) control mesh.
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4.3. H?-conforming elements on subdivision surfaces

The weights of the Catmull-Clark scheme have been chosen so that over any regular
quad (all control nodes have degree 4) the subdivision surface is a single bicubic b-
spline patch (see fig. 4.5). If x; € R3, j = 1,...,16, are the coordinates of the 16
control nodes, the subdivision surface can be parametrized over the regular quad as
x(u,v) = zjl-il ¢;(u,v)x;. The 16 (local) basis functions ¢(u, v) are defined as products
of the one-dimensional cubic b-spline basis v;(t), j € {0,1,2,3}:

Paatp+1(u, v) 1= Yg(u)a(v) (4.5a)
Yolt) = (1 - 1) (4.5b)
D1 (t) = é(3t3 612+ 4) (4.5¢)
Po(t) == é<_3t3 +3t2 + 3t + 1) (4.5d)
s (L) = ét?’ (4.5¢)

It is worth noting that a single application of the Catmull-Clark subdivision scheme to
the control mesh yields a refined control mesh that defines the same subdivision surface.
In particular, over regular quads this is equivalent to the well-known refinement property
of bicubic b-splines, which allows one to add control nodes without actually changing
the surface.

At exceptional quads, the subdivision surface can not be parametrized by a single
b-spline patch. It can be partitioned though into a nested pattern of smaller quads,
centered around the exceptional node, each one of which can be covered by such a patch
(see fig. 4.6 and [Sta98]). The 16 control nodes of each subpatch are a product of one or
more iterations of the Catmull-Clark subdivision scheme, and therefore can be written
as a linear combination of the N control nodes (N = 14 for a quad with a node of degree
3) of the larger, exceptional quad. It follows that for each subpatch, we can determine a
subdivision matriz S € R*N such that the position x; of the 16 control nodes of the
subpatch, as a function of the control nodes X; of the quad, is x; = Zf\;l SiiX;.

We can combine these subpatches into a parametrisation x(u,v), (u,v) € [0,1]?\
{(1,1)}, of the quad (minus the exceptional node!), as follows. If we identify each of
the four nodes of the exceptional quad with the corners of the unit square, so that the
exceptional node is matched with (1,1), then each one of the subpatches corresponds
in a natural way (see again fig. 4.6) to a subset of the unit square of the form P,f’l =
[27P(k —1),27Pk] x 27 P(1 —1),27P]], forap > land 1 < k < 2°, 1 <1 < 2 but
(k,1) # (2P,2P). If we denote by Sﬁ ; € R16%N the corresponding subdivision matrix,

!For a more complete treatment, which covers also the exceptional node, see [Sta98].
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1 2 3 4
5 8
9 12|
13 14 15 16

Figure 4.5.: Basis functions over a reqular quad. The subdivision surface over a regular
quad (all nodes have degree 4) is simply a bicubic B-spline patch. The shaded
patch has 16 control nodes, numbered on the left. The corresponding basis
functions are shown on the right.

then we can write the parametrisation as

N 16
x(u,0) := Y Y (SE )iy i(2Pu— (k—1),2°0 — (1= 1)) X, if (u,0) € P, (4.6)
j=11i=1

From this definition, we can extract the following N (local) basis functions:

16

D;(u,v) = Z(s,f;,)ij ¢i(2°u — (k —1),2Pv — (1 - 1)), if (u,v) € PP, (4.7)

which correspond to the control nodes of the quad (in the order implied by the definition
of the subdivision matrix). It is important to note that the subdivision matrix does not
depend on the location of the control nodes, only on their connectivity. As a result, for
any type of exceptional quad (based on the degree of the exceptional node alone) we can
precompute the subdivision matrix of any subpatch.

To summarize, for any control node we can evaluate its basis function over any quad
that it influences. If the quad is regular, the basis function there is simply one of
the bicubic b-spline basis functions; if the quad is exceptional, we can always work on
a subpatch, where the basis function is also (locally) a bicubic b-spline according to
(4.7). These basis functions can be shown, as a result of the aforementioned refinement
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4.3. H?-conforming elements on subdivision surfaces

11

10 S € R16x14 9] 10 12

12 13

-
-

Figure 4.6.: Basis functions over an exceptional quad. The subdivision surface over an

exceptional quad (a single node with degree # 4, in this case node 6 with
degree 3) can be tiled with a self-similar pattern of patches, so that the
subdivision surface is a bicubic b-spline (see fig. 4.5) over each one of them.
For any such tile, we can calculate the basis functions there via a subdivision
matriz S, which is derived from the weights of the Catmull-Clark scheme
(see fig. 4.3).
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4. Numerical Implementation with Subdivision Surfaces

property, to be C'-continuous everywhere, like the subdivision surface I'g itself. It
follows that they are in H?(I's) and can be used as an H?2-conforming finite element
basis.

4.4. Convergence tests on level sets

In this section we present certain numerical results based on the basis functions of
4.3 and the Galerkin system of 4.2. In each case, we consider a level set of the form
Ty—e == {x € R}|4(x) = c}, approximated by (a sequence of) subdivision surfaces
['s (see fig. 4.7). We use the basis functions ¢; defined in the previous section, together
with a 4-point Gauss-Legendre numerical quadrature rule (see fig. 4.8) for the calculation
of (-,-)2 products over the subdivision surfaces. The curvature-related quantities are
not estimated using the subdivision surface,? but are instead calculated directly using
the level set 1. At a point x € R? in the neighborhood of the level set I'y_., the
shape operator of the level set I'y,_yx) can be evaluated as S = —|Ve|"tP V2% P with
curvatures H = tr S and G = £ ((tr 5)? — tr(S?)), with normal N = % and tangential
projection P =id —IN ® N.

Figure 4.7.: Spline approzimation of a level set. The level set ¢(x) = ¢ of a function
can be approximated by a spline whose control nodes lie on the level set
(left; control polygon in red, level set in dashed and spline in solid line).
Approximations of higher accuracy can be achieved by adding extra control
nodes (center; refined control polygon in blue, yields the same spline), and
then projecting them onto the level set (right; projected control polygon
and resulting spline). Although pictured here for curves in R?, the same
procedure works for subdivision surfaces in R3.

2Tt is known that the curvature of the subdivision surfaces is only L?, and in fact can be unbounded
at the exceptional nodes. Since we need H to be in L, this is not smooth enough.
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4.4. Convergence tests on level sets

Figure 4.8.: Gauss-Legendre quadrature points. We approximate integrals over quads
of the sudivision surface with the 4-point Gauss-Legendre quadrature rule,
(uiyv;) = (A £37Y2), 21 £371/2)) € [0,1)? with weights w; = 1. At
exceptional quads, each quadrature point lies on one of the b-spline sub-
patches and can be handled using local coordinates, as per (4.7).

The numerical tests are presented in figures 4.9 - 4.12. In each case we specify the
level set 1(x) = ¢ that we take as substrate, together with the initial condition (as a
function ug(x) on R?). To test the estimates of Prop. 3.33, i.e. the accuracy of the
Galerkin approximation, we consider a sequence of control meshes and their associated
subdivision surfaces, which approximate the level set with various number of elements.
For each of the meshes, we solve the Galerkin system (4.3) for @ and p, and compare
to the solution of the Galerkin system for the finest mesh. We do this in various norms
and show the results in log-log plots. We do observe convergence in the L>-, L?- and
H'-norms and, once there are enough elements to resolve the fluid distribution and the
geometry of the substrate, we also observe the quadratic accuracy in the L?-norm as
expected by the estimates of Prop. 3.33. Note that in the log-log plots of the figures
4.9-4.12, this shows up as linear slope, since the z-axis represents Ngjements ~ 7~ 2. To
test the convergence of the time discretization (Prop. 3.30), we take a fixed final time T'
and evolve the initial condition up to that time, using a fixed mesh and a sequence of
diminishing time steps 7. Again we compare with the solution u;—7 given by the smallest
7 in various norms, and collect the results in a log-log plot. Numerical convergence is
again observed in agreement with Prop. 3.30, particularly once the time step 7 is small
enough to satisfy a CFL-type condition with respect to the velocity of the spreading
fluid on the substrate.
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4. Numerical Implementation with Subdivision Surfaces
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Figure 4.9.: Droplet on sphere. Level set 1(x) = 1 of ¥(x) = |x|?. Initial condition
up(x) = exp(—'x;l—QC‘Q) with C = (-1,0, ‘/73) and d = 0.4. Constants
(¢, e, A, 1) = (10,0.05,0.005,0.01). Convergence of & and p (bottom left and
center) was tested using control meshes with 24, 96, 384, 1536, 6144 and
24576 elements, compared to a mesh with 98304 elements. Convergence of u
(bottom right) was tested by solving up to time 7' = 1 with 24576 elements,
using 2, 4,..., 128 equal time subintervals, compared to 256 subintervals.
The evolution of the droplet is pictured for ¢ = 0,0.39, 1 (top row; view from
the side). High concentration in red, low in blue.
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Figure 4.10.: Droplets on torus. Level set 1(x) = 0 of )(x) = (/22 + y2 — R)?+ 22 — 12
with R = 2 and = 1. Initial condition ug(x) = #? + 0.1 and constants
(¢, e, A\, 7) = (1,0.05,0.005,0.01). Convergence of @ and p (bottom left and
center) was tested using control meshes with 96, 384, 1536, 6144 and 24576
elements, compared to a mesh with 98304 elements. Convergence of u
(bottom right) was tested by solving up to time 7' = 1 with 24576 elements,
using 2, 4,..., 128 equal time subintervals, compared to 256 subintervals.
The evolution of the droplets is pictured for ¢ = 0,0.2,0.45,1 (top row;
view from below). High concentration in red, low in blue.
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Figure 4.11.: Uniform coating on tetrahedral surface. Level set ¥(x) = 0.4 of
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b(x) = S exp(~E=$L) with d = 0.6, C; = (0,0,0.61), Cy

(—0.29,—-0.5,—-0.20), C3 = (—0.29,0.5,—0.20) and C4 = (0.58,0,—0.20).
Uniform intial condition wup(x) = 1 and constants ((,e,\,7) =
(10,0.05,0.005,0.05). Convergence of @ and p (bottom left and center)
was tested using control meshes with 384, 1536, 6144 and 24576 elements,
compared to a mesh with 98304 elements. Convergence of u (bottom right)
was tested by solving up to time T' = 0.25 with 24576 elements, using 2,
4,..., 128 equal time subintervals, compared to 256 subintervals. The evo-
lution of the film is pictured for ¢ = 0.001,0.05,0.25 (view from the side in
top row, view from below in middle row). High concentration in red, low
in blue.



4.4. Convergence tests on level sets
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Figure 4.12.: Bands on dumbbell. Level set 1)(x) = 0.5 of 9(x) = Y7 A;exp(—|x —

Ci|?) with A4y = 0.95, C; = (-1.1,0,0), A5 = 1.05 and Cy =
(1.1,0,0). Initial condition ug(x) = p0.01’1(exp(—§;) + exp(—(z—_gﬁ) +
exp(—(xigﬁ)) with d = 0.2 (see Def. 3.9 for p). Constants ((,e,\,7) =
(0,0.1,0.005,0.05), i.e. no gravity. Convergence of @ and p (bottom left and
center) was tested using control meshes with 96, 384, 1536, 6144 and 24576
elements, compared to a mesh with 98304 elements. Convergence of u (bot-
tom right) was tested by solving up to time 7' = 12 with 24576 elements,
using 2, 4,..., 128 equal time subintervals, compared to 256 subintervals.
The evolution of the bands is pictured for ¢t = 0,2.34,12 (view from the
side in top row, view from the top in middle row). High concentration in
red, low in blue.
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