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2. Gutachter: Prof. Dr. Jakob Stix (Goethe-Universität Frankfurt)

Tag der Promotion: 12. Januar 2015

Erscheinungsjahr: 2015



On arithmetic properties of Fuchsian groups and Riemann surfaces





Contents

1 Introduction 7
1.1 Three ways to be arithmetic . . . . . . . . . . . . . . . . . . . . . . 7

1.1.1 Riemann . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.1.2 Jacobi . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.1.3 Fuchs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

1.2 Interaction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.2.1 A simple example . . . . . . . . . . . . . . . . . . . . . . . . 9
1.2.2 Bely̆ı’s theorem, dessins d’enfants and triangle groups . . . . 11
1.2.3 Arithmetic and semi-arithmetic Fuchsian groups . . . . . . . 13

1.3 A summary of our results . . . . . . . . . . . . . . . . . . . . . . . 13
1.4 Acknowledgements . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

2 On copies of the absolute Galois group in Out F̂2 17
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.2 Some anabelian geometry . . . . . . . . . . . . . . . . . . . . . . . 18
2.3 The Galois actions . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.4 Concluding remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

3 Jarden’s property and Hurwitz curves 25
3.1 Introduction and statement of results . . . . . . . . . . . . . . . . . 25

3.1.1 Hurwitz curves and translation surfaces. . . . . . . . . . . . 25
3.1.2 Jarden’s property. . . . . . . . . . . . . . . . . . . . . . . . . 26

3.2 Jarden’s property: the proof . . . . . . . . . . . . . . . . . . . . . . 27
3.3 Galois actions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

4 Modular embeddings and rigidity for Fuchsian groups 37
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
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Chapter 1

Introduction

In this thesis we investigate some special classes of Riemann surfaces from a number-
theoretic perspective. The arithmetic theory of Riemann surfaces is rich in examples
and special phenomena, and as yet rather poor in overall organising principles (at
least when compared to other fields of pure mathematics with a comparable history).
We follow Lochak’s point of view expressed in [50, p. 444] that distinguishes between
“three types of arithmetics at work which one might call modular (Riemann), period
(Jacobi) and hyperbolic (Fuchs) arithmetics”. In that work curves in the moduli
space of curves are considered, but we think the classification works as well for
abstract curves or Riemann surfaces. We give a short introduction to the three
types.

1.1 Three ways to be arithmetic

1.1.1 Riemann
The starting point here is Riemann’s existence theorem: every compact Riemann
surface can be embedded as a smooth closed subvariety of some Pn(C), hence as
a smooth projective algebraic curve over C. Moreover, this algebraic structure is
unique: any complex submanifold of Pn(C) is automatically algebraic by Chow’s
theorem, and holomorphic maps between projective varieties are always regular,
i.e. given by rational maps in the standard homogeneous coordinates on projective
space. This defines an identification (in modern terms, an equivalence of categories)
between compact Riemann surfaces and smooth projective complex curves, and we
use the terms interchangeably.

With this preparation, a compact Riemann surface X is defined over a number
field in Riemann’s sense if one of the following equivalent conditions hold:

(i) There exists a holomorphic embedding f : X → Pn(C) whose image is an
algebraic curve cut out by equations with coefficients in a number field L ⊂ C.

(ii) There exists a smooth projective algebraic curve X0 over some number field
L ⊂ C with X0(C) ' X.

(iii) There exists a subfield K of the field M(X) of meromorphic functions on X
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such that K is finitely generated over Q, furthermore L = K ∩C is a number
field and the canonical map K ⊗L C→M(X) is an isomorphism.

The diffiulty of determining whether a Riemann surface satisfies these conditions
increases with the genus: in genus zero there is only X = P1(C) for which we can
clearly take L = Q. In genus one the j-invariant for elliptic curves does the job:
an elliptic curve X is defined over a number field if and only if j(X) is algebraic,
in which case we may take L = Q(j(X)). Curves of genus two are all hyperelliptic,
hence they can be defined by an affine equation of the form

X : w2 = z(z − 1)(z − a)(z − b)(z − c);

here a, b, c are called Rosenhain parameters, and X can be defined over a number
field if and only if a, b, c ∈ Q. More generally, the (coarse) moduli space of smooth
projective curves of genus g has the structure of an algebraic variety Mg over Q,
and a complex curve X can be defined over a number field if and only if its moduli
point lies in the dense countable subset Mg(Q) ⊂Mg(C).

1.1.2 Jacobi
This point of view deals with pairs (X,ω), where X is a compact Riemann surface
and ω is a nonzero meromorphic differential form on X. Let Sω ⊂ X be the union
of zeros and poles of ω. For a relative cycle γ ∈ H1(X,Sω;Z) we may form the
period ∫

γ
ω ∈ C

(convergence assumed). We may ask whether one particular period is algebraic, or
whether all periods of ω are algebraic; the latter question can be reformulated as
follows: can (X,ω) be glued from polygons with only algebraic vertices?

Again this can be phrased as the algebraicity of certain coordinates on some
moduli space: for some combinatorial data π prescribing the orders of the zeros
and poles of ω, there is a moduli space ΩMg(π) of pairs (X,ω) with X a compact
Riemann surface of genus g and ω a meromorphic one-form of type π. It is a
complex orbifold, and on some manifold cover of it we can define local coordinates
by the periods

∫
γ ω for a fixed finite collection of cycles ω. Again one finds that the

pairs (X,ω) with all periods algebraic form a dense countable subset of ΩMg(π).

1.1.3 Fuchs
The third approach to Riemann surfaces is to view them as quotients by discrete
groups of Möbius transformations; here we concentrate on the class of Fuchsian
groups, i.e. discrete subgroups of SL(2,R) acting on the upper half plane H. By
the uniformisation theorem, any Riemann surface can be written as Γ\H for some
Fuchsian group Γ and hence inherits a hyperbolic metric (with singularities if Γ
has fixed points). The most interesting case for us is when Γ is a lattice in G –
this is equivalent to Γ\Ω being the Riemann surface underlying a (not necessarily
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projective) smooth algebraic curve. The question for arithmeticity in this case
becomes: can Γ be chosen to have only elements with algebraic matrix entries?

1.2 Interaction
It is an easy and rather unproductive exercise to produce examples of curves sat-
isfying one of these three arithmeticity conditions; a much deeper question, which
is very far from being answered outside some rather restricted families of special
examples, is this: when can a curve be arithmetically defined in two of these ways,
or even all three? When it can, other questions naturally come up: are the number
fields (or other arithmetic invariants) appearing in the two descriptions somehow
related to each other? If we apply a Galois automorphism on one side, can we
foresee what happens on the other side?

1.2.1 A simple example
We give an example of a curve X in genus 2 where all three types of arithmetic are
present:

(i) X is the smooth projective curve defined by the affine equation w2 = 1−z5, so
it is defined over Q in Riemann’s sense. In other words, X is the hyperelliptic
curve with ramification locus µ5 ∪ {∞}.

(ii) A basis of the space Ω1(X) of holomorphic one-forms on X is given by

ω1 = dz
w

and ω2 = z dz
w

.

The translation surface (X,ω1) can be obtained by glueing two regular penta-
gons in the complex plane along parallel sides, as indicated by the numbering
in Figure 1.1. Similarly, (X,ω2) can be obtained by glueing opposite sides in
a regular decagon, see Figure 1.2. The periods

∫
γ ωj for γ ∈ H1(X,Sωj ;Z) are

then algebraic up to an easily determined constant factor:
Consider first ω1. The grey points in Figure 1.1 are all identified, and they
form the one point above z =∞. The full black points are identified in pairs
and are given by z ∈ µ5; we may assume that the point marked by i has
coordinates (z, w) = (ζ i−1

5 , 0). Finally the two white points with a black circle
around it have coordinates (z, w) = (0,±1). The vector from, say, the left
white point P to the black point Q at its right is the complex number∫ Q

P
ω1 =

∫ 1

0

dz√
1− z5

= 1
5

∫ 1

0
x−4/5(1− x)−1/2 dx = 1

5B
(1

2 ,
1
5

)

where B is Euler’s beta function. By [77] this number is transcendental. Still,
a glance at Figure 1.1 tells us that

1
B
(

1
2 ,

1
5

) ∫
γ
ω1 ∈ Q(ζ5) for all γ ∈ H1(X,Sω1 ;Z).
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Figure 1.1: The translation surface (X,ω1)

3

2

15

4

3

2

1 5

4

Figure 1.2: The translation surface (X,ω2)

For ω2 similar considerations lead to

1
B
(

1
2 ,

2
5

) ∫
γ
ω1 ∈ Q(ζ20) for all γ ∈ H1(X,Sω2 ;Z).

(iii) Apart from finitely many points X can be uniformised by a subgroup of the
Hecke triangle group H5. This is the discrete subgroup of SL(2,R) generated
by

S =
(

0 −1
1 0

)
and T5 =

(
1 ϕ
0 1

)
,

where ϕ = (1 +
√

5)/2 is the golden ratio. There is a unique group ho-
momorphism α : H5 → Z/10Z with α(S) = 5 and α(T5) = 1, and we set
Γ = kerα. Then if P ∈ X is the point above z =∞ the complement Xr{P}
is biholomorphic to Γ\H.

We omit the proof that these three constructions really define the same Riemann
surface; it is an application of the constructions behind Theorem 1.3. This surface
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provides an example for one of the two major unifying principles for relating two
or more types of arithmetic:

1.2.2 Bely̆ı’s theorem, dessins d’enfants and triangle
groups

Although being defined over a number field depends on subtle algebraic properties
of a Riemann surface it is entirely equivalent to being defined by a dessin d’enfant, a
purely combinatorial (and, with a suitable encoding, even finite) object. Before we
formally introduce dessins we state the truly remarkable theorem that establishes
this improbable link:

Theorem 1.1 (Bely̆ı 1979). Let X be a smooth projective complex curve. Then X
can be defined over a number field in Riemann’s sense if and only if there exists a
finite holomorphic map f : X → P1(C), unramified outside three points of P1(C).
Equivalently, there exists a nonconstant meromorphic function on X with at most
three critical values.

The proof of this theorem consists of two arguments of entirely different char-
acter. The “if” argument was essentially known before and follows by a routine
application of rather deep results from SGA. Not just X can be defined over a
number field, but f becomes a morphism of algebraic curves, defined over a finite
extension of L. In any case, both are defined over Q in an essentially unique way.
The “only if” argument was Bely̆ı’s surprising contribution, and it is proved in a
completely elementary and constructive fashion.

Let us call a pair (X, f) withX a smooth projective curve over Q and f : X → P1
Q

a nonconstant regular map unramified outside {0, 1,∞} ⊂ P1 a Bely̆ı pair. Since
every three points in P1 can be moved simultaneously to 0, 1, ∞ by a Möbius
transformation, the new part of Bely̆ı’s Theorem says that every smooth projective
curve over Q can be completed to a Bely̆ı pair. Now a Bely̆ı pair (X, f) gives rise
to a graph embedded in X(C) by taking the preimage of the closed interval [0, 1]
as the union of all edges and the preimages of {0, 1} as the vertices. We give this
graph a bipartite structure by colouring the preimages of 0 white, those of 1 black.
So what we obtain is this:

Definition 1.2. A dessin d’enfant is a finite bipartite graph Γ embedded in an
oriented compact (topological) surface S such that the complemenet Sr |Γ| consists
of finitely many simply connected regions.

There is an obvious notion of isomorphism for both Bely̆ı pairs and dessins
d’enfants, and it is not hard to see that the procedure just described defines a bijec-
tion between the set of isomorphism classes of Bely̆ı pairs and that of isomorphism
classes of dessins d’enfants. In particular, every dessin d’enfant, a purely topological
object, gives rise to a Bely̆ı pair (X, f).

We have already seen two examples: take the curve X : w2 = 1 − z5 from
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section 1.2.1. The two maps f1, f2 : X → P1 given by

f1(z, w) = z5, f2(z, w) = 1
z5

are Bely̆ı maps. The black skeleton in Figure 1.1 is the dessin for (X, f1), that in
Figure 1.2 is the dessin for (X, f2).

Bely̆ı’s Theorem can also be reformulated in two more ways closer to Fuchsian
groups, see [15]:
Theorem 1.3. Let X be a compact Riemann surface. The following are equivalent:

(i) X can be defined over a number field as an algebraic curve.
(ii) There exists a finite index subgroup Γ ⊆ SL(2,Z) such that X ' Γ\H∗, where

H∗ = H∪P1(Q), with the usual construction for the topology and the analytic
structure on the quotient.

(iii) There exists a finite index subgroup Γ in a cocompact Fuchsian triangle group
∆ ⊂ PSL(2,R) with X ' Γ\H.

Alexander Grothendieck describes his amazement at these elementary yet sur-
prising connections in his famous essay “Esquisse d’un programme” [32] (originally
a research proposal, and probably “the best rejected proposal ever” [49]):

Cette découverte, qui techniquement se réduit à si peu de choses,
a fait sur moi une impression très forte, et elle représente un tournant
décisif dans le cours de mes réflexions, un déplacement notamment de
mon centre d’intérêt en mathématique, qui soudain s’est trouvé forte-
ment localisé. Je ne crois pas qu’un fait mathématique m’ait jamais au-
tant frappé que celui-là, et ait eu un impact psychologique comparable.1
Cela tient sûrement à la nature tellement familière, non technique, des
objets considérés, dont tout dessin d’enfant griffonné sur un bout de pa-
pier (pour peu que le graphisme soit d’un seul tenant) donne un exemple
parfaitement explicite. A un tel dessin se trouvent associés des invariants
arithmétiques subtils, qui seront chamboulés complètement dès qu’on y
rajoute un trait de plus. [ . . . ]

Toute carte finie orientée donne lieu à une courbe algébrique pro-
jective et lisse définie sur Q, et il se pose alors immédiatement la ques-
tion : quelles sont les courbes algébriques sur Q obtenues ainsi — les
obtiendrait-on toutes, qui sait ? En termes plus savants, serait-il vrai
que toute courbe algébrique projective et lisse définie sur un corps de

1Je puis faire exception pourtant d’un autre « fait », du temps où, vers l’âge de douze ans,
j’étais interné au camp de concentration de Rieucros (près de Mende). C’est là que j’ai appris,
par une détenue, Maria, qui me donnait des leçons particulières bénévoles, la définition du cercle.
Celle-ci m’avait impressionné par sa simplicité et son évidence, alors que la propriété de « rotondité
parfaite » du cercle m’apparaissait auparavant comme une réalité mystérieuse au-delà des mots.
C’est à ce moment, je crois, que j’ai entrevu pour la première fois (sans bien sûr me le formuler
en ces termes) la puissance créatrice d’une « bonne » définition mathématique, d’une formulation
qui décrit l’essence. Aujourd’hui encore, il semble que la fascination qu’a exercé sur moi cette
puissance-là n’a rien perdu de sa force. [Original footnote]
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nombres interviendrait comme une « courbe modulaire » possible pour
paramétriser les courbes elliptiques munies d’une rigidification conve-
nable ? Une telle supposition avait l’air à tel point dingue que j’étais
presque gêné de la soumettre aux compétences en la matière. Deligne
consulté trouvait la supposition dingue en effet, mais sans avoir un
contre-exemple dans ses manches. Moins d’un an après, au Congrès In-
ternational de Helsinki, le mathématicien soviétique Bielyi annonce jus-
tement ce résultat, avec une démonstration d’une simplicité déconcer-
tante tenant en deux petites pages d’une lettre de Deligne — jamais
sans doute un résultat profond et déroutant ne fut démontré en si peu
de lignes !

1.2.3 Arithmetic and semi-arithmetic Fuchsian groups
The second class of special Riemann surfaces which are arithmetically significant
both in Riemann’s and in Fuchs’s sense are those uniformised by arithmetic groups.
If K is a totally real number field and A is a quaternion algebra over K unramified
over the identity embedding K ↪→ R and ramified over all other infinite places of
K, let O be some order in A and let O1 be the group of elements in A of reduced
norm one. Then via an isomorphism A ⊗K R ' M(2,R) the group O1 embeds
as a lattice in SL(2,R), and any lattice in SL(2,R) commensurable to some such
O1 is called an arithmetic (Fuchsian) group. The algebraic curves they uniformise
are also defined over Q since they either are themselves, or are closely related to,
moduli spaces of abelian varieties with certain pel structures, see [87]. Because
of this moduli interpretation, much more is known in terms of general statements
about the intertwining of Riemann and Fuchs arithmetics for these curves. Then
again, they are much less intuitive and easy to define than dessins d’enfants.

The simplest example of an arithmetic Fuchsian group is SL(2,Z), obtained
from K = Q and A = M(2,Q), which already occurred in Theorem 1.3 above. Also
precisely 85 of the hyperbolic triangle groups ∆(p, q, r) are arithmetic by [91]. How-
ever, many Fuchsian lattices that appear in nature fall short of being arithmetic
and yet share many important properties with arithmetic groups, such as their
traces being algebraic integers. A convenient class of such groups is given by the
semi-arithmetic groups with modular embeddings which are disussed in Chapter 4:
they contain not only all hyperbolic triangle groups, but also the Veech groups uni-
formising Teichmüller curves which are totally geodesic algebraic curves in moduli
spaces of curves. We refer to the introduction of Chapter 4 for a closer discussion
of (semi-)arithmetic groups.

1.3 A summary of our results
In four independent chapters we prove some results on algebraic curves and Fuchsian
groups which are arithmetic in at least one, and often more, of the senses discussed
above. We shortly summarise their main results; each chapter contains a more
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detailed individual introduction.
In the second chapter we prove a result that can be interpreted as comparing

distinct Galois actions on combinatorial objects called origamis, which are similar
to dessins d’enfants; see [34]. The Galois action on these objects is obtained from
an elliptic curve over a number field minus its origin, which plays the same rôle as
P1 r {0, 1,∞} for dessins d’enfants. The Galois action on dessins d’enfants can be
encoded in one injective homomorphism

%01∞ : Gal(Q|Q) ↪→ Out F̂2,

where F̂2 is the profinite completion of a free group on two letters, and Out denotes
the outer automorphism group. This homomorphism is obtained from an isomorph-
ism between F̂2 and the étale fundamental group of P1

Q r {0, 1,∞}. Similarly for
every elliptic curve E over a number field K ⊂ C and every basis B of H1(E(C),Z)
we obtain an injective group homomorphism

%E,B : Gal(Q|K) ↪→ Out F̂2.

The main result in Chapter 2 is that, under the mild and necessary condition that
the bases are positively oriented for the intersection pairings, %E1,B1 and %E2,B2

have equal images only in the obvious case where the number fields agree and
there is an isomorphism E1 ' E2 taking B1 to B2. Simple consequences for the
commensurability classes in F̂2 of these images are drawn, in particular no image of
%E,B for any elliptic curve is widely commensurable with the image of %01∞. These
results are drawn from previous deep results in anabelian geometry by Neukirch,
Uchida and Tamagawa, combined with an elementary trick and an application of
Bely̆ı’s Theorem.

In the third chapter we prove that the absolute Galois group acts faithfully
on certain rather small classes of dessins d’enfants and origamis. The first main
result in that chapter is faithfulness of the Galois action on normal dessins of given
ramification type, which had essentially been proved (but not stated explicitly)
before in [30]. We translate their rather complicated proof, which mixes complex-
analytic and étale considerations, entirely into the language of `-adic sheaves. This
way we can circumvent the explicit calculations in [30] and prove more generally
that if X is a Deligne–Mumford stack over a number field K which is finitely
covered by a hyperbolic curve, then Gal(Q|K) operates faithfully on the set of
isomorphism classes of normal étale coverings of X by curves. For X over Q with
X(C) = ∆(p, q, r)\H (as an orbifold quotient) we obtain the already mentioned
result on normal dessins, and for (p, q, r) = (2, 3, 7) we get that Gal(Q|Q) operates
faithfully on Hurwitz curves, i.e. smooth projective curves X realising Hurwitz’s
bound |AutX| ≤ 84(g − 1) with g ≥ 2 the genus of X. A similar result holds for
origamis attaining a similar bound for the automorphism group.

In the fourth chapter we switch from Riemann to Fuchs arithmetics. Mostow’s
rigidity theorem, which means that a lattice in the isometry group of hyperbolic
n-space (n ≥ 3) is uniquely determined up to conjugacy by its isomorphism class,
does not hold for n = 2. Still, for semi-arithmetic groups admitting a modular
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embedding (in particular for arithmetic groups, lattice Veech groups, and finite
index subgroups of triangle groups) we obtain a rigidity statement for the topology
defined by congruence subgroups.

In the fifth chapter, all three types of arithmetics come together. We give a
moduli interpretation for prime level principal congruence subgroups of triangle
groups ∆ = ∆(2, 3, r) with r ≥ 7 coprime to 6. The main result is that for a prime
p in the trace field Q(ζr + ζ−1

r ), the quotient ∆(p)\D is birational to a moduli space
of what we call simple hypergeometric curves, i.e. curves of the form

w2r = f(z),

f a monic separable cubic polynomial, together with a level-p structure for gen-
eralised complex multiplication by Q(ζr) on the Prym variety, a summand of the
Jacobian. Passing from the curve to its Jacobian defines the modular embedding
for ∆(p). This identification of moduli spaces is constructed explicitly with rather
classical complex-analytic methods applied to suitable period maps. It provides a
comparatively elementary way of proving that the absolute Galois group acts on
the curves ∆(p)\H by permuting the ideals p in the obvious way, and we derive
consequences about the fields of definition and moduli fields of ∆(p)\H. Again
these results specialise to Hurwitz curves: for r = 7 the curves ∆(p)\H are Hurwitz
curves, and our results in this special case reprove and reconcile older results on
Hurwitz curves by Džambić, Macbeath and Streit.
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Chapter 2

On copies of the absolute Galois
group in Out F̂2

2.1 Introduction
One of the most important consequences of Bely̆ı’s three points theorem [7] is the
existence of a continuous injective homomorphism

%01∞ : GQ ↪→ Out F̂2, (2.1)

where GQ = Gal(Q|Q) is the absolute Galois group of the rational numbers, F̂2 is
the profinite completion of a free group on two letters and Out denotes the outer
isomorphism group. This map is obtained from the short exact sequence of étale
fundamental groups

1→ π1(P1
Q r {0, 1,∞}, ∗)→ π1(P1

Q r {0, 1,∞}, ∗)→ Gk → 1 (2.2)

in which the kernel can be identified with the profinite completion of

πtop
1 (P1(C) r {0, 1,∞}, ∗) ' F2.

Choosing a base point ∗ defined over Q we obtain a splitting of the sequence (2.2)
and hence a lift of (2.1) to an injection

GQ ↪→ Aut F̂2; (2.3)

the most popular base point is the tangential base point ∗ = −→01 as defined in
[22]. Alexander Grothendieck urged his fellow mathematicians in [32] to study the
image of (2.1) or (2.3) with the hope of arriving at a purely combinatorial descrip-
tion of GQ. He gave a candidate for the image, known today as the (profinite)
Grothendieck–Teichmüller group ĜT ⊂ Aut F̂2 (see [78] for an overview). By con-
struction GQ ↪→ ĜT, but the other inclusion remains an open conjecture.

There are, however, still other embeddings GK ↪→ Out F̂2 for each number field
K ⊂ C. For each elliptic curve E over K we set E∗ = E r {0} and obtain a short
exact sequence

1→ π1(E∗Q)→ π1(E∗)→ GK → 1
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analogous to (2.2). Choosing a basis B of H1(E(C),Z) we construct an identifica-
tion π1(E∗Q) ' F̂2 below, and hence an injection

%E = %E,B : GK ↪→ Out F̂2.

We will actually require this basis to be positive, i.e. positively oriented for the
intersection pairing.
Theorem A. For j = 1, 2 let Kj ⊂ C be a number field, Ej an elliptic curve over
Kj and Bj a positive basis of H1(Ej(C),Z). Assume that

%E1,B1(GK1) = %E2,B2(GK2)

as subgroups of Out F̂2. Then K1 = K2 and there exists an isomorphism E1 ' E2
over K1 sending B1 to B2.

It is necessary to assume that the bases are positive: let τ denote complex
conjugation, let K be a non-real number field with τ(K) = K and let E be an
elliptic curve over K with E not isomorphic to τ(E). Then complex conjugation
defines a real diffeomorphism E(C) → τ(E)(C) sending each positive basis B of
H1(E(C),Z) to a negative basis τ(B) of H1(τ(E)(C),Z), and %E,B and %τ(E),τ(B)
have the same image.

2.2 Some anabelian geometry
We recall some facts about étale fundamental groups of hyperbolic curves over
number fields.
Definition 2.1. Let k be a field and Y a smooth curve over k. Let X be the smooth
projective completion of Y and S = X(k)rY (k); let g be the genus of X and n the
cardinality of S. Then Y is called hyperbolic if χ(Y ) = 2− 2g − n < 0.

If k ⊆ C then Y is hyperbolic if and only if the universal covering space of Y (C)
is biholomorphic to the unit disk. Both P1 minus three points and an elliptic curve
minus its origin are hyperbolic.

Now assume that k = K ⊂ C is a number field. By [1, XIII 4.3] the sequence

1→ π1(YQ, ∗)→ π1(Y, ∗)→ GK → 1 (2.4)

induced by the “fibration” YQ → Y → SpecK is exact. By the usual group-theoretic
constructions this sequence defines a homomorphism

GK → Outπ1(YQ, ∗), (2.5)

and the group π1(YQ, ∗) is the profinite completion of πtop
1 (Y (C), ∗), which is either

a free group (in the affine case) or can be presented as

〈a1, . . . , ag, b1, . . . , bg | [a1, b1] · · · [ag, bg] = 1〉.
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Proposition 2.2. The homomorphism (2.5) is injective.

Proof. This is [36, Theorem C].

We also note for later use that the sequence (2.4) can be reconstructed from (2.5):
Lemma 2.3. Let G be a profinite group, and let π be a profinite group which
is isomorphic to the étale fundamental group of a hyperbolic curve over C. Let
ϕ : G → Outπ be a continuous group homomorphism. Then there exists a short
exact sequence

1→ π → H → G→ 1
inducing ϕ, and it is unique in the sense that if another such sequence is given with
H ′ in the middle, then there exists an isomorphism H ′ → H such that the diagram

1 // π // H

'
��

// G // 1

1 // π // H ′ // G // 1
commutes.

Proof. Let Z(π) denote the centre of π. The obstruction to the existence of such
a sequence is a class in H3(G,Z(π)) by [51, Chapter IV, Theorem 8.7], but since
Z(π) is trivial by [4, Proposition 18], the obstruction is automatically zero. Given
the existence of one such sequence, the isomorphism classes of all such sequences
are in bijection with H2(G,Z(π)) = 0 by [51, Chapter IV, Theorem 8.8].

We may safely ignore basepoints for the following reason: if y, y′ ∈ Y (Q) then
there exists an isomorphism π1(YQ, y) ' π1(YQ, y′), canonical up to inner auto-
morphisms. Hence the outer automophism groups of both are canonically identi-
fied. Furthermore, since both basepoints map to the same tautological base point
of Spec k, the whole sequence (2.4) is changed only by inner automorphisms of the
kernel when basepoints are changed within Y (Q). So we drop basepoints from the
notation in the sequel.

If X and Y are hyperbolic curves over a number field K and f : X → Y is an
isomorphism, we obtain a commutative diagram

1 // π1(XQ)
'
��

// π1(X)
'
��

// GK
// 1

1 // π1(YQ) // π1(Y ) // GK
// 1.

(2.6)

Theorem 2.4. Let K be a number field and X, Y hyperbolic curves over K. Let
f : π1(X) → π1(Y ) be an isomorphism of fundamental groups commuting with the
projections to GK. Then f is induced by a unique isomorphism of K-varieties
X → Y , and can be inserted into a commutative diagram of the form (2.6).

Proof. This holds more generally for K finitely generated over Q. It was conjectured
by Grothendieck in [31], proved in the affine case by Tamagawa in [93, Theorem 0.3]
and in the projective case by Mochizuki in [61].
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2.3 The Galois actions
Let F2 be the free group on two letters a, b and let F̂2 be its profinite completion.
Consider the following objects:

(i) a number field K ⊂ C,
(ii) an elliptic curve E over K and

(iii) a basis B of the homology group H1(E(C),Z).
Let E∗ = E r {0}, then πtop

1 (E∗(C)) is a free group of rank two whose maximal
abelian quotient can be identified with H1(E(C),Z). By the following lemma, the
group isomorphism

Z2 → H1(E(C),Z), (m,n) 7→ mx+ ny where B = (x, y)

can be lifted uniquely to an outer isomorphism class

F2 99K π
top
1 (E∗(C)), (2.7)

i.e. a group isomorphism which is well-defined up to inner automorphisms (which
allows us to drop the basepoint for the fundamental group).
Lemma 2.5. Let F and G be free groups of rank two, and let f : F ab → Gab

be an isomorphism between their maximal abelian quotients. Then there exists an
isomorphism f̃ : F → G inducing F ; it is uniquely determined by f up to inner
automorphisms of F .

Proof. It is enough to prove this lemma in the case where F = G = F2; but this is
a reformulation of the well-known result that the natural map

OutF2 → Aut(Z2) = GL(2,Z)

is an isomorphism.

Since the profinite completion of πtop
1 (E∗(C)) can be identified with π1(E∗Q) we

obtain an outer isomorphism class

ιB : F̂2 99K π1(E∗Q). (2.8)

Hence pulling back the Galois action on π1(E∗Q) along (2.8) defines an injective
homomorphism

%E,B : GK ↪→ Out F̂2. (2.9)
Lemma 2.6. Let E be an elliptic curve over Q and let σ ∈ GQ. Let f : π1(E∗) 99K
π1(σ(E∗)) be an outer isomorphism class of profinite groups which can be obtained
in each of the following ways:

(i) it is the map of étale fundamental groups induced via functoriality by the
tautological isomorphism of schemes t : E∗ → σ(E∗);

(ii) it is the profinite completion of an outer isomorphism class

πtop
1 (E∗(C)) 99K πtop

1 (σ(E∗)(C))

induced by an orientation-preserving isomorphism of real Lie groups h : E(C)→
σ(E)(C).
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Then σ is the identity, and so is the group isomorphism in (ii).

Proof. We write E† = E r E[2]; the multiplication-by-2 map is a normal étale
covering E† → E∗, therefore π1(E†) is a normal open subgroup of π1(E∗). From
assumption (i) we see that f maps π1(E†) isomorphically to π1(σ(E†)). Similarly h
maps E[2] to σ(E)[2], hence (i) and (ii) hold with every ∗ replaced by †.

The quotient of E† by the identification x ∼ −x is isomorphic over Q to a scheme
of the form P1 r {0, 1,∞, λ}, and we obtain a commutative diagram of schemes

E†
℘

//

t

��

P1
Q r {0, 1,∞, λ} ι //

t

��

P1
Q r {0, 1,∞}

t

��

σ(E†) ℘
// P1

Q r {0, 1,∞, σ(λ)} ι
// P1

Q r {0, 1,∞}

(2.10)

where the horizontal maps are morphisms of Q-schemes and the vertical maps are
all base change morphisms along σ : Q → Q. (The maps ℘ are not necessarily
Weierstraß ℘-functions, but up to Möbius transformations on P1 they are, whence
our sloppy notation.)

There is a very similar commutative diagram of topological spaces:

E†(C) ℘
//

h
��

P1(C) r {0, 1,∞, λ} ι //

H
��

P1(C) r {0, 1,∞}

H
��

σ(E†)(C) ℘
// P1(C) r {0, 1,∞, σ(λ)} ι

// P1(C) r {0, 1,∞}

(2.11)

where the horizontal maps are isomorphisms of Riemann surfaces and the vertical
maps are orientation-preserving homeomorphisms. We claim that two diagrams
(2.10) and (2.11) induce the same commutative diagrams of outer homomorphisms
between the étale fundamental groups: the groups are clearly the same, and so are
the homomorphisms induced by the horizontal maps and by the leftmost vertical
maps. But since the composition

E†
℘→ P1 r {0, 1,∞, λ} ι→ P1 r {0, 1,∞}

induces a surjection on fundamental groups (which is easily checked in the topolo-
gical case), the other vertical maps also have to induce the same homomorphisms.

In particular the base change map t induced by σ : Q→ Q and the orientation-
preserving homeomorphism H define the same element in Out π1(P1

Q r {0, 1,∞}).
But H is homotopic to the identity, hence this element has to be trivial; and by
Proposition 2.2 for Y = P1r{0, 1,∞} the automorphism σ has to be trivial, too.

We note a result closely related to Lemma 2.6:
Theorem 2.7 (Matsumoto–Tamagawa). Let E be an elliptic curve defined over a
number field K ⊂ C. Then the images of the outer Galois representation

Gal(Q|K)→ Outπ1(E∗)
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and the profinite closure of the topological monodromy

̂SL(2,Z)→ Outπ1(E∗)

intersect trivially.
We also need one more result on isomorphisms, this time between Galois groups.

Let K and L be number fields in C, and assume that σ ∈ GQ satisfies σ(K) = L.
Then we can define a group isomorphism

Φσ : GK → GL, τ 7→ στσ−1.

Theorem 2.8 (Neukirch–Uchida). Let K,L ⊂ C be number fields and let Φ: GK →
GL be a continuous group isomorphism. Then there exists a unique σ ∈ GQ with
σ(K) = L and Φ = Φσ.

For the proof see [94].

Proof of Theorem A. The bases Bj of H1(Ej(C),Z) define an orientation-preserv-
ing isomorphism between these two cohomology groups, hence an orientation-pre-
serving isomorphism of real Lie groups h : E1(C) → E2(C) and an isomorphism of
profinite fundamental groups

h∗ = ι−1
B2 ◦ ιB1 : π1(E∗1,Q)→ π1(E∗2,Q).

Since the representations %Ej are injective there is a unique isomorphism of profinite
groups Φ: GK1 → GK2 such that %E1 = %E2 ◦ Φ. By Theorem 2.8 this has to be
of the form Φσ for a unique isomorphism σ ∈ GQ with σ(K1) = K2. We shall
construct an isomorphism σ(E1)→ E2 of elliptic curves over K2.

Consider the short exact homotopy sequences for the three varieties σ(E1), E1,
E2 over their respective base fields; they can be completed to the following com-
mutative diagram:

1 // π1(σ(E∗1)) //

'm∗
��

π1(σ(E∗1)) //

'm∗

��

GK2
//

Φ−1
σ

��

1

1 // π1(E∗1) //

'h∗
��

π1(E∗1) // GK1
//

Φσ
��

1

1 // π1(E∗2) // π1(E∗2) // GK2
// 1.

Here the lower rectangle commutes trivially by exactness of the rows, and the upper
two squares commute by functoriality of the fundamental group. From Lemma 2.3
we obtain an isomorphism F : π1(E∗1)π1(E∗2) that makes the resulting diagram com-
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mute:
1 // π1(σ(E∗1,Q)) //

'm∗

��

π1(σ(E∗1)) //

'm∗

��

GK2
//

Φ−1
σ

��

1

1 // π1(E∗1,Q) //

'h∗

��

π1(E∗1) //

F

��

GK1
//

Φσ
��

1

1 // π1(E∗2,Q) // π1(E∗2) // GK2
// 1.

By Theorem 2.4 the group isomorphism F ◦ m∗ : π1(σ(E∗1)) → π1(E∗2) must be
induced by a unique isomorphism g : σ(E1) → E2 of K2-schemes. But this means
that

m∗ : π1(σ(E∗1,Q))→ π1(E∗1,Q)

is induced by the orientation-preserving homeomorphism

h−1 ◦ gan;

by Lemma 2.6 we find that σ must be the identity, so K1 = K2 and g is the desired
isomorphism.

2.4 Concluding remarks
From Theorem A we can easily deduce several analogous statements. To state the
first corollary, recall that two subgroups H ′, H ′′ of a group G are called directly
commensurable if H ′ ∩ H ′′ has finite index both in H ′ and in H ′′; they are called
widely commensurable if gH ′g−1 and H ′′ are directly commensurable for some g ∈
G.
Corollary 2.9. For j = 1, 2 let Kj ⊂ C be a number field, Ej an elliptic curve over
Kj and Bj a positive basis of H1(Ej(C),Z). Let Ij be the image of %Ej ,Bj : GKj →
Out F̂2.

(i) I1 = I2 if and only if K1 = K2 and there exists an isomorphism E1 ' E2 over
K1 sending B1 to B2.

(ii) I1 and I2 are conjugate in Out F̂2 if and only if K1 = K2 and E1 ' E2 as
elliptic curves over K1.

(iii) I1 and I2 are directly commensurable if and only if there exists an isomorphism
E1,C → E2,C sending B1 to B2.

(iv) I1 and I2 are widely commensurable if and only if E1,C ' E2,C.

Proof. (i) is Theorem A and (ii) is Theorem 2.4. For (iii) we can find an open
subgroup GLj of each GKj such that these two subgroups have the same image; we
can then apply (i) to Ei ⊗Ki Li. Vice versa any isomorphism between two elliptic
curves over C that admit models over number fields must already be defined over
some number field. (iv) follows similarly from (ii).
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Corollary 2.10. Let K be a number field, E an elliptic curve over K and B a basis
of H1(Ej(C),Z). Then %E,B(GK) and %01∞(GQ) are not widely commensurable in
Out F̂2.

Proof. Assume they were widely commensurable; after enlarging the fields of defin-
ition K and Q to some suitable number fields L1, L2 the two Galois images would
actually be conjugate in Out F̂2. As in the proof of Theorem A we would obtain an
isomorphism σ ∈ GQ with σ(L1) = L2 and a commutative diagram

1 // π1(σ(E∗Q))

'
��

// π1(σ(E)L2)

'
��

// GL2
// 1

1 // π1(P1
Q r {0, 1,∞}) // π1(P1

L2 r {0, 1,∞}) // GL2
// 1,

hence by Theorem 2.4 an isomorphism σ(E∗Q)→ P1
Qr{0, 1,∞} which is absurd.



Chapter 3

Jarden’s property and Hurwitz
curves

3.1 Introduction and statement of results
In this introduction we first present the two main themes of this chapter and then
explain how they go together. Proofs will be provided in the later sections.

3.1.1 Hurwitz curves and translation surfaces.
By a well-known theorem of Hurwitz [38] a (smooth projective) curve of genus
g ≥ 2 over C has no more than 84(g− 1) automorphisms. Curves which attain this
bound are called Hurwitz curves. They are relatively rare: Conder computed [16]
that there are only 92 Hurwitz curves of genus less than one million, with only 32
different genera occurring. Furthermore, the series ∑X g(X)−s, where X runs over
all Hurwitz curves, converges precisely for <(s) > 1

3 , see [48]. And yet:
Theorem 3.1. The absolute Galois group ΓQ = Gal(Q|Q) operates faithfully on
the set of isomorphism classes of Hurwitz curves.

This is to be understood as follows: every Hurwitz curve has a unique model
over Q, and conjugating it by an automorphism of Q will yield another, possibly
different, Hurwitz curve.

Theorem 3.1 can be understood as a special case of a more general result about
the Galois action on dessins d’enfants1:
Theorem 3.2. Let p, q, r ∈ N with 1

p
+ 1

q
+ 1

r
< 1. Then ΓQ acts faithfully on the

set of all regular2 dessins d’enfants where the white vertices have degree dividing p,
the black vertices degree dividing q and the cells are 2r′-gons with r′ | r.

One can ask similar questions for translation surfaces3; this has been initiated
1For dessins d’enfants see [84].
2A dessin is called regular if the canonical morphism to CP1 is a Galois covering.
3A translation surface is a closed Riemann surface with a nonzero holomorphic one-form; for

more geometric descriptions, see [37].
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in [75]. There it is shown that a translation surface of genus g ≥ 2 has at most
4(g − 1) automorphisms, and surfaces achieving this bound are named Hurwitz
translation surfaces. They are more common than Hurwitz curves; for example, a
Hurwitz translation surface exists in genus g if and only if g ≡ 1, 3, 4, 5 mod 6, see
[75, Theorem 2]. We show similarly:
Theorem 3.3. The absolute Galois group ΓQ operates faithfully on the set of iso-
morphism classes of Hurwitz translation surfaces.

For the precise definition of this operation see below.
Finally we can deduce consequences for the mod ` Galois representations asso-

ciated with Hurwitz curves:
Theorem 3.4. Fix an element σ ∈ ΓQ other than the identity. Then there exists a
Hurwitz curve Y with moduli field Q such that for any model4 Y of Y over Q and for
every odd prime `, the image of σ under the representation %Y,` : ΓQ → GL(2g,F`)
is not the identity.

Here %Y,` is the usual Galois representation on the `-torsion of the Jacobian,
(JacY )[`] ∼= F2g

` . A similar statement holds for Hurwitz translation surfaces, where
“with moduli field Q” must be replaced by “admitting a model over Q”.

Theorems 1 to 4 are proved, in this order, from page 34 onwards. To obtain
these results we use Jarden’s property for certain étale fundamental groups. Since
we believe this to be of independent interest, we now give a short introduction to
Jarden’s property.

3.1.2 Jarden’s property.
Let G be a profinite group and let F be an open normal subgroup of G. An
automorphism5 ϕ of G is called F -normal if ϕ(N) = N for every open subgroup
N ⊆ F ⊆ G which is normal in G (not necessarily in F ). Inner automorphisms are
evidently F -normal. Instead of “G-normal”, we simply say “normal”.6

Definition 3.5. A pair of profinite groups (G,F ) with F ⊆ G an open subgroup
has Jarden’s property if every F -normal automorphism of G is inner. A profinite
group G has Jarden’s property if every normal automorphism of G is inner.

The first discussion of this property is in [39]: free profinite groups on at least two
(possibly infinitely many) generators have Jarden’s property. In [40], two further
results were shown: [40, Theorem A] states that the absolute Galois group GK has
Jarden’s property for every finite extension K of Qp, and [40, Theorem B] contains
as a special case:

4Every Hurwitz curve admits a model over its moduli field, see [28].
5In this work, homomorphisms between profinite groups are always tacitly assumed to be

continuous.
6The notion of a normal automorphism dates back to [6] and is used throughout the literature;

the more general notion of an F -normal automorphism is introduced explicitly for the first time
in this work, but was used implicitly in [30].



Chapter 3. Jarden’s property and Hurwitz curves 27

Theorem 3.6 (Jarden–Ritter). Let Γ be a finitely presented group on e generators
and d relations, with e ≥ d + 2. Then the profinite completion of Γ has Jarden’s
property.

The technical heart of the present chapter is Jarden’s property for étale funda-
mental groups of projective hyperbolic curves and a slight generalisation:
Definition 3.7. Let k be a field. A closed Fuchsian orbifold over k is a smooth
Deligne-Mumford stack X over k with trivial generic stabilisers, admitting a finite
étale covering Y → X with Y a smooth projective geometrically connected curve of
genus at least two over k.

For such Deligne-Mumford stacks we can define an étale fundamental group in
the usual way, and on page 33 we prove after a sequence of lemmas:
Theorem 3.8. Let k be a separably closed field and let X1 → X be an étale covering
map between closed Fuchsian orbifolds over k. Then the pair of étale fundamental
groups (πét

1 (X), πét
1 (X1)) has Jarden’s property.

For instance for k = C we get Jarden’s property for any pair (Γ̂, Γ̂1) where
Γ1 ⊆ Γ are cocompact lattices in PSL(2,R) (with X(C) = Γ\H). But Theorem 3.8
is more general since it also holds in positive characteristic where the isomorphism
types of such fundamental groups vary wildly, see [74].

Theorem 3.8 was proved in [30, Theorem 27] for the following special case: k = C
and the analytification of X is the orbifold quotient of the upper half plane by a
triangle group; in particular, πét

1 (X) is the profinite completion of that triangle
group. Our proof of Theorem 3.8 basically follows [30], but we translate their
methods, which work partly with the profinite group and partly with the discrete
triangle group, into the language of `-adic cohomology, thereby simplifying and
generalising the argument.

3.2 Jarden’s property: the proof
Let X and X1 be as in the statement of Theorem 3.8, and choose some basepoints
with trivial stabilisers x̄ ∈ X(k) and x̄1 ∈ X1(k) such that x̄1 maps to x̄. Set
G = πét

1 (X, x̄) and G1 = πét
1 (X1, x̄1). Finally let ϕ : G → G be a G1-normal

automorphism; we have to show that ϕ is an inner automorphism.
This is done by character theory of profinite groups with special consideration

of those characters of G that appear in the `-adic cohomology of finite Galois covers
of X. We begin by explaining the required notions from character theory.

Unless otherwise noted, we fix a rational prime ` 6= p = char k and an algebraic
closure Q` of the field Q` of `-adic numbers.
Definition 3.9. Let Γ be a profinite group. A finite representation of Γ is a con-
tinuous group homomorphism % : Γ→ GL(V ) with finite image, where V is a finite-
dimensional Q`-vector space.

The function χ : Γ → Q`, γ 7→ tr %(γ), is called the character associated with
%; every function arising this way for some finite representation is called a finite
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character of Γ.
Note that the definition of finite representations and characters makes no use of

the `-adic topology on Q`; we arrive at exactly the same notion if we endow it with
the discrete topology — or in fact choose a field isomorphism Q`

∼= C and demand
that % be continuous for the complex topology on C. From this we deduce that the
category of finite representations of Γ is semi-simple.
Lemma 3.10. Let % : Γ→ GL(V ) and %′ : Γ→ GL(V ′) be two finite representations
whose associated characters agree as functions on Γ. Then % ∼= %′.

Proof. There exists an open normal subgroup ∆ ⊆ Γ such that both % and %′ factor
through the quotient Γ/∆. They induce the same characters of Γ/∆, hence the two
representations of Γ/∆ are isomorphic7, hence also those of Γ.

By virtue of this lemma we may speak of the representation Vχ associated with
a finite character χ : Γ→ Q`.
Lemma 3.11. Let ∆ be an open normal subgroup of a profinite group Γ and let
χ : Γ → Q` and ψ : ∆ → Q` be irreducible characters. Then the following are
equivalent:

(i) Vψ is a subrepresentation of Vχ|∆ (i.e. of Vχ regarded as a finite representation
of ∆);

(ii) the induced representation IndΓ
∆ Vψ of Γ (defined as usual) contains Vχ as a

subrepresentation.

If these conditions are fulfilled, we say that χ lies above ψ and that ψ lies below χ.

Proof. By definition of the induced representation,

Hom∆(Vψ, Vχ) ∼= HomΓ(IndΓ
∆ Vψ, Vχ);

but as ψ and χ are irreducible, the left hand side is nozero if and only if (i) is
satisfied; the right hand side is nonzero if and only if (ii) is satisfied.

In this case Γ operates on the set Irr(∆) of irreducible finite characters of ∆: if
ψ ∈ Irr(∆) and γ ∈ Γ, then

ψγ : ∆→ Q`, δ 7→ ψ(γδγ−1)

is again an irreducible finite character of ∆.
Theorem 3.12 (Clifford). Let χ : Γ→ Q` be an irreducible finite character. Then
the set of irreducible characters ∆ → Q` lying below χ is precisely one Γ-orbit in
Irr(∆).

Proof. The corresponding statement for finite groups, from which our generalisation
directly follows, is proved in [13, Theorem 1].

7see [21, Corollary 30.14]
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We shall apply these concepts for Γ = G = πét
1 (X, x̄) as in the beginning of this

section. For this, recall that continuous finite-dimensional Q`-representations of an
étale fundamental group are equivalent to smooth Q`-sheaves on the corresponding
variety. We will not apply this to G directly but to its open normal torsion-free
subgroups which are fundamental groups of honest algebraic curves.

To be more technical, let S be a connected noetherian scheme over k and s̄
a geometric point of S. The fibre functor at s̄ then provides an equivalence of
categories {

locally constant sheaves of
finite abelian groups on S

} ∼−→
{ finite abelian groups with

continuous πét
1 (S, s̄)-action

}
(3.1)

and its more elaborate version

{smooth Q`-sheaves on S} ∼−→
{finite-dim. cont. representations

of πét
1 (S,s̄) over Q`

}
. (3.2)

for the notion of Q`-sheaves and the proof of this equivalence see [42, Appendix A].
A finite representation in our sense then corresponds to a smooth Q`-sheaf which
becomes trivialised on some finite étale cover of S.

In the case relevant for us, these correspondences extend to cohomology:
Proposition 3.13. Let Y be a smooth curve of genus at least two over a separably
closed field k of characteristic p ≥ 0, and let F be a locally constant sheaf of finite
abelian groups on X without p-torsion. Let Fȳ be its fibre at ȳ. Then there is a
natural isomorphism

H1(Y,F) ∼= H1(πét
1 (Y, ȳ),Fȳ)

(continuous group cohomology). Similarly, let F be a smooth Q`-sheaf on Y cor-
responding via (3.2) to the representation V of πét

1 (Y, ȳ). Then there is a natural
isomorphism of Q`-vector spaces

H1(Y,F) ∼= H1(πét
1 (Y, ȳ), V ).

Proof. This is a folklore result, see e.g. [95, p. 510].

Now we have all technical ingredients at hand to begin with the proof of Theorem
3.8.

Consider the following scenario: Y → X is an étale covering which is also
normal and which factors over X1, and such that Y is a curve (and not merely a
stack). This corresponds to an open normal subgroup F ⊆ G which is torsion-free
and contained in G1. (To see that such an F exists, recall that by definition of a
Fuchsian orbifold there exists a torsion-free open subgroup of G; by intersecting it
with its conjugates and with G1 we arrive at a suitable subgroup.) Then G operates
via its quotient G/F on Y and therefore on its étale cohomology.
Lemma 3.14. Let q 6= p be an odd prime. Then G/F operates faithfully on the
étale cohomology group H1(Y, µq).

Proof. This follows from the main result of [82], noting that G/F operates faithfully
on Y .
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Similarly, G operates on H1(Y,Q`) = H1(F,Q`) which is the dual of F ab ⊗ẐQ`;
the action of G can be understood as derived from that on F ab via conjugation on
F .

Recall that ϕ is a G1-normal automorphism of G, hence ϕ(F ) = F , and ϕ
induces a linear automorphism of H1(Y,Q`) which we denote by ϕ`.
Lemma 3.15. Let χ : G→ Q` be a finite irreducible character contained in H1(Y,Q`).
Then χ ◦ ϕ = χ.

To prove this lemma we need to modify ` conveniently, making use of:
Theorem 3.16. Let Y be a smooth proper curve over a separably closed field of
characteristic p ≥ 0 and f an automorphism of Y . Then the trace of f acting on
H1(Y,Q`) is a rational integer independent of ` 6= p.

Proof of Theorem 3.16. On the other nonzero cohomology groups H0 and H2, f
acts as the identity. Therefore our statement follows from the well-known cor-
responding facts for the Lefschetz number ∑2

m=0(−1)m tr(f ∗, Hm), see e.g. [43,
1.3.6.(ii)c].

Proof of Lemma 3.15. 8 By Theorem 3.16, this statement is independent of `. By
this we mean the following:

Let `′ 6= p be some other prime, and choose a field isomorphism Q`
∼= Q`′ . This

isomorphism induces a bijection between finite characters (i.e. between isomorphism
classes of finite representations, see Lemma 3.10) of G with values in these two fields.
We identify these two sets of characters by this bijection. Then by Theorem 3.16 the
characters of G operating on H1(Y,Q`) and H1(Y,Q`′) agree, hence an irreducible
character occurs in the former if and only if it occurs in the latter. So the statement
of the lemma is independent of `.

Now assume that χ is defined on a finite quotient of G of order m; then for
`′ ≡ 1 mod m, which can always be found by Dirichlet’s theorem on primes in
arithmetic progressions, Q`′ contains all m-th roots of unity, hence all values of χ.
To sum up, χ can be assumed to have values in Q`.

Hence χ occurs in H1(Y,Q`) and therefore also in its dual F ab ⊗Ẑ Q`. Write
F` = F ab ⊗Ẑ Z`, which is then a finitely generated free Z`-module on which G acts
via G/F , and on which ϕ again defines a linear automorphism ϕ`. We claim that
ϕ`(M) = M for every Z`[G]-submodule M ⊆ F`.

Namely, M = N/[F, F ] with some closed normal subgroup N of G; since ϕ is
normal and N is the intersection of the finite normal subgroups it is contained in,
we find that ϕ(N) = N , whence ϕ`(M) = M .

Now we use a trick from [39]: let M ⊆ F` be a Z`[G]-submodule with M⊗Z`Q`
∼=

Vχ. Then ϕ` is an automorphism of this module, but also G operates on M by
conjugation (denoted, as usual, by exponentiation). Now unravelling of definitions
yields that

(ϕ`(m))ϕ(g) = ϕ`(mg)
8following the proof of [30, Lemma 25]
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for m ∈M and g ∈ G. That is, ϕ(g) ◦ϕ` = ϕ` ◦ g as automorphisms of M ; in other
words, g and ϕ(g) as automorphisms of M are conjugate. Therefore they have the
same trace, i.e. χ(g) = χ(ϕ(g)).

Lemma 3.17. Let F ⊆ G as before, corresponding to Y → X. Let furthermore E ⊆
F be another open subgroup which is normal both in F and in G; this corresponds
to Z → Y → X. Let ψ : F → Q` be an irreducible finite character factoring through
F/E. Then there exists an irreducible finite character χ : G → Q` lying above ψ
with χ contained in H1(Z,Q`).

Proof. 9 Let Vψ be the F -module corresponding to ψ, and

W = IndGF Vψ

the associated G-module. Now, χ lies above ψ if and only if it is contained in
W . So what we have to show is that some irreducible G-submodule of W is also
contained in H1(Z,Q`) or, equivalently, in its dual E` ⊗ Q`; since the category of
finite G-representations is semi-simple, this amounts to showing that

HomG(E` ⊗Q`,W ) 6= 0.

We can rewrite the left hand side:

HomG(E` ⊗Q`,W ) ∼= H1(E,W )G ∼= H1(G,W )

(continuous cohomology). The second identification is justified by the inflation-
restriction exact sequence

H1(G/E,WE) −→ H1(G,W ) −→ H1(E,W )G −→ H2(G/E,WE)

and the observation that G/E is a finite group and WE a Q`-vector space, so the
first and the last cohomology groups vanish. Now by Shapiro’s lemma (see e.g. [99,
p. 172]), H1(G,W ) ∼= H1(F, Vψ) since W is induced from V and F has finite index
in G. Now let V be the Q`-sheaf on Z corresponding to Vψ; we can then identify
H1(F, Vψ) with H1(Y,V). Finally by Theorem 3.18 below,

h0(Y,V)− h1(Y,V) + h2(Y,V) = e(Y,V) = e(Y ) · rankV < 0,

whence h1(F, Vψ) = h1(Y,V) > 0.

Theorem 3.18 (Raynaud). Let Y be a proper smooth algebraic curve over an al-
gebraically closed base field. Let F be a lisse Q`-sheaf over Y of rank d. Then the
following relation holds for the Euler–Poincaré characteristics:

e(Y,F) = e(Y ) · rankF.

Proof. See [73].
9following the proof of [30, Lemma 26]
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Lemma 3.19. Let F,G and G1 as above and let ϕ be a G1-normal automorphism
of G. Then ϕ induces an inner automorphism of G/F .

Proof. 10 Choose some odd prime q larger than both (G : F ) and p. Recall that
G acts on H1(Y, µq). By Proposition 3.13 this cohomology group can be identified
with H1(F, µq) = Hom(F, µq). Thus interpreting cohomology classes in H1(F, µq)
as irreducible characters F → µq ⊂ Q`, we set for every g ∈ G:

Mϕ,g = {ψ ∈ H1(F, µq) | ψ ◦ ϕ = ψg}.

We claim that
H1(F, µq) =

⋃
g∈G

Mϕ,g : (3.3)

let ψ : F → µq be an element of this cohomology group, then by Lemmas 3.15
and 3.17 there exists an irreducible finite character χ : G→ Q` of G above F with
χ ◦ ϕ = χ. By Theorem 3.12 this means that there exists a g ∈ G with ψ ◦ ϕ = ψg,
since both ψ and ψ ◦ ϕ lie below χ. This proves (3.3).

Now Mϕ,g only depends on the residue class of g modulo F , and therefore there
are at most (G : F ) distinct subspaces on the right hand side in (3.3). But all these
spaces are finite-dimensional Fq-vector spaces, and q > (G : F ). So there must
be at least one of them which is already equal to H1(F, µq); let us assume that
H1(F, µq) = Mϕ,g0 , i.e.

ψ ◦ ϕ = ψg0 for all ψ ∈ H1(F, µq). (3.4)

Next, set for every g ∈ G:

M g = {ψ ∈ H1(F, µq) | ψ = ψg}.

SinceG/F operates faithfully onH1(F, µq) by Lemma 3.14, M g must be a proper Fq-
subspace of H1(F, µq) whenever g ∈ GrF . Again, M g only depends on the coset of
g modulo F , so there are only (G : F )−1 < q distinct subspaces M g for g ∈ GrF ;
hence they cannot cover the entire space, and there exists a ψ0 ∈ H1(F, µq) not
contained in any of them, i.e. satisfying

ψ0 6= ψg0 for all g ∈ Gr F. (3.5)

Combining (3.4) and (3.5), we obtain

(ψ0)gg0 = (ψg0)g0 = ψg0 ◦ ϕ = (ψ0 ◦ ϕ)ϕ(g) = (ψg0
0 )ϕ(g) = ψ

g0ϕ(g)
0 ,

whence (ψ0)gg0ϕ(g)−1g−1
0 = ψ0, and by (3.5) this yields gg0ϕ(g)−1g−1

0 ∈ F . That is,
ϕ operates as conjugation by g0 on G/F .

10following the proof of [30, Theorem 27]
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Proof of Theorem 3.8. Recall that G = πét
1 (X, x̄) and G1 = πét

1 (X1, x̄1). The set N
of those open normal subgroups F ⊆ G that are contained in G1 is cofinal in the
directed set of all open normal subgroups of G, that is

G = lim←−
F∈N

G/F.

Now by assumption ϕ(F ) = F for every F ∈ N, and ϕ operates as an inner
automorphism on each G/F . Choose, for every F ∈ N, an element gF ∈ G such
that ϕ acts as conjugation by gFF on G/F . Since G is compact, the net (gF )F∈N
must have a convergent subnet (gF )F∈M. By definition of “subnet”, M is again
cofinal in all open normal subgroups, so that

G = lim←−
F∈M

G/F.

Let g = limF∈M gF ∈ G. This means that for every F ∈ M there exists some
E ∈ M with ϕ operating as conjugation by gE on G/E; taking the limit over all
these E we see that ϕ is indeed conjugation by g on G.

3.3 Galois actions
Let k be a number field and let X be a closed Fuchsian orbifold over k. Denote
the base change X ×Spec k SpecQ by XQ. Then for a geometric point x̄ of X with
trivial stabiliser, for simplicity assumed to lie over some point x ∈ X(k), we obtain
a natural split short exact sequence of profinite groups (see [1, IX.6.1]):

1 −→ πét
1 (XQ, x̄) −→ πét

1 (X, x̄) −→ Γk −→ 1. (3.6)

This yields an action of Γk the “geometric fundamental group” πét
1 (XQ, x̄) and hence,

after forgetting the basepoint, an outer action of Γk on πét
1 (XQ). The latter action

also exists if X(k) = ∅ and can be constructed by Galois descent.
Proposition 3.20. The exterior Galois action of Γk on πét

1 (XQ) is faithful.

Proof. Choose a normal étale covering f : Y → X where Y is a geometrically
connected curve (i.e. an “honest” curve and not merely a stack) over k. Choose
further a point ȳ ∈ Y (Q) which is mapped to a point with trivial stabiliser under
f , and consider the corresponding action of Γk on πét

1 (XQ, f(ȳ)); denote the latter
group by G and the subgroup πét

1 (YQ, ȳ) by F .
Now consider the closed subgroup

∆ = {σ ∈ Γk | σ operates by an inner automorphism on G} (3.7)

of Γk. Let Z(G) be the centre of G; it is a closed normal subgroup of G.11 So
we obtain a continuous group homomorphism ϕ : ∆ → G/Z(G) defined by δ ∈ ∆

11In fact it is finite since it cannot meet F : F is centrefree by [4, Proposition 18]. We conjecture
that it is trivial.
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operating on G as conjugation by any element of the Z(G)-coset ϕ(δ). Now every
δ ∈ ∆ operates also on F as conjugation (within G) by ϕ(δ). The outer Galois
action on F is faithful by [36, Theorem C], so ϕ(δ) can only be in F · Z(G) if
δ = id. Therefore the induced map

ϕ̄ : ∆ −→ G/(Z(G) · F ) (3.8)

is injective, but the latter group is finite. Therefore, ∆ is itself finite. But it is also
a normal subgroup of Γk; hence, it is trivial.

With k and X as before, let GC(XQ) (for “Galois coverings”) be the set of all
normal étale coverings Y → XQ where Y is a connected curve, up to isomorphism.
Clearly Γk acts on GC(XQ).
Corollary 3.21. The action of Γk on GC(XQ) is faithful.

Proof. Assume that σ ∈ Γk operates trivially on GC(XQ).
Choose some normal étale covering X1 → X where X1 is a geometrically con-

nected curve over k, and choose convenient basepoints as above (suppressed in the
notation). Every open normal subgroup of πét

1 (XQ) contained in πét
1 (XQ) defines an

element of GC(XQ); this amounts to an Γk-equivariant injection from the set of such
subgroups to GC(XQ). Since σ operates trivially on the image, it has to operate
trivially on the domain. But by Jarden’s property for the pair (πét

1 (XQ), πét
1 (XQ))

(Theorem 3.8), σ operates on πét
1 (XQ) as an inner automorphism. By Proposition

3.20 this implies σ = id.

We now deduce Theorems 3.1 to 3.3 from Corollary 3.21 by suitable choices of
XQ.

Proof of Theorem 3.1. If Y is a Hurwitz curve over Q, then Y/Aut(Y ) is isomorphic
to the projective line P1, and the projection map X → P1 has precisely three rami-
fication points, which can be taken as 0, 1,∞ after a suitable change of coordinates.
Further, the orders of ramifications at these points are 2, 3 and 7. Vice versa, if
Y → P1 is a normal ramified covering with ramification points 0, 1,∞ and orders
2, 3, 7 respectively, then Y is a Hurwitz curve and the Deck transformation group
of this covering is the full automorphism group of Y .

That said, we consider the following Fuchsian orbifold X over Q: its underlying
coarse moduli space is P1

Q, and it has trivial point stabilisers except for the points
0, 1 and∞ where the stabilisers are Z/2Z, Z/3Z and Z/7Z, respectively. Then the
elements of GC(XQ) and the isomorphism classes of Hurwitz curves are in canonical
ΓQ-equivariant bjection, so Theorem 3.1 follows from Corollary 3.21.

This result should be compared with the relative rarity of Hurwitz curves as
mentioned in the introduction. From [16] we read that the only g ≤ 100 such that
there exist Hurwitz curves of genus g are 3, 7, 14 and 17, and the tables in [19] tell
us about their behaviour under ΓQ:
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(i) The only Hurwitz curve in genus three is Klein’s quartic curve with homogen-
eous equation x3y + y3z + z3x = 0, hence fixed by ΓQ.

(ii) The only Hurwitz curve in genus seven is the Macbeath curve which is therefore
again fixed by ΓQ. However, no simple defining equations over Q are known;
there is a simple model over Q(ζ7), and in [35] an extremely complicated
model over Q was found.

(iii) In genus fourteen there are three Hurwitz curves known as the first Hurwitz
triplet. They are defined over k = Q(cos 2π

7 ) and permuted simply transitively
by Gal(k|Q) ∼= Z/3Z.

(iv) Finally, in genus seventeen there are two Hurwitz curves, defined over Q(
√
−3)

and exchanged by this field’s nontrivial automorphism.

Proof of Theorem 3.2. This is analogous to the proof of Theorem 3.1, with the
ramification indices (2, 3, 7) replaced by (p, q, r).

Proof of Theorem 3.3. Theorem 1 in [75] can be reinterpreted as follows: Hurwitz
translation surfaces are precisely the normal translation coverings of a torus with
one ramification point and ramification order two at this point. To define a Galois
action, we have to fix the algebraic structure on the covered torus (actually a model
over Q). It does not matter for our proof which one we take, and the constructions
in Chapter 2 define a Galois action on coverings of this torus for every elliptic curve
E over Q. Then let T be the Fuchsian orbifold over Q which has E as its coarse
moduli space and precisely one point with nontrivial stabiliser; that point is the
point at infinity, and its stabiliser is Z/2Z. Then Hurwitz translation surfaces are
in canonical ΓQ-equivariant bijection with the elements of GC(TQ).

Proof of Theorem 3.4. Let X be as in the proof of Theorem 3.1, so that Hurwitz
curves correspond to elements of GC(XQ), and set G = π1(XQ). Every open normal
subgroup N of G contains one which is stable under ΓQ: the setwise stabiliser of N
in ΓQ has finite index in ΓQ, therefore

Ñ =
⋂
σ∈ΓQ

σ(N)

is an open normal subgroup of G contained in N . This means that G can also be
described as the projective limit of all G/N with N open, normal and stable under
ΓQ. We conclude (using the compactness of G as in the proof of Theorem 3.8)
that σ operates by a non-trivial outer automorphism on some such G/N . Now N
corresponds to a Hurwitz curve Y with moduli field Q; we claim that Y has the
desired properties.

The Hurwitz group H = G/N = AutQ Y sits in a short exact sequence:

1 −→ AutQ Y −→ AutQ Y −→ ΓQ −→ 1. (3.9)
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Here the middle term means the group of all automorphisms of Y as a Q-scheme
(or, which amounts to the same, as a scheme without any further structure). A
choice of a model Y over Q yields a splitting s of this sequence.

Now AutQ Y acts naturally on the étale cohomology group H1(Y,F`); by Lemma
3.14 the subgroup H = AutQ Y operates faithfully on this cohomology group. But
Y was chosen in such a way that s(σ)hs(σ)−1 6= h for some h ∈ H = AutQ Y , hence
also these elements operate differently on H1(Y,F`). But this means that s(σ) has
to operate nontrivially on this cohomology group. Finally, the `-torsion points of
the Jacobian are canonically identified with the dual of H1(Y,F`), so σ also operates
nontrivially there.



Chapter 4

Modular embeddings and rigidity
for Fuchsian groups

4.1 Introduction
In 1968 George Mostow published his famous Rigidity Theorem [63]: if M1 and M2
are two closed oriented hyperbolic manifolds of dimension n ≥ 3 and f : π1(M1)→
π1(M2) is a group isomorphism, then there exists a unique isometry M1 → M2 in-
ducing f . This can be reformulated as a statement about lattices in the orientation-
preserving isometry groups PSO(1, n) of hyperbolic n-space Hn:
Theorem (Mostow). Let n ≥ 3 and let Γ1,Γ2 ⊂ PSO(1, n) be cocompact lattices.
Let f : Γ1 → Γ2 be an isomorphism of abstract groups. Then f is conjugation by
some element of the full isometry group PO(1, n) of Hn, in particular f extends to
an algebraic automorphism of PSO(1, n).

This has later been generalised by various authors; in particular, the condition
that Γj be cocompact can be weakened to having finite covolume, see [72]. The
condition that n 6= 2, however, is necessary: two-dimensional hyperbolic mani-
folds are the same as hyperbolic Riemann surfaces, which are well-known to admit
deformations.

As a model for the hyperbolic plane take the upper half-plane H = {τ ∈ C |
Im τ > 0}, so its orientation-preserving isometry group becomes identified with
PSL(2,R) via Möbius transformations. In this article we prove that a variant of
Mostow Rigidity does hold in Isom+(H) = PSL(2,R) if we restrict ourselves to a
certain class of lattices, for which congruence subgroups are defined, and demand
that the group isomorphism preserves congruence subgroups.

We first state our result in the simpler case of arithmetic groups. Recall that
given a totally real number field k ⊂ R, a quaternion algebra B over k which is
split over the identity embedding k → R and ramified over all other infinite places
of k, an order O ⊂ B and an isomorphism ϕ : B⊗k R→ M(2,R) we obtain a group
homomorphism ϕ : O1 → PSL(2,R) whose image is a lattice, where O1 is the group
of units in O with reduced norm one. A lattice Γ ⊂ PSL(2,R) is called arithmetic
if Γ is commensurable to some such ϕ(O1).
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For a nonzero ideal n ⊂ ok we then define the principal congruence subgroup

O1(n) = {b ∈ O1 | b− 1 ∈ n ·O}.

If Γ contains a subgroup of finite index in ϕ(O1) we set Γ(n) = Γ ∩ ϕ(O1(n)), and
a subgroup of Γ is a congruence subgroup if it contains some Γ(n).
Theorem (special case of Theorem A below). Let Γ1,Γ2 ⊂ PSL(2,R) be arithmetic
Fuchsian groups, and let f : Γ1 → Γ2 be an isomorphism of abstract groups such that
for every subgroup ∆ ⊆ Γ1 of finite index, ∆ is a congruence subgroup of Γ1 if and
only if f(∆) is a congruence subgroup of Γ2.

Then there exists a ∈ PGL(2,R) such that f is conjugation by a. In particular,
Γ2 = aΓ1a

−1.
Now both the notion of congruence subgroup and our result can be extended to

a larger class of Fuchsian groups.
For a subgroup Γ ⊆ PSL(2,R) denote the preimage in SL(2,R) by Γ̃. A lattice

Γ ⊂ PSL(2,R) is called semi-arithmetic if tr2 γ is a totally real algebraic integer for
each γ ∈ Γ̃; this notion is invariant under commensurability. It was introduced in
[76], and many classes of Fuchsian groups are semi-arithmetic:

(i) Arithmetic lattices are semi-arithmetic.

(ii) All Fuchsian triangle groups ∆(p, q, r) are semi-arithmetic. However, they fall
into infinitely many commensurability classes, only finitely many of which are
arithmetic, see [91].

(iii) In [76] further examples of semi-arithmetic groups which are not arithmetic
were constructed by giving explicit generators.

(iv) The theory of flat surfaces provides for another construction of semi-arithmetic
groups. If X is a closed Riemann surface and ω is a holomorphic one-form
on X which is not identically zero, a simple geometric construction yields the
Veech group1 SL(X,ω) which is a discrete subgroup of SL(2,R). In certain
cases the Veech group is a lattice, and then its image in PSL(2,R) is a semi-
arithmetic group by [58, Theorems 5.1, 5.2] and [62, Proposition 2.6]. Veech
groups are never cocompact, see [37, p. 509], therefore a Veech group which is
a lattice is arithmetic if and only if it is commensurable to SL(2,Z).2 In [58]
we find, for every real quadratic number field k, the construction of a lattice
Veech group contained in SL(2, ok) which is therefore semi-arithmetic but not
arithmetic.

Examples (ii) and (iv) intersect: in [9, Theorem 6.12] it is proved that all non-
cocompact triangle groups ∆(p, q,∞) are commensurable to some Veech group. On

1The name first appeared in [33] but these groups were studied before from different points of
view, see [96].

2For a complete characterisation of (X, ω) whose Veech group is arithmetic see [33, Theorem
4].
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the other hand, cocompact triangle groups can never be Veech groups, and only
finitely many of the examples in [58] are commensurable with triangle groups.

The generalisation of the notion of congruence subgroups to semi-arithmetic
groups is a bit involved; we refer the reader to section 4.4.

Now the conclusion of Theorem A does not hold for general semi-arithmetic
groups; we need to impose one more condition which is the existence of a modular
embedding: let Γ ⊂ PSL(2,R) be a semi-arithmetic subgroup and let k be the
number field generated by all tr2 γ with γ ∈ Γ̃. Then for every embedding σ : k →
R there exists a group embedding iσ : Γ̃ → SL(2,R), unique up to conjugation
in GL(2,R), such that tr2 iσ(γ) = σ(tr2 γ) for every γ ∈ Γ̃, see [76, Remark 4].
The original group Γ is arithmetic precisely if no iσ(Γ̃) for σ different from the
identity embedding contains a hyperbolic element. In general, let σ1, . . . , σr be those
embeddings σ for which iσ(Γ̃) contains a hyperbolic element. Then the coordinate-
wise embedding (iσ1 , . . . , iσr) : Γ→ PSL(2,R)r maps Γ to an irreducible arithmetic
group Λ ⊂ PSL(2,R)r; for the precise construction see section 4.7.

We note that if Γ is not already arithmetic itself, it is mapped into Λ with
Zariski-dense image of infinite index; such groups are called thin. This is essentially
due to S. Geninska [29, Proposition 2.1 and Corollary 2.2]; we explain it below in
Corollary 4.27.

Now Λ acts on Hr by coordinate-wise Möbius transformations, and a modular
embedding for Γ is then a holomorphic map F : H→ Hr equivariant for Γ→ Λ.

(i) If Γ is arithmetic, then r = 1 and Λ contains Γ as a finite index subgroup.
We may take F (τ) = τ as a modular embedding.

(ii) All Fuchsian triangle groups admit modular embeddings, see [14, Theorem p.
96].

(iii) Most of the new examples of semi-arithmetic groups in [76] do not admit
modular embeddings, see [76, Corollary 4].

(iv) Veech groups which are lattices always admit modular embeddings, see [62,
Corollary 2.11]. This solves [76, Problem 1] which asks whether every Fuchsian
group admitting a modular embedding is arithmetic or commensurable with
a triangle group: there exist Veech groups which are neither3, but do admit
modular embeddings.

More generally, we say Γ virtually admits a modular embedding if some finite
index subgroup of Γ admits one.
Theorem A. For j = 1, 2, let Γj ⊂ PSL(2,R) be semi-arithmetic lattices which
virtually admit modular embeddings. Let f : Γ1 → Γ2 be an isomorphism of abstract

3Almost all of McMullen’s genus two examples in [58] do the job: only finitely many real
quadratic fields appear as invariant trace fields of triangle groups, so if k is not among them, then
any lattice Veech group with trace field k cannot be commensurable to a triangle group, and it
cannot be arithmetic either since it is not cocompact.
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groups such that for every subgroup ∆ ⊆ Γ1 of finite index, ∆ is a congruence
subgroup of Γ1 if and only if f(∆) is a congruence subgroup of Γ2.

Then there exists a ∈ PGL(2,R) such that f is conjugation by a. In particular,
Γ2 = aΓ1a

−1.

This theorem will be proved in section 4.8. It rests on the following result
on congruence subgroups in semi-arithmetic groups, which may be of independent
interest.

Theorem B. Let Γ ⊂ PSL(2,R) be a semi-arithmetic lattice satisfying the trace
field condition4, with trace field k. Then there exists a finite set S(Γ) of rational
primes with the following property:

(i) If p is a prime ideal in k not dividing any element of S(Γ), then Γ/Γ(p) '
PSL(2, ok/p).

(ii) If q is a rational prime power not divisible by any element of S(Γ) and ∆ is
a normal congruence subgroup of Γ with Γ/∆ ' PSL(2, q), then there exists a
unique prime ideal p of k of norm q with ∆ = Γ(p).

Here, (i) is a combination of Proposition 4.10 and Lemma 4.16; (ii) is Proposition
4.30.

In particular, the information which groups PSL(2, q) appear how often as con-
gruence quotients determines the splitting behaviour of all but finitely many primes
in k (see Remark 4.31). On the other hand, allowing noncongruence quotients we
get many more finite groups. The collection of all these finite groups will determine
the abstract isomorphism type of a Fuchsian lattice, but of course no more, see [11,
Theorem 1.1].

Outline. In sections 2 and 3 we fix notations and recall standard results on the
group PSL(2), both over the reals and over finite fields. In sections 4 and 5 we
introduce semi-arithmetic subgroups of PSL(2,R) and study their congruence sub-
groups. The object of section 6 is the deduction of a statement about PSL(2)
from an analogous result for SL(2) by Culler and Shalen [20, Proposition 1.5.2]:
a finitely generated subgroup of PSL(2,R) is determined up to conjugacy by its
squared traces. This allows us to work with numbers instead of matrices in the
remainder of the article. In section 7 we formally define modular embeddings and
discuss some consequences of their existence. Then in section 8 the previous obser-
vations are used to prove Theorem A and the hard part of Theorem B. Section 9
presents an example with two arithmetic groups, sharpening the statement of The-
orem A considerably in this special case. Finally section 10 discusses some possible
and impossible generalisations.

4This is a technical condition which is always satisfied after passing to a finite index subgroup,
see Definition 4.6.
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4.2 Traces on PSL(2) and Möbius
transformations

For every ring A we set PGL(2, A) = GL(2, A)/A× where A× is embedded by means
of scalar matrices. We also set PSL(2, A) = SL(2, A)/{±1}. There is an obvious
homomorphism PSL(2, A) → PGL(2, A), but in general it is neither injective nor
surjective.

Let k be a field. The determinant homomorphism GL(2, k)→ k× descends to a
homomorphism PGL(2, k)→ k×/(k×)2, and we obtain a short exact sequence

1 −→ PSL(2, k) −→ PGL(2, k) −→ k×/(k×)2 −→ 1. (4.1)

In particular, PSL(2,C) and PGL(2,C) are naturally isomorphic whereas for k = R
or a finite field of odd characteristic, PSL(2, k) becomes identified with an index
two normal subgroup of PGL(2, k).

Note that since PSL(2, k) is a normal subgroup of PGL(2, k), the latter operates
faithfully on the former by conjugation. Since tr(−g) = − tr g, the squared trace
map tr2 : SL(2, k)→ k descends to a map

tr2 : PSL(2, k)→ k, {g,−g} 7→ (tr g)2.

For k = R we also define

|tr| : PSL(2,R)→ R, {g,−g} 7→ |tr g|.

Let H = {τ ∈ C | Im(τ) > 0} be the upper half-plane. The group SL(2,R)
operates on H in the well-known way by Möbius transformations, descending to a
faithful action by PSL(2,R). This in fact identifies PSL(2,R) with both the group of
holomorphic automorphisms and that of orientation-preserving isometries (for the
Poincaré metric) of H. Elements of PSL(2,R) can be categorised by their behaviour
on H, see [41, section 1.3]:
Proposition 4.1. Let ±1 6= g ∈ PSL(2,R). Then g belongs to exactly one of the
following classes:

(i) g is elliptic: it has a unique fixed point in H, and tr2 g < 4.

(ii) g is parabolic: it has a unique fixed point in P1(R), but not in H. Its squared
trace satisfies tr2 g = 4.

(iii) g is hyperbolic: it has two distinct fixed points in P1(R), one of them repelling
and one of them attracting, but no fixed points in H. Its squared trace satisfies
tr2 g > 4.

4.3 The finite groups PSL(2, q)
Next we study PSL(2) over finite fields. With Fq being the field of q elements we
also write PSL(2, q) instead of PSL(2,Fq).
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Proposition 4.2. If q > 3 is an odd prime power, PSL(2, q) is a simple group of
order 1

2q(q
2 − 1). Furthermore PSL(2, q) ' PSL(2, q′) if and only if q = q′.

Proof. The simplicity of PSL(2, q) is a well-known fact, see e.g. [100, section 3.3.2].
The order of PSL(2, q) is easily calculated using (4.1), for instance. The function
q 7→ 1

2q(q
2−1) is strictly increasing on N, therefore if PSL(2, q) and PSL(2, q′) have

the same orders, q = q′.

As remarked in section 4.2, PGL(2, q) operates by conjugation on PSL(2, q).
Furthermore the Frobenius automorphism ϕ : Fq → Fq defined by ϕ(x) = xp, where
p is the prime of which q is a power, defines an automorphism ϕ of PSL(2, q). The
following is also well-known, see e.g. [100, Theorem 3.2.(ii)]:
Proposition 4.3. The automorphism group of PSL(2, q) is generated by PGL(2, q)
and ϕ.

In particular if q = p is a prime, then every automorphism of PSL(2, p) is the
restriction of an inner automorphism of PGL(2, p), and the map tr2 : PSL(2, p)→ Fp
is invariant under all automorphisms. So the following definition works:
Definition 4.4. Let G be a finite group which is abstractly isomorphic to some
PSL(2, p) for an odd prime p. Then the map tr2

G : G → Fp is defined as follows:
choose some automorphism α : G→ PSL(2, p), then set tr2

G = tr2 ◦α.
If p is replaced by a prime power q, the corresponding map on G is only are well-

defined up to automorphisms of Fq, i.e. we may define a map tr2
G : G→ Fq/AutFq.

Lemma 4.5. Let n ∈ N and let q1, . . . , qn, q
′ be odd prime powers. Let

β : G = PSL(2, q1)× · · · × PSL(2, qn)→ PSL(2, q′)

be a group epimorphism. Then there is a 1 ≤ j ≤ n such that q′ = qj and for some
automorphism α of PSL(2, q′) we can write β = α ◦ prj, where prj is the projection
on the j-th factor.

Proof. By the Jordan–Hölder theorem, the only simple quotients of G are the
PSL(2, qj), so q′ = qj for some j.

We now proceed by induction on n. For n = 1 the lemma is trivial, so assume
the lemma has been proved for n. Let β : G→ PSL(2, q′) be an epimorphism where
G has n + 1 factors. For cardinality reasons it cannot be injective, so there exists
some g ∈ G r {1} with β(g) = 1. Write g = (g1, . . . , gn+1), then gj 6= 1 for some
j; for simplicity of notation assume that j = n + 1. Since PSL(2, qn+1) has trivial
centre, there exists some hn+1 ∈ G which does not commute with gn+1. Then set

h = (1, . . . , 1, hn+1) ∈ G

and compute

1 = β(h)β(h−1) = β(ghg−1h−1) = β(1, . . . , 1, gn+1hn+1g
−1
n+1h

−1
n+1)
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using β(g) = 1. That is, β restricted to the (n + 1)-st factor has nontrivial kernel.
Since that factor is simple, the restriction of β to the (n + 1)-st factor has to
be trivial, so β factors through the projection onto the first n factors, hence (by
induction hypothesis) onto one of them.

4.4 Semi-arithmetic groups and their
congruence subgroups

Let Γ ⊂ PSL(2,R) be a lattice and let Γ̃ be its preimage in SL(2,R). By Γ(2)

we denote the subgroup of Γ generated by all γ2 with γ ∈ Γ. Since Γ is finitely
generated, Γ(2) is then a normal subgroup of finite index in Γ.
Definition 4.6. The trace field of Γ is the field Q(tr Γ) ⊂ R generated by all tr γ
with γ ∈ Γ̃. The invariant trace field of Γ is the trace field of Γ(2).

A lattice Γ satisfies the trace field condition if its trace field and its invariant
trace field agree.

Clearly the trace field contains the invariant trace field, but the two are not
always equal. As the name suggests, the invariant trace field is the more useful
invariant: commensurable lattices have the same invariant trace field, see [54, The-
orem 3.3.4], but not necessarily the same trace field. Hence, if Γ is any lattice
then Γ(2) satisfies the trace field condition. Therefore any lattice has a finite index
normal sublattice which satisfies the trace field condition.
Definition 4.7. A lattice Γ ⊂ PSL(2,R) is called semi-arithmetic if its invariant
trace field is a totally real number field and every trace tr γ for γ ∈ Γ̃ is an algebraic
integer.5

Being semi-arithmetic is stable under commensurability, therefore every semi-
arithmetic lattice contains a semi-arithmetic lattice satisfying the trace field con-
dition. For the following constructions let Γ be a semi-arithmetic lattice satisfying
the trace field condition, and let k = Q(tr γ). Then the sub-k-vector space B = k[Γ]
of M(2,R) generated by Γ̃ is in fact a sub-k-algebra, more precisely a quaternion
algebra over k. The sub-ok-algebra ok[Γ̃] of B generated by Γ̃ is an order in B,
though not necessarily a maximal one. We choose a maximal order O ⊇ ok[Γ̃].

If O1 denotes the subgroup of O× consisting of elements with reduced norm one,
Γ̃ becomes a subgroup of O1. Also write PO1 = O1/{±1} so that Γ is a subgroup
of PO1.
Proposition 4.8. Let Γ ⊂ PSL(2,R) be a semi-arithmetic lattice satisfying the
trace field condition. Then the following are equivalent:

(i) Γ is arithmetic.

(ii) Let k = Q(tr Γ) ⊂ R. Then for every embedding σ : k → R other than the
identity inclusion and every γ ∈ Γ̃ one has |σ(tr γ)| ≤ 2.

5It follows from [54, Lemma 3.5.6] that this is equivalent to the definition given in the intro-
duction.
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(iii) For every embedding σ : k → R other than the identity inclusion, B ⊗k,σ R is
isomorphic to Hamilton’s quaternions H.

(iv) PO1 is a discrete subgroup of PSL(2,R).

(v) The index (PO1 : Γ) is finite.

Proof. The equivalence (i) ⇔ (ii) is the main result in [90]; the other equivalences
follow from the explicit classification of arithmetic lattices in PSL(2,R), see e.g.
[41, chapter 5] or [54, chapter 8].

Now we discuss congruence subgroups. For an elementary definition, let Γ ⊂
PSL(2,R) be a semi-arithmetic lattice satisfying the trace field condition, and let
k and O be as above. Then every nonzero ideal a of ok defines a subgroup

Γ̃(a) = {γ ∈ Γ̃ | γ − 1 ∈ a ·O}

and its image Γ(a) in Γ, called the principal congruence subgroup of level a. A
congruence subgroup of Γ is then a subgroup containing some principal congruence
subgroup. Similarly we define principal congruence subgroups O1(a) and congruence
subgroups of O1.

These groups can also defined more abstractly using algebraic groups: there
is a canonical linear algebraic group H over k with H(k) = B1; we may define
it functorially by setting H(A) = (B ⊗k A)1 for every k-algebra A. Then H is a
twisted form of SL(2)k. By Weil restriction of scalars we obtain an algebraic group
G = Resk|QH with a canonical identification G(Q) = H(k) = B1. Then G is a
twisted form of SL(2)dQ where d = [k : Q]; in particular G(C) is isomorphic to
SL(2,C)d.

Choosing a faithful representation G→ GL(n) we can define a congruence sub-
group in G(Q) to be one that contains the preimage of a congruence subgroup of
GL(n,Z) as a finite index subgroup. This notion of congruence subgroup is in-
dependent of the representation G → GL(n), see [60, Proposition 4.1]; that it is
equivalent to the more elementary one given before follows by taking the repres-
entation of G → GL(4d) by left multiplication on B, the latter considered as a
(4d)-dimensional Q-vector space with the lattice O.

Let Af be the ring of finite adèles of Q and endow G(Af ) with the adèlic to-
pology. Similarly let Af

k be the ring of finite adèles of k, then there is a canonical
isomorphism Af ⊗Q k = Af

k inducing G(Af ) = H(Af
k). The closure of O1 in G(Af )

can be identified with the completion of O1 with respect to all congruence subgroups;
equivalently, with the group of elements of reduced norm one in the profinite com-
pletion of O. Therefore we denote it by Ô1. It is a maximal compact open subgroup
of G(Af ).

There is a canonical bijection between open subgroups of Ô1 and congruence
subgroups of O1: with a congruence subgroup of O1 we associate its closure in
G(Af ), and with an open subgroup of Ô1 we associate its intersection with O1. For
the proof see again [60, Proposition 4.1].
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Proposition 4.9 (Strong Approximation for Semi-Arithmetic Groups). The clos-
ure of Γ̃ in G(Af ) = H(Af

k) is open.

Proof. First we claim that Γ̃ is Zariski-dense in G. It suffices to show that Γ̃
is Zariski-dense in G(C) ' SL(2,C)d, and the proof of an analogous but more
complicated statement over the reals [29, Proposition 2.1 and Corollary 2.2] carries
over mutatis mutandis.

Then we use a special case of a result of M. Nori [67, Theorem 5.4], see also [57]:
if G is an algebraic group over Q such that G(C) is connected and simply connected
(which is the case for our G since π1(SL(2,C)) = π1(SU(2)) = π1(S3) = 1) and Γ is
a finitely generated Zariski-dense subgroup of G(Q) contained in some arithmetic
subgroup of G, then the closure of Γ in G(Af ) is open.

Proposition 4.10. There exists a nonzero ideal m of ok, depending on Γ, such that
for every ideal a of ok prime to m the homomorphism

Γ̃ ↪→ O1 � O1/O1(a)

is surjective, i.e. the canonical homomorphism

Γ/Γ(a)→ PO1/PO1(a)

is an isomorphism of finite groups.
The proof uses several results that will be used later on, so we mention them

separately.
Theorem 4.11 (Strong Approximation for Quaternion Algebras). G(Q) = H(k)
is dense in G(Af ) = H(Af

k).6

For the proof see e.g. [71, Theorem 7.12].
We shall now investigate the quotient groups O1/O1(a). These are best under-

stood locally: if p is a finite prime of k, we set Op = O⊗ok op. We can then consider
the group O1

p of its elements of norm one, and its congruence subgroups O1
p (p̂r).

Recall that Op is a maximal order in Bp.
Proposition 4.12. Let a be an ideal of k with prime factorisation a = pr11 pr22 · · · prnn .
Then the canonical homomorphism

O1/O1(a)→
n∏
j=1

O1
pj
/O1

pj
(p̂rjj ) (4.2)

is an isomorphism of groups.

Proof. Injectivity is easy, so we only show surjectivity.
We use the description of H(Af

k) as the restricted direct product of the com-
pletions B1

l = (B ⊗k kl)1, restricted with respect to the compact subgroups O1
l .

For j = 1, . . . , n take an element xj ∈ O1
pj

. The Strong Approximation Theorem
furnishes us with an element β ∈ H(k) = B1 with the following properties:

6Usually this result is phrased differently: if A = Af × R denotes the full adèle ring, then
G(Q) · G(R) is dense in G(A). But the latter is canonically isomorphic to G(Af ) × G(R) which
shows the equivalence to our formulation.
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• For j = 1, . . . , n, β considered as an element of B1
pj

is congruent to xj modulo
O1
pj

(p̂jrj) (note that the latter is an open subgroup of B1
pj

).

• For each finite prime l different from all pj’s, β is in O1
l .

Then β ∈ O1, and its class in the left hand side of (4.2) maps to (x1, . . . , xn).

Note that our proof also shows that the map

O1/O1(a)→
n∏
j=1

O1/O1(prjj )

is an isomorphism.
Corollary 4.13. The canonical homomorphism

PO1/PO1(a)→
n∏
j=1

PO1/PO1(prjj )

is an epimorphism whose kernel is isomorphic to (Z/2Z)d for some d < n.

Proof. The homomorphism O1/O1(prjj ) → PO1/PO1(prjj ) is always surjective, and
it is injective precisely when p

rj
j divides (2), otherwise it has kernel isomorphic to

Z/2Z. Similarly the kernel of O1/O1(a) → PO1/PO1(a) is either trivial or Z/2Z.
So the corollary follows from the remark preceding it.

Corollary 4.14. Let ∆ ⊆ O1 be a congruence subgroup, containing O1(m) for some
ideal m of k. Let a be an ideal of k which is coprime to m. Then the composition

∆ ↪→ O1 � O1/O1(a)

is surjective.

Proof. This is equivalent to the statement O1(m) · O1(a) = O1, and this in turn
follows from the isomorphism of finite groups

O1/(O1(m) ∩O1(a))→ O1/O1(m)×O1/O1(a).

Proof of Proposition 4.10. By Proposition 4.9 there exists some ideal m of k with
O1(m) ⊆ Γ̃, where the latter denotes the closure of Γ̃ in Ô1 ⊂ G(Af ). This does the
job by Corollary 4.14.

Corollary 4.15. Let a and b be two coprime ideals of k which are both prime to 2.
Then the canonical homomorphism

PO1(a)/PO1(ab)→ PO1/PO1(b)

is an isomorphism. �
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4.5 Congruence quotients of semi-arithmetic
groups

Our next step is to determine the quotients on the right hand side of (4.2). This is
done by distinguishing between the ramified and the unramified case. To simplify
notation, let K be a p-adic field with ring of integers oK and prime ideal p = (π).
Let q = pf be the cardinality of the residue class field κ = oK/p. Let B be an
unramified quaternion algebra over K, and let O ⊂ B be a maximal order. We may
assume that B = M(2, K) and O = M(2, oK); then O1 = SL(2, oK) and O1(p) is the
kernel of the reduction map SL(2, oK)→ SL(2, κ).
Lemma 4.16. Let r ≥ 1. The reduction map SL(2, oK) → SL(2, oK/pr) is sur-
jective and thus induces an isomorphism O1/O1(pr) → SL(2, oK/pr). In particular
O1/O1(p) is isomorphic to SL(2, q).

Proof. Let

γ =
(
a b
c d

)
∈ SL(2, oK/pr)

and lift γ arbitrarily to a matrix

γ =
(
a b
c d

)
∈ GL(2, oK).

The determinant δ = det γ is an element of 1+pr, hence so is its inverse 1
δ
. Therefore

γ′ =
(
a
δ

b
δ

c d

)
∈ SL(2, oK)

still reduces to γ.

Lemma 4.17. Let r ≥ 1. Assumptions as before, the quotient O1(pr)/O1(pr+1) is
isomorphic to (Z/pZ)3f .

Proof. We construct a map

(O/pO)0 → SL(2, oK/pr+1), [A] 7→ [1 + πrA].

Here the left hand side denotes the subgroup of those elements of O/pO = M(2, κ)
that have trace ≡ 0 mod p. Note that det(1 + πrA) ≡ 1 + πr trA mod pr+1, so
the map is indeed well-defined. It is an injective group homomorphism, and its
image is precisely the image of O1(pr) in SL(2, oK/pr+1), which is isomorphic to
O1(pr)/O1(pr+1).

Now we turn to the ramified case. We use the explicit descritption of B and O

given in [54, section 6.4]. Let L|K be the unique unramified quadratic extension,
then B is up to isomorphism given by

B =
{(

a b
πb′ a′

)∣∣∣∣∣a, b ∈ L
}
,
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where a 7→ a′ is the nontrivial element of Gal(L|K). This contains a unique maximal
order,

O =
{(

a b
πb′ a′

)∣∣∣∣∣a, b ∈ oL

}
,

and O has a unique maximal two-sided ideal,

M =
(

0 1
π 0

)
O =

{(
πa b
πb′ πa′

)∣∣∣∣∣a, b ∈ oL

}
.

It satisfies M2 = pO. We define congruence subgroups O1(Mr) = O1 ∩ (1 + Mr),
so that O1(pr) = O1(M2r).
Lemma 4.18. The quotient O1/O1(M) is a cyclic group of order q + 1.

Proof. Since L|K is unramified, the quotient λ = oL/πoL is a finite field of order
q2. We construct a map

O1/O1(M)→ λ×,

[(
a b
πb′ a′

)]
7→ a mod π.

This is easily seen to be an injective group homomorphism whose image is the kernel
of the norm map Nλ|κ. That norm map is surjective to κ×, so its kernel has order
(q2 − 1)/(q − 1) = q + 1.

Lemma 4.19. Let r ≥ 1. Then O1(Mr)/O1(Mr+1) is isomorphic to the additive
group of κ.

Proof. We construct injective group homomorphisms

O1(M2r)/O1(M2r+1)→ λ,

[(
a b
πb′ a′

)]
7→ a− 1

πr
mod π

and
O1(M2r−1)/O1(M2r)→ λ,

[(
a b
πb′ a′

)]
7→ b

πr−1 mod π.

The image is in both cases the kernel of the trace map trλ|κ.

We summarise the results, reformulated for number fields:
Corollary 4.20. Let k be a number field and B a quaternion algebra over k, un-
ramified over at least one infinite place of k. Let O ⊂ B be a maximal order and let
p be a prime of k of norm q = pf . Let r ≥ 1 and H = O1/O1(pr).

(i) If B is ramified at p, then H is solvable; the prime numbers appearing as
orders in its composition series are p and the prime divisors of q + 1.

(ii) If B is unramified at p and p - 6, then H is not solvable. Its composition
factors are: once Z/2Z, once PSL(2, q) and 3f(r − 1) times Z/pZ.

In case (ii) for p | 6 we have to replace PSL(2, q), which is not necessarily simple
then, by its composition factors.
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4.6 Characters for Fuchsian groups
In this section we prove a criterion for two isomorphic lattices in PSL(2,R) being
conjugate:
Theorem 4.21. Let Γ be a group, and for j = 1, 2 let %j : Γ → PSL(2,R) be an
injective group homomorphism such that %j(Γ) is a lattice. Let ∆ ⊆ Γ be a finite
index subgroup, and assume that

tr2 %1(γ) = tr2 %2(γ) for all γ ∈ ∆. (4.3)

Then there exists a unique a ∈ PGL(2,R) such that %2(γ) = a%1(γ)a−1 for all γ ∈ Γ.
The proof of Theorem 4.21 rests on the following result, see [20, Proposition

1.5.2], as well as on subsequent elementary lemmas.
Theorem 4.22 (Culler–Shalen). Let %1, %2 : Γ → SL(2,C) be two representations
such that

tr %1(γ) = tr %2(γ) for every γ ∈ Γ, (4.4)

and assume that %1 is irreducible. Then there exists a ∈ SL(2,C), unique up to
sign, such that %2(γ) = a%1(γ)a−1 for every γ ∈ Γ.
Lemma 4.23. Let g ∈ PSL(2,R) and let Σ ⊂ PSL(2,R) be a group generated by
two hyperbolic elements without common fixed points. Then there exists s ∈ Σ with
sg hyperbolic.

Proof. Lift g to an element G ∈ SL(2,R). First we will show that there exists some
S ∈ Σ̃ with tr(SG) 6= 0.

Assume, on the contrary, that tr(SG) = 0 for all S ∈ Σ̃. Choose two hyperbolic
elements S1, S2 ∈ Σ̃ without common fixed points; without loss of generality we
may assume that

S1 =
(
λ 0
0 λ−1

)
, S2 =

(
w x
y z

)
, G =

(
a b
c d

)

for some λ > 1 and xy 6= 0. Then

λa+ λ−1d = tr(S1G) = 0 = tr(G) = a+ d,

hence a = d = 0 and

G =
(

0 b
c 0

)
, bc = − det(G) = −1, so b, c 6= 0.

But then
cx+ by = tr(S2G) = 0 = tr(S1S2G) = λcx+ λ−1by,

hence cx = by = 0; but we know that b, c, x, y 6= 0, contradiction.
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So there exists some S ∈ Σ̃ with tr(SG) 6= 0; without loss of generality we
assume that already trG 6= 0. Take some arbitrary hyperbolic T ∈ Σ̃; by the
elementary equation

tr(AB) + tr(AB−1) = tr(A) · tr(B) for all A,B ∈ SL(2,C) (4.5)

then

|tr(TNG)|+ |tr(T−NG)| ≥ |tr(TNG) + tr(T−NG)| = |tr(TN) tr(G)|.

But the right hand side goes to ∞ as N → ∞, so for sufficiently large N , at least
one of |tr(TNG)| and |tr(T−NG)| must be larger than 2.

Lemma 4.24. Let Γ ⊂ PSL(2,R) be a lattice. Then there exists a finite generating
system of Γ only consisting of hyperbolic elements.

Proof. Assume that Γ is generated by g1, . . . , gn. By [41, Exercise 2.13], Γ contains
two hyperbolic elements h1, h2 without common fixed points; let them generate the
group S. For each 1 ≤ j ≤ n choose some sj ∈ S with sjgj hyperbolic. Then Γ is
generated by the hyperbolic elements h1, h2, s1g1, . . . , sngn.

Lemma 4.25. Let a ∈ SL(2,C) and let Γ ⊂ SL(2,R) be a lattice with aΓa−1 ⊂
SL(2,R). Then a ∈ C× ·GL(2,R).

Proof. Since Γ is Zariski-dense in SL(2,R) we may deduce that aSL(2,R)a−1 ⊆
SL(2,R). The sub-R-vector space of M(2,C) generated by SL(2,R) is M(2,R), so
aM(2,R)a−1 = M(2,R). By the Skolem–Noether Theorem, the automorphism g 7→
aga−1 of M(2,R) has to be an inner automorphism, i.e. there exists b ∈ GL(2,R)
with aga−1 = bgb−1 for all g ∈ M(2,R) and hence, by linear extension, also for all
g ∈ M(2,C). But this means that ba−1 is in the centre of M(2,C) which is C×.

Proof of Theorem 4.21. Without loss of generality we may assume that ∆ is torsion-
free by Selberg’s Lemma [80, Lemma 8], hence it has a presentation

∆ = 〈g1, . . . , gm | [g1, gn+1][g2, gn+2] · · · [gn, g2n] = 1〉 with m = 2n

(in the cocompact case), or is free on some generators g1, . . . , gm (otherwise). By
[81, Theorem 4.1] each %j|∆ can be lifted to representations %̃j : ∆ → SL(2,R);
furthermore again by that theorem we can arbitrarily prescribe the sign of each lift
of %j(gi), so we may assume that

tr %̃1(gi) = tr %̃2(gi) for all 1 ≤ i ≤ m. (4.6)

More generally,
tr %̃1(γ) = ε(γ) · tr %̃2(γ) for all γ ∈ ∆,

where ε is some function ∆ → {±1}. Note that ε is uniquely determined by this
equation because the traces cannot be zero since elements of %j(∆) are not elliptic.
Furthermore ε(gi) = 1 for every generator gi by (4.6).
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We now show that ε is identically 1. The crucial step is the following implication:

If ε(γ) = ε(δ) = 1, then ε(γδ) = ε(γδ−1) = 1. (4.7)

So assume that ε(γ) = ε(δ) = 1. We deduce from (4.5):

ε(γδ) tr %̃1(γδ) + ε(γδ−1) tr %̃1(γδ−1) = tr %̃2(γδ) + tr %̃2(γδ−1)
= (tr %̃2(γ)) · (tr %̃2(δ)) = (tr %̃1(γ)) · (tr %̃1(δ)) = tr %̃1(γδ) + tr %̃1(γδ−1).

(4.8)

If ε(γδ) and ε(γδ−1) were both negative, (4.8) would entail that (tr %̃2(γ))·(tr %̃2(δ)) =
0 which is absurd because ∆ does not contain elliptic elements. If ε(γδ) = 1 and
ε(γδ−1) = −1, then tr %̃2(γδ−1) = 0 which is again absurd; the other mixed case is
ruled out in an analogous way. This proves (4.7).

Now we can prove that ε(γ) = 1 for every γ ∈ ∆ using induction on the word
length `(γ): this is the number of factors g±1

j needed to obtain γ as a product.
If `(γ) = 1 then γ = g±1

j ; since ε(γ) = ε(γ−1), this must be equal to ε(gj) = 1.
If ε(γ) = 1 for all γ with `(γ) ≤ n we may use (4.7) and the trivial identity
ε(γ−1) = ε(γ) to show the statement for all γ with `(γ) ≤ n + 1. Therefore by
induction, ε is identically 1, hence

tr %̃1(γ) = tr %̃2(γ) for all γ ∈ ∆.

By Theorem 4.22 this means that %̃1 is conjugate to %̃2 within SL(2,C), but since
all images are real, the conjugation must be possible within GL(2,R) by Lemma
4.25. This in turn means that %1|∆ and %2|∆ are conjugate in PGL(2,R).

We need to extend this to the entire group Γ. Without loss of generality we
may assume that %1|∆ = %2|∆. By Lemma 4.24 there exists a generating system
γ1, . . . , γm of Γ, not necessarily related in any way to that of ∆, such that all
%1(γj) are hyperbolic. But some power of each γj is contained in ∆, and hence
%1(γj)N = %2(γj)N . Under the assumptions on γj this entails %1(γj) = %2(γj), i.e.
%1 = %2.

4.7 Modular embeddings
Let once again Γ ⊂ PSL(2,R) be a semi-arithmetic lattice satisfying the trace field
property, with trace field k, quaternion algebra B, maximal order O and algebraic
group G = Resk|QH. As explained above, Γ is a subgroup of the arithmetic group
PO1. Now that latter group naturally lives on the symmetric space of G, i.e. on
G(R)/K for a maximal compact subgroup K. This space can be described explicitly
as Hr where H is the upper half-plane and r ≤ d = [k : Q]. Let σ1, . . . , σd : k → R
be the field embeddings, where σ1 is the identity embedding. We also may assume
that the quaternion algebra B ⊗k,σi R is isomorphic to M(2,R) for each 1 ≤ i ≤ r
and isomorphic to H for r < i ≤ d.

For each 1 ≤ i ≤ r we choose an isomorphism αi : B ⊗k,σi R → M(2,R). We
obtain an embedding

α : O1 ↪→ SL(2,R)r, x 7→ (α1(x), . . . , αr(x))
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descending to an embedding α : PO1 ↪→ PSL(2,R)r. We denote the image by
Λ = α(PO1).
Theorem 4.26. Λ is an irreducible arithmetic lattice in PSL(2,R)r.

For the proof see e.g. [87].
Note that α(Γ) becomes a subgroup of Λ. It has finite index precisely if Γ is

already arithmetic; in every case α(Γ) is a Zariski-dense subgroup of Λ by the proof
of Proposition 4.9. Zariski-dense subgroups of infinite index in arithmetic groups
are called thin, and so we have shown:
Corollary 4.27. If Γ is not arithmetic itself, the embedding α : Γ → Λ realises Γ
as a thin group.

Let PSL(2,R)r operate by component-wise Möbius transformations on Hr; the
induced action of Λ on Hr is properly discontinuous and has a quotient of finite
volume. This motivates the following definition:
Definition 4.28. A modular embedding of Γ is a holomorphic embedding F : H→
Hr such that

F (γτ) = α(γ)F (τ)

for every γ ∈ Γ and every τ ∈ H.
The following result which will be used later on is [76, Corollary 5]:

Proposition 4.29. Let Γ ⊂ PSL(2,R) be a semi-arithmetic group which satisfies
the trace field property and admits a modular embedding, and let k = Q(tr Γ). Let
γ ∈ Γ̃ be hyperbolic and let σ : k → R be an embedding which is not the identity
inclusion. Then |σ(tr γ)| < |tr γ|.

Note that if Γ is an arithmetic group then even |σ(tr γ)| < 2 by Proposition 4.8.

4.8 Congruence rigidity
Let Γ ⊂ PSL(2,R) be a semi-arithmetic lattice satisfying the trace field condition,
with trace field k = Q(tr Γ). Let B = k[Γ̃] be the associated quaternion algebra
and G the algebraic group over Q with G(Q) = B1. Let O ⊂ B be a maximal order
containing Γ̃, and let m ⊂ ok be such that a finite index subgroup of Γ is adèlically
dense in PO1(m); in particular, m satisfies the conclusion of Proposition 4.10.

For the statement of the next proposition, let m = lr11 · · · lrnn be the prime factor-
isation of m. Let `j be the norm of the prime ideal lj. Then S(m) is the finite set of
all rational primes diving some |PSL(2, `j)| (this includes the primes dividing `j or
`j + 1). Note that if m′ is an ideal which has the same prime divisors as m and if `
is a rational prime dividing the order of PO1/PO1(m′), then ` ∈ S(m). Also S(6) is
the set consisting of 2, 3 and all prime divisors of orders of PSL(2, q) where q is the
norm of a prime ideal p in k with p | 6. Finally S(Γ) is the union of S(m) ∪ S(6),
the primes lying over the ramification divisor of B and the primes that ramify in
k. Still, S(Γ) is a finite set of rational primes.
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Proposition 4.30. Let Γ as above, and let q = pf be an odd prime power which
is prime to all primes in S(Γ). Let ∆ ⊂ Γ be a normal congruence subgroup such
that Γ/∆ ' PSL(2, q). Then there exists a unique prime p of norm q in k such that
∆ = Γ(p).

Proof. There exists an ideal n such that ∆ ⊇ Γ(n) and a finite index subgroup of ∆
is adèlically dense in PO1(n). We may assume that m divides n. Write n = n′ · nm
with n′ coprime to m and nm having the same prime divisors as m; then Γ also
contains a subgroup which is adèlically dense in PO1(nm). By Proposition 4.10 this
entails that Γ surjects onto PO1/PO1(n′).

Denote the quotient map modulo ∆ by

π : Γ→ PSL(2, q).

Note that π is continuous in the adèlic topology on Γ since it vanishes on Γ(n).
Now Γ(n′) = Γ ∩ PO1(n′) is a normal subgroup of Γ, hence its image under π

is a normal subgroup of PSL(2, q). Since that group is simple, the image can only
be PSL(2, q) or the trivial group. Assume it were the entire group, then in the
sequence

PSL(2, q)� Γ(n′)/Γ(n) ↪→ PO1(n′)/PO1(n) ' PO1/PO1(nm)

(where the isomorphism is by Corollary 4.15) the order of the left hand side would
divide the order of the right hand side. But the former is divisible by p, the latter
only by primes in S(Γ). A contradiction, hence the image of Γ(n′) under π is the
trivial group. In other words,

∆ ⊇ Γ(n′).
This implies that π descends to an epimorphism

π : Γ/Γ(n′)� PSL(2, q).

By Proposition 4.10 the inclusion Γ ⊆ PO1 induces an isomorphism

α : Γ/Γ(n′) '−→ PO1/PO1(n′).

So by composition we obtain an epimorphism π ◦ α−1 : PO1/PO1(n′) � PSL(2, q).
Let n′ = pr11 · · · prnn with distinct prime ideals pj, and let rad(n′) = p1 · · · pn. Then
PO1(rad(n′))/PO1(n′) is a solvable normal subgroup of PO1/PO1(n′) by Lemma
4.17, so its image by π ◦α−1 has to be a solvable normal subgroup of PSL(2, q), i.e.
trivial. Therefore π ◦ α−1 factors through PO1/PO1(rad(n′)); we summarise this in
a diagram:

Γ/Γ(n′) '
α
//

π
'' ''

PO1/PO1(n′) // //

����

PO1/PO1(rad(n′))

uuuu

PSL(2, q)

(4.9)

Now the rightmost projects onto

PO1/PO1(p1)× · · · × PO1/PO1(pn), (4.10)
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and by Corollary 4.13 the kernel of this projection is an abelian normal subgroup
which is therefore mapped to the identity element by the dashed arrow in (4.9).
Hence that dashed arrow is defined on (4.10); by Lemma 4.5 it actually has to
factor through the projection onto one of them, composed with an isomorphism.
We hence obtain

Γ/Γ(n′) '
α
//

π
'' ''

PO1/PO1(n′) // //

����

PO1/PO1(pj)

'
vv

PSL(2, q)

for some 1 ≤ j ≤ n. We may shorten this to

Γ/Γ(pj) '
α′

//

π′ && &&

PO1/PO1(pj)

'
ww

PSL(2, q)

(4.11)

with α′ again induced by the inclusion Γ ⊆ PO1. In this diagram π′ is obviously
an isomorphism, therefore ∆ = ker π is equal to Γ(pj). The dashed isomorphism in
(4.11) shows that the norm of pj is q.

Remark 4.31. We note that this proposition enables us to reconstruct the split-
ting behaviour of almost all primes in k from Γ and its congruence subgroups: Let
p /∈ S(Γ) be a rational prime in Γ. Then there exist only finitely many normal con-
gruence subgroups ∆/Γ such that Γ/∆ ' PSL(2, q) for some power q of f . Let these
be ∆1, . . . ,∆n, and let the corresponding quotients be PSL(2, pf1), . . . ,PSL(2, pfn).

On the other hand consider the prime decomposition (p) = p1 · · · pm in k. Then
n = m, and up to renumeration ∆j = Γ(pj) and N(pj) = pfj . In particular we
can reconstruct [k : Q] = f1 + . . .+ fn from the knowledge of Γ and its congruence
subgroups.

Proof of Theorem A. By Theorem 4.21 we may replace Γj by finite index subgroups
corresponding to each other under the isomorphism f . Hence we may assume that
each Γj is torsion-free and satisfies the trace field condition. Again by Theorem
4.21 it suffices to show that tr2 f(γ) = tr2 γ ∈ R for each γ ∈ Γ1.

Denote the trace field of Γj by kj. Each number a ∈ okj has a characteristic
polynomial χa(x) ∈ Z[x] which can be described as follows:

• it is the characteristic polynomial of the map kj → kj, v 7→ av interpreted as
a Q-linear map;

• it is equal to ∏σ(x− σ(a)). Here σ runs through a system of representatives
of Gal(Lj|Q) modulo Gal(Lj|kj) where Lj is the Galois closure of kj.

Now let p be a rational prime not in S(Γ1) ∪ S(Γ2). By Remark 4.31 we can
decompose pokj into prime ideals

pok1 = p1 · · · pn, pok2 = q1 . . . qn
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in such a way that

f(Γ1(pj)) = Γ2(qj) and ok1/pj ' ok2/qj. (4.12)

Then
ok1/pok1 ' ok1/p1 × · · · × ok1/pd (4.13)

is a finite-dimensional Fp-algebra, and we may similarly define the characteristic
polynomial χb(x) ∈ Fp[x] of an element b ∈ ok1/pok1 as the characteristic polynomial
of the Fp-linear endomorphism of ok1/pok1 given by multiplication by b. Then for
a ∈ ok1 clearly

χa(x) mod p = χa mod p(x) ∈ Fp[x]. (4.14)

We now claim that the characteristic polynomials of tr2 γ and tr2 f(γ) are congruent
modulo p. To see this we use the abstract version of squared traces on finite groups
introduced in section 4.3. For each 1 ≤ j ≤ n, using (4.12) we obtain an isomorph-
ism of finite groups f̄ : Γ1/Γ1(pj)→ Γ2/Γ2(qj). By the remark after Definition 4.4,
tr2 γ mod pj and tr2 f(γ) mod qj are Galois-conjugate elements of the finite field
Fq ' ok1/pj ' ok2/qj. Hence there exists an isomorphism of Fp-algebras

αj : ok1/pj
'−→ ok2/qj

with αj(tr2 γ mod pj) = tr2 f(γ) mod qj. Gluing these together component-wise in
(4.13) yields an isomorphism of Fp-algebras α : ok1/pok1 → ok2/pok2 with α(tr2 γ mod
p) = tr2 f(γ) mod p. Since characteristic polynomials are stable under algebra iso-
morphisms, we obtain

χtr2 γ mod p(x) = χtr2 f(γ) mod p(x) ∈ Fp[x].

By (4.14), this means
χtr2 γ(x) ≡ χtr2 f(γ)(x) mod p.

But this holds for infinitely many p, so

χtr2 γ(x) = χtr2 f(γ)(x) ∈ Z[x].

Since we had assumed Γ1 to be torsion-free, γ cannot be elliptic. If it is parabolic,
then tr2 γ = 4 and therefore χtr2 γ(x) = (x − 4)d. Hence also the characteristic
polynomial of f(γ) is (x − 4)d, and since tr2 f(γ) is a zero of this polynomial,
tr2 f(γ) = 4, hence f(γ) is parabolic as well.

Finally assume that γ is hyperbolic. Then f(γ) must also be hyperbolic because
it cannot be parabolic (else γ would be parabolic by the inverse of the previous
argument). By Proposition 4.29, tr2 γ is the largest zero of χtr2 γ(x), similarly for
tr2 f(γ). Therefore tr2(γ) = tr2 f(γ).
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4.9 An example
In our proof of Theorem A we did not use the full assumption that all congruence
subgroups are mapped to congruence subgroups by the given isomorphism. We
spell out in a concrete example how far an isomorphism between non-conjugate
arithmetic groups can be from preserving congruence subgroups.

In [92] we find a complete list of all arithmetic groups of signature (1; 2), i.e.
whose associated Riemann surfaces have genus one and which have one conjugacy
class of elliptic elements, these elements being of order two. In particular all these
groups are abstractly isomorphic, and we may just pick the first two of them: Γ′1 is
generated by the two Möbius transformations

α1 = ±
(

1+
√

5
2 0
0 −1+

√
5

2

)
and β1 = ±

(√
3
√

2√
2
√

3

)
,

Γ′2 by the two Möbius transformations

α2 = ±
(√

2 + 1 0
0

√
2− 1

)
and β2 = ±1

2

(√
6
√

2√
2
√

6

)
.

These are, respectively, generators satisfying the relation (αjβjα−1
j β−1

j )2 = 1. So
there exists a group isomorphism f : Γ′1 → Γ′2 with f(α1) = α2 and f(β1) = β2. The
Γ′j do not satisfy the trace field condition, but the Γj = (Γ′j)(2) (between whom f
also induces an isomorphism) do; in both cases the invariant trace field is Q.

Then, with finitely many exceptions, Γ1/Γ1(p) ' PSL(2, p) ' Γ2/Γ2(p) for
rational primes p; nevertheless, the proof of Theorem A shows that there can be
only finitely many p such that f(Γ1(p)) is a congruence subgroup (and hence only
finitely many p with f(Γ1(p)) = Γ2(p)).

4.10 Concluding remarks
Remark 4.32. The assumption that both groups admit a modular embedding is
crucial although it only enters in the very last step of the proof. If Γ is a semi-
arithmetic lattice with invariant trace field k and σ : k → R a field embedding we
obtain in a natural way a group iσ(Γ) ⊂ PSL(2,R), see [76, Remark 4]. There exist
semi-arithmetic lattices Γ with nontrivial Galois conjugates iσ(Γ) that are again
lattices, and then the isomorphism Γ→ iσ(Γ) preserves congruence subgroups but
not traces. For an explicit construction see e.g. [3] referring to [10, Proposition
4.11]. But if Γ admits a modular embedding, then none of the nontrivial Galois
conjugates iσ(Γ) can be discrete by [76, Theorem 3].

Note that the existence of a modular embedding enters the proof via Proposition
4.29 which is its only genuinely non-algebraic ingredient: it is a consequence of the
Schwarz Lemma.

One may still ask whether a weakened version of our main theorem holds in
the general case: if f : Γ1 → Γ2 is an isomorphism between semi-arithmetic lattices
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in PSL(2,R) respecting congruence subgroups, is it the composition of an inner
automorphism of PGL(2,R) with a Galois conjugation of the trace field?
Remark 4.33. There exist arithmetic Fuchsian groups with different trace fields
but whose congruence completions are isomorphic away from a finite set of primes.
To see this, start with the polynomial in the remark after [56, Theorem 5.1]: the
splitting field of this polynomial is a totally real Galois extension of Q with Galois
group PSL(2, 7). By the discussion in [69, p. 358–359] such a field contains two
subfields k1, k2 which are not isomorphic but have the same Dedekind zeta function.
Then there exists a finite set S of rational primes such that AS

k1 ' AS
k2 . From this

we can easily construct arithmetic Fuchsian groups over k1 and k2 with isomorphic
prime-to-S congruence completion.

There also exist non-isomorphic number fields with isomorphic finite adèle rings
(at all primes), see [47]. But no construction seems to be known where these fields
are totally real.





Chapter 5

Prym varieties and triangle groups

5.1 Introduction

In this chapter we generalise some well-known facts about principal congruence
subgroups from SL(2,Z) to certain cocompact Fuchsian triangle groups. Recall
that for a rational prime p, the principal congruence subgroup Γ(p) is the kernel
of the natural homomorphism SL(2,Z) → SL(2,Fp). Among its properties are the
following:

(a) For the natural action of Γ(p) on the upper half plane H ⊂ C by Möbius
transformations, the quotient Γ(p)\H can be interpreted as a moduli space
for elliptic curves with level p structure.

(b) Such a moduli space can also be constructed in a purely algebraic way, leading
to an affine curve Y (p) defined over Q (the näıve moduli interpretation only
makes sense over the cyclotomic field Q(ζp), but there is a way to carefully
reformulate it and then descend to Q, see [26, section 4.1]). Then Y (p)(C) '
Γ(p)\H.

(c) The compactification X(p)(C) ' Γ(p)\(H ∪ P1(Q)) is a smooth projective
curve, and the forgetful map X(p) → X(1) ' P1 can be viewed as a Bely̆ı
map whose dessin is regular and fixed by all Galois automorphisms.

Now SL(2,Z) acts on H via its quotient PSL(2,Z) = SL(2,Z)/{±1}, which is
geometrically a triangle group of type (2, 3,∞). We shall prove analogues to (a) –
(c) above for triangle groups ∆ of type (2, 3, r) where r > 6 is coprime to 6. The
most difficult part is the moduli interpretation of congruence subgroups ∆(p) where
p is now a prime ideal in a certain number field. This interpretation uses the fact
that ∆ appears as a monodromy group for a certain hypergeometric differential
equation, see [44, §42]. The curves to be parameterised are such that the associated
hypergeometric functions can be interpreted as periods on families of such curves;
we call them simple hypergeometric curves.

By a simple hypergeometric curve of degree d we mean a smooth projective
curve C with affine equation wd = f(z), where f is a monic separable polynomial
of degree 3. Note that for d = 2 we obtain elliptic curves in Weierstraß form.
There are projections to all simple hypergeometric curves we = f(z) with e|d, and
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splitting away the copies of their Jacobians in JacC leaves us with the Prym variety
PrymC, a ϕ(d)-dimensional abelian subvariety of JacC.

The curve C has an automorphism T of order d given by T (z, w) = (z, ζdw),
inducing an automorphism T∗ of the Jacobian that stabilises PrymC. The minimal
polynomial of T∗ on PrymC is the (2r)-th cyclotomic polynomial, leading to an
embedding

Φ: oK → End PrymC

where K = Q(ζ2r) = Q(ζr). Now we let p be a prime of F = Q(ζ2r + ζ−1
2r ), the

maximal real subfield of K, and set

(PrymC)[p] = {x ∈ PrymC | Φ(α)x = 0 for all α ∈ poK}.

This is a finite group and a free module of rank two under Kp = oK/poK . There
is a perfect skew-Hermitian form {·, ·}p on this module, and we can always find a
basis (x1, x2) which is orthonormal in the sense that {x1, x2}p = 0 and {x1, x1}p =
{x2, x2}p, where the latter is an invertible element of Kp (which can, however, never
be 1). Two orthonormal bases (x1, x2) and (y1, y2) are declared equivalent if there
exists α ∈ K×p with αx1 = y1 and αx2 = y2. An equivalence class of orthonomal
bases is called a Prym level p structure on C.

We also define a normal subgroup ∆(p) of ∆ with ∆/∆(p) ' PSL(2,Fp) by
the usual procedure involving quaternion algebras in section 5.2. Our central res-
ult about moduli interpretations is then (for a more precise formulation see The-
orem 5.46 and Proposition 5.47 below):
Theorem A. Let ∆ be a hyperbolic triangle group of type (2, 3, r) with r ≡ ±1 mod
6, acting on the unit disk D ⊂ C. Let p be a prime of F = Q(ζr + ζ−1

r ) coprime
to r.

There exists a coarse moduli space for simple hypergeometric curves of degree 2r
with Prym level p structure over C; it has two connected components, each of which
is birational to ∆(ε(p))\D.

Here ε is the unique automorphism of F with ε(ζr + ζ−1
r ) = ζ2

r + ζ−2
r .

Rather than constructing a model of this moduli space as a scheme over a
sufficiently small number field, we construct it analytically over C and then use
some general facts about Galois descent for algebraic curves to deduce rather easily:
Theorem B. Let r, ∆, F and p as in Theorem A, and let X(p) = ∆(p)\D as an
algebraic curve over C. For a field automorphism σ of C we get σ(X(p)) ' X(σ(p)),
where σ acts on the primes via its restriction to F . The minimal field of definition
of X(p), as well as its moduli field, is equal to the decomposition field in F of the
rational prime p above p.

This also has consequences for the dessins d’enfants defined by ∆(p), see Pro-
position 5.52, and it gives a new proof for a known result on Hurwitz curves. These
are algebraic curves of genus g > 1 with 84(g − 1) automorphisms (the maximal
possible number); for r = 7 and p any prime in Q(ζ7 + ζ−1

7 ) the curve X(p) is a
Hurwitz curve with automorphism group PSL(2,Fq), with Theorem B explaining
the Galois action on these curves, see section 5.5.4 below.
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Finally we remark that for the triangle groups ∆ of type (2, 3, 7) and (2, 3, 11)
there is yet another moduli interpretation: these groups are arithmetic groups.
Hence for any congruence subgroup Γ of ∆, the quotient Γ\D classifies certain
six- or ten-dimensional (depending on whether r = 7 or 11) abelian varieties with
polarisation, an action of Z[ζr] by endomorphisms and some level structures; in
other words, Γ\D is then a pel Shimura variety. The link with our apporach
is that ∆(p)\H is the Shimura variety parameterising abelian varieties with pel
structure of the type given by the Prym varieties of simple hypergeometric curves
and their Prym level structures. In general ∆ still admits a modular embedding
(see [14, 76]) leading to a closed embedding of X(p) into a compactified Shimura
variety, see Proposition 5.53.
General references. Three works are particularly important to our approach:

(i) In [14] a modular embedding for the full triangle group ∆ (see Proposition 5.53
below) is constructed in three different ways: by Schwarz triangle mappings,
by hypergeometric differential equations and by considering a certain family
of hypergeometric curves and abelian subvarieties of their Jacobians. Up to
a slight variation in the choice of the curves, a combination of the first and
third methods in [14] is an essential part of our proof of Theorem A.

(ii) The choice of curves is as in [59], that is, the family of simple hypergeometric
curves over the configuration space Conf3(C). We use the explicit models in
[59] for the monodromy action of the braid group on a certain two-dimension-
al subspace of cohomology, which translates to the monodromy of a certain
hypergeometric differential equation in more classical language.

(iii) Finally we use some explicit structure results about congruence subgroups of
triangle curves from [12]. To our knowledge that is the first work to system-
atically study such congruence subgroups.

Apart from these we note that the relation between hypergeometric functions (or re-
lated objects) and discrete transformation groups with special geometric properties
has been studied for a long time; the interested reader is referred to the textbooks
[44, 102], the survey article [64] and the research articles [79, 70, 23, 59, 97]. Hyper-
geometric curves and their Prym varieties are studied carefully in [5]; other works
related to ours where they appear are [101, 86, 85].
Outline. In section 2 we introduce the triangle groups of type (2, 3, r) and their
associated quaternion orders; we determine these orders and define congruence sub-
groups. In section 3 we study the family of simple hypergeometric curves over the
configuration space, introduce a multi-valued period map on this space and relate
it to a Schwarz triangle map, hence identify its monodromy group with a triangle
group. In section 4 the arithmetic aspects of this monodromy group are studied:
it is related to the monodromy group of the family of Prym varieties, and we show
how to reduce the skew-Hermitian pairing on the Prym lattice modulo a prime.
In section 5 we first prove Theorem A by tying together results from the previous
sections. After that we deduce Theorem B and related statements, and finally we
hint how to link our approach with the theories of Hurwitz curves and Shimura
varieties.
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Notation. Throughout this chapter r will be a positive integer greater than 6 and
coprime to 6 (the latter of which is equivalent to r ≡ ±1 mod 6). For a positive
integer n we set ζn = exp 2π

√
−1
n
∈ C, and µn is the group of n-th roots of unity in

C.
The ring of integers in a number field L is denoted by oL. The number fields K

and F are defined by K = Q(ζr) = Q(ζ2r) and F = Q(ζr + ζ−1
r ) = Q(ζ2r + ζ−1

2r ).
The automorphism ε of K is defined by

ε(ζr) = ζ2
r ; equivalently, ε(ζ2r) = −ζr. (5.1)

For a subgroup G of some general linear group GL(V ) of a vector space over an
arbitrary field, the image of G in PGL(V ) is denoted by PG, leading to notations
like PU(V ) which we will not explain individually.

5.2 Triangle groups
We give a slightly unusual construction of the (2, 3, r)-triangle group. For general-
ities on Fuchsian triangle groups see [55, section II.5].

Consider the unit disk D = {z ∈ C | |z| < 1} with its Poincaré metric as a
model of the hyperbolic plane. The orientation-preserving isometry group of D,
which is equal to the group of biholomorphisms D → D, can be identified with
PSU(1, 1) via Möbius transformations. In D there exists a regular geodesic triangle
T with interior angles equal to π

r
; this triangle is unique up to hyperbolic motions.

Reflecting it along its sides gives three new triangles of this type, and continuing ad
infinitum yields a tesselation C of D by regular geodesic triangles. This is shown
as the dark grey triangles in Figure 5.11 for r = 7.

The barycentric subdivision B of C is again a tesselation of D by triangles; this
time they have internal angles π

2 , π
3 and π

r
. In Figure 1 it is represented by the

lines of all colours. The following is a consequence of elementary facts in hyperbolic
geometry:
Lemma 5.1. Let g ∈ PSU(1, 1) = AutD. The following are equivalent:

(i) g preserves C, i.e. it sends every vertex, edge and face of C to a vertex, edge
or face, respectively.

(ii) g preserves B.
(iii) g preserves the set V (C) of vertices of C. �

The triangle group of type (2, 3, r) is then the group ∆ consisting of all g ∈
PSU(1, 1) satisfying the equivalent conditions of Lemma 5.1. It can be generated
by three elements A,B,C which are rotations of angles π, 2π

3 and 2π
r

, respectively,
around the corresponding vertices of one triangle in B; they lead to a presentation

∆ = 〈A,B,C | A2 = B3 = Cr = ABC = 1〉. (5.2)
1Source http://commons.wikimedia.org/wiki/File:Hyperbolic domains CMY 237.png, re-

leased into public domain by Wikipedia user Tamfang.
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Figure 5.1: A psychedelic pattern in the hyperbolic plane
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We note that this characterises ∆ uniquely up to conjugation, and this group has
two more special properties:
Proposition 5.2. Let 6 < r ≡ ±1 mod 6, and let ∆ be a triangle group of type
(2, 3, r).

(i) Let Γ ⊂ PSU(1, 1) be a subgroup (not necessarily discrete) generated by three
elliptic elements A,B,C with rotation angles π, 2π

3 and 2π
r

, respectively, sat-
isfying ABC = id. Then Γ is conjugate to ∆ in PSU(1, 1).

(ii) ∆ is a maximal discrete subgroup of PSU(1, 1), i.e. if Γ ⊂ PSU(1, 1) is a
discrete subgroup with ∆ ⊆ Γ, then ∆ = Γ.

(iii) ∆ is perfect, i.e. if G is an abelian group and f : ∆ → G is a group homo-
morphism, then f = 0.

Proof. (i) is well-known and follows by a lengthy elementary calculation; (ii) is
contained in [88, Theorems 1 and 2]. For (iii), note that

2f(A) = 3f(B) = rf(C) = f(A) + f(B) + f(C) = 0;

multiplying the last equation with 3r yields 3rf(A) = 0; because 2 and 3r are
coprime, we obtain f(A) = 0. Similarly we get f(B) = f(C) = 0.

The preimage ∆̃ of ∆ under the projection SU(1, 1) → PSU(1, 1) is more ap-
proachable from an algebraic viewpoint. Lifting the generators to suitable matrices
a, b, c, the defining relations (5.2) become

a2 = b3 = cr = abc = −1.

All elements of ∆̃ have traces in oF = Z[ζr + ζ−1
r ] by [91, Proposition 2], and it

makes sense to consider the subring

O = oF [∆̃] ⊂ M(2,C).

From standard facts about finitely generated subgroups of SL(2,C) it follows that
O is an order in a quaternion algebra A = QO = F [∆̃] over F (see e.g. [54,
Lemma 8.5.3]).
Proposition 5.3. The quaternion algebra A is unramified at all finite places of F .
Let σ : F → R be an infinite place given by σ(ζr + ζ−1

r ) = ζkr + ζ−kr with 0 < k < r
2

and k coprime to r. Then A is ramified at σ if and only if k > r
6 .

Furthermore, O is a maximal order of A.

Proof. The discriminant of O is calculated in [12, Lemma 4.4]; in our case, their
formula simplifies to

d(O) = ζr + ζ−1
r − 1 = ζr + ζ−1

r − ζ6 − ζ−1
6 = −ζ−1

6 (1− ζ6ζr)(1− ζ6ζ
−1
r ).

This is an algebraic unit because ζ6ζr and ζ6ζ
−1
r are primitive 6r-th roots of unity,

and if n is a positive integer with at least two prime divisors, then 1 − ζn is an
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algebraic unit by [98, Proposition 2.8]. By [54, Theorem 6.6.1], O has to be a
maximal order and A has to be unramified at all finite places of F .

Takeuchi gives a criterion for ramification at the infinite places for general tri-
angle groups in [91, Theorem 1] and its proof. In our case it amounts to this: A is
ramified at σ if and only if σ(ζr + ζ−1

r − 1) < 0. This is easily seen to be equivalent
to the statement to be shown.

So ∆̃ is a subgroup of O1, the group of invertible elements in O with reduced
norm equal to 1. This contains, for every prime p of F , the subgroup

O1(p) = {γ ∈ O1 | γ − 1 ∈ pO}

which can also be seen as the kernel of the reduction map O1 → (O/pO)1. By
Proposition 5.3, O⊗oF op ' M(2, op), where op is the completion of oF with respect
to p; therefore (O/pO)1 ' SL(2,Fp), where Fp = oF/p. By strong approximation
(see [54, Theorem 7.7.5]) the canonical map O1 → (O/pO)1 is surjective.

We then define the principal congruence subgroup ∆̃(p) = ∆̃ ∩ O1(p), and we
let ∆(p) be its image in ∆.
Proposition 5.4. Assume that p does not divide 6r. Then the composition ∆̃ ⊆
O1 → (O/pO)1 is surjective. Therefore,

∆/∆(p) ' PSL(2,Fp) and ∆̃/∆̃(p) ' SL(2,Fp).

Proof. This is a special case of [12, Theorem B]; note that the construction in the
proof of [12, Theorem 9.1], to which the former refers, shows that the subgroup
considered in that theorem is equal to our ∆(p).

5.3 Hypergeometric curves and their moduli

5.3.1 Cohomology of hypergeometric curves
We repeat the definition of hypergeometric curves from the introduction, but in a
more abstract fashion.
Definition 5.5. A hypergeometric curve of degree d is a smooth projective complex
curve C together with a morphism π : C → D and a distinguished point ∞ ∈ D
such that

(i) D is a smooth projective curve of genus zero;
(ii) π is a cyclic Galois covering of degree d;

(iii) π is ramified over precisely three points of D0 = D r {∞}, and possibly over
∞.

If S = {s1, s2, s3} ⊂ C r {∞} ' C denotes the set of finite branch points of π,
the monodromy of a simple, positively oriented loop around each sj gives a well-
defined element mj in the Deck group G ' Z/dZ. After choosing a generator T of
the Deck group we may identify C as the smooth projective curve birational to the
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affine curve wd = (z − s1)a1(z − s2)a2(z − s3)a3 , where 1 ≤ aj < n with T aj = mj.
In this model, π(z, w) = z and T (z, w) = (z, ζdw).

We use the term “hypergeometric curve” because the hypergeometric function

F (a, b, c; t) =
∞∑
n=0

a(a+ 1) · · · (a+ n− 1) · b(b+ 1) · · · (b+ n− 1)
c(c+ 1) · · · (c+ n− 1) · n! tn

has an integral representation

F (a, b, c; t) = Γ(c)
Γ(b)Γ(c− b)

∫ 1

0
zb−1(1− z)c−b−1(1− tz)−adz (5.3)

discovered by Euler [27, caput X]. If a, b, c are rational numbers this can be written
as a relative period on some hypergeometric curve C → P1 with finite branch points
0, 1, 1/t.
Definition 5.6. A hypergeometric curve π : C → D is called simple if all finite
branch points of π induce the same monodromy element in the deck group.

Hence a simple hypergeometric curve has an affine model as wd = f(z) where
f is a separable monic polynomial of degree three, with the projection being given
by π(z, w) = z.

Let µd ⊂ C× be the group of d-th roots of unity. Then there exists a unique
group isomorphism

ϕC : µd → AutD C (5.4)

(the deck transformation group of π) such that ϕ(ξ) operates on the tangent space
TbC for each finite branch point b of π as multiplication by ξ. In our model it is
given by ϕ(ξ)(z, w) = (z, ξw).
Proposition 5.7. Let C be a simple hypergeometric curve with affine equation wd =
f(z) as above, and assume that d is coprime to 3. Then C is a smooth projective
curve of genus d− 1; a basis of Ω1(C) is given by the forms

ωk =

z dz/wd−k for 0 < k < d/3,
dz/wk for d/3 < k < d.

for integer 0 < k < d.

Proof. That C has genus d− 1 follows by applying the Riemann–Hurwitz formula
to the covering π : C → P1, (z, w) 7→ z. That the ωk form a basis of holomorphic
one-forms is proved in [59, Theorem 3.1].

We fix some notations concerning the homology and cohomology of C. The
group H1(C,Z) is a free abelian group of rank 2(d − 1), and the intersection form
is a perfect skew-symmetric pairing

〈·, ·〉 : H1(C,Z)×H1(C,Z)→ Z.
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Complex singular cohomology H∗(C,C) can be identified with de Rham cohomo-
logy, with the cup product being translated to the exterior product. Evaluation on
the fundamental class α([C]) corresponds to integration

∫
C α, so we use the latter

symbolism even when only integral cohomology classes are considered. Poincaré
duality provides an isomorphism

(·)] : H1(C,Z)→ H1(C,Z), x 7→ x] with α(x) =
∫
C
α ∧ x] for all α ∈ H1(C,Z).

This relates the intersection form with the exterior product in the sense that

〈x, y〉 =
∫
C
x] ∧ y] for all x, y ∈ H1(C,Z).

Every homeomorphism f : C → C induces automorphisms f∗ and f ∗ of homology
and cohomology, resp.; they are related by

f ∗,−1(x]) = (f∗(x))]. (5.5)

Via de Rham cohomology H1(C,C) can be identified with the space of harmonic
one-forms on C, and this can be written as Ω1(C)⊕ Ω1(C). On this space there is
an Hermitian form

(·, ·) : H1(C,C)×H1(C,C)→ C, (α, β) =
√
−1
2

∫
C
α ∧ β.

It is positive definite on Ω1(C) and negative definite on Ω1(C).
For each d-th root of unity we obtain automorphisms ϕ(ξ)∗ of H1(C,Z) and

ϕ(ξ)∗ of H1(C,C). The latter respects the subspace Ω1(C). If σ : Q(ζd) → C is a
field embedding, we set

H1(C)σ = {x ∈ H1(X,C) | ϕ(ξ)∗(x) = σ(ξ)x for every ξ ∈ µd},

H1(C)σ = {α ∈ H1(X,C) | ϕ(ξ)∗(α) = σ(ξ)α for every ξ ∈ µd},

H1,0(C)σ = H1(C)σ ∩ Ω1(C) and H0,1(C)σ = H1(C)σ ∩ Ω1(C).

From (5.5) we deduce that the Poincaré duality isomorphism maps H1(C)σ to
H1(C)σ◦κ where κ is complex conjugation.
Proposition 5.8. Let d = 2r. For every embedding σ : K = Q(ζr) → C the space
H1(C)σ is two-dimensional.

Let ε be as in (5.1). Then H1(C)ε is the direct sum of its one-dimensional
subspaces H1,0(C)ε and H0,1(C)ε. These are generated by

dz
wr−2 and

(
z dz
wr+2

)
,

respectively. The signature of (·, ·) restricted to H1(C)ε is (1, 1).
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Proof. This is a simple calculation using the basis for Ω1(C) given in Proposition 5.7;
it is performed in [59, p. 906].

Now we study how simple hypergeometric curves vary in families. Since they are
essentially determined by their branching loci, their moduli are closely related with
those of point configurations in C. Now there are two distinct notions of equivalence
for simple hypergeometric curves π : C → P1: we may either demand that their
projections to P1 agree pointwise, or that they are related by an automorphism of
P1 fixing infinity.

5.3.2 The family of simple hypergeometric curves over
Conf3(C) and its period map

From the first point of view it is most natural to start with the configuration space
Conf3(C) which consists of all three-element subsets S ⊂ C. This can be seen as
an affine complex variety: with S ∈ Conf3(C) we associate the monic polynomial
fS(z) = ∏

s∈S(z − s). If

D(a, b, c) = a2b2 − 4b3 − 4a3c− 27c2 + 18abc

denotes the discriminant of the polynomial z3 + az2 + bz + c, assigning to S the
coefficients of fS defines a biholomorphism from Conf3(C) to C3 r {D = 0}.

Fix the degree d = 2r. Then for every S ∈ Conf3(C) there is a simple hyper-
geometric curve CS → P1 ramified over S ∪ ∞, with affine model w2r = fS(z).
These glue to a family of algebraic curves C → Conf3(C), and the homomorphisms
ϕC : µd → AutCS glue to ϕ : µd → AutC.

We fix some “base configuration” S0 ∈ Conf3(C) (for symmetry reasons we may
think of it as the set of third roots of unity). A marking of a point configuration
S ∈ Conf3(C) is an isotopy class of compactly supported homeomorphisms m : C→
C with m(S0) = S; here we only consider isotopies that are constant on S0, and a
homeomorphism is called compactly supported if it agrees with the identity outside
a compact subset. The set of all marked configurations is again in a natural way a
complex manifold TConf endowed with a forgetful map TConf → Conf3(C); this map
turns it into the universal covering space of Conf3(C). We call TConf the Teichmüller
space of configurations.

On this space the mapping-class group Modc(C, S0), consisting of isotopy classes
of homeomorphisms (C, S0)→ (C, S0) as in the definition of a marking, acts as the
deck transformation group of the universal covering.

For each marked configuration (S,m) we can consider the curve CS; the marking
m gives an isomorphism of cohomology groups m∗ : H1(CS)→ H1(CS0) respecting
the Hermitian forms and the actions of the respective operators ϕ(ξ). In particular
m∗ sends the ϕ(ξ)-eigenspace H1(CS)ε to H1(CS0 ,C)ε. Their subspaces H1,0(CS)ε
and H1,0(CS0)ε, however, need not be related by m∗, so the following makes sense:
Definition 5.9. Let L ' P1 be the space of complex lines in H1(CS0)ε, and let
L+ ⊂ L be the subspace of positive lines for the Hermitian form (·, ·) (this is an
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E1

E3

E2

Figure 5.2: Generators of Br3

open disk in L, hence biholomorphic to the unit disk). The period map at ε is the
map p : TConf → L+ that sends a marked point configuration (S,m) to the point
defined by the subspace m∗(H1,0(CS)ε).

The mapping-class group Modc(C, S0) acts on both domain and target of the
period map. As to the target, note that each homeomorphism (C, S0) → (C, S0)
which is the identity outside a compact set K has a unique lift to CS0 with the
property that it is the identity outside π−1(K), where π : CS0 → P1 is the projection.
This defines a homomorphism Modc(C, S0) → Mod(CS0), and all elements in the
image commute with the mapping-classes of the automorphisms ϕ(ξ). Hence their
action on cohomology H1(CS0) stabilises the ϕ(ξ)-eigenspaces. In short, we have a
homomorphism %ε : Modc(C, S0)→ GL(H1(CS0)ε). We denote the composition

Modc(C, S0) %ε−→ GL(H1(CS0)ε)→ PGL(H1(CS0)ε) = AutL

by P%ε. Since the image of %σ preserves the Hermitian form on H1(CS0)ε, the image
of P%ε preserves the set L+ of positive lines and we may write

P%ε : Modc(C, S0)→ AutL+ = PU(H1(CS0)ε) ' PU(1, 1).

Proposition 5.10. The period map p : TConf → L+ is Modc(C, S0)-equivariant for
the tautological action on TConf and the action defined by P%σ on L+. �

In the next subsection we shall show that the image of P%ε is a (2, 3, r) triangle
group.

5.3.3 The mapping-class group as a braid group
For the results on braid groups mentioned in this section cf. [8, chapter 1].

The mapping-class group Modc(C, S0) can be identified with Artin’s braid group
Br3 on three strands: an element of Modc(C, S0) is represented by a homeomorphism
C→ C sending S0 to S0; ignoring what happens on S0, this is isotopic to the identity.
Let h : [0, 1] × C → C be such an isotopy, and extend it to a homeomorphism
H : [0, 1]×C→ [0, 1]×C by H(t, z) = (t, h(t, z)). Then H([0, 1]× S0) ⊂ [0, 1]×C
is a braid. The thus defined homomorphism Modc(C, S0)→ Br3 is an isomorphism.
We shall identify these two groups when no confusion arises.

We give a redundant but symmetric system of generators b1, b2, b3 for Br3: with
ellipses Ei as in Figure 5.2, let bi be a half Dehn twist around Ei in counter-clockwise
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direction. Then Br3 is presented as the group generated by b1, b2 modulo the one
relation

b1b2b1 = b2b1b2;

this relation is equivalent to

(b1b2)3 = (b1b2b1)2.

The element R = b1b2 satisfies RbiR−1 = bi+1 (indices interpreted cyclically modulo
3), whence we can express b3 as a word in b1 and b2, and see that all bi are conjugate.
The centre of Br3 is infinite cyclic generated by c = R3 = (b1b2)3 = (b1b2b1)2.
Definition 5.11. Let r be a positive integer.

(i) δr : Br3 → µr is the unique group homomorphism with δr(bi) = ζr for each i.
(ii) Brr3 is the kernel of δr.

The following observation will be useful:
Lemma 5.12. Assume that r ≡ ±1 mod 6. Then every element b ∈ Brr3 can be
written as a product b = cnb′ with n ∈ Z (so that cn is in the centre of Br3) and
b′ ∈ Brr3.

Proof. Let δr(b) = ζkr . By assumption there exists n ∈ Z with 6n ≡ k mod r. If we
set b′ = c−nb, then because of δr(c) = ζ6

r we find that δr(b′) = 1 and b = cnb.

With this preparation we now turn to the representation %ε : Br3 → U(H1(C)ε).
Proposition 5.13. The two-dimensional C-vector space H1(X0,C)ε is generated
by three vectors e1, e2, e3 with the following properties:

(i) e1 + e2 + e3 = 0.
(ii) Bi = %ε(bi) operates by

Bi(ei) = ζrei, Bi(ei+1) = ei+1 − ζrei, Bi(ei+2) = ei + ei+2,

where indices are interpreted cyclically modulo 3.

Proof. McMullen [59, Theorem 4.1] constructs a system of generators e1, e2, e3; we
shall show that it satisfies (i) and (ii).

He describes the behaviour of the intersection form on these generators; note
that what he calls 〈x, y〉 is equal to (x, y) in our notation, hence his relations become

(ei, ei) = −2 sin 2π
r
, (ei, ei+1) =

√
−1(1 + ζ−1

r ), (ei, ei+2) = −
√
−1(1 + ζr).

From these relations we easily compute that (e1 + e2 + e3, ei) = 0 for every i. But
the ei generate the vector space, and the form is nondegenerate by Proposition 5.8.
This shows (i).

Finally, formula (4.1) in the proof of [59, Theorem 4.1] gives our statement
(ii).
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Lemma 5.14. (i) The determinant of the representation %σ : Br3 → U(H1(C)ε)
is equal to δr. In particular we obtain a representation

%ε : Brr3 → SU(H1(C)ε).

(ii) Recall that c = (b1b2)3 = (b1b2b1)2 generates the centre of Br3. Its image %ε(c)
is scalar multiplication by −ζ3

r .

Proof. From Proposition 5.13.(i) we see that e1, e2 form a basis of H1(C)ε, hence
from expressing %ε(b1) in this basis we see that det %ε(b1) = ζr = δr(b1). Since the
range µr of δr is commutative and the bi are conjugate to each other, we see that
also det %ε(bi) = ζr = δr(bi). Since these elements generate the braid group, we find
that det %ε = δr.

Claim (ii) follows by explicitly computing %ε(c), which we omit.

For the next proposition we consider the isomorphism H1(C)ε ' C2 defined by
the basis e1, e2. The form (·, ·) on H1(C)ε defines an Hermitian form of signature
(1, 1) on C2 whose associated unitary group we denote by U(1, 1). Then AutL+ =
PU(H1(C)ε) becomes identified with PU(1, 1) ' PSU(1, 1).
Proposition 5.15. Under these isomorphisms:

(i) The braid group Br3 and its subgroup Brr3 have the same image under P%ε,
which is a (2, 3, r)-triangle group ∆ ⊂ PSU(1, 1) = AutL+.

(ii) %ε(Brr3) becomes identified with the preimage ∆̃ in SU(1, 1) of the (2, 3, r)-
triangle group ∆ ⊂ PSU(1, 1).

Proof. We first determine the image of %ε(Br3) in PU(1, 1). An alternative system
of generators for Br3 is given by α = b1b2b1 = b2b1b2, β = b1b2 and γ = b1. In the
basis e1, e2, the images of these elements under %ε are represented by the following
matrices:

α 7→
(

0 −ζ2
r

ζr 0

)
, β 7→

(
0 −ζ2

r

1 ζr

)
, γ 7→

(
ζr −ζr
0 1

)
.

So by rescaling them in such a way that their determinants become one, we see that
the images of the three generators in PSU(1, 1) ' PU(1, 1) are

α 7→ ±
(

0 −ζ2r
ζ−1

2r 0

)
, β 7→ ±

(
0 −ζr
ζ−1
r 1

)
, γ 7→ ±

(
ζ2r −ζ2r
0 ζ−1

2r

)
.

Then by calculating traces we see that in PU(1, 1), the image A of α is a hyperbolic
rotation with angle π, the image B of β is a hyperbolic rotation with angle 2π

3 ,
and the image C of γ is a hyperbolic rotation with angle 2π

r
. Furthermore, ABC

is the image of b2b1b2b1b2b1 = c which is known to be a scalar multiplication in
U(1, 1) by Lemma 5.14, therefore the identity in PU(1, 1). That is, the subgroup
of PU(1, 1) generated by A, B, C is the one and only (2, 3, r) triangle group ∆ by
Proposition 5.2.(i).

From Lemma 5.12 and Lemma 5.14.(ii) it follows that the image of Brr3 in
PU(1, 1) is also ∆.
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Now we can determine the group %ε(Brr3) ⊂ SU(1, 1): it has to be a subgroup of
SU(1, 1) mapping to ∆ when dividing by {±1}. We remember from Lemma 5.14.(ii)
that %ε(c) is scalar multiplication by −ζ3

r ; this is a primitive (2r)-th root of unity.
Therefore cr, which is an element of Brr3, acts by multiplication with −1. Hence
minus the identity is contained in %ε(Brr3), which is therefore the entire preimage of
∆ in SU(1, 1).

This calculation explains why it is necessary to have the automorphism ε in
Theorem A. For any embedding σ : K → C we obtain a similar action P%σ of Br3
on the space of lines in H1(C)σ; but if σ is neither ε nor its complex conjugate,
then P%σ(Br3) will be an indiscrete Galois conjugate of ∆.

5.3.4 Descending to moduli space
Now we explain what happens if we identify simple hypergeometric curves whose
branching loci are related by an affine map z 7→ az + b. In this case we consider
the moduli space M∗

0,[3] of three unordered points in an affine line (equivalently,
of four points, one of which is distinguished, on a complex projective line). This
is an orbifold; it can be obtained as the orbifold quotient M∗

0,3/S3, where M∗
0,3 '

C r {0, 1} is the moduli space of three ordered points in an affine line (or four
ordered points on a projective line) and S3 is the symmetric group.

There is again a Teichmüller-theoretic description of the universal covering space
of M∗

0,[3]:
Let D be a smooth complex projective curve of genus zero with a distinguished

point ∞, and let S ⊂ Dr {∞} be a three-element subset. A marking of (D,∞, S)
is then an isotopy class of orientation-preserving homeomorphisms P1 → D sending
∞ to ∞ and S0 to S (isotopies fixing S0 ∩ {∞}). The set of all marked curves
of this type is in a natural way a complex manifold T0,4, and the forgetful map
T0,4 →M∗

0,[3] is the universal covering of our moduli space.
We have a commutative square of forgetful maps, where the horizontal maps are

universal covering maps:
TConf //

��

Conf3(C)

��

T0,4 //M∗
0,[3].

Proposition 5.16. The period map p : TConf → L+ factors through the forgetful
map TConf → T0,4. The resulting period map T0,4 → L+ is a local biholomorphism.

Proof. This is shown in [59, Theorem 6.1].

To have a better geometric understanding of the period map, we consider a
special holomorphic family C → H of simple hypergeometric curves over the upper
half plane: the fibre Cτ over τ ∈ H is the smooth projective curve with affine
equation

Cτ : w2r = z(z − 1)(z − τ).



Chapter 5. Prym varieties and triangle groups 73

s

0 1

Figure 5.3: A Schwarz triangle map

From Proposition 5.8 we recall that

ωτ = dz
wr−2 and ητ =

(
z dz
wr+2

)

form a basis of H1(Cτ )ε, the first being holomorphic and the second antiholo-
morphic, so

H1,0(Cτ )ε = Cωτ and H0,1(Cτ )ε = Cητ .

To find coordinates invariant under parallel transport in L = P(H1(Cτ )ε) we con-
sider two paths γ1 and γ2 in Cτ that are sent bijectively to the line segments [0, 1]
and [1,∞] in P1 under the projection Cτ → P1, (z, w) 7→ z. It is clearly possible to
choose them in a way that depends continuously on τ . Then the two linear forms∫

γ1
,
∫
γ2

: H1(Cτ )ε → C

are invariant under parallel transport. Now either they are linearly dependent, or
else they define a biholomorphic map

f : L = P(H1(Cτ )ε)→ P1, Cα 7→
[∫
γ1
α :

∫
γ2
α
]
. (5.6)

The period map pH : H → L+ ⊂ L of the family (Xτ ) is then given by τ 7→ Cωτ ,
and its composition with f can be written as

H→ P1, τ 7→
[∫ 1

0

dz
(z(z − 1)(z − τ)) 1

2−
1
r

:
∫ ∞

1

dz
(z(z − 1)(z − τ)) 1

2−
1
r

]
. (5.7)

Proposition 5.17. The map (5.7) is a Schwarz triangle map: it sends the upper
half plane biholomorphically to the interior of a triangle in P1 bounded by three
circular arcs, with all three interior angles equal to 2π

r
. Its continuous extension to

the boundaries sends 0, 1 and ∞ to the triangle’s vertices.

Proof. We use the following classical result, see e.g. [66, section V.7]: a meromorphic
function s : H→ P1 maps H biholomorphically to the interior of a triangle bounded
by circular arcs with interior angles πα, πβ, πγ at the vertices s(0), s(1) and s(∞)
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if and only if s is a quotient of two linearly independent solutions g1, g2 of the
hypergeometric differential equation

τ(1− τ)g′′(τ) + [c− (a+ b+ 1)τ ]g′(τ)− abg(τ) = 0 (5.8)

with
a = 1− α + β − γ

2 , b = 1− α− β − γ
2 , c = 1− α.

For α = β = γ = 2
r

these parameters become

a = 1
2 −

1
r
, b = 1

2 −
3
r
, c = 1− 2

r
.

One solution of (5.8) is given by the hypergeometric function F (a, b, c; τ); from
Kummer’s list of 24 solutions (see [2, equation 15.5.7]) we find that τ−aF (a, 1 +a−
c, 1 + a − b; 1/τ) is a second one. That the two solutions are linearly independent
can be checked using the transformation formula [2, equation 15.3.7]. We compute
using Euler’s integral (5.3) and the substitution x = 1/z, with nonzero constants
C1, C2:

C1F (a, b, c; τ) =
∫ 1

0
x−

1
2−

3
r (1− x)− 1

2 + 1
r (1− xτ)− 1

2 + 1
rdx

= −
∫ 1

∞
z3( 1

r
− 1

2 )
(

1− 1
z

) 1
r
− 1

2
(

1− τ

z

) 1
r
− 1

2
dz

=
∫ ∞

1
[z(z − 1)(z − τ)] 1

r
− 1

2 dz,

which is the denominator of (5.7), and

C2τ
−aF (a, 1 + a− c, 1 + a− b; 1/τ) = C2τ

1
r
− 1

2F
(1

2 −
1
r
,
1
2 + 1

r
, 1 + 2

r
; 1
τ

)
= τ

1
r
− 1

2

∫ 1

0
z

1
r
− 1

2 (z − 1) 1
r
− 1

2

(
z

τ
− 1

) 1
r
− 1

2
dz

=
∫ 1

0
[z(z − 1)(z − τ)] 1

r
− 1

2 dz

which is the numerator of (5.7).

In particular this map is nonconstant, whence the two integrals are really linearly
independent and (5.6) really defines a coordinate on the projective line L.

This calculation has the following significance for our problem: the Teichmüller
space T0,4 can be identified with the universal covering space of Cr {0, 1} 'M∗

0,3.
The last isomorphism identifies τ ∈ Cr{0, 1} with the point configuration (0, 1, τ).
The upper half plane H ⊂ M∗

0,3 is a simply connected open subset, therefore it
admits some lift H̃ to T0,4. Then our calculation means that for some isomorphism
L ' P1 the restriction of the period map p : T0,4 → L ' P1 to H̃ is given by (5.7).
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Proposition 5.18. The image of T0,4 under the period map p : T0,4 → L+ is L+

minus a discrete countable subset.
More precisely, the image of H̃ ⊂ T0,4 is the interior of a geodesic equilateral

triangle with interior angles 2π
r

in L+. Reflecting this repeatedly along its sides gives
a tesselation C of L+ by triangles, and the image of the period map is L+ minus
the set V (C) of vertices of C.

Proof. From Proposition 5.17 we see that there exists some disk D ⊂ L with corres-
ponding Poincaré metric such that p maps H̃ biholomorphically to the interior of a
geodesic equilaretal triangle T in D with interior angles equal to 2π

r
. Furthermore it

extends to a homeomorphism H∪P1(R)→ T (the topological closure of T ), smooth
outside of 0, 1,∞ which are mapped to the vertices of T . By the Schwarz reflection
principle, all (open) edges and faces of C are in the image of p.

This shows the statement except for the identification D = L+. But since the
image of the period map is contained in L+ we must have D ⊆ L+. On the other
hand all elements of ∆(2, 3, r) = P%ε(Br3) have to operate as isometries of L+,
which shows that the boundary of D, which is the limit set of ∆(2, 3, r), has to be
contained in the boundary of L+, so D = L+.

Again the choice of the embedding ε turns out to be crucial. For σ : K → C
which is neither ε nor its complex conjugate we will still obtain a period map
and a Schwarz triangle mappping, but the triangles’ interior angles will be proper
multiples of 2π

r
, so continued reflection will lead to overlapping.

In the next lemma an affine-linear map is a map C→ C of the form z 7→ az+ b
with a, b ∈ C, a 6= 0.
Lemma 5.19. For i = 1, 2, let ti ∈ TConf be represented by a configuration Si ⊂ C
and a homeomorphism mi : (C, S0)→ (C, Si). The following are equivalent:

(i) p(t1) = p(t2);
(ii) there exists an affine-linear map ` : C→ C with `(S1) = S2 such that the class

of m−1
2 ◦ ` ◦m1 in Br3 is in the kernel of P%ε.

Proof. The implication (ii) ⇒ (i) is clear. For the other direction, we make a case
distinction as to the size of

Aut(S) = {` : C '→ C affine-linear | `(S) = S} ↪→ S3.

For a generic S, the group Aut(S) is trivial, and we shall assume that Aut(S1) =
Aut(S2) = {id}. The other cases can be handled similarly.

Every S ∈ Conf3(C) can be mapped by an affine-linear map to a set of the form
{0, 1, τ} with τ ∈ Cr {0, 1}. Then a simple calculation shows that

Aut(S) = {id} ⇔ τ ∈ CrE with E = {0, 1, 2,−1, 1
2 , ζ6, ζ

−1
6 }.

Here E is the set of exceptional orbits for the anharmonic group

A =
{
λ 7→ λ, 1− λ, 1

λ
,

1
1− λ, 1−

1
λ
,

λ

λ− 1

}
⊂ PGL(2,C)
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0 1

Figure 5.4: A fundamental domain for A

p

Figure 5.5: The period map on F̃

(whose action on C r {0, 1} corresponds to the action of S3 ' A on the elements
of S via rescaling). Note that geometrically, A is a triangle group of type (2, 3, 2).
A fundamental domain for A acting on CrE is given by

F = {τ ∈ H | |τ | < 1 and |τ − 1| ≤ 1} ∪
]
0, 1

2

[
,

the shaded area in Figure 5.4. It is a fundamental domain in the strong sense that
for every τ ∈ CrE there exist precisely one g ∈ A with g(τ) ∈ F.

Recall that we have lifted H to an open subset H̃ ⊂ T0,4, and there is a unique
extension to a continuous lift F̃ of F. Symmetry considerations in Figure 5.5 show
that the image of F̃ under the period map is a fundamental domain for the action
of ∆ = P%ε(Br3) on L+ minus the fixed points of the elliptic elements, and the map
F → p(F̃) is actually a bijection since p operates on H̃ as a Schwarz triangle map.

Now can prove the implication (i) ⇒ (ii): let ti ∈ TConf be represented by
(Si,mi) as in the lemma’s statement, and assume that Aut(Si) is trivial. Without
loss of generality we may assume that p(t1) = p(t2) ∈ p(F̃). For each i there exists
a unique affine-linear map ki : C '→ C with ki(S) = {0, 1, τi} such that τi ∈ F. But
then

pH(τ1) = p(t1) = p(t2) = pH(τ2).

But pH being injective, this means that τ1 = τ2. Setting ` = k−1
2 ◦ k1 we get a
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commutative diagram

S0
m1 //

m−1
2 ◦`◦m1

��

S1
k1 //

`

��

{0, 1, τ1}

S0 m2
// S2 k2

// {0, 1, τ2}.

(5.9)

Finally we observe that P%ε(m−1
2 ◦`◦m1) fixes a point of p(F), but p(F) contains no

fixed points of nontrivial elements in ∆ = P%ε(Br3); hence P%ε(m−1
2 ◦`◦m1) = id.

5.4 Congruence subgroups
Up to now we have only studied the monodromy action of the braid group on
cohomology with complex coefficients. To find out something about its arithmetic
properties, we switch to integral homology.

5.4.1 The Prym lattice
As before, let πd : Cd → D be a simple hypergeometric curve of degree d with affine
model wd = f(z). For every divisor e of d there is a unique projection f : Cd → Ce

where πe : Ce → D is a simple hypergeometric curve with the same branch locus,
compatible with the projections to D and the distinguished monodromy operations
ϕ(ξ). It can be constructed by Ce = Cd/ϕ(µd/e). In coordinates it is given by
f(z, w) = (z, wd/e).
Definition 5.20. Let π : Cd → D be a simple hypergeometric curve. Its Prym
variety is the abelian variety

PrymCd = ker0

JacCd →
∏
e|d,

1<e<d

JacCe

 ,
where the map between Jacobians is induced by the projections Cd → Ce, and ker0

denotes the connected component of the kernel containing 0.
As a complex torus the Prym variety is given as

PrymCd = Ω1(Cd)⊥old/H1(Cd,Z)new.

Here Ω1(Cd)old is the C-linear subspace of Ω1(Cd) generated by the pullbacks of
abelian differentials from Ce for proper divisors e of d, and Ω1(Cd)⊥old is the space
of linear forms Ω1(Cd) → C vanishing on Ω1(Cd)old. Finally, H1(Cd,Z)new is the
intersection of the kernels of the maps H1(Cd,Z)→ H1(Ce,Z).
Proposition 5.21. Assume that d is coprime to 3.

The Prym variety of a simple hypergeometric curve C = Cd is an abelian variety
of dimension ϕ(d). The automorphisms ϕ(ξ)∗ of JacC induced by ϕ(ξ), where ξ is
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a primitive d-th root of unity, stabilise PrymC, and the minimal polynomial of the
restriction of each ϕ(ξ)∗ to PrymC is the d-th cyclotomic polynomial. Consequently
we obtain an inclusion of rings ΦC = Φ: Z[ζd] ↪→ End PrymC with Φ(ξ) = ϕ(ξ)∗.

Proof. Recall the basis ω1, . . . , ωd−1 of Ω1(C) from Proposition 5.7. A similar basis
of course exists for Ω1(Ce) with e|d, and so we see that Ω1(X)old is generated by
the ωk with k, d not coprime. Therefore dim Ω1(C)old = d−1−ϕ(d) (minus one for
d|d not occurring) and dim PrymC = dim Ω1(C)⊥old = ϕ(d). The action ϕ(ξ)∗ on
Ω1(C) is given by ϕ(ξ)∗(ωk) = ξkωk resp. ξ−kωk, therefore ϕ(ξ) stabilises Ω1(C)⊥old
and operates there as a diagonalisable map all of whose eigenvalues are primitive
d-th roots of unity.

Setting Λ = H1(C,Z)new = H1(PrymC,Z) we can therefore view Λ as an oK-
module, where K = Q(ζr). The restriction of the intersection form 〈·, ·〉 : H1(C,Z)×
H1(C,Z) → Z defines a skew-symmetric pairing Λ × Λ → Z; we now explain how
to lift it to a K-valued pairing.

For every field embedding σ : K → C define a map

fσ = πσ ◦ (·)] : Λ→ H1(C,C) (·)]→ H1(C,C) πσ→ H1(C)σ.

Here πσ is the orthogonal projection for (·, ·). We note:
Lemma 5.22. Let κ : K → K be complex conjugation. With the oK-module struc-
ture on Λ defined by Φ and that on H1(C)σ defined by the identity inclusion oK ⊂ C,
the map f is (oK , σ ◦ κ)-semilinear. That is, fσ(αx) = σκ(α)x.

Proof. Let α ∈ oK and x ∈ Λ; we need to show f(Φ(α)(x)) = σκ(α)f(x).
It suffices to check this for α = ζ2r. By definition Φ(ζ2r)(x) = ϕ(ζ2r)∗(x), so we

need to determine f(ϕ(ζ2r)∗(x)). Recalling (5.5) we calculate

f(Φ(ζ2r)(x)) = πσ((ϕ(ζ2r)∗(x))]) = πσ(ϕ(ζ2r)−1,∗(x]))
= σ(ζ−1

2r )πσ(x]) = σκ(ζ2r)f(x).

Definition 5.23. Let σ : K → C be an embedding. For x, y ∈ Λ we set

{x, y}σ =
∫
C
fσ(x) ∧ fσ(y) = −2

√
−1(fσ(x), fσ(y)).

For ε : K → C as in (5.1) we write {x, y} = {x, y}ε.
To state the properties of this pairing, recall that K is a quadratic extension

of its totally real subfield F = Q(ζr + ζ−1
r ); the nontrivial Galois automorphism

is given by complex conjugation α 7→ α. A K|F -skew-Hermitian form on an oK-
module M is a map H : M × M → K which is sesquilinear in the sense that
H(αx, βy) = αβH(x, y), and satisfies H(x, y) +H(y, x) = 0 for all x, y ∈M .
Proposition 5.24. The form {·, ·} is a K|F -skew-Hermitian form on Λ. The
intersection form can be retrieved as

〈x, y〉 = trK|Q{x, y} for all x, y ∈ Λ. (5.10)

If x, y ∈ Λ, then {x, y} ∈ oK [1/r].



Chapter 5. Prym varieties and triangle groups 79

Proof. First we note that the image of fσ lies actually in the subspace H1(C,C)new
which is the orthogonal complement of H1(C,C)old: let x ∈ Λ and ω ∈ H1(C,C)old,
then ω can be written as a linear combination of pullbacks from simple hypergeo-
metric curves of lower degree. Without loss of generality, ω = g∗η where g : C → Ce

and η ∈ Ω1(Ce). Then we calculate

(fσ(x), ω) =
√
−1
2

∫
C
fσ(x) ∧ g∗η =

∫
x
g∗η =

∫
g∗(x)

η = 0

because g∗(x) = 0 by x ∈ Λ = H1(C,Z)new. Now there is a direct sum decomposition

H1(C,C)new =
⊕

σ : K→C
H1(C)σ, (5.11)

orthogonal for (·, ·) since it is defined by eigenspaces of a self-adjoint map.
Being the C-linear span of the Poincaré dual of Λ, the subspace H1(C,C)new

is actually defined over Q, and summands H1(C)σ in (5.11) are defined over K
by their construction as eigenspaces. Hence the orthogonal projection πσ is also
defined over K, and we see that {·, ·} has indeed values in K.

Sesquilinearity follows easily from Lemma 5.22, and that {·, ·} is skew-Hermitian
follows from the fact that the wedge product is skew-symmetric.

Concerning (5.10), note that by (5.11) every x ∈ Λ can be written as

x] =
∑

σ : K→C
πσ(x])

and for x, y ∈ Λ we compute

〈x, y〉 =
∫
C
x] ∧ y] = −2

√
−1(x], y])

= −2
√
−1

∑
σ : K→C

(πσ(x]), πσ(y]))

=
∑
σ

∫
C
πσ(x]) ∧ πσ(y]) =

∑
σ

σ({x, y}) = trK|Q{x, y}

which proves (5.10). Here the second equality holds because y] is a real cohomology
class, and the third equality holds because the projections πσ for different σ are
mutually orthogonal.

Finally if x, y ∈ Λ and α ∈ oK then

trK|Q α{x, y} = trK|Q{Φ(α)x, y} = 〈Φ(α)x, y〉 ∈ Z,

so {x, y} lies in d−1, the inverse different of K|Q, which is contained in oK [1/r].

Proposition 5.25. The form {·, ·} on Λ is nondegenerate.

Proof. Assume that x ∈ Λ is such that {x, y} = 0 for all y ∈ Λ; taking traces to
Q we find that 〈x, y〉 = 0 for all y ∈ Λ. This can be expressed in terms of their
Poincaré duals as (x], y]) = 0 for all y ∈ Λ. Now Λ]⊗ZC = H1(C,C)new, so

∫
x ω = 0

for all ω ∈ H1(C,C)new = 0. But also
∫
x ω = 0 for all ω ∈ H1(C,C)old, so by the

nondegeneracy of (·, ·) we find that x = 0.
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Lemma 5.26. The C-linear map Λ⊗oK ,σκC→ H1(C)σ obtained from fσ by scalar
extension σκ : oK → C is an isomorphism.

Phrased otherwise, the image fσ(Λ) is an oK-lattice in H1(C)σ, i.e. the obvious
map fσ(Λ)⊗oK C→ H1(C)ε is an isomorphism.

Proof. The two spaces have the same dimension, so it suffices to show injectivity.
Since {·, ·} is nondegenerate, so is its scalar extension {·, ·}C on Λ⊗oK ,ε C, which is
a skew-Hermitian form in the usual sense. Since the map in the Lemma relates this
form, up to a scalar factor, to the nondegenerate form (·, ·), it has to be injective.

5.4.2 Skew-Hermitian forms over finite fields
Let F be a finite field of odd characteristic, and let K be a separable two-dimensional
F-algebra; denote the nontrivial F-algebra automorphism of K by a 7→ a. Let V be
a finitely generated free K-module.

Recall that a K|F-Hermitian form on V is a map H : V ×V → K which is linear
in the first variable, antilinear in the second variable (meaning H(x, by) = bH(x, y))
and satisfies H(x, y) = H(y, x) for all x, y ∈ V . Such a form is called nondegenerate
if H(x, y) = 0 for all y ∈ V implies x = 0. An orthonormal basis for an Hermitian
form H is a K-basis (e1, . . . , en) of V such that H(ei, ej) = δij.

Either K is itself a field or K ' F × F. In the second case, Hermitian forms
boil down to something simpler: a free (F× F)-module V of rank n is of the form
V1×V2, where each Vj is an F-vector space of dimension n, and scalar multiplication
is of the form (λ1, λ2) · (v1, v2) = (λ1v1, λ2v2). An Hermitian form H can be written
as (H1, H2) with each Hi having values in F. We then define an F-bilinear map
h : V1 × V2 → F by h(v1, w2) = H1((v1, 0), (0, w2)). The form H is completely
determined by h: we find that

H((v1, 0), (w1, 0)) = H((1, 0) · (v1, 0), (1, 0) · (w1, 0)) = (1, 0) · (1, 0) ·H(· · · ) = 0

and similarly
H((0, v2), (0, w2)) = 0;

the first mixed case is simplified as

H((v1, 0), (0, w2)) = H((1, 0)(v1, 0), (0, w2))
= (1, 0)H(· · · ) = (H1(· · · ), 0) = (h(v1, w2), 0),

and for the second mixed case we conclude

H((0, v2), (w1, 0)) = H((w1, 0), (0, v2))
= (h(w1, v2), 0) = (0, h(w1, v2)).

Adding all these together we obtain

H((v1, v2), (w1, w2)) = (h(v1, w2), h(w1, v2)). (5.12)

Vice versa, any F-bilinear form h : V1 × V2 → F defines an Hermitian form H on V
by (5.12); H is nondegenerate if and only if h is a perfect pairing.
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Lemma 5.27. Let H be a nondegenerate K|F-Hermitian form on V . Then there
exists an orthonormal basis for H.

Proof. The result is well-known if K is itself a field (an orthonormal basis can be
constructed by the Gram–Schmidt procedure, using that the norm map N: K× →
F× is surjective), so we assume K = F×F. Writing V = V1×V2 as above and using
the correspondence H ↔ h, we obtain a perfect pairing h : V1×V2 → F. So we may
choose an F-basis (b1, . . . , bn) of V1 and the corresponding dual basis (b∗1, . . . , b∗n) of
V2, which is determined by h(bi, b∗j) = δij. From (5.12) we see that (e1, . . . , en) with
ei = (bi, b∗i ) is an orthonormal basis of V .

In practice we need to work with skew-Hermitian forms instead; these are defined
precisely like Hermitian forms with the exception that the equation H(x, y) =
H(y, x) is replaced by H(x, y) + H(y, x) = 0. If we fix an element t ∈ K× with
t + t = 0 (these always exist), we obtain a bijection between Hermitian and skew-
Hermitian forms by H ↔ tH. Orthonormal bases in the old sense do not exist,
but we can instead consider t-orthonormal bases, i.e. bases (e1, . . . , en) satisfying
H(ei, ej) = tδij. Note also that the unitary group

U(tH) = U(H) = {g ∈ GL(V ) | H(g(v), g(w)) = H(v, w) for all v, w ∈ V }

acts simply transitively on t-orthonormal bases.
Although the notion of t-orthonormal bases seems to depend on t, this com-

plication can easily be avoided. Suppose that s is another invertible element of
K with s + s = 0. Then s = `t for some ` ∈ F×, and there exists some element
k ∈ K× with kk = `. Then if (e1, . . . , en) is a t-orthonormal basis, (ke1, . . . , ken)
is an s-orthonormal basis. Vice versa, if (e1, . . . , en) is a t-orthonormal basis and
k ∈ K×, then (ke1, . . . , ken) is a (kkt)-orthonormal basis. Hence we can define a
projectivised orthonormal basis for a skew-Hermitian form H as an equivalence class
of n-tuples in V , where (e1, . . . , en) ∼ (λe1, . . . , λen) with λ ∈ K×, such that some
(any) representative defines a t-orthonormal basis for some t.

Let Fp be the prime field contained in F, and define the Fp-bilinear form 〈·, ·〉
by

〈v, w〉 = trK|Fp H(v, w).

Lemma 5.28. Let (e1, . . . , en) be a K-basis of V . The following are equivalent:
(i) (e1, . . . , en) is a t-orthonormal basis for H, for some t ∈ K× with t+ t = 0.

(ii) For all x, y ∈ K and all i, j, the equation 〈xei, yei〉 = 〈xej, yej〉 holds, and for
i 6= j, the equation 〈xei, yej〉 = 0 holds.

Proof. The implication (i) ⇒ (ii) is easy, so let us assume that (ii) holds. Set
ti = H(ei, ei), then 〈xei, ej〉 = trK|Fp(xti). Therefore tr(xti) = tr(xtj) = 0 for every
x, and by Lemma 5.29 below we conclude that ti = tj, in particular all H(ei, ei)
are equal to some common t ∈ K which must, H being skew-Hermitian, satisfy
t+ t = 0, hence be invertible.

Lemma 5.29. Let t ∈ K be such that trK|Fp(tx) = 0 for every x ∈ K. Then t = 0.
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Proof. Assume first that K is a field. If t 6= 0, then t is invertible, hence the
assumption implies that the trace is identically zero on K, which contradicts the
fact that extensions between finite fields are always separable. Hence t = 0.

Now assume that K = F× F and t = (t1, t2). Then for x = (x1, x2) we find that
tr(xt) = trF|Fp(x1t1 + x2t2). If one of the tj were nonzero, we would again obtain
that the trace trF|Fp vanishes identically. Hence t = (0, 0) = 0.

Lemma 5.30. The group PSU(V ) operates on the set B(V ) of projectivised or-
thonormal bases for H without fixed points; it has precisely two orbits.

Proof. The group SU(V ) fits into an exact sequence

1→ SU(V )→ U(V ) det−→ K×
NK|F−→ F× → 1. (5.13)

Let K ⊂ K× be the kernel of the norm map. This is a finite cyclic group of even
order: if K× is a field, we use the fact that every finite subgroup of the multiplicative
group of a field is cyclic, see [83, Chapitre I, Théorème 2] and the remark after its
proof. If K ' F× F, then K ' F× which is cyclic by the same theorem. The order
is |F|+ 1 in the first case, |F| − 1 in the second case.

Now (5.13) gives rise to a short exact sequence

1→ PSU(V )→ PU(V )→ K/K2 → 1

with K/K2 ' Z/2Z. As PU(V ) operates simply transitively on the projectivised
orthonormal bases for H, the lemma follows.

Proposition 5.31. Let the rank of V be two. Then there are group isomorphisms
SU(V ) ' SL(2,F) and PSU(V ) ' PSL(2,F).

Proof. For K a field this is a classical result, see e.g. the discussion in [100, sec-
tion 3.6]. If K = F × F, write V = V1 × V2 with a perfect pairing h : V1 × V2 → F
as in (5.12). A unitary automorphism g must respect the factorisation V1 × V2 by
K-linearity, so it can be written as g = (g1, g2) with gi ∈ GLF(Vi). From (5.12) we
see that g ∈ U(V ) if and only if g2 is the inverse of the h-adjoint of g1; therefore
the map U(V ) → GLF(V1) given by g 7→ g1 is an isomorphism. The determinant
of g is then (det g, det g−1) ∈ K× = F× × F×, so the subgroup SU(V ) is mapped
isomorphically to SLF(V1). Since this isomorphism maps −1 to −1, we obtain
PSU(V ) ' PSLF(V ) ' PSL(2,F).

5.4.3 Reduction modulo a prime ideal
We now study the reduction of Λ under a prime ideal of F .
Proposition 5.32. Let p be a rational prime not dividing r, and let Λp = Λ/pΛ.
Then the canonical map Λp → H1(C,Fp) is an embedding which identifies the inter-
section form modulo p on Λp with the intersection form on its image in H1(C,Fp).
The intersection form defines a perfect symplectic pairing 〈·, ·〉p : Λp × Λp → Fp.
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Proof. Consider the automorphism ϕ(ζr)∗ of H1(C,Z) (note this time we take a
primite r-th root of unity, not a 2r-th one), and let f ∈ Z[x] and D as in Lemma 5.33
below for d = r. Since D and p are coprime there exists some m ∈ N with
mD ≡ 1 mod p. Set then P = m · f(ϕ(ζr)∗) ∈ EndH1(C,Z); from the eigenspace
decomposition for ϕ(ζr)∗ we see that this endomorphism operates as multiplica-
tion by mD on Λ, and as 0 on its orthogonal complement Λ⊥. In particular, P is
self-adjoint for the intersection form and satisfies P 2 = mDP .

Reduction modulo p yields a self-adjoint endomorphism

Pp : H1(C,Fp)→ H1(C,Fp)

with P 2
p = 1 by mD ≡ 1 mod p. It is therefore an orthogonal projection onto a

symplectic subspace V .
From the properties of P we conclude that

pΛ ⊆ P (H1(C,Z)) ⊆ Λ,

so V = imPp is contained in the image of Λ→ H1(C,Fp). Vice versa, if x ∈ Λ then
in H1(C,Fp) we get

[x] = [mDx] = [P (x)] = Pp([x]) ∈ V.

So V is the image of Λ in H1(C,Fp). It remains to be shown that the kernel of
the reduction map Λ → H1(C,Fp) is pΛ. So let x ∈ Λ with its reduction [x] = 0;
then there exists some y ∈ H1(C,Z) with x = py. But since Λ is the kernel of a
homomorphism with torsion-free image, y ∈ Λ and therefore x ∈ pΛ. The other
inclusion is clear.

Lemma 5.33. Let d be a positive integer. Then there exist an integer D and a
polynomial f ∈ Z[x] such that all the primes dividing D also divide d, and for a
d-th root of unity ξ,

f(ξ) =

D if ξ is a primitive d-th root of unity;
0 else.

Proof. Let ce(x) be the e-th cyclotomic polynomial, and set

g(x) =
∏
e|d,
e<d

ce(x) = xd − 1
cd(x) =

∏
ξd=1

ξ imprimitive

(x− ξ).

Then g(x) ∈ Z[x], and for a d-th root ξ of unity, g(ξ) 6= 0 if and only if ξ is primitive.
Now set

f(x) =
∏

1≤m≤d,
gcd(d,m)=1

g(xm).

Then f(ξ) = 0 for any imprimitive d-root of unity ξ, and for primitive ξ we obtain

f(ξ) =
∏
m

g(ξm) = NQ(ξ)|Qg(ξ).
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This is a nonzero rational integer independent of ξ, so we may denote it by D. It
remains to be shown that D has at most the prime divisors of d.

In the ring of integers Z[ξ] of Q(ξ) the element

g(ξ) =
∏
ωd=1

ω imprimitive

(ξ − ω)

is a divisor of

∏
ωd=1
ω 6=ξ

(ξ − ω) = lim
z→ξ

∏
ωd=1
ω 6=ξ

(z − ω) = lim
z→ξ

zd − 1
z − ξ

= ∂

∂z
(zd − 1)|z=ξ = dξd−1.

Taking norms to Q we find that D is a divisor of dϕ(d).

Set Ap = oK/poK and Bp = oF/poF ; then Λp is in a natural way an Ap-module.
Lemma 5.34. The Ap-module Λp is free of rank two.

Proof. Since Λ is a lattice in the K-vector space Λ ⊗ Q, it has to be a locally free
oK-module of rank two. This implies that Λ⊗ZZp is a free module of rank two over
oK ⊗Z Zp.

Let p be a prime in F = Q(ζr + ζ−1
r ) not dividing r, and set Fp = oF/p and

Kp = oK/poK . Then Fp is a finite field and Kp is a separable Fp-algebra of dimension
two, so it is either a field itself or isomorphic to Fp × Fp, depending on whether p
is inert or split in K (it cannot ramify because it does not divide r). Finally recall
that Λ has a structure as oK-module, and set

Λp = Λ/pΛ = Λ⊗oK Kp,

which is in a natural way a Kp-module. We denote the image of an element x ∈ Λ
in Λp by [x]p. The K|F -skew-Hermitian form {·, ·} on Λ has values in oK [1/r] by
Proposition 5.24, therefore it reduces to a Kp|Fp-skew-Hermitian form

{·, ·}p : Λp × Λp → Kp, {[x]p, [y]p}p = {x, y} mod poK .

Proposition 5.35. The skew-Hermitian form {·, ·}p on Λp is perfect, and Λp is a
free Kp-module of rank two.

Proof. The freeness follows from Lemma 5.34 and the observation that Λp = Λp⊗Ap
Kp.

For the pairing, we first construct an auxiliary form on Λp with values in Ap =
oK/poK . Set Bp = oF/poF . Since F |Q is a Galois extension, p splits in F as
poF = p1 · · · pg where the pi are distinct prime ideals conjugate under the Galois
group, and without loss of generality p1 = p. There is a natural isomorphism

Bp → oF/p1 × · · · oF/pg, α mod p 7→ (α mod p1, . . . , α mod pg). (5.14)
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Furthermore, Ap is a Bp-algebra that comes with an involution a 7→ a which is just
the reduction of complex conjugation oK → oK . The subring Bp is fixed by this
involution, and so it makes sense to speak of Ap|Bp-skew-Hermitian forms.

Define such a form {·, ·}p on Λp by

{[x]p, [y]p}p = {x, y} mod p ∈ Ap.

It is related to the intersection form 〈·, ·〉p by

〈[x]p, [y]p〉p = trAp|Fp{[x]p, [y]p}p,

and therefore it is nondegenerate: if {[x]p, [y]p}p = 0 for all [y]p, then by taking
traces to Fp we see that 〈[x]p, [y]p〉 = 0 for all [y]p, and using Proposition 5.32 we
see that [x]p = 0. But this means that the homomorphism

Λp → HomAp(Λp, Ap), [y]p 7→ {·, [y]p}p (5.15)

is injective; but since target and domain are finite groups of the same cardinality by
Lemma 5.34, (5.15) has to be bijective, hence the pairing {·, ·}p has to be perfect.

To relate this to our form {·, ·}p, note that we may define analogous forms {·, ·}pi
having values in oF/pi, for each 1 ≤ i ≤ g. Then under the isomorphism (5.14)
{[x]p, [y]p}p corresponds to

({[x]p1 , [y]p1}p1 , . . . , {[x]p1 , [y]p1}p1).

Assume that a ∈ Λp1 satisfies {a, [y]p1}p1 = 0 for every y ∈ Λ. Then we may find
some x ∈ Λ with [x]p1 = a and [x]pi = 0 for all i > 1, and then

{[x]p, [y]p}p = 0 for all y ∈ Λ

since it corresponds to

({a, [y]p1}p1 , {0, [y]p2}p2 , · · · ) = (0, 0, · · · )

under the isomorphism (5.14). Since we already know that {·, ·}p is nondegenerate,
[x]p = 0 and therefore a = [x]p1 = 0. We conclude as for {·, ·}p that the pairing
actually has to be perfect.

5.4.4 Prym level structures
Recall that PrymC = Ω1(C)⊥old/Λ; therefore we have a canonical identification of
finite groups

(PrymC)[p] = p−1Λ/Λ ⊆ 1
p

Λ/Λ.

The latter group is mapped isomorphically to Λp = Λ/pΛ by the multiplication-by-p
map mp. Hence we obtain an embedding of finite groups

mp : (PrymC)[p]→ Λp. (5.16)
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Lemma 5.36. Under the isomorphism

Λp → Λp1 × · · · × Λpg , x mod p 7→ (x mod p1, . . . , x mod pg)

the image of (5.16) is precisely Λp1 × 0× · · · × 0.

Proof. Recall that poF = p1 · · · pg with distinct prime ideals pi, and with p1 = p.
Then pp−1Λ = p2 · · · pmΛ, which clearly reduces to zero in Λpi with i > 1, so the
image is contained in the product. The other inclusion then follows by comparing
cardinalities.

Proposition 5.37. The multiplication-by-p map induces an isomorphism of Kp-
modules

(PrymC)[p]→ Λp.

It relates the Weil pairing on the domain with the skew-Hermitian form {·, ·}p on
the target by

ep(x, y) = exp
(

2π
√
−1
p

trKp|Fp{px, py}p
)
.

Proof. Only the statements about the pairings remains to be shown. The Weil
pairing is related to the intersection pairing by

ep(x, y) = exp
(

2π
√
−1
p
〈px, py〉p

)
,

see [65, p. 237]. Therefore we need to show that

〈px, py〉p = trKp|Fp{px, py}p. (5.17)

But this follows from applying Lemma 5.38 below to α = trK|F ({px, py}) = {px, py}−
{py, px}, since the left hand side of (5.17) is equal to 〈px, py〉p = (trF |Q α) mod p
and the right hand side to trFp|Fp(α mod p).

Lemma 5.38. Let α ∈ p2 · · · pg = p−1poK ⊂ oF . Then(
trF |Q α

)
mod p = trFp|F(α mod p).

Proof. Let FD be the decomposition field of p in F . This is a subextension Q ⊆
FD ⊆ F with [FD : Q] = g, and p decomposes in this field as poFD = pD1 · · · pDg ,
where oFD/p

D
i = Fp and pDi oF = pi.

Then for any automorphism σ ∈ Gal(F |FD) still σ(α) ∈ p2 · · · pg; therefore
trF |FD α ∈ pD2 · · · pDg . Next, if σ ∈ Gal(FD|Q) is different from the identity we
obtain σ(trF |FD α) ∈ pD1 , so

trF |Q(α) = trFD|Q(trF |FD α) ≡ trF |FD α mod pD1 .

Since the natural homomorphism Gal(F |FD) → Gal(F|Fp) is an isomorphism, the
desired equation follows.
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This comparison suggests to define Prym level structures in a way that only uses
the Weil pairing and the Kp-module structure.
Definition 5.39. An orthonormal basis of (PrymC)[p] is a basis (x1, x2) of that
group as a Kp-module, satisfying:

(i) ep(Φ(α)x1,Φ(β)x1) = ep(Φ(α)x2,Φ(β)x2) for all α, β ∈ Kp;
(ii) ep(Φ(α)x1,Φ(β)x2) = 0 for all α, β ∈ Kp.

Two orthonormal bases (x1, x2) and (y1, y2) are declared equivalent if there exists
α ∈ K×p with Φ(α)x1 = y1 and Φ(α)x2 = y2. An equivalence class of orthonomal
bases is called a Prym level p structure on C.

From Lemma 5.28 and Proposition 5.37 we conclude:
Proposition 5.40. The multiplication-by-p map provides a bijection between Prym
level p structures and projectivised orthonormal bases of Λp. Every simple hyper-
geometric curve of degree 2r admits a Prym level p structure. �

5.4.5 The braid group action on the Prym lattice
Recall the family of simple hypergeometric curves C → Conf3(C) from section 5.3.2.
Just like on cohomology the braid group Br3 = π1(Conf3(C), S0) acts on the homo-
logy group H1(CS0 ,Z) by monodromy; this action commutes with the automorph-
isms ϕ(ξ)∗ and therefore preserves the Prym lattice Λ ⊂ H1(C,Z) and its oK-module
structure. It also preserves the intersection form, the Poincaré duality isomorphism
and the various ϕ(ξ)∗-eigenspaces in cohomology, so that we obtain a representation

%Λ : Br3 → U(Λ) = U(Λ, {·, ·}).

The following is straightforward:
Lemma 5.41. The map fε : Λ→ H1(C)ε is Br3-equivariant for the representations
%Λ on the domain and %ε on the target. �

This lemma allows us to translate results about %ε to %Λ:
Proposition 5.42. The determinant of %Λ : Br3 → U(Λ) is given by κ ◦ ε−1 ◦
δr : Br3 → µr. In particular %Λ(Brr3) ⊆ SU(Λ).

We write Θ = %Λ(Brr3) ⊆ SU(Λ).
Definition 5.43. Let p be a prime in F = Q(ζr + ζ−1

r ) not dividing 2r. The
following groups are called principal congruence subgroups of level p:

(i) Brr3(p) is the kernel of the composition Brr3
%Λ→ SU(Λ)→ SU(Λp).

(ii) Θ(p) is the kernel of the map Θ ⊆ SU(Λ)→ SU(Λp), i.e. the image of Brr3(p)
under %Λ.

Proposition 5.44. The image of Brr3(p) under P%ε is the congruence subgroup
∆(ε(p)) of the triangle group ∆ as defined in section 5.2.

Proof. The map fε : Λ → H1(C)ε ' C1,1 induces an εκ-semilinear embedding of
algebras

ι : EndK(Λ⊗Q)→ EndH1(C)ε
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sending Θ to ∆̃; it suffices to show that ι(Θ(p)) = ∆̃(ε(p)). Now Θ is actually
contained in a proper subring of EndK(Λ ⊗ Q). Recall that the adjugate of a
(2× 2)-matrix is defined by

(
a b
c d

)†
=
(
d −b
−c a

)

and satisfies A ·A† = (detA) ·1. Since this construction is invariant under conjuga-
tion, we obtain for every two-dimensionalK-vector space V a well-defined involution
of K-algebras (·)† : EndK(V )→ EndK(V ), in particular for V = Λ⊗Q. The adjoint
for the skew-Hermitian form {·, ·} defines another involution of EndK(Λ⊗Q), this
time K-antilinear, denoted by A 7→ A∗. By making a base extension to C we see
that the subring

BΛ = {g ∈ EndK(Λ⊗Q) | g† = g∗}

is a quaternion algebra over F . Since it contains SU(Λ), hence also Θ, and its image
under ι therefore contains ι(Θ) = ∆̃, for dimension reasons ι(BΛ) = B = F [∆̃].
Furthermore,

OΛ = BΛ ∩ EndoK (Λ)

is an order in B. We claim that

ι(OΛ) = O = oF [∆̃]. (5.18)

Since Θ ⊂ OΛ and ι(Θ) = ∆̃, the image ι(OΛ) has to be an order in F [∆̃] containing
∆̃, therefore containing O = oF [∆̃]. But O is a maximal order by Proposition 5.3,
which shows (5.18). Since ι is εκ-linear and κ operates trivially on oF , the map

ι : OΛ → O

is an ε-semilinear isomorphism, so it sends Θ(p) to ∆̃(ε(p)).

Proposition 5.45. The composition Brr3 → SU(Λ)→ SU(Λp) is surjective.

Proof. The image of this map is isomorphic to ∆̃/∆̃(ε(p)) ' SL(2,Fp) by Propos-
ition 5.4, hence isomorphic to SU(Λp) by Proposition 5.31. Since this is a finite
group, the image has to be actually equal to SU(Λp).

5.5 Moduli

5.5.1 Moduli spaces of simple hypergeometric curves as
sets

To have a uniform treatment of the case with level structures and the case ignoring
level structures, we make the following conventions in this section: r is as before,
an integer > 6 with r ≡ ±1 mod 6, but p is now either a prime in F not dividing
6r, or the ideal (1).
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Denote by X(p) the set of isomorphism classes of simple hypergeometric curves
π : C → D of degree 2r with a Prym level p structure. Here two such objects are
declared equivalent if there exists a commutative square

C1
F
'
//

π1
��

C2

π2
��

D1 f

' // C2

with f(∞1) = ∞2 and such that the isomorphism (PrymC1)[p] → (PrymC2)[p]
relates the two Prym level structures. We fix some three-element subset S0 ⊂ C
and consider the corresponding simple hypergeometric curve C0 → P1. The group
PSU(Λp) acts on the set of Prym level p structures on C0 without fixed points and
with one orbit for p = (1), two orbits for prime p by Lemma 5.30. Assume that
p is prime and choose representatives [x1 : y1] and [x2 : y2] for each orbit. Then
we can endow the universal family of simple hypergeometric curves over TConf ,
which is a topologically trivial surface bundle, once with the unique continuous
extension of [x1 : y1], once with that of [x2 : y2] and thus obtain a family of simple
hypergeometric curves with Prym level p structures on TConf × {1, 2}. This defines
a classifying map

c : TConf × {1, 2} → X(p).

A similar construction leads to a classifying map

c : TConf → X(1).

Furthermore, let L+ be the period domain with the braid group acting on it via
a (2, 3, r)-triangle group ∆. Let Er ⊂ L+ be the set of all fixed points of elliptic
elements of order r in ∆, so that the image of the period map is precisely D∗ =
L+ r Er.
Theorem 5.46. There exists a unique bijection f making the diagram

TConf
c //

p
##

X(1)
f
��

∆\D∗

commutative. If p is a prime in F not dividing 6r, there exists a unique bijection f
making the diagram

TConf × {1, 2} c //

p×id
))

X(p)
f
��

∆(ε(p))\D∗ × {1, 2}

commutative.
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Proof. We only discuss the case of prime p, the case p = (1) being similar but
simpler.

For uniqueness to hold, both p×{1, 2} and c should be surjective. The surjectiv-
ity of p × {1, 2} follows from Proposition 5.18; we now show that c is surjective.
So take an element of X(p), represented by a simple hypergeometric curve which
is, without loss of generality, of the form π : C → P1 with C : w2r = f(z), where
f(z) = ∏

s∈S(z − s) with S ∈ Conf3(C), and a Prym level structure [xC : yC ]
on C. Choose an orientation-preserving compactly supported homeomorphism
m : (C, S0)→ (C, S). This can be lifted to a homeomorphism M : C0 → C making
the diagram

C0

π0
��

M // C

π
��

P1
m
// P1

commutative. Now the map M is not unique; there are precisely 2r possible choices,
and they form one orbit under the action of the Deck group of π, which is the image
of µ2r under ϕ. Luckily, each element of the Deck group operates on Λ, therefore also
on Λp and hence on (PrymC)[p], by scalar multiplication. In particular it fixes all
Prym level structures, and hence the pullback of [xC : yC ] along M is a well-defined
Prym level structure on C0 → P1 which only depends on m. It is in the PSU(Λp)-
orbit of [xn : yn] for precisely one n ∈ {1, 2}. Assume [xC : yC ] = g[xn : yn] for some
g ∈ PSU(Λp), and let b ∈ Brr3 be a preimage of g (which exists by Proposition 5.45).
Postcomposing the marking of C with b−1 gives an element (t, n) ∈ TConf × {1, 2}
which is mapped to the class of (C, [xC : yC ]) in X(p) by c.

This shows surjectivity; we now turn to the existence of f . Pick two points
(ti, ni) ∈ TConf × {1, 2} for i = 1, 2. As before, assume that ti is represented
by a three-element subset Si ⊂ C and an isotopy class of compactly supported
homeomorphisms mi : (C, S0)→ (C, Si) (choose a representative in each case). Let
fi(z) = ∏

s∈Si(z − si), so that the fibre of the universal family over ti is the smooth
projective curve πi : Ci → P1 with affine equation w2r = fi(z). The homeomorphism
mi can be lifted to a homeomorphism Mi : C0 → Ci such that the diagram

C0

π0
��

Mi // Ci

πi
��

P1
mi
// P1

becomes commutative. Again, Mi is unique up to postcomposition with the Deck
group of πi, and the pushforward of the Prym level structure [xni : yni ] along Mi

does not actually depend on Mi, only on mi.
We shall show the following are equivalent:

(i) c(t1, n1) = c(t2, n2);
(ii) p(t1, n1) and p(t2, n2) lie in the same ∆(ε(p))-orbit.

First assume (i). This means that there exists an affine-linear map f : (C, S1) →
(C, S2) such that any lift F : C1 → C2 sends the projectivised orthonormal basis



Chapter 5. Prym varieties and triangle groups 91

M1,∗[xn1 : yn1 ] of (PrymC1)[p] to M2,∗[xn2 : yn2 ] of (PrymC2)[p]. So setting B =
M−1

2 ◦ F ◦M1 and b = m−1
2 ◦ f ◦m1 we obtain a commutative diagram

C0

≈M1

��

  

≈
B // C0

≈ M2

��

~~

P1

≈m1
��

≈
b // P1

≈ m2
��

P1
f

' // P1

C1

>>

F

' // C2

``

where the diagonal arrows are cyclic ramified coverings, the maps marked by '
are isomorphisms of Riemann surfaces and the maps marked by ≈ are orientation-
preserving homeomorphisms. The homeomorphism b defines an element of the braid
group Br3, by abuse of notation also called b. This braid satisfies b(t2) = t1, and
we shall show that P%ε(b) ∈ ∆(p), which implies (ii).

The lift B of b differs from the distinguished lift defined in section 5.3.2 at most
by an element of the deck transformation group of π0 : C0 → P1, so its action on
(PrymC)[p] is that of b up to possibly a scalar endomorphism in K×. In particular
it acts via %Λ(b) on the set of Prym level p structures on C0. Therefore the image
of %Λ(b) in PU(Λp) sends [xn1 : yn1 ] to [xn2 : yn2 ].

By Lemma 5.12, there exists n ∈ Z and b′ ∈ Brr3 with b = cnb′. Since %Λ(c) is
scalar multiplication by some root of unity, %Λ(b′) must also operate by some scalar
multiplication on Λp. But since the determinant of %Λ(b′) is one, this scalar has
to be ±1. There exists some m ∈ Z such that %Λ(cm) = %Λ(b′) (if the right hand
side is the identity, take m = 0; if it is minus the identity, take m = r). Writing
b′′ = c−mb′ we obtain a decomposition b = cm+nb′′ with b′′ ∈ Brr3 operating trivially
on Λp, that is, %Λ(b′′) ∈ Θ(p). But the image of c under P%ε is trivial, therefore
P%ε(b) = P%ε(b′′) ∈ ∆(ε(p)), which shows (ii).

Now assume (ii). Then clearly n1 = n2 which we denote by n ∈ {1, 2}. Choose
some b ∈ Brr3(p) with

P%ε(b)p(t1) = p(t2), (5.19)
and represent ti by a configuration Si ⊂ C and a compactly supported homeomorph-
ism mi : (C, S0) → (C, Si). Again let Ci : w2r = fi(z) with fi(z) = ∏

s∈Si(z − si)
be the corresponding simple hypergeometric curves. Note that (5.19) can also be
written as

p(b∗t1) = p(t2),
where b∗ is represented by S1 with the marking m1◦b−1 : (C, S0)→ (C, S1). Then by
Lemma 5.19 there exists an affine-linear automorphism ` : C → C with `(S1) = S2
such that P%ε(m−1

2 `m1b
−1) is trivial; therefore also P%Λ(m−1

2 `m1b
−1) is trivial. But

since P%Λ(b) ∈ Θ(p), this implies

P%Λ(m−1
2 `m1) = P%Λ(b) ∈ Θ(p),
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so
m−1

2 `m1 ∈ Brr3(p).

This means that any lift of this braid to C0 fixes the Prym level structure [xn : yn]
on C0. Now the affine-linear map ` can be lifted to an automorphism

C1
L //

π1
��

C2

π2
��

P1
`
// P1

defined by L(z, w) = (`(z), w), and a glance at the commutative diagram (5.9) tells
us that L sends the Prym level structure M1,∗[xn : yn] on C1 to the Prym level
structure M2,∗[xn : yn] on C2. That is, c(t1, n) = c(t2, n), and we have deduced (i).

Finally, the surjectivity of c and p× id together with the equivalence (i) ⇔ (ii)
shows the theorem.

5.5.2 Algebraic structures on moduli spaces
While it is certainly possible to construct a model of ∆(p)\D over a sufficiently small
ring using the methods of [24], we prefer a more direct approach in accordance with
the function-theoretic focus of this chapter.

Set X(p) = ∆(p)\D and Y (p) = ∆(p)\(D r E), where E is the set of all
fixed points of elliptic elements in ∆. That is, E is the set of all vertices in the
tesselation B, cf. section 5.2. By Riemann’s correspondence between Riemann
surfaces and algebraic curves, X(p) has a unique structure as a smooth projective
algebraic curve over C, and Y (p) is a Zariski open subset of X(p). We shall show
that Y (ε(p))×{1, 2} classifies rigid simple hypergeometric curves with Prym level p
structure. Here a simple hypergeometric curve π : C → D with distinguished point
∞ ∈ D and ramification locus S ⊂ D is called rigid if the only automorphism g of
D with g(∞) =∞ and g(S) = S is the identity.
Proposition 5.47. Let p be a prime of F not dividing 6r. Then there exists an
algebraic family C1 → P1× Y (1) of simple hypergeometric curves, and an algebraic
family Cp → P1×Y (ε(p))×{1, 2} of simple hypergeometric curves with a continuous
family of Prym level p structures, satisfying the following properties:

(i) The classifying map Y (ε(p))× {1, 2} → X(p) is the restriction of the inverse
of f in Theorem 5.46 to Y (ε(p))× {1, 2}.

(ii) Every rigid simple hypergeometric curve of degree 2r with a Prym level p
structure is isomorphic to precisely one fibre of Cp.

(iii) If Z is a smooth algebraic curve and CZ → Z is an algebraic family of rigid
simple hypergeometric curves of degree 2r with Prym level p structures, then
the classifying map Z → Y (ε(p)) × {1, 2}, which is well-defined by (ii), is a
regular map of algebraic curves.

Analogous statements hold for p = 1 with the factors {1, 2} removed.
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Note that these families cannot be universal in the categorical sense since there
are families of hypergeometric curves which are isotrivial but not trivial.

Proof. Recall that Y (1) ' C r {0, 1}; we define a family C1 → C r {0, 1} × P1

whose fibre over J ∈ Cr {0, 1} is the simple hypergeometric curve with equation

w2r = z3 − 27
4

J

J − 1(z + 1);

this works just as for elliptic curves (see [45, III, Proposition 3.7]), since the j-
invariant really is an invariant for configurations in C. The same computation as
for elliptic curves proves (i) – (iii) for p = (1).

For general p, the forgetful map Y (ε(p))×{1, 2} → Y (1) is an étale covering, and
hence the pullback of C1 along this projection defines an algebraic family of rigid
simple hypergeometric curves Cp → P1 × Y (ε(p))× {1, 2}; the bijection Y (ε(p))×
{1, 2} → Xrigid(p) defined by the inverse of f defines a continuous family of Prym
level p structures on the fibres of this family such that (i) is satisfied. Then (ii)
follows from (i), and it remains to show (iii).

So let CZ → Z be a family as in (iii). Since the identification of Y (ε(p))×{1, 2}
with Xrigid(p) is constructed by Teichmüller theory, the classifying map f : Z →
Y (ε(p)) has to be holomorphic, and its composition with the projection Y (ε(p))×
{1, 2} → Y (1) is regular. So either it is a constant map, and then f is constant,
too, or it has finite fibres. But then f has finite fibres, too. The curve Z can be
embedded into a smooth projective curve Z by adding a finite number of points.
Around each of these points, f has an inessential singularity by Picard’s Great
Theorem, so f can be extended to a holomorphic map f : Z → X(ε(p)). But since
these are projective curves, f has to be regular. This proves (iii).

The idea used in the last paragraph of the proof is a toy version of Borel’s
theorem on holomorphic maps to locally symmetric varieties, see the discussion
following [60, Theorem 3.14].

5.5.3 Bely̆ı maps and Galois actions
Now we study X(p) as an algebraic curve.
Proposition 5.48. Let σ be a field automorphism of C. Then σ(X(p)) ' X(σ(p)).

Proof. We use the moduli interpretation of these spaces.
Let π : C → D be a simple hypergeometric curve with Prym level p structure

[x : y]. We can then interpret [σ(x) : σ(y)] as a Prym level σ(p) structure on
σ(C)→ σ(D).

To show this we observe that by its characterisation discussed after (5.4), ϕC : µ2r →
AutD C is natural under field automorphisms:

σ(ϕC(ξ)(P )) = ϕσ(C)(σ(ξ))(σ(P )) for all ξ ∈ µ2r and P ∈ C.
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This implies an analogous formula for Φ, hence σ((PrymC)[p]) = (Prym σ(C))[σ(p)].
Since Prym level structures were defined using only the Weil pairing (which can be
constructed in a purely algebraic way) and the map Φ, see Definition 5.39, they are
sent to Prym level structures by σ.

Consider the family Cp → Y (ε(p)) × {1, 2}; applying the field automorphism
σ then yields a family of rigid simple hypergeometric curves with Prym level σ(p)
structures

σ(Cp)→ σ(Y (ε(p)))× {1, 2}.
In this family every such curve appears exactly once up to automorphism, so by
Proposition 5.47.(ii) and (iii) its classifying map

f : σ(Y (ε(p)))× {1, 2} → Y (εσ(p))× {1, 2}

is a regular map between (disconnected) smooth complex algebraic curves, and it
is bijective. Hence it is a biholomorphism; by an argument similar to that in the
last paragraph of the proof of Proposition 5.47, it must actually be biregular and
extend to an isomorphism of (disconnected) smooth projective curves, which on
each connected component therefore gives an isomorphism

σ(X(ε(p))) ' X(εσ(p)).

Replacing p by ε−1(p) we find that

σ(X(p)) ' X(εσε−1(p)). (5.20)

But AutC operates on the prime ideals of F via its quotient Gal(F |Q), which is
abelian; hence the right hand side of (5.20) is equal to σ(X(p)).

Proposition 5.49. Let p be a prime of F that does not divide 6r. Then ∆(p) is
torsion-free.

Proof. We show that ∆̃(p) is torsion-free: every torsion element in ∆̃ is conjugate
to a power of the generating rotations, hence it has eigenvalues ξ±1, where ξ is a
12r-th root of unity which we can assume to be 6= 1. Then ξ is not congruent to 1
modulo p, for if it were, then ξ − 1 ∈ p. But either the order of ξ is a prime power
`n, then ` is a divisor of 6r and the only primes possibly dividing ξ − 1 are those
dividing 6r. Or the order of ξ is composite, then ξ − 1 is an algebraic unit by [98,
Proposition 2.8].

Proposition 5.50. The only automorphisms of the curve X(p) are the Deck trans-
formations of the map X(p)→ X(1).

Proof. By Proposition 5.49 the automorphism group of X(p) is the image of the
normaliser

N = {g ∈ PSU(1, 1) | g∆(p)g−1 = ∆(p)}.
This normaliser is a discrete subgroup of PSU(1, 1) containing ∆, therefore it is
equal to ∆ by Proposition 5.2.(ii).
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Recall that the moduli field of an algebraic curve X over C is the fixed field of
{σ ∈ AutC | σ(X) ' X}. The moduli field is the intersection of all possible fields
of definition for X, but it need not be a field of definition itself.

To determine the moduli field of X(p), note first that it is clearly contained in
F = Q(ζr + ζ−1

r ) by Proposition 5.48. The Galois group Gal(F |Q) can be identified
with (Z/rZ)×/{±1}.
Proposition 5.51. The moduli field, as well as the unique minimal field of defini-
tion, of X(p) is the fixed field of the subgroup G ⊆ Gal(F |Q) generated by ±p mod r,
where p is the rational prime above p. This is equal to the decomposition field of p
in F .

Proof. We first show that if X(p) ' X(q) (with the same r), then p = q:
Using Proposition 5.49 we first conclude that ∆(p) and ∆(q) are conjugate

as subgroups of PSU(1, 1); assume that g∆(p)g−1 = ∆(q). But as in the proof
of Proposition 5.50, ∆ is the normaliser of both ∆(p) and ∆(q) in PSU(1, 1), so
g∆g−1 = ∆; but that means that g is in the normaliser of ∆, which is ∆ itself.
Hence ∆(p) and ∆(q) are conjugate in ∆. Since they are normal, they must be
equal, hence p = q.

This observation together with Proposition 5.48 implies that the moduli field of
X(p) is the fixed field of the group of σ ∈ Gal(F |Q) with σ(p) = p. This is the
subgroup generated by the Frobenius at p, which by class field theory corresponds
to ±p mod r under the identification Gal(F |Q) = (Z/rZ)×/{±1}.

Finally, a curve which admits a Galois covering to P1 can always be defined over
its moduli field, see [46, Theorem 2.2].

There is a unique isomorphism J : X(1)→ P1 sending the elliptic points of order
2, 3 and r to 1, 0 and ∞, respectively — from the proof of Proposition 5.47 we
see that this is the map sending a simple hypergeometric curve w2r = f(z) to the
J-invariant of the elliptic curve w2 = f(z), i.e. the j-invariant divided by 1728. The
composition

β : X(p)→ X(1) J→ P1 (5.21)

is a Bely̆ı map, i.e. a ramified covering which is unramified outside 0, 1,∞ ∈ P1.
Such maps are famously in one-to-one correspondence with dessins d’enfants, i.e.
finite bipartite graphs embedded in an oriented closed surface such that the compon-
ent consists only of simply connected regions; the Galois action on dessins d’enfants
defined by this correspondence has been much studied, see [68]. We simply note:
Proposition 5.52. For each prime p in F not dividing 6r let D(p) be the dessin
corresponding to (5.21). Then the absolute Galois group Gal(Q|Q) acts on these
dessins by σ(D(p)) = D(σ(p)), and the moduli field of D(p), as well as the unique
minimal field of definition of the Bely̆ı map (5.21), is the decomposition field in F
of the rational prime p above p.

Proof. Again by [46, Theorem 2.2] the minimal field of definition for β is its moduli
field.
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5.5.4 Hurwitz curves
The curves X(p) for r = 7 have received much attention in different disguises
since they are Hurwitz curves. A smooth projective curve of genus g has a finite
automorphism group whose order is at most 84(g − 1) by a famous theorem of
Hurwitz, see [38]. A curve X that realises this bound is called a Hurwitz curve,
and this is equivalent to X ' Γ\D for some finite index normal subgroup Γ of the
(2, 3, 7) triangle group ∆. The automorphism groups ∆/Γ thus occurring are called
Hurwitz groups, so Hurwitz groups are precisely the finite quotients of ∆. See the
surveys [17, 53, 18] for more information.

In [52] Macbeath proved by purely group-theoretical methods that PSL(2, q) =
PSL(2,Fq) is a Hurwitz group if and only if q = 7, q is a rational prime with
q ≡ ±1 mod 7, or q = p2 for a rational prime p ≡ ±2,±3 mod 7; he also showed
that the number of normal subgroups Γ with ∆/Γ ' PSL(2, q) is one in the first
and third cases, and three in the second case. In other words, PSL(2, q) is a Hurwitz
group if and only if there is a prime ideal of F = Q(ζ7 + ζ−1

7 ) of norm q, and it
occurs as often as there are primes of norm q. In [25] it was shown that these
are all obtained as quotients by congruence subgroups ∆(p). The earlier article
[89] describes the Galois action on these Hurwitz curves without using the link to
congruence subgroups; its author arrives at the description by group theory and
elementary calculations. Our Proposition 5.48 specialised to r = 7 thus reconciles
[25] with [89].

5.5.5 Shimura varieties
The fact that ∆̃ generates an order in a quaternion algebra over a totally real
number field opens up a connection with Shimura varieties, known under the name
modular embeddings. We hint how this fits into our discussion, without giving a
detailed account.

Let p be a prime in F not dividing 6r, and let C be a simple hypergeometric
curve of degree 2r equipped with some Prym level p structure. Let V (p) be the
connected Shimura variety which classifies polarised abelian varieties A with gen-
eralised complex multiplication oK → EndA and a projectivised orthonormal basis
of A[ε−1(p)], all of the same type as PrymC.
Proposition 5.53. The dimension of V (p) is equal to the number of integers 0 <
k < r

6 which are coprime to r.
Associating a simple hypergeometric curve with its Prym variety defines a closed

embedding of algebraic varieties X(p) → V (p), where the latter denotes the Baily–
Borel compactification. If r = 7 or 11 this map is an isomorphism, otherwise its
image is a proper subvariety not contained in any proper Shimura subvariety.

Sketch of proof. By Shimura’s theory of modular varieties for quaternion algebras
[87] the variety V (p) can be constructed as the quotient of Hm by O1(ε−1(p)). Here
O = oF [∆̃], m is the number of embeddings σ : F → R with

O ⊗oF ,σ R ' M(2,R), (5.22)
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and O1(ε−1(p)) acts on Hm component-wise by Möbius transformations via the
different embeddings (5.22). The dimension m can then be determined using Pro-
position 5.3; it is one precisely for r = 7 or 11. There exists a modular embedding,
i.e. a holomorphic map D→ Hm which is equivariant for the embedding of groups
∆̃ ↪→ O1 and whose first coordinate defines a biholomorphic map D→ H; it is con-
structed in [14]. In our perspective, the first coordinate of the modular embedding
uses the period map for the eigenspace H1(C)ε, and similar period maps for other
eigenspaces appear analogously in the other coordinates.

That the image of X(p)→ V (p) is not contained in a proper Shimura subvariety
follows from the fact that ∆̃ is adèlically, therefore also Zariski, dense in O1, see
[12, Theorem C].
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curves, Handbook of Teichmüller theory. Vol. II, IRMA Lect. Math. Theor.
Phys., vol. 13, Eur. Math. Soc., Zürich, 2009, pp. 767–809. MR 2516744
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Zusammenfassung
In dieser Arbeit beweisen wir verschiedene Ergebnisse über algebraische Kurven
und Fuchssche Gruppen, die in verschiedener Hinsicht, sei es für die definierenden
algebraischen Gleichungen, die uniformisierenden Fuchsschen Gruppen oder die Pe-
rioden, Verhalten arithmetischer Natur aufweisen.

Das erste Kapitel ist eine kurz gehaltene allgemeine Einführung in dieses Thema
mit besonderem Augenmerk auf die Theorie der Kinderzeichnungen. Verbindungen
zu arithmetischen Gruppen sowie Fuchsschen Dreiecksgruppen werden erwähnt,
dann folgt eine Zusammenfassung der wichtigsten Resultate dieser Arbeit.

Im zweiten Kapitel beweisen wir einen Satz, der als Vergleich verschiedener
Galois-Aktionen auf kombinatorischen Objekten, sogenannten Origamis, aufgefasst
werden kann. Origamis ähneln Kinderzeichnungen, und die Galois-Aktionen auf die-
sen Objekten wird aus der étalen Fundamentalgruppe einer punktierten elliptischen
Kurve über einem Zahlkörper gewonnen. Diese Kurve spielt die gleiche Rolle für
Origamis wie P1 r {0, 1,∞} für Kinderzeichnungen. Die Galois-Aktion auf Kinder-
zeichungen kann durch einen injektiven Homomorphismus

%01∞ : Gal(Q|Q) ↪→ Out F̂2

kodiert werden; hierbei ist F̂2 die proendliche Vervollständigung einer freien Gruppe
auf zwei Erzeugern, und Out bezeichnet die äußere Automorphismengruppe. Dieser
Homomorphismus ist vermittels eines Isomorphismus zwischen F̂2 und der étalen
Fundamentalgruppe von P1

Qr{0, 1,∞} definiert. Analog erhalten wir für jede ellip-
tische Kurve E über einem Zahlkörper K ⊂ C und jede Basis B von H1(E(C),Z)
einen injektiven Gruppenhomomorphismus

%E,B : Gal(Q|K) ↪→ Out F̂2.

Das Hauptresultat im zweiten Kapitel besagt, dass (unter der milden wie notwen-
digen Bedingung, dass die Basen positiv orientiert für die jeweilige Schnittpaarung
sind) %E1,B1 und %E2,B2 das gleiche Bild nur in dem offensichtlichen Fall haben, in
welchem die zwei Zahlkörper gleich sind und es einen Isomorphismus E1 ' E2 gibt,
der B1 auf B2 abbildet. Weiters ziehen wir einfache Folgerungen für die Kommen-
surabilitätsklassen in F̂2, insbesondere ist kein Bild eines %E,B für eine elliptische
Kurve kommensurabel im weiteren Sinne mit dem Bild von %01∞. Diese Aussagen
werden aus bekannten tiefliegenden Sätzen von Neukirch, Uchida und Tamagawa
im Gebiet der anabelschen Geometrie mithilfe eines elementaren Tricks und dem
Satz von Bely̆ı hergeleitet.

Im dritten Kapitel zeigen wir, dass die absolute Galoisgruppe treu auf bestimm-
ten vergleichsweise kleinen Klassen von Kinderzeichnungen und Origamis operiert.
Das erste Hauptresultat in diesem Kapitel ist die Treue der Galois-Aktion auf nor-
malen Kinderzeichnungen von vorgegebenem Verzweigungstyp; dies wurde im We-
sentlichen schon vorher in einem Preprint von González-Diez und Jaikin-Zapirain
aus dem Jahr 2013 bewiesen, allerdings nicht explizit ausformuliert. Wir übersetzen
ihren recht komplizierten Beweis, der zwischen komplex-analytischen und étalen



Erwägungen hin- und herspringt, vollständig in die Sprache der `-adischen Gar-
ben. Auf diesem Wege können wir die expliziten Rechnungen dieses Peprints umge-
hen und deutlich allgemeiner Folgendes beweisen: Wenn X ein Deligne–Mumford-
Stack über einem Zahlkörper ist, der endlich étale von einer hyperbolischen Kurve
überlagert wird, dann operiert Gal(Q|K) treu auf der Menge der Isomorphieklas-
sen von normalen étalen Überlagerungen von X durch Kurven. Für X über Q mit
X(C) = ∆(p, q, r)\H (als Orbifold-Quotient) erhalten wir den bereits erwähnten
Satz über normale Kinderzeichnungen, und für (p, q, r) = (2, 3, 7) erhalten wir die
Treue der Aktion von Gal(Q|Q) auf Hurwitzkurven, d.h. auf glatten projektiven
Kurven X, die Hurwitz’ Schranke |AutX| ≤ 84(g − 1) erreichen, wobei g ≥ 2 das
Geschlecht von X ist. Ein analoger Satz gilt für Origamis, die eine ähnliche obere
Schranke für die Größe der Automorphismengruppe erreichen.

Im vierten Kapitel wechseln wir von der Arithmetik algebraischer Kurven zur
Arithmetik Fuchsscher Gruppen. Der Mostowsche Starrheitssatz, der besagt, dass
ein Gitter in der Isometriegruppe des n-dimensionalen hyperbolischen Raumes für
n ≥ 3 schon durch seine Isomorphieklasse als abstrakte Gruppe eindeutig bis auf
Konjugation bestimmt ist, gilt nicht für n = 2. Für semi-arithmetische Gruppen, die
eine modulare Einbettung zulassen (insbesondere also für arithmetische Gruppen,
Veech-Gruppen mit der Gittereigenschaft und Untergruppen von endlichem Index in
hyperbolischen Dreiecksgruppen), erhalten wir eine Starrheitsaussage für die durch
Kongruenzuntergruppen definierte Topologie.

Im fünften Kapitel kommen schließlich arithmetische Eigenschaften von Kurven,
Perioden und Fuchsschen Gruppen zusammen. Wir geben eine Modulrauminterpre-
tation für Hauptkongruenzgruppen primer Stufe in Dreiecksgruppen ∆(2, 3, r) an,
wobei r ≥ 7 teilerfremd zu 6 sein soll. Der zentrale Satz besagt, dass für ein Prim-
ideal p im Spurkörper Q(ζr) der Dreiecksgruppe der Quotient ∆(p)\H birational
zu einem Modulraum ist; dieser parametrisiert einfache hypergeometrische Kurven,
d.h. Kurven der Form

w2r = f(z),

f ein normiertes separables Polynom dritten Grades, zusammen mit einer Nive-
austruktur der Stufe p für verallgemeinerte komplexe Multiplikation durchQ(ζr) auf
der Prym-Varietät, einem Summanden der Jacobischen. Die Zuordnung der Jaco-
bischen zur Kurve definiert die modulare Einbettung für ∆(p). Diese Identifikation
der Modulräume wird explizit mit klassischen funktionentheoretischen Mitteln über
geeignete Periodenabbildungen hergestellt. Sie liefert einen vergleichsweise elemen-
taren Zugang zur Aktion der absoluten Galoisgruppe auf den Kurven ∆(p)\H, die
durch die offensichtliche Permutation der Primideale p erfolgt. Wir ziehen weitere
Schlüsse über die Modul- und Definitionskörper der ∆(p)\H. Auch diese Sätze ha-
ben Anwendungen auf Hurwitzkurven: für r = 7 sind die ∆(p)\H Hurwitzkurven,
und unsere Sätze für diesen speziellen Fall beweisen erneut ältere Ergebnisse von
Džambić, Macbeath und Streit und stellen sie in Beziehung zueinander.




