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CHAPTER 1

Introduction

From the four elements of the ancient greeks, to the periodic table of elements by Dmitri Mendeleev and
the atomic model of Niels Bohr, coming all the way to the last century with the particle zoo, the quark
model and the formulation of the Standard Model, many efforts has been made to answer questions that
might be as ancient as humankind itself:

• What are the basic building blocks of matter?

• What keeps these basic building blocks together?

• How do these building blocks interact with each other?

Particle physics aims to answer these questions using the scientific method. The fruits of generations
of scientific discoveries and efforts have provided better insights to what are the fundamental particles
and their interactions, but also new questions and mysteries. The ultimate quest of answering these ques-
tions with a complete, elegant and correct theory is a major theoretical, experimental and technical joint
effort, with theorists working towards the formulation of better models, experimentalists making more
precise measurements of physics quantities and pushing the limits of the current technical constraints in
order to reach domains that have never been studied before.

The work documented in this thesis measures two quantities that are of interest in particle physics: the
top-quark mass and the cross section of the production of tt with an associated Z boson. The top-quark
mass is a fundamental parameter in the Standard Model of particle physics and a precise knowledge of
its value leads to a better estimation of the strength of the electroweak radiative corrections, which are
essential to constrain new physics models. A ttZ cross-section measurement, on the other hand, allows
to check for the validity of the Standard Model prediction on the tZ coupling, especially since many
theories of physics beyond the Standard Model predict a different value.

Both analyses presented in this thesis uses data from the ATLAS detector [1], one of the exper-
iments located at the Large Hadron Collider [2]. The measurements are performed in regions with
high lepton multiplicity, with the top-quark mass measurement being measured with tt dilepton events
(tt → `−`+bbνν) and the ttZ cross-section measurement measured in the ttZ four-lepton channel (with
tt → `−`+bbνν and Z→ `−`+), both allowing a very high-purity selection thanks to their rare signatures.

This thesis is organized as follows: In Chapter 2, the theoretical background is presented, including
a small introduction to the Standard Model of particle physics, the top-quark mass and the tZ coupling.
In Chapter 3, the experimental setup is shown, with descriptions of the Large Hadron Collider and
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1 Introduction

the ATLAS detector. Chapter 4 discusses the simulation datasets and the data-driven methods used to
model the expected results of a measurement in data, as well as the data used for each analysis. Chapter
5 is devoted to the description and definition of the physics objects used in the analyses presented in
this thesis, while Chapter 6 presents an overall description of the systematic uncertainties considered in
both analyses. Finally, Chapter 7 and Chapter 8 describe the top-quark mass measurement and the ttZ
cross-section measurement in detail, respectively.
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CHAPTER 2

Theoretical background

2.1 The Standard Model of particle physics

The Standard Model of particle physics is extensively discussed in many textbooks [3–5] and it would
be beyond the scope of this thesis to have a detailed explanation. Therefore, this section is only meant
to be a short summary based on the sources mentioned through the text.

The Standard Model of particle physics is a theory of elementary particles and their interactions.
As a theory of fundamental interactions, the Standard Model is a perturbative quantum field theory,
where the interactions are understood as an exchange of mediator particles. In the Standard Model,
these mediators are bosonic particles that can be separated in three groups corresponding to the three
fundamental interactions considered by the Standard Model:

• the photon (γ) is the mediator for the electromagnetic interaction,

• the W boson and the Z boson are the mediators for the weak interaction and

• eight gluons (g) are the mediators for the strong interaction.

The strength of each of these interactions is characterized by its coupling constant. In this sense, the
relative strength of the different interactions at the energy scale of the current high energy physics (HEP)
experiments can be expressed by the ratio: αstrong : αelectromagnetic : αweak ≈ 1 : 10−2 : 10−6.

The electromagnetic interaction is the interaction between electrical charges. Among many other ex-
amples, this interaction keeps electrons in an atom around their atomic nucleus and it is also responsible
for electron scattering (see Figure 2.1a).

The weak interaction is unique in several ways: it is the only interaction that has massive gauge
bosons, the only interaction that can violate parity and also the only Standard Model interaction that
affects neutrinos. It is responsible for flavor-changing decays, e.g., the decay of the top quark and the
beta decay (see Figure 2.1b).

The weak and the electromagnetic interactions are unified under the electroweak theory, proposed
by Glashow, Weinberg and Salam [6–8]. In the Glashow-Weinberg-Salam theory, the weak and the
electromagnetic interactions are unified via the gauge group:

SU(2)W × U(1)Y, (2.1)
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Figure 2.1: Example of interactions considered by the Standard Model of particle physics: (a) electron (Møller)
scattering (electromagnetic interaction), (b) beta decay (weak interaction) and (c) gluon fusion with tt production
(strong interaction).
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2.1 The Standard Model of particle physics

where SU(2)W is the weak isospin symmetry and U(1)Y is the hypercharge symmetry. This symmetry
is spontaneously broken to U(1)EM, via the Brout-Englert-Higgs mechanism [9–11].

The strong interaction is related to the concept of color charge, studied by the discipline called chro-
modynamics. Although it is the strongest of all Standard Model interactions, the strong interaction has a
very short range and only affects quarks and gluons (see Figure 2.1c). Among others, it is responsible for
holding the atomic nucleus together, for the hadronization of quarks and for the confinement of quarks,
i.e., that an isolated quark cannot be found in nature. In particular, it is the interaction responsible for
the production of tt pairs at the LHC.

In the Standard Model, the strong interaction is represented by a SU(3)C gauge symmetry. After
adding this symmetry to Equation 2.1, the Standard Model is specified by the local gauge symmetry
group:

SU(3)C × SU(2)L × U(1)Y. (2.2)

Efforts to unify the electroweak and the strong interactions under a Grand Unification Theory (GUT)
are ongoing [12–14]. Although several models have been proposed, no experimental evidence has been
found to unequivocally support a given model.

The Higgs boson, discovered in 2012 [15, 16], is the latest boson to join the Standard Model, although
it has been predicted since 1964 [10]. The existence of the Higgs boson is necessary to explain how the
presence of massive W and Z bosons can still preserve gauge invariance in the Standard Model.

Gauge boson Photon (γ) W Z Gluon (g) Higgs (H)

Mass (GeV) 0 80.385(15) 91.1876(21) 0 125.09(24)

Charge 0 ±1 0 0 0

Role
Electromagnetic Weak Weak Strong Explains massive

int. mediator int. mediator int. mediator int. mediator W and Z

Table 2.1: Properties of the Standard Model bosons. The numbers in parentheses are the total uncertainty [17, 18].

Table 2.1 shows a summary of the bosons in the Standard Model. It has to be noted that the Standard
Model is an incomplete theory of all known fundamental interactions, since it does not consider gravity.
However, the contribution of gravity is negligible at the current energy scale used in particle physics
(101 TeV), since gravity only becomes important at energies close to the Planck scale (1016 TeV).

As a theory of elementary particles, the Standard Model states that all matter is composed of point-
like fermionic particles, with spin 1

2 , namely the leptons and the quarks. Each of these particles has its
own antiparticle which has the same mass but opposite quantum numbers.

Charged leptons are subject to the weak and electromagnetic interaction, but not the strong interac-
tion. The neutrinos, on the other hand, are only subject to the weak interaction. Experimentally, three
generations of leptons have been established, each of them containing one negatively-charged1 particle
(with charge −1)2 and one almost-massless neutral particle called neutrino.

Unlike their leptonic counterparts, the quarks are affected by all the Standard Model interactions, i.e.,
they are also affected by the strong interaction. Like the leptons, the quarks are also divided in three
generations, where each generation is formed by a positively-charged quark (+ 2

3 ) and a negatively-
charged quark (− 1

3 ). Since all quarks carry color charge and since every composite particle made of
quarks is required to be colorless, not every combination is possible: only the combinations where

1 From this point on, the term charge is to be understood as electrical charge
2 In this thesis, the charge will be given in units of electron charge, e.g., the electron charge is −1

5



2 Theoretical background

Leptons First generation Second generation Third generation

Charged lepton

Name Electron (e) Muon (µ) Tau (τ)

Mass 510.998928(11) keV 105.6583715(35) MeV 1.77682(16) GeV

Charge −1 −1 −1

Neutrino

Name Electron neutrino (νe) Muon neutrino (νµ) Tau neutrino (ντ)

Mass ≈ 0 ≈ 0 ≈ 0

Charge 0 0 0

Quarks First generation Second generation Third generation

Positively- Name Up (u) Charm (c) Top (t)

charged Mass 2.3+0.7
−0.5 MeV 1.275(25) GeV 173.34(76) GeV

quark Charge +2
3 +2

3 + 2
3

Negatively- Name Down (d) Strange (s) Bottom (b)

charged Mass 4.8+0.5
−0.3 MeV 95(5) MeV 4.18(3) GeV

quark Charge −1
3 −1

3 − 1
3

Table 2.2: Leptons and quarks properties. The numbers in parentheses are the total uncertainty [17, 19].

the difference between the number of quarks and antiquarks is a multiple of 3 are colorless. With
their peculiar fractional charge configuration and the color-charge related constraints mentioned, the
quarks can combine to form integer-charged particles, namely the mesons and baryons. Mesons are
particles composed of two quarks (one quark and one antiquark), while baryons are particles composed
by three quarks (three quarks or three antiquarks). Particles with four or five quarks are not forbidden
by chromodynamics: recent studies show possible evidence of the existence of tetraquarks [20], while
experimental evidence of the existence of pentaquark particles is, at best, controversial [21]. Thereby,
the existence of particles with more than three quarks is not well-established.

In Table 2.2, the main properties of leptons and quarks are summarized.

2.2 The top quark

The top quark has been extensively studied since its discovery by the CDF [22] and DØ [23] collabora-
tions in 1995, and more detailed reviews can be found in the scientific literature [17, 24–29].

The top quark is the weak isospin partner of the bottom quark and, therefore, part of the third genera-
tion of quarks. The existence of this third generation was predicted by Kobayashi and Maskawa in 1973,
in order to allow CP-violating interactions while preserving gauge invariance [30]. The existence of a
weak isospin partner of the bottom quark, i.e., the requirement that quarks come in doublets, provides a
natural way to suppress flavor-changing neutral currents through the GIM mechanism [31].

The top quark is the most massive elementary particle in the Standard Model, being roughly as heavy
as a gold atom. Given the large value of its mass, the top quark has a very short lifetime, roughly
5 × 10−25 s. This means that the top quark decays before it can hadronize [25] and before it can be
detected directly. Therefore, the detection of the top quark is done indirectly through its decay products.
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2.2 The top quark

2.2.1 Top quark production

In hadron colliders, the production of top quarks takes place via either the strong or the weak interaction.

The strong interaction produces tt pairs by qq̄ annihilation and gluon fusion (see Figure 2.2). At the
Tevatron [32], the main process for tt production was the qq̄ annihilation, which amounted to 85% of the
produced tt pairs. At the LHC, on the other hand, the tt pair production takes place mainly through gluon
fusion. Between 80% and 90% of the tt pairs at the LHC are produced from gluon fusion, depending on
the center-of-mass energy, while the rest are produced from qq̄ annihilation [17].

t
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g
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t
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g

(b)

t
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g
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t

tq

q

g

(d)

Figure 2.2: (a,b,c) tt production via gluon fusion and (d) qq̄ annihilation.

The top quark can be also produced via the weak interaction, where only one top quark emerges.
The Standard Model identifies three production processes: the s-channel, the t-channel and the Wt-
channel [33]. The s-channel is the annihilation of a quark and an antiquark of different flavors into a
W boson that then decays into a top quark and a bottom quark (see Figure 2.3a). The t-channel, on the
other hand, arise when a bottom quark and a light quark exchange a W boson, producing a top quark
and a light quark, i.e., a quark of the first or second generation (see Figure 2.3b). Lastly, a single top
quark can be produced with an associated W boson via the Wt-channel. This process takes place when a
gluon splits into a tt pair, and one of the top quarks interacts with a bottom quark to produce a W boson
(see Figure 2.3c) or when a bottom quark absorbs a gluon and decays into a top quark and a W boson
(see Figure 2.3d).

The theoretical and experimental tt and single-top production cross section for different center-of-
mass energies are shown in Figure 2.4. In Table 2.3, the numerical value of the expected tt cross section
at the LHC are shown, where the computation is made at next-to-next-to-leading order (NNLO) in αs

and with next-to-next-to-leading logarithm (NNLL) soft-gluon resummation [34].
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Figure 2.3: Single top quark production in the (a) s-channel, (b) t-channel, and (c,d) Wt-channel.
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Figure 2.4: Theoretical energy dependence of the production cross section for (a) tt and (b) single top [17].
Measured values corresponding to the Tevatron and LHC energies are also shown.

Energy (
√

s) σtt (pb)

7 TeV 172.0+6.4
−7.5

8 TeV 246+9
−11

14 TeV 954+41
−24

Table 2.3: Theoretical tt cross section (NNLO+NNLL) for proton-proton collisions at LHC.

8



2.2 The top quark

2.2.2 Top-quark decays

As mentioned previously in this section, the top quark has a very short lifetime and decays before it can
hadronize. This decay takes place via the weak interaction and its strength is characterized by the values
of the third row of the CKM matrix.

The CKM matrix

The Cabibbo-Kobayashi-Maskawa (CKM) matrix is a 3×3 unitary matrix that characterizes the strength
of flavor-changing weak decays. More precisely, the square of each element in the CKM matrix gives
the relative decay strength of flavor-changing weak decays between quarks:

VCKM =


|Vud | |Vus| |Vub|

|Vcd | |Vcs| |Vcb|

|Vtd | |Vts| |Vtb|

 , (2.3)

where the dimension of the CKM matrix is determined by the three generations of quarks that are known
to exist.

The measured values of the elements of the CKM matrix are shown in the second column of Table
2.4. Using a global fit of all the direct measurements (assuming the unitarity of the CKM matrix), the
values of the CKM matrix elements can be determined more accurately [17]. The results are shown in
the third column of Table 2.4.

Element
CKM matrix element value

Direct measurement Global fit

|Vud | 0.97425 ± 0.00022 0.97427 ± 0.00014

|Vus| 0.2253 ± 0.0008 0.22536 ± 0.00061

|Vub| 0.00413 ± 0.00049 0.00355 ± 0.00015

|Vcd | 0.225 ± 0.008 0.22522 ± 0.00061

|Vcs| 0.986 ± 0.016 0.97343 ± 0.00015

|Vcb| 0.0411 ± 0.0013 0.0414 ± 0.0012

|Vtd | 0.0084 ± 0.0006 0.00886+0.00033
−0.00032

|Vts| 0.0400 ± 0.0027 0.0405+0.0011
−0.0012

|Vtb| 1.021 ± 0.032 0.99914 ± 0.00005

Table 2.4: Measured values of the Cabibbo-Kobayashi-Maskawa matrix elements (direct measurement and global
fit). The numbers in parentheses are the total uncertainty [17].

The fitted values of the CKM matrix show that the top quark decays almost exclusively via the two-
body decay t → Wb (|Vtb|

2 = 99.83%). The decays to the lighter s and d quarks are highly suppressed,
with a branching fraction of only 0.164% and 0.00785% respectively.

It is important to notice that, under the assumption that |Vtb| � |Vtd | and |Vtb| � |Vts|, the cross section
of the single top quark production is proportional to |Vtb|

2 [17].
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tt decay channels

As mentioned in the previous section, t → Wb is the dominant process in the decay of top quarks. The
bottom quark is very likely to hadronize, while the W boson can either decay hadronically 68% of the
times and leptonically 32% of the times. Therefore, the tt decays can be classified according to the
number and flavor of the leptons produced by the decay of the two W bosons.

The tau lepton has a short lifetime and decays before it can be directly detected. It decays leptonically
(i.e., to an electron or a muon, with the respective neutrinos) only 35% of the times and hadronically the
rest of the times [17].
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Figure 2.5: tt decay channels. Channels with no leptons (electrons or muons) in the final state are shown in red.
Channels with one lepton in the final state are shown in yellow, and channels with two leptons in the final state
are shown in green. The areas are proportional to the branching ratio of the channels.

With this in mind, the tt decays can be classified depending on the number of reconstructed leptons
(electrons or muons) in three channels: the all hadronic channel (no reconstructed lepton), the single
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2.2 The top quark

lepton channel (one reconstructed lepton) and the dilepton channel (two reconstructed leptons). The
detailed breakdown of the tt decay channels are shown in Figure 2.5, while the branching ratio of each
tt decay channel is shown in Table 2.5.

Channel Number of leptons Branching ratio τ content

All hadronic 0 0.56 18%

Single lepton 1 0.38 24%

Dilepton 2 0.06 29%

Table 2.5: tt decay channels and their branching ratio. The τ content is the percentage of events where at least one
τ was produced.

The tt dilepton channel

The tt dilepton channel is the tt decay channel with the smallest branching ratio. As shown in Table 2.5,
a tt pair decays dileptonically only 6% of the times. The Feynman diagram of the dilepton channel is
shown in Figure 2.6.
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ℓ+

b

b

W+

W−

t

t

g

g

g

Figure 2.6: tt production by gluon fusion and decay into the dilepton channel.

In spite of the small branching ratio, the dilepton channel offers a very useful advantage compared
to its statistically richer counterparts: the less common two-leptons signature allows the rejection of the
W + jets background and strongly suppresses the fake leptons background. Furthermore, the production
of two b-jets and two neutrinos gives a very unique signature, which allows the suppression of the
Z + jets and diboson backgrounds by imposing requirements on the number of b-tagged jets and the
missing transverse energy. All these properties allow for an extremely clean selection, giving an event
purity that is unrivaled among all the tt decay channels.

From the perspective of a top-quark mass measurement, the dilepton channel presents a challenging
issue: the production of two neutrinos does not allow a reliable full kinematic reconstruction of the tt
decay at the current state of detector design and technology, as neutrinos escape undetected. Therefore, a
direct kinematic reconstruction of the top-quark mass is out of question, and other methods are necessary
to circumvent this problem. This handicap is compensated by the high purity of the dilepton channel,
which greatly reduces the impact of background-related systematic uncertainties.

From the perspective of a ttZ cross-section measurement, the tt dilepton channel (with a dileptonic Z
decay) is a reasonable choice due to its high purity. Its downside is its limited number of events, with
roughly only 20 events expected to have been produced in the LHC in the whole 2012 ATLAS run. This
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disadvantage will become less significant with the increase of the LHC center-of-mass energy to 13 TeV
and 14 TeV, where the ttZ cross section is expected to increase by a factor of roughly 3.7 and 4.3 of the
8 TeV value, respectively, and where more data will be collected.

2.2.3 The top-quark mass

The mass of the top quark is a free parameter in the Standard Model and has to be measured experi-
mentally. Its value is very important to compute the strength of the electroweak radiative corrections,
which are essential to constrain new physics models. Furthermore, the numerical value of the top-quark
mass is an important parameter in the computation of the stability of the electroweak vacuum [35–37].

The value of the top-quark mass from the 2014 world average is [19]:

mtop = 173.34 ± 0.27 (stat.) ± 0.71 (syst.) GeV, (2.4)

which include the best measurements of the ATLAS, CMS, CDF and DØ Collaborations (see Figure
2.7).
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Figure 2.7: Summary of the 2014 world top-quark mass combination [19].

Since the 2014 world combination, improved measurements have been published by these collabora-
tions. The Tevatron combination (CDF and DØ Collaborations) of Summer 2014 measures [38]:

mtop = 174.34 ± 0.37 (stat.) ± 0.52 (syst.) GeV. (2.5)
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Furthermore, the latest ATLAS combination published in early 2015 yields [39]:

mtop = 172.99 ± 0.48 (stat.) ± 0.78 (syst.) GeV. (2.6)

Finally, the latest CMS combination measures [40]:

mtop = 172.38 ± 0.10 (stat.) ± 0.65 (syst.) GeV. (2.7)

The traditional measurements of the top-quark mass (including the one presented in this thesis) rely
on the reconstruction of the decay products of the tt pair. This introduces uncertainties due to the recon-
struction of leptons and jets, due to higher-level corrections and to parton showering modeling. These
measured values correspond to the MC top-quark mass, a quantity that is not well-defined theoretic-
ally [41].

It seems natural to associate the reconstructed MC top-quark mass with the top-quark pole mass, since
the top-quark pole mass is the renormalized top-quark mass in the on-shell scheme, i.e., p2

T ≈ m2
top. But

these two values are not the same, and theoretical considerations have estimated the difference between
the MC top-quark mass and the top-quark pole mass to be of the order of 1 GeV [41, 42]. The solution
to this difference is still a non-trivial and open issue [43].

The top-quark pole mass suffers from the so-called infrared renormalon problem: the pole mass is
sensitive to large-distance dynamics, and higher order terms in the αs expansion leads to a source of di-
vergence (renormalon) [44]. This introduces an intrinsic ambiguity of the order of the QCD momentum
scale (ΛQCD) [45]. Therefore, from a theoretical point of view, the top-quark pole mass is not an optimal
mass scheme, and other mass schemes are preferred. Nevertheless, the ambiguity in the top-quark pole
mass due to the infrared renormalon problem is of the order of 200 MeV, so its effect is not dominant at
the precision of the current measurements.

The relation of the top-quark pole mass and another Lagrangian mass scheme can be expressed
as [42]:

mpole
top = mtop (R, µ) + R

∞∑
n=1

∞∑
k=0

ank

[
αs (µ)

4π

]n

lnk
(
µ

R

)
, (2.8)

where R is a scale intrinsic to the scheme, and ank are numerical coefficients.

Through a suitable choice of the numerical coefficients in Equation 2.8, the so-called short-distance
schemes can be defined such that they are not limited by ΛQCD, e.g., the modified minimal-subtraction
scheme (MS scheme) [46, 47].

The value of mMS
top and mpole

top can be derived from the tt cross section [48]. It is usually easier to meas-

ure the top-quark pole mass from the tt cross section and compute mMS
top from this value, since the rela-

tionship between the two masses is known to NNLO accuracy [49]. Therefore, the latest experimental
measurements only extract the value of the top-quark pole mass [50, 51].

Other less dominant issues with top-quark mass measurements at hadron colliders include the recon-
struction of the tt pair, effects due to the finite width of the top quark and W boson, bound-state effects in
tt production, higher-order corrections and non-perturbative corrections. The systematic uncertainties
associated to the reconstruction of the tt pair from final state leptons and jets have an overall impact on
top-quark mass measurements, while the other issues can have a significant effect on the MC modeling
of the final state as well as on the shape of various kinematic distributions [43]. Finally, it is important
to note that, from a theoretical point of view, the top-quark mass is simply a parameter in the QCD
Lagrangian and, therefore, subject to renormalization [42].
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2.2.4 Top quark coupling with the Z boson

The Z boson couples with all fermionic particles, including the top quark (see Figure 2.8). The tZ vector
and axial couplings are determined without any ambiguity in the Standard Model [52]:

CSM
V =

T 3
t − 2qtop sin2 θw

2 sin θw cos θw
≈ 0.244, (2.9)

CSM
A =

−T 3
t

2 sin θw cos θw
≈ −0.601, (2.10)

where T 3
t = 1/2 is the weak isospin of the top quark, sin2 θw ≈ 0.231 is the weak mixing angle and qtop

is the charge of the top quark.

t

t

Z Z

(a) Z boson diagram with a tt loop

t

t

Z

(b) top quark emitting a Z boson

Figure 2.8: Example of processes that depend on the strength of the tZ coupling.

An accurate measurement of the tZ coupling is important to check for deviations from the Standard
Model prediction, since many theories of physics beyond the Standard Model (BSM), like the Little
Higgs, Randall-Sundrum and related composite theories, predict a different tZ coupling strength [53].

One way to check the tZ coupling is to measure the ttZ cross section. At the LHC, the expected
Standard Model ttZ cross sections at next-to-leading order (NLO) are 136.9 fb and 205.7 fb for the
center-of-mass energies of 7 TeV and 8 TeV respectively [54]. Different theories of physics beyond the
Standard Model predict deviations in the ttZ cross section [53], ranging from -70% to +37%. More
details about these deviations are shown in Table 2.6.

A deviation of the tZ coupling from its Standard Model predicted value does not only modify the ttZ
cross section, but can also be measured from the change in the shapes of some distributions in the ttZ
channel, such as the azimuthal angle between the two leptons originating from the Z boson decay [52].
The data collected in the first long run of LHC is not sensitive enough to probe these changes, but it will
be possible with the data collected in the second long run.

Little Higgs model

Theories based on the Little Higgs [55] propose a solution to the hierarchy problem by introducing
diagrams to cancel the divergent contributions to the Higgs mass from loops involving the top quark,
the W boson, the Z boson and the Higgs boson itself. Unlike supersymmetry, where fermion loops
are canceled by boson loops (and viceversa), in the Little Higgs theory fermion loops are canceled by
fermion loops and boson loops are canceled by boson loops. The problem of fine tuning is solved by
explicitly breaking the SU(3) symmetry by adding two new sets of interactions to the Standard Model
Lagrangian:

LLH = L0 + ε1L1 + ε2L2, (2.11)
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Model
Changes (%)

tRZ coupling tLZ coupling ttZ cross section

Carena 0 -20 -30

Djouadi -330 0 70

Gherghetta -20 -20 -36

Grojean 0 10 17

Hosotani 18 -7 -5

Little Higgs 0 -15 -23

Pomarol 0 -25 -37

Wulzer 1 25 25 56

Wulzer 2 -10 -10 -20

Table 2.6: Expected variations in the Z coupling of the left-handed and right-handed top quark, as well as the ttZ
cross section for various BSM models for proton-proton collisions at a center-of-mass energy of 14 TeV [53].

where ε1 and ε2 are small spurion3 parameters, and L1 and L2 are new sets of interactions that preserve
the SU(3) symmetry independently, but break the SU(3) when summed.

The Littlest Higgs model [56] (a model based the Little Higgs theory) predict the existence of heavy
quarks with masses below 1 TeV. The hypothetical existence of these heavy quarks would weaken the
tZ coupling, and the expected ttZ cross section at the LHC is expected to be 23% smaller [53].

Djouadi model

The Djouadi model is a variant of the Randall-Sundrum model [57]. As such, it attempts to solve the
hierarchy problem by postulating a higher-dimensional scenario, but proposing that the metric is not
factorizable and is multiplied by a warp factor which is a rapidly changing function of an additional
dimension:

ds2 = e−2krcφηµνdxµdxν + r2
c dφ2, (2.12)

where k is a scale of the order of the Planck scale, xµ are coordinates for the four dimensions, 0 < φ < π
is the coordinate for an extra finite dimension with its size set by rc [57]. The exponential in the first
term, e−2krcφ, is the warp factor.

This metric creates two 4D-branes, which are separated by the fifth dimension: the Planck brane and
the TeV brane. The Planck brane contains the hierarchy at the Planck scale, while the TeV brane contains
the hierarchy at the TeV scale, i.e., the scale of current particle physics. The key idea in this model is that
there is an exponential hierarchy that causes a suppression of the strength of the gravitational interaction
in the TeV brane, solving the hierarchy problem.

The Djouadi model [58] introduces changes to the electroweak symmetry by enhancing it to a left-
right SU(2)L × SU(2)R × U(1)X structure in the hyperspace4. In this model, the ttZ cross section is
expected to be 70% larger than the Standard Model prediction [53], which is large enough to be meas-
ured at the LHC.

3 A spurion is a fictitious, auxiliary field used in QFT.
4 Also known as bulk.
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2.2.5 Other properties of the top quark

Electric charge

In the Standard Model, the electric charge of the top quark is expected to be + 2
3 . Efforts to measure the

top-quark charge have been made by the ATLAS, CDF, CMS and DØ collaborations [59–62], obtaining
results that are compatible with the Standard Model prediction. The latest result from the ATLAS
Collaboration measured a top-quark electric charge of [59]:

qtop = 0.64 ± 0.02 (stat.) ± 0.08 (syst.) . (2.13)

W -boson helicity in top-quark decays

The Standard Model predicts that, due to angular conservation arguments, the top quark has a preference
to decay to a zero-helicity W boson. The branching ratio of such decay is given by [17]:

BR (t→ W0b) ≈
m2

top

m2
top + 2m2

W

≈ 0.70. (2.14)

The best measured value to date is [63]:

BR (t→ W0b) = 0.720 ± 0.039 (stat.) ± 0.037 (syst.) , (2.15)

which is consistent with the Standard Model prediction. This measurement can be used to constrain the
tWb anomalous couplings, setting limits to the possible contributions to this vertex from physics beyond
the Standard Model.

Top quark Yukawa coupling

In the Standard Model, the bosonic Higgs field interacts with fermionic fields. This Yukawa interaction
is known as the Yukawa coupling of the fermion. The Yukawa coupling to the top quark in the Standard
Model is given by [28]:

ytop =

√
2mtop

υ
≈ 1, (2.16)

where υ ≈ 246 GeV is the vacuum expectation value.
The large value of the top-quark Yukawa coupling (ytop) has lead to the formulation of models of

physics beyond the Standard Model that couples preferentially to the top quark [28, 29]. With the dis-
covery of the Higgs boson, experimental efforts are taking place to constrain the top-quark Yukawa
coupling. The latest measurements from the ATLAS and CMS Collaborations are [64, 65]:

yATLAS
top = 1.35 ± 0.30 (2.17)

and
yCMS

top = 1.67 ± 0.30 . (2.18)

Spin correlation in tt production

The Standard Model predicts that the spin of the quarks in a tt pair are correlated. Unlike the other
quarks, the top quark decays before it is depolarized by the strong interaction [17]. Thereby, the tt spin
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correlation can be measured experimentally.
The tt spin correlation depends on the mechanism used to produce the tt pair. For qq̄ annihilation, the

tt system is mainly produced in a 3S 1 state. This produces tt pairs with opposite helicities. For gluon
fusion, in contrast, the tt system is mainly produced in a 1S 0 state, which leads to tt pairs with the same
helicity [66].

In terms of spin correlation studies, the Tevatron and the LHC are complementary experiments: at
Tevatron, the main tt production mechanism is qq̄ annihilation, while gluon fusion is the main tt produc-
tion mechanism for the LHC. All experiments have reported spin correlation measurements compatible
with the Standard Model predictions [67–70].

Forward-backward and charge asymmetry

The tt forward-backward asymmetry arises from the interference between the Born and box diagrams (see
Figure 2.9) and from the interference of initial and final state radiation (see Figure 2.10), where the
former gives a positive contribution to the asymmetry and the latter gives a negative contribution [71].
This asymmetry is defined as:

AFB =
N (∆y > 0) − N (∆y < 0)
N (∆y > 0) + N (∆y < 0)

(2.19)

where ∆y = yt − yt is the rapidity difference between the top and the antitop quark.
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(b) Box diagram.

Figure 2.9: Born and box diagrams in tt production. Their interference gives a positive contribution to the tt
forward-backward asymmetry.
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(a) Initial state radiation.
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(b) Final state radiation.

Figure 2.10: Diagrams of tt production with initial (a) or final state radiation (b). Their interference gives a
negative contribution to the tt forward-backward asymmetry.

The value of the forward-backward asymmetry for pp collisions at Tevatron energies predicted by the
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2 Theoretical background

Standard Model has been computed at NNLO precision [72]:

AFB = 0.095 ± 0.007 . (2.20)

Measurements from the CDF and DØ collaborations yields results compatible with the Standard
Model: AFB = 0.164 ± 0.047 and AFB = 0.106 ± 0.030 respectively [73, 74].

Since the proton-proton collisions at LHC are symmetric, a forward and backward direction cannot
be defined. Instead, the study is done via the determination of the charge asymmetry, defined as:

AC =
N (∆|y| > 0) − N (∆|y| < 0)
N (∆|y| > 0) + N (∆|y| < 0)

(2.21)

where ∆|y| = |yt| − |yt| is the difference between the absolute value of the top-quark rapidity and the
absolute value of the antitop-quark rapidity.

The Standard Model prediction for the charge asymmetry at the LHC is AC = 0.0123 ± 0.0005 [75].
The combined measurement from the ATLAS and CMS Collaborations [76] is consistent with the
Standard Model prediction: AC = 0.005 ± 0.007 (stat.) ± 0.006 (syst.) .
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CHAPTER 3

The LHC and the ATLAS detector

The work presented in this thesis is based on data collected with the ATLAS detector, using proton-
proton collisions at the Large Hadron Collider (LHC). A detailed description of the LHC and the ATLAS
detector can be found in their respective design and technical reports [1, 2]. The information shown in
this chapter is based on these reports and is only meant to be a short description.

3.1 The Large Hadron Collider

The Large Hadron Collider is a superconducting circular accelerator located underneath the French-
Swiss border, close to the Swiss city of Geneva, at a depth ranging between 50 m and 150 m (see Figure
3.1). It is located in the tunnel of the Large Electron-Positron Collider (LEP) [77].

The LHC is a proton-proton collider. For the 2012 data [78], each proton beam had 1374 bunches
(design value: up to 2808), with each bunch containing 1.6 − 1.7 × 1011 protons (design value: 1.15 ×
1011). The spacing between bunches was 50 ns (design value: 25 ns), which translates to an interaction
frequency of 20 MHz (design value: 40 MHz). The mean number of interactions per crossing (µ) was
30 events/crossing, with a tail up to 40 events/crossing. The protons in each beam were accelerated to
an energy of 4 TeV(design value: up to 7 TeV), providing proton-proton collisions with a center-of-mass
energy of 8 TeV(design value: up to 14 TeV). The peak luminosity was 7.7 nb−1s−1 (design value: 10
nb−1s−1).

The storage ring houses 1232 cryodipole magnets which provide the magnetic field needed to keep the
proton bunches in the designed trajectory. The core of the cryodipole magnets are the so-called dipole
cold mass, containing all the components that are cooled using superfluid helium. The dipole cold mass
works at a temperature of 1.9 K and, with a electric current up to 11850 A, can provide magnetic fields
of up to 8.33 T.

The protons are accelerated in a series of steps (see Figure 3.2):

• Protons are produced by a hydrogen source and accelerated to 50 MeV using the Linear Acceler-
ator (LINAC).

• These protons are then sent to the Synchrotron Booster (BOOSTER), where they are further
accelerated to 1.4 GeV.

• The next stage takes place in the Proton Synchrotron (PS), where the protons acquire an energy
of 25 GeV.
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3 The LHC and the ATLAS detector

Figure 3.1: Location of the LHC and general layout (© 2014 CERN).

Figure 3.2: Schematic view of the accelerator complex of CERN (© 2013 CERN).
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3.2 The ATLAS detector

• In the next step, the protons are accelerated in the Super Proton Synchrotron (SPS) up to 450 GeV.

• Finally, the protons are sent to the LHC ring, where they are accelerated to up to 7 GeV using
radio frequency (RF) cavities.

The LHC delivered 47 pb−1 and 5.5 fb−1 of proton-proton collisions at a center-of-mass energy of
7 TeV in 2010 and 2011, respectively [79]. In 2012, the center-of-mass energy of the proton-proton
collisions was increased to 8 TeV, delivering a total of roughly 23 fb−1 of data. The LHC is expected to
run at a center-of-mass energy of 13 TeV in 2015. Current estimations expect that the LHC will reach
the 200 fb−1 mark by the end of 2017, right before the second long shutdown [80].

The LHC storage ring has a circumference of 26.7 km that roughly encloses an area of 56.5 km2 (see
Figure 3.2). This ring is slightly tilted, since the LEP tunnel has a slope of 1.4% in order to ensure that
all the underground caverns and the main tunnel are located in solid rock [77]. It services four major
experiments, each of them located at one of the four collision points in LHC: ATLAS [81] and CMS [82]
are general-purpose detectors, while ALICE [83] and LHCb [84] are devoted to the study of heavy ions
and the precision measurement of the CP violation and rare B-hadron decays, respectively. Three smal-
ler experiments are also hosted by the LHC storage ring: the LHCf experiment [85], which measures
neutral particles in the very forward region of LHC collisions, the TOTEM experiment [86], commit-
ted to the measurement of the total proton-proton cross section and the study of elastic and diffractive
scattering in the LHC, and the MoEDAL experiment [87], which searches for magnetic monopoles and
other highly-ionizing particles.

3.2 The ATLAS detector

ATLAS is the acronym for A Toroidal LHC AparatuS, a general-purpose detector located in the LHC
and designed to accommodate a wide range of studies. It has a cylindrical shape, with a length of 44 m
and a diameter of 25 m, as shown in Figure 3.3.

The detector can be separated in five main components:

• the superconducting magnet system,

• the inner detector,

• the electromagnetic calorimeter,

• the hadron calorimeter and

• the muon spectrometer.

These five components are used together to reconstruct an event (see Figure 3.4). Without getting into
many details, the superconducting magnet system provides the magnetic fields needed for the operation
of the inner detector and muon spectrometer, the inner detector contains the tracking system used to
measure the momentum and sign of charged particles. The electromagnetic calorimeter is designed
in such a way that most hard-process electrons and photons will deposit all their energy in its cells.
This allows the identification of these particles in collaboration with the inner detector. The hadron
calorimeter is located after the electromagnetic calorimeter. As its name indicates, this calorimeter aims
to collect all the energy of hadronic particles in its cells, which is then used to identify and measure
jets. In this design, ideally only muons and neutrinos are able to exit the hadron calorimeter. The
muon spectrometer is located after the hadron calorimeter and is used to identify muons and measure

21



3 The LHC and the ATLAS detector

Figure 3.3: Overview of the ATLAS detector (ATLAS Experiment© 2014 CERN).

their charge and momentum. Finally, neutrinos escape undetected and their kinematic information is
associated with the missing transverse momentum of each event. A more detailed discussion of each
component will be given later in this chapter.

3.2.1 The ATLAS coordinate system

Before discussing the ATLAS subsystems, it is useful to define a coordinate system. The coordinate
system used in the ATLAS detector is defined as follows:

• the origin of the coordinate system is located at the expected point of interaction.

• The z axis is parallel to the direction of the beam. Notice that the positive direction has not been
defined yet.

• The positive x axis points towards the center of the LHC storage ring.

• The y axis is parallel to the vectorial product of the x and z axis. The direction pointing away
from the Earth’s core is taken as the positive direction.

• With the x and y directions now fully defined, the positive direction of the z axis is defined such
that the result is a right-handed coordinate system.

Once the coordinate system is defined, some other useful quantities can be defined. These quantities
are frequently used throughout this thesis.
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3.2 The ATLAS detector

Figure 3.4: Event reconstruction with the ATLAS detector (ATLAS Experiment© 2014 CERN).
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3 The LHC and the ATLAS detector

• The transverse plane is the plane that contains the x and y axis.

• Given an arbitrary direction, the azimuthal angle (φ) is defined as the angle between the x axis
and the projection of the arbitrary direction on the transverse plane.

• Given an arbitrary direction, the polar angle (θ) is defined as the angle with respect to the z axis.
By itself, the polar angle is not a very useful quantity. Instead, a more useful quantity called
pseudorapidity (η) can be defined in terms of the polar angle:

η ≡ − ln
(
tan

θ

2

)
. (3.1)

The pseudorapidity has the advantage that the difference between two pseudorapidities is a Lorentz
invariant.

• Once φ and η are defined, an angular separation quantity (∆R) can be defined using:

(∆R)2 ≡ (∆φ)2 + (∆η)2 . (3.2)

This quantity is a Lorentz invariant with respect to boosts in the z axis.

3.2.2 The superconducting magnet system

The superconducting magnet system (SMS) provides the magnetic fields needed to bend charged particles
in the inner detector and muon spectrometer. The general overlay of the SMS is shown in Figure 3.5.

The central solenoid provides the 2 T magnetic field used by the inner detector and is located between
the inner detector and the electromagnetic calorimeter, and it is made of aluminium, copper and niobium-
titanium. It has an axial length of 5.3 m and a diameter of roughly 2.5 m with a total of 1173 coil turns
and an operating current of 7.6 kA.

Three large air-core toroids generate the magnetic field used in the muon spectrometer: a barrel toroid
and two end-cap toroids. They are also made of aluminium, copper and niobium-titanium, but have a
higher aluminium composition than the central solenoid. The peak magnetic field on the barrel toroid is
3.9 T, while in the end-cap toroids it goes up to 4.1 T. The end-cap toroid coil system is rotated by 22.5
degrees with respect to the barrel toroid to provide radial overlap and optimize the bending power in the
region between both coil systems. The barrel toroid and the end-cap toroids are composed of eight coils
(with 120 and 116 turns each, respectively) which are placed radially and symmetrically around the z
axis. Each coil in the barrel toroid and the end-cap toroids operates at a current of 20.5 kA and 20.0
kA respectively. The barrel toroid has an axial length of 25.3 m, an inner radius of 9.4 m and an outer
radius of 20.1 m, while each end-cap toroid has an axial length of 5 m, an inner radius of 1.65 m and an
outer radius of 10.7 m.

All the magnets in the SMS are cooled by forced flow using liquid helium at 4.5 K, using a vacuum
flask (Dewar flask) coupled to the central refrigerator. In addition to the vacuum flask, the barrel toroid
and the end-cap toroids feature cold helium pumps to guarantee an appropiate cooling of these elements.

3.2.3 The inner detector

The inner detector collects information that allows to measure the charge and momentum of charged
particles. It is located inside the central solenoid, which provides a 2 T magnetic field used to bend the
trajectory of charged particles.
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3.2 The ATLAS detector

Figure 3.5: Superconducting magnet system in ATLAS [88].

In order to achieve the high resolution needed for precision measurements, fine-granularity detectors
are needed. The best granularity is offered by pixel detectors, but due to their high costs in terms of
research, development and production, only a limited number of pixel detectors are installed. Instead,
a combination of high-resolution pixel detectors, silicon microstrips and straw detectors is used (see
Figure 3.6). This setup reduces the construction costs and the amount of material introduced into the
system without sacrificing too much precision.

The innermost layers are formed by three layers of pixel detectors located at a distance between
50.5 mm and 122.5 mm from the interaction point. The first layer of pixel detectors, the closest layer
to the interaction point, is the removable barrel layer (b-layer). Unlike the next two layers of pixel
detectors, the removable barrel layer covers the entire pseudorapidity |η| < 2.5 region with only one
barrel and 16×106 channels. The last two pixel detector layers are divided in two parts: the two barrels,
covering the pseudorapidity |η| < 1.7 range, and five end-caps on each side, covering the pseudorapidity
1.7 < |η| < 2.5 range. As a whole, the pixel system in the inner detector is formed by a total of
approximately 1500 barrel modules and 700 disk modules, where all the pixel modules are identical.
Each pixel module is 64.2 mm long and 21.4 mm wide and contains 61 440 pixel elements read out by
16 chips, where each chip is in charge of an array of 24 × 160 pixels.

The semiconductor tracker system (SCT) is located after the pixel detectors, at a distance of 299 mm
to 514 mm from the interaction point. It is formed by four pairs of silicon microstrip detectors layers,
which provides eight measurements per charged track.

Each silicon detector is 64.0 mm long and 63.6 mm wide, containing 768 readout strips. The SCT
system contains 61 m2 covered by silicon detectors, with 6.2 × 106 readout channels. Due to its spatial
resolution, tracks can be distinguished if they are separated by a distance of more than 200 µm. Like
the outer layers of the pixel detector, the SCT is separated in barrel modules and end-cap modules. The
barrel layers provide coverage for the |η| < 1.4 region, while the end-caps cover the 1.4 < |η| < 2.5
region.

The SCT and the pixel system need to be in a very high dimensional and thermal stability environ-
ment. A carefully designed cooling system is used to remove the heat generated from the electronics
and detector leakage current in order to keep the equipment within working temperature parameters.
Furthermore, materials with low thermal expansion coefficients are used to achieve the degree of di-
mensional stability required by the two systems.
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3 The LHC and the ATLAS detector

Figure 3.6: ATLAS inner detector layout (ATLAS Experiment© 2014 CERN).
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3.2 The ATLAS detector

The transition radiation tracker (TRT) is the outermost layer of the inner detector, located at a distance
of 554 mm to 1082 mm from the interaction point. It uses straw detectors, which are able to withstand
the demanding hit rates expected from the LHC collisions. In addition to providing further tracking
capabilities, it is able to identify electrons thanks to the use of xenon gas, allowing for a better discrim-
ination between hadrons and electrons. The barrel module covers the |η| < 0.7 region and is composed
of individual modules containing between 329 and 793 axial straws each. Each straw has a diameter of
4 mm and a length of up to 1440 mm. Each of the two end-caps is formed by 18 wheels and covers the
pseudorapidity 0.7 < |η| < 2.5 region.

In the absence of pile-up effects, the inner detector can provide the location of the primary vertex with
a resolution of 41 µm along the z axis and 18 µm in the transverse plane for tt events [89]. Secondary
vertices can be provided with a radial resolution of down to 0.7 mm, depending on the η region. The
resolution of the inverse transverse momentum in the barrel region, measured using muons with high
transverse momentum, is expected to be 0.34 TeV−1. In the barrel region, the muon identification effi-
ciency is above 98% for muons with pT > 1 GeV. Electrons and pions with tracks around 5 GeV can be
reconstructed with efficiencies between 70% and 95%.

3.2.4 Calorimeters

The ATLAS calorimeters play the main role in the measurement of the energy of the particles produced
by the LHC collisions. Calorimetric methods are based on the absorption of the energy of particles as
they travel through the material. The energy deposited in the material can then be measured to determine
the energy of the particles. In ATLAS, two calorimetry systems are used, namely, the electromagnetic
calorimeter and the hadron calorimeter (see Figure 3.7).

Electromagnetic calorimeter

At high energies (E > 100 MeV), electrons lose their energy almost exclusively by bremsstrahlung
radiation, i.e., the production of photons. Subsequently, photons lose their energy in electron-positron
pair production. The combination of these two processes produces electron-photon cascades, which are
the fundamental processes that take place in electromagnetic calorimeters. The length scale of a shower
is set by the radiation length, a quantity that depends on the absorbing material of the calorimeter.
Therefore, the energy of an electron or a photon can be determined by measuring the electron-photon
cascade produced. This measurement is done by placing active material between layers of absorbing
material. When the electrons and photons in the cascade go through the active material, the material gets
ionized. This ionization can then be measured by the collection of the charged particles on electrodes.

The ATLAS electromagnetic calorimeter is a lead/liquid argon detector with accordion geometry.
The lead plates act as the absorber, while the liquid argon acts as the active medium. The electrodes
are made of Kapton. Like most components in ATLAS, the electromagnetic calorimeter is divided into
a barrel module and two end-caps modules. The barrel covers the pseudorapidity |η| < 1.475 region,
while the end-caps cover the region corresponding to 1.375 < |η| < 3.2. The barrel is formed by two
identical half-barrels, separated by a 6 mm gap. Each end-cap region contains two coaxial wheels. Each
wheel covers the region given by 1.375 < |η| < 2.5 and 2.5 < |η| < 3.2, respectively.

In the (|η| < 2.5) region, which is devoted to precision measurements, the electromagnetic calori-
meter is divided in three sections: the strip section, the middle section and the back section. The strip
section has a constant thickness of roughly six radiation lengths and a very fine granularity in η, with a
granularity (∆η × ∆φ) of 0.003 × 0.1, providing a precise measurement of this quantity and improving
particle identification. The middle section is segmented in squares with granularity 0.025 × 0.025 and a
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3 The LHC and the ATLAS detector

Figure 3.7: ATLAS calorimeter layout (ATLAS Experiment© 2014 CERN).
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thickness roughly three times larger than the strip section. Finally, the back section has a granularity of
0.05 × 0.025 and a thickness varying between two and twelve times the radiation length.

In the (|η| > 2.5) region, the calorimeter is segmented in two sections and has a worse granularity by
design. This lower resolution is sufficient to provide the measurements needed in the reconstruction of
jets and the measuring of the missing transverse momentum.

Hadron calorimeter

A hadron calorimeter works on the same principle as the electromagnetic calorimeters, but the lon-
gitudinal development is determined by the average nuclear interaction length. The average nuclear
interaction length is much larger than the average radiation length, which means that hadron calori-
meters need to be much larger than their electromagnetic counterparts. Additionally, the thickness of a
hadron calorimeter is a very important parameter, since it has to provide a good containment of hadronic
showers and avoid punch-throughs into the next detector system.

The ATLAS hadron calorimeter covers a large pseudorapidity range (|η| < 4.9). It can be split in three
components: the tile calorimeter, the end-cap calorimeters and the forward calorimeter.

The tile calorimeter, which covers the pseudorapidity |η| < 1.7 region, is a sampling calorimeter
with a periodic structure in the z axis. The iron plates that act as absorbers have a thickness of 14 mm
per period, while the scintillating tiles that act as active material have a thickness of 3 mm per period.
This calorimeter is composed of one main barrel and two extended barrels. The main barrel covers the
|η| < 1.0 region, while the extended barrels cover the 0.8 < |η| < 1.7 region. All barrels are segmented
in three layers. They are divided in sixty four modules in the azimuthal direction. In the pseudorapidity
space, the readout cells are arranged such that the resulting granularity is 0.1×0.1 for the first two layers
and 0.2 × 0.1 for the last layer.

Each end-cap calorimeter consists of two independent wheels covering the 1.5 < |η| < 3.2 region. In
this calorimeter, copper plates are used as absorbers while liquid argon is used as active material. Each
wheel is built out of 32 identical modules, with a 2 mm gap between each module. The first wheel,
the one closest to the interaction point, covers the pseudorapidity range 1.5 < |η| < 2.5. It uses 25 mm
copper plates and has a granularity of 0.1 × 0.1. The second wheel, which covers the 2.5 < |η| < 3.2
region, uses 50 mm copper plates and has a granularity of 0.2 × 0.2.

The forward calorimeter covers the forward region, specifically in the pseudorapidity range 3.1 <

|η| < 4.9. Its design is particularly challenging due to the high levels of radiation that it must be able to
withstand. The calorimeter is composed of three sections. The first one is made out of copper and the
other two are made out of tungsten. In both cases, the active material is liquid argon and the granularity
is roughly 0.2 × 0.2.

3.2.5 Muon spectrometer

Muons do not deposit too much energy in either calorimeter, so they can pass through them without too
much energy loss. Therefore, it is useful to place a system that detects and measures muons after both
calorimeters. Located after the hadron calorimeter, the muon spectrometer is the largest and outermost
component of the ATLAS detector, contributing more than 80% of the volume of the whole detector (see
Figure 3.8).

Its operation is based on the deflection of muons using a magnetic field. The information obtained by
the muon spectrometer is combined with the tracker information in order to reconstruct the trajectory of
muons through the detector. The charge and momentum can be determined using the curvature of the
reconstructed trajectory inside the spectrometer.
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3 The LHC and the ATLAS detector

Figure 3.8: Components of the ATLAS muon spectrometer (ATLAS Experiment© 2014 CERN).
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In the barrel region (|η| < 1.0), the magnetic field is provided by the superconducting air barrel toroid,
while two end-cap magnets provide the magnetic field for the end-cap region (1.4 < |η| < 2.7). The
magnetic field is located in the transition region (1.0 < |η| < 1.4) and is given by the combined fields of
the large barrel toroid and the end-cap magnets.

The muon chamber uses four different technologies in its structure: monitored drift tube chambers,
cathode strip chambers, resistive plate chambers and thin gap chambers. The monitored drift tube
chambers provide a precise measurement of the coordinates of the tracks over most of the η range. The
first layer of the areas close to the interaction point and close to the beamline (2.0 < |η| < 2.7) is made
of cathode strip chambers, which have higher-granularity, in order to withstand the demanding rate and
background conditions. Resistive plate chambers are used in the barrel, while thin gap chambers are
placed in the transition and end-cap regions (see Figure 3.9). These two last components are used in the
trigger system, which covers the |η| < 2.4 range.

Figure 3.9: Muon chamber projection in the YZ plane [90].

3.2.6 Trigger and data acquisition system

The raw event production rate in ATLAS is several orders of magnitude higher than the ability of the
detector to permanently store the event-related data. Furthermore, most events taking place in the col-
lisions are not of interest. Therefore, a trigger system is necessary to quickly identify and select the
events that are of interest, so that only such data are stored permanently.

The ATLAS trigger system is based on three levels of online selection, where each successive level
refines the selection made by the previous level (see Figure 3.10).

The level 1 trigger reduces the number of events from an interaction rate of roughly 1 GHz to less
than 50 kHz, using only the information provided by a subset of detectors. The muon spectrometer
trigger searches for muons with high transverse momenta, which are identified using the trigger system
of the muon spectrometer. The calorimeter trigger looks for high-momentum electrons and photons,
tau hadronic decays, a large amount of missing transverse energy or a large scalar sum of jet transverse
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Figure 3.10: ATLAS trigger scheme [91].

energies using reduced-granularity information provided by both calorimeters. All the level 1 trigger
processes are done in 2.2 µs, roughly 2000 times slower than the interaction rate.

The level 2 trigger uses the information provided by the level 1 trigger, which includes the position
and transverse momentum of candidate objects and energy sums. Using this data, the level 2 trigger se-
lectively accesses data from readout buffers in order to make a decision. In theory, this trigger is allowed
to access the event data with full precision and granularity, but in practice only a small percentage of the
full data is needed for a decision to be made, reducing the event rate to roughly 5 kHz.

The level 3 trigger is performed by the event filter and decides whether the data of an event will be
written to the permanent mass storage. It employs offline algorithms and methods adapted to the online
environment to confirm the decision of the level 2 trigger using more refined algorithms, the full set of
data and, when necessary, tighter transverse momentum thresholds. This trigger reduces the event rate
down to an event rate of roughly 300 Hz.
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CHAPTER 4

Data, simulation samples and data-driven
methods

4.1 Data

The analyses presented in this thesis use two sets of data events, both taken from proton-proton collisions
at the LHC with the ATLAS detector. The first set was taken in 2011 at a center-of-mass energy of 7
TeV and amounts to an integrated luminosity of 4.6 fb−1 (uncertainty:1.8%) [92], while the second set
was taken in 2012 at a higher center-of-mass energy (8 TeV) and the data collected correspond to an
integrated luminosity of 20.3 fb−1 (uncertainty:2.8%) [93]. The time evolution of the total integrated
luminosity collected in ATLAS between 2011 and 2012 is shown in Figure 4.1 [94]. The 2011 and 2012
data are used in the top-quark mass and the ttZ cross-section measurement respectively.

Each year is split in periods in order to organize and separate different running conditions, such as
trigger configurations, firmware versions or detector repairs. The 2011 data are composed of twelve
periods taken between March 13th and October 30th [95] (see Table 4.1), while the 2012 data are separ-
ated in eleven periods taken between April 4th and December 16th [96] (see Table 4.2).

All events in data are required to have triggered the single electron or the single muon trigger. For the
2011 data, the electron trigger depends on the period, as follows:

• before period K: EF_e20_medium,

• period K: EF_e22_medium,

• periods L and M: EF_e22vh_medium1 or EF_e45_medium1.

Likewise, the muon trigger is period-dependent for 2011 data:

• before period J: EF_mu18,

• starting from period J: EF_mu18_medium.

For 2012 data, the same lepton triggers are used for all periods:

• Electron trigger: EF_e24vhi_medium1 or EF_e60_medium1.

• Muon trigger: EF_mu24i_tight or EF_mu36_tight.
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Month in Year
Jan Apr Jul

Oct Jan Apr Jul
Oct

­1
fb

T
o
ta

l 
In

te
g

ra
te

d
 L

u
m

in
o
s
it
y
 

0

5

10

15

20

25

30

ATLAS

Preliminary

 = 7 TeVs2011,  

 = 8 TeVs2012,  

LHC Delivered

ATLAS Recorded

Good for Physics

­1 fbDelivered: 5.46
­1 fbRecorded: 5.08

­1 fbPhysics: 4.57

­1 fbDelivered: 22.8
­1 fbRecorded: 21.3

­1 fbPhysics: 20.3

Figure 4.1: Time evolution of the total integrated luminosity collected in 2011 and 2012 [92–94].

Data period Date Run number Delivered luminosity (pb−1)

A March 13th to March 21st 177531 - 177965 8.98

B March 21st to March 24th 177986 - 178109 18

D April 14th to April 29th 179710 - 180481 186

E April 30th to May 3rd 180614 - 180776 52.7

F May 15th to May 25th 182013 - 182519 160

G May 27th to June 14th 182726 - 183462 572

H June 16th to June 28th 183544 - 184169 287

I July 13th to July 29th 185353 - 186493 416

J July 30th to August 4th 186516 - 186755 240

K August 4th to August 22nd 186873 - 187815 685

L September 7th to October 5th 188902 - 190343 1625

M October 6th to October 30th 190503 - 191933 1184

Table 4.1: Summary of the 2011 data periods [95].
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The data are further filtered through one of the so-called Good Run Lists (GRL). The GRLs are cre-
ated using information provided by the data quality flags, which are used to mark possible performance
issues in the detectors, the combined performance objects or the trigger [97]. The events passing the
GRL filter, shown in blue in Figure 4.1, are considered "good for physics" and used in ATLAS analyses.

4.2 Simulation

The data taken with the ATLAS detector must be compared with theoretical models in order to obtain
new physics knowledge. To predict and compare a given physics theory with the measurements, Monte-
Carlo (MC) simulations are used to model the backgrounds and the signal prediction under a given
theory. Due to the probabilistic nature of particle physics processes, the MC simulations generate hypo-
thetical events based on theoretical probability distributions in order to predict the expected statistical
behavior of the events recorded by the detector.

Figure 4.2: Scheme showing the parts of a MC simulation for hadron colliders [98].

Figure 4.2 shows a schematic view of the different components of a MC simulation for hadron col-
liders [98]: the parton distribution, the hard process (called hard subprocess in Figure 4.2), the parton
shower and the hadronization.

In order to simulate a proton-proton collision, its parton distribution must be modeled, i.e., a par-
ton must be resolved at scale Q and momentum fraction x for each proton. The phenomenology of
the parton resolution is modeled by a set of parton distribution functions (PDF). All the MC simula-
tions in this thesis use one of the following PDF sets: CT10 [99], CTEQ6.6 [100], CTEQ6L1 [101] or
MSTW2008LO [102].
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The hard process involves the tree-level processes taking place during the inelastic proton-proton
collision. The so-called parton-level generators (also known as event generators) are used to simulate
specific final states to the lowest order of perturbation theory. In other words, the event generators
produce events associated with a given set of leading-order diagrams (e.g., tt → 2`, Z → 2`, ttZ → 4`
and so on). A large number of parton-level generators is available, which can be separated in two
groups: process-specific generators and arbitrary-process generators. Process-specific generators are
only able to generate a limited list of processes, but are usually optimized to simulate these. In contrast,
arbitrary-process generators are able to generate any tree-level Standard Model process, but the lack of
optimization leads to higher computation times when compared to their process-specific counterparts.
This can limit the degree of complexity and accuracy that the generated events can achieve due to
pragmatic considerations. The process-specific generators used in the analyses presented in this thesis
are Alpgen [103] and AcerMC [104]. Alpgen specializes in processes with high jet multiplicity in the
final state, while AcerMC is dedicated to the Standard Model background processes taking place in
proton-proton collisions in the LHC. In addition to these generators, the following arbitrary-process
generators are used in this thesis: MadGraph [105], MC@NLO [106], Powheg [107] and Sherpa [108].

The parton shower and the hadronization are provided by programs called showering and hadron-
ization generators (SHG). The parton shower provides higher-order QCD effects, generating high-
multiplicity partonic states called parton showers. These parton showers are composed of a number
of particles, including many isolated color-carrying partons. Since isolated colored partons are not al-
lowed due to color confinement, the hadronization process takes place, i.e., the colored partons are
grouped to form color-neutral hadrons. In order to simulate a reasonable hadronization process using
their limited models, SHG programs contain several non-physical parameters that need to be calibrated
using experimental data. Each set of these calibration parameters is called a "tune". The SHGs (and
their tunes) used in the analyses covered in this thesis are:

• Herwig [109], using the tune AUET1 [110]. Herwig is often interfaced with Jimmy [111] routines
to generate multiple parton scattering processes.

• Pythia6 [112], tuned with either AUET2B [113] or Perugia P2011C [114].

• Pythia8 [115], using the tune AU2 [116].

Finally, it is important to notice that Sherpa has its own SHG and, therefore, does not need to be inter-
faced with one.

In order to simulate the detector response to each of the generated events, a GEANT4 [117, 118]
simulation of the ATLAS detector is used on all the generated events. This process is performed either
as a full simulation or as a fast simulation [119]. In a full simulation, any small structure that could affect
traversing particles is simulated, independent of the origin of the structure. This approach gives the most
accurate description of the process, but is computationally intensive. In contrast, a fast simulation uses
parametrizations or a simplified approach to model the detector material and the response of the active
detector components. This simplification leads to less accurate simulations, but lowers the requirements
on computational power. Therefore, a fast simulation is usually used when a large number of generated
events is required, since the processing time needed for a full simulation could be prohibitive.

In the rest of this section, all the processes are assumed to be modeled as a full simulation and all tt
datasets mentioned are filtered to have at least one prompt lepton1, unless explicitly stated otherwise.

1 Prompt leptons are leptons originating from the hard process.
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4.2.1 MC simulation datasets used for the top-quark mass measurement

The nominal tt signal sample is generated using the MC@NLO event generator using the PDF set
CTEQ6.6, interfaced with Herwig using the tune AUET1. In order to measure the top-quark mass, ten
fast simulation samples are generated by the same combination of generators, each using a different
input top-quark mass, ranging from 150 GeV to 200 GeV.

To estimate the systematic uncertainty associated with the event generator and the SHG, three addi-
tional tt fast simulation datasets are generated: MC@NLO interfaced with Herwig, Powheg interfaced
with Herwig and Powheg interfaced with Pythia6. Another eight fast simulation datasets are generated
with AcerMC as event generator and Pythia6 as SHG. They are used to estimate the systematic uncer-
tainty due to the modeling of the initial and final state radiation (ISR/FSR), color reconnection (CR) and
underlying events (UE). Table 4.3 shows all the tt datasets used in the top-quark mass measurement. A
detailed description of the estimation of the systematic uncertainty will be given in a later chapter.

The tt dilepton channel signal used in the analysis has a signature of exactly two leptons. Therefore,
Standard Model background processes that produce two prompt leptons are considered (see Figure 4.3),
namely, Z + jets events, Wt-channel of the single-top production and diboson events. The generation
of diboson events (WW, WZ, ZZ) used Alpgen with the PDF set CTEQ6L1 and hadronized with Her-
wig (see Table 4.4). The Drell-Yan processes are modeled using Alpgenwith the PDF set CTEQ6L1 and
hadronized with Herwig, produced in the phase spaces corresponding to 10 GeV < m`` < 40 GeV (see
Table 4.5) and 40 GeV < m`` < 2000 GeV (see Table 4.6) separately. The single top Wt-channel is
modeled with MC@NLO interfaced with Herwig (see Table 4.4).

Processes with less than two prompt leptons are not modeled with MC simulations, since their mod-
eling of fake leptons2 is not considered reliable. Instead, the contribution of this process is estimated
using the data driven methods described at the end of this chapter. Processes with more than two leptons
are not considered (except for diboson events), since their contribution is negligible.

4.2.2 MC simulation datasets used for the ttZ cross section measurement

As stated in the introduction, the ttZ cross section measurement is done in the ttZ → 4` channel (see
Figure 4.4). The signal ttZ process is modeled using a fast simulation sample generated with MadGraph
(with CTEQ6L1 as PDF) and interfaced to Pythia6 tuned with AUET2B. A filter is applied to only allow
events with at least one lepton.

Analogously to the top-quark mass measurement datasets, only the MC background processes that
produce four prompt leptons are considered: ZZ, ttH, H → ZZ, tttt, ttWW, tribosons and WtZ (see
Figure 4.5).

The diboson ZZ → 4` process is modeled with Sherpa using the PDF set CT10 and considering
massive c and b quarks, where the detector response is simulated with a fast simulation. The ttH back-
ground modeling used Powheg with the PDF set CT10, interfaced to Pythia8 tuned with AU2. The
H → ZZ background is modeled by Powheg using the PDF set CTEQ6L1, with Pythia8 used as its
SHG (tuned using AU2). The simulation of the tttt background is performed by MadGraph interfaced
to the PDF set MSTW2008LO, where the hadronization and parton showering are simulated using Py-
thia8 with the AU2 tune. The WtZ, ttWW and tribosons backgrounds are modeled using MadGraph as
event generator, CTEQ6L1 as PDF and Pythia6 (tuned with AUET2B) as SHG. Table 4.7 summarizes
all the MC datasets used in the ttZ cross section measurement presented in this thesis.

2 Fake leptons are objects misidentified as prompt leptons by the reconstruction algorithm.
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Data period Date Run number Delivered luminosity (pb−1)

A April 4th to April 20th 200804 - 201556 910

B May 1st to June 18th 202660 - 205113 5594

C July 1st to July 24th 206248 - 207397 1643

D July 24th to August 23rd 207447 - 209025 3598

E August 23rd to September 17th 209074 - 210308 2863

G September 26th to October 8th 211522 - 212272 1404

H October 13th to October 26th 212619 - 213359 1655

I October 26th to November 2nd 213431 - 213819 1149

J November 2nd to November 26th 213900 - 215091 2941

L November 30th to December 6th 215414 - 215643 983

M December 15th to December 16th 216399 - 216432 13.8

Table 4.2: Summary of the 2012 data periods [96].
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Figure 4.3: Main backgrounds for the tt dilepton channel: (a) Z + jets, (b) Wt-channel of the single-top production,
and (c) Diboson (WW channel is shown).
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Dataset
Description Event generator+SHG

σNLO Events Sim.

number (pb) L (fb−1) type

105200 Nominal sample MC@NLO+Herwig 89.7 127.9 full

105200 Generator syst. variation MC@NLO+Herwig 89.7 127.9 fast

105860 Generator syst. variation Powheg+Herwig 89.4 16.5 fast

105861 Generator syst. variation Powheg+Pythia6 89.4 110.3 fast

117209 ISR/FSR syst. variation AcerMC+Pythia6 90.5 110.4 fast

117210 ISR/FSR syst. variation AcerMC+Pythia6 90.6 110.2 fast

117240 CR syst. variation AcerMC+Pythia6 89.2 110.3 fast

117241 CR syst. variation AcerMC+Pythia6 89.3 110.4 fast

117242 CR syst. variation AcerMC+Pythia6 89.3 110.4 fast

117243 CR syst. variation AcerMC+Pythia6 89.3 110.4 fast

117403 UE syst. variation AcerMC+Pythia6 90.6 110.3 fast

117404 UE syst. variation AcerMC+Pythia6 90.7 109.8 fast

117208 mMC
top = 150.0 GeV MC@NLO+Herwig 185.4 41.9 fast

106203 mMC
top = 160.0 GeV MC@NLO+Herwig 133.5 29.2 fast

106208 mMC
top = 165.0 GeV MC@NLO+Herwig 114.0 34.2 fast

106205 mMC
top = 167.5 GeV MC@NLO+Herwig 105.5 74.1 fast

106201 mMC
top = 170.0 GeV MC@NLO+Herwig 97.7 40.1 fast

106206 mMC
top = 175.0 GeV MC@NLO+Herwig 84.0 46.4 fast

106207 mMC
top = 177.5 GeV MC@NLO+Herwig 78.0 100.4 fast

106202 mMC
top = 180.0 GeV MC@NLO+Herwig 72.5 53.1 fast

106204 mMC
top = 190.0 GeV MC@NLO+Herwig 54.6 71.8 fast

117205 mMC
top = 200.0 GeV MC@NLO+Herwig 41.5 183.2 fast

Table 4.3: tt datasets used in the top-quark mass measurement.

Dataset
Description Event generator+SHG

σNLO Events Sim.

number (pb) L (fb−1) type

105985 WW Alpgen+Herwig 17.0 146.2 full

105986 ZZ Alpgen+Herwig 1.3 197.8 full

105987 WZ Alpgen+Herwig 5.5 180.4 full

108346 Wt MC@NLO+Herwig 50.6 16.0 full

Table 4.4: Diboson and single top datasets used in the top-quark mass measurement.
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Dataset
Description Event generator+SHG

σNLO Events Sim.

number (pb) L (fb−1) type

116250 Z → ee + 0 partons Alpgen+Herwig 3819.0 0.3 full

116251 Z → ee + 1 parton Alpgen+Herwig 106.1 2.8 full

116252 Z → ee + 2 partons Alpgen+Herwig 51.8 19.3 full

116253 Z → ee + 3 partons Alpgen+Herwig 10.5 14.3 full

116254 Z → ee + 4 partons Alpgen+Herwig 2.4 17.3 full

116255 Z → ee + 5 partons Alpgen+Herwig 0.6 17.4 full

116260 Z → µµ + 0 partons Alpgen+Herwig 3818.6 0.3 full

116261 Z → µµ + 1 parton Alpgen+Herwig 106.1 2.8 full

116262 Z → µµ + 2 partons Alpgen+Herwig 51.9 19.3 full

116263 Z → µµ + 3 partons Alpgen+Herwig 10.5 14.3 full

116264 Z → µµ + 4 partons Alpgen+Herwig 2.4 17.3 full

116265 Z → µµ + 5 partons Alpgen+Herwig 0.6 17.4 full

116270 Z → ττ + 0 partons Alpgen+Herwig 3818.9 0.3 full

116271 Z → ττ + 1 parton Alpgen+Herwig 106.1 2.8 full

116272 Z → ττ + 2 partons Alpgen+Herwig 51.9 9.6 full

116273 Z → ττ + 3 partons Alpgen+Herwig 10.5 14.4 full

116274 Z → ττ + 4 partons Alpgen+Herwig 2.4 17.3 full

116275 Z → ττ + 5 partons Alpgen+Herwig 0.6 17.4 full

Table 4.5: Drell-Yan datasets (10 GeV < m`` < 40 GeV) used in the top-quark mass measurement.
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Figure 4.4: ttZ → 4` channel.
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Dataset
Description Event generator+SHG

σNLO Events Sim.

number (pb) L (fb−1) type

107650 Z → ee + 0 partons Alpgen+Herwig 835.4 7.9 full

107651 Z → ee + 1 parton Alpgen+Herwig 168.0 8.0 full

107652 Z → ee + 2 partons Alpgen+Herwig 50.6 16.0 full

107653 Z → ee + 3 partons Alpgen+Herwig 14.0 15.8 full

107654 Z → ee + 4 partons Alpgen+Herwig 3.6 16.7 full

107655 Z → ee + 5 partons Alpgen+Herwig 1.0 19.3 full

107660 Z → µµ + 0 partons Alpgen+Herwig 835.9 7.9 full

107661 Z → µµ + 1 parton Alpgen+Herwig 167.6 8.0 full

107662 Z → µµ + 2 partons Alpgen+Herwig 50.4 8.0 full

107663 Z → µµ + 3 partons Alpgen+Herwig 14.0 7.9 full

107664 Z → µµ + 4 partons Alpgen+Herwig 3.5 8.7 full

107665 Z → µµ + 5 partons Alpgen+Herwig 1.0 10.4 full

107670 Z → ττ + 0 partons Alpgen+Herwig 835.5 12.7 full

107671 Z → ττ + 1 parton Alpgen+Herwig 168.5 19.8 full

107672 Z → ττ + 2 partons Alpgen+Herwig 50.5 19.9 full

107673 Z → ττ + 3 partons Alpgen+Herwig 14.1 36.3 full

107674 Z → ττ + 4 partons Alpgen+Herwig 3.5 41.6 full

107675 Z → ττ + 5 partons Alpgen+Herwig 1.0 46.8 full

Table 4.6: Drell-Yan datasets (40 GeV < m`` < 2 TeV) used in the top-quark mass measurement.

Dataset
Description Event generator+SHG

σNLO Events Sim.

number (fb) L (ab−1) type

117489 ttZ+0 partons MadGraph+Pythia6 67.5 44.5 fast

117490 ttZ+1 partons(incl.) MadGraph+Pythia6 17.6 33.8 fast

189608 ZZ→ 4` Sherpa 8650 2.3 fast

167007 tribosons(ZWW) MadGraph+Pythia6 1.56 32.2 full

167008 tribosons(ZZZ) MadGraph+Pythia6 0.33 150.4 full

160155 H→ ZZ Powheg+Pythia8 5.39 37.1 full

158344 tttt MadGraph+Pythia8 0.68 291.9 full

169889 ttH Powheg+Pythia8 13.6 73.7 full

119583 ttWW MadGraph+Pythia6 1.90 5.3 full

179991 WtZ MadGraph+Pythia6 4.13 24.2 full

Table 4.7: MC datasets used in the ttZ cross section measurement.
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Figure 4.5: Main backgrounds for the ttZ → 4` channel:(a) ZZ→ 4`, (b) H→ ZZ→ 4`, (c) ttH→ 4` + 4ν + bb,
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4.3 Background estimation using data-driven methods

4.3.1 Events with fake leptons and the need for data-driven methods

A fake lepton is an object that is misidentified as a prompt lepton. In the case of fake electrons, they can
arise from different sources such as the semileptonic decays of the bottom or the charm quark, photon
conversion, jets with a large electromagnetic energy component and the misidentification of photons
or pions as electrons. In the case of fake muons, they originate mainly from the semileptonic decays
of the bottom or the charm quark, and the decay of charged hadrons or particles from highly energetic
hadronic showers that manage to pass through the hadronic calorimeter into the muon chambers.

Events with at least one fake lepton (called fake lepton events) can be a significant source of back-
ground. Therefore, an accurate description of this process is needed. Unfortunately, the MC simulations
introduced in the previous section are unable to produce a precise estimation of the behavior of fake
lepton events due to either technical or pragmatic reasons and, therefore, data-driven methods are used
instead. These data-driven methods derive their results from data events, usually making assumptions
about the behavior of the fake leptons and are sometimes assisted with results from MC simulations.

In the top-quark mass and the ttZ cross section analyses, the matrix method [120] and the ABCD
method are the two data-driven methods used to estimate the fake lepton events contribution respectively.

4.3.2 The matrix method

The matrix method is discussed in detail in Ref. [120]. For the sake of clarity, the matrix method will
be discussed for a single-lepton selection. Then, the discussion will be extended to a dilepton selection.

The basic idea behind the matrix method is to build two definitions of each lepton type, named loose
definition (L) and tight definition (T). The tight definition is chosen to be the same one as the lepton
definition used in the analysis, while the loose definition is defined in such a way that it encompasses
the tight definition, i.e., any lepton passing the tight definition will also pass the loose definition.

For the sake of argumentation, a selection that requires exactly one lepton is assumed. Then, the
following quantities can be defined:

• NL: number of "loose events", defined as the number of events selected using the loose lepton
definition that would not pass the tight lepton definition.

• NT: number of "tight events", defined as the number of events selected using the tight lepton
definition.

• NA: number of "all" (loose plus tight) events, i.e., number of events selected using the loose or
tight lepton definition.

• NL
R: number of loose events, where the selected lepton is a real lepton3.

• NT
R: number of tight events, where the selected lepton is a real lepton.

• NA
R : number of all events, where the selected lepton is a real lepton.

• NL
F : number of loose events, where the selected lepton is a fake lepton.

• NT
F : number of tight events, where the selected lepton is a fake lepton.

3 The term real lepton is used to identify a prompt lepton, as opposed of a fake lepton.
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• NA
F : number of all events, where the selected lepton is a fake lepton.

Since, by definition, a selected event can be either loose or tight, the following statement is always
true:

NT = NT
R + NT

F =
NT

R

NA
R

NA
R +

NT
F

NA
F

NA
F = rNA

R + fNA
F , (4.1)

where r and f are defined as the rates:

r ≡
NT

R

NA
R

,

f ≡
NT

F

NA
F

.
(4.2)

A second equation can be written for NL:

NL = NL
R + NL

F = (NA
R − NT

R) + (NA
F − NT

F ) = (1 − r) NA
R + (1 − f) NA

F . (4.3)

Equation 4.1 and Equation 4.3 can be represented by the matrix equation: NT

NL

 =

 r f

1 − r 1 − f


 NA

R

NA
F

 . (4.4)

Inverting the 2 × 2 matrix solves the system of equations: NA
R

NA
F

 =
1

r − f

 1 − f − f

r − 1 r


 NT

NL

 . (4.5)

In particular, the solution for NA
F is of interest:

NA
F =

1
r − f

[
(r − 1) NT + rNL

]
=

r − 1
r − f

NT +
r

r − f
NL, (4.6)

which can be combined with Equation 4.2 to give:

NT
F = fNA

F = f
r − 1
r − f

NT + f
r

r − f
NL. (4.7)

Equation 4.7 can be used to provide an estimate for the number of fake lepton events using the tight
lepton selection in a given single lepton selection. This is accomplished by measuring the values of NT

and NL in data, provided that the quantities f and r are known.
The estimation of f and r is performed in control regions dominated by fake and real lepton events

respectively. In a region dominated by fake lepton events, f can be estimated using (the process is
analogous for r):

f =
NT

F

NA
F

≈
NT

NA . (4.8)

For a selection with exactly two leptons, where the leptons have been ordered by their transverse
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momentum, Equation 4.4 is expanded into:
NTT

NTL

NLT

NLL


=


r1r2 r1 f2 f1r2 f1 f2

r1 (1 − r2) r1 (1 − f2) f1 (1 − r2) f1 (1 − f2)

(1 − r1) r2 (1 − r1) f2 (1 − f1) r2 (1 − f1) f2
(1 − r1) (1 − r2) (1 − r1) (1 − f2) (1 − f1) (1 − r2) (1 − f1) (1 − f2)




NAA

RR

NAA
RF

NAA
FR

NAA
FF


,

(4.9)
where N has two superscripts and two subscripts. The first superscript-subscript set refers to the first
lepton, while the second superscript-subscript set refers to the second lepton. In the same way, r1 and
f1 refer to the first lepton, while r2 and f2 refer to the second lepton.

Inverting the matrix in Equation 4.9 gives:
NAA

RR

NAA
RF

NAA
FR

NAA
FF


= α


(1 − f1) (1 − f2) ( f1 − 1) f2 f1 ( f2 − 1) f1 f2
( f1 − 1) (1 − r2) (1 − f1) r2 f1 (1 − r2) − f1r2

(r1 − 1) (1 − f2) (1 − r1) f2 r1 (1 − f2) −r1 f2
(1 − r1) (1 − r2) (r1 − 1) r2 r1 (r2 − 1) r1r2




NTT

NTL

NLT

NLL


, (4.10)

where:
α =

1
(r1 − f1) (r2 − f2)

(4.11)

Using the two-leptons equation equivalent of Equation 4.2, the estimate of the number of fake lepton
events using the tight selection is:

NTT
F =r1 f2NAA

RF + f1r2NAA
FR + f1 f2NAA

FF

=αr1 f2
[
( f1 − 1) (1 − r2) NTT + (1 − f1) r2NTL + f1 (1 − r2) NLT − f1r2NLL

]
+ α f1r2

[
(r1 − 1) (1 − f2) NTT + (1 − r1) f2NTL + r1 (1 − f2) NLT − r1 f2NLL

]
+ α f1 f2

[
(1 − r1) (1 − r2) NTT + (r1 − 1) r2NTL + r1 (r2 − 1) NLT + r1r2NLL

]
.

(4.12)

The determination of the electron and muon real and fake efficiencies for 2011 data is documented
in Ref. [121]. The main results that are of interest for the use of the matrix method in the tt dilepton
channel are presented in the following paragraphs, where it is assumed that r1 = r2 and f1 = f2. The
loose and tight lepton definitions used are presented in Section 5.1.2 and Section 5.2.2.

The electron real efficiency is measured in the Z → ee channel using a tag and probe method for
different regions of the electron η and pT space (see Figure 4.6). The electron fake efficiency is measured
in a region with exactly one loose electron, at least one jet and Emiss

T < 20 GeV. To account for the
contamination from real electrons, the number of loose and tight events in data are corrected using the
estimates obtained from MC simulations of tt, single top, Z + jets, W + jets and diboson processes. The
final efficiencies are shown in Figure 4.7 for different η and pT regions.

The measurement of the muon real efficiency is analogous to its electron counterpart, using the Z →
µµ channel and a tag and probe method. The muon fake efficiency is determined in a µ+jets region with
mT (W) < 20 GeV and the inverted triangular cut defined by Emiss

T + mT (W) < 60 GeV. The resulting
muon real and fake efficiencies are shown in Figure 4.8 as a function of the muon η.
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Figure 4.6: Electron real efficiency dependence on η and pT [121].

Figure 4.7: Electron fake efficiency dependence on η and pT [121].

(a) (b)

Figure 4.8: η dependency on the muon (a) real and (b) fake efficiencies measured in periods B to K [121].
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4.3.3 ABCD method

The ABCD method uses two sets of two mutually exclusive selections to create four mutually exclusive
regions.

For the sake of argumentation, let x and y be two quantities that can be measured in each event. Let
h be a given preselection and let f x

1 and f x
2 be selections based only on x, such that no event can pass

both selections, i.e., f x
1 and f x

2 are mutually exclusive. Furthermore, let gy1 and gy2 represent mutually
exclusive selections based only on y. Then, four regions can be defined based on these selections, as
shown in Table 4.8.

Selections f x
1 f x

2

g
y
1 Region A: f x

1 ∧ g
y
1 ∧ h Region B: f x

2 ∧ g
y
1 ∧ h

g
y
2 Region C: f x

1 ∧ g
y
2 ∧ h Region D: f x

2 ∧ g
y
2 ∧ h

Table 4.8: Generic definition of the regions in the ABCD method. h is the preselection applied to all regions.

Assuming that x and y are independent, the following relationship can be assumed:

NA
F

NB
F

=
NC

F

ND
F

, (4.13)

where NX
F is the number of fake lepton events4 in the region X (X ∈ {A,B,C,D}).

Let the definition of region D be equivalent to the region of interest, i.e., the region where an estimate
of the number of fake lepton events is needed. Then, from Equation 4.13:

ND
F =

NB
F

NA
F

NC
F . (4.14)

In order to use Equation 4.14, regions A, B and C are assumed to be completely dominated by fake
events. This can be sometimes achieved by a careful choice of the definitions of f x

1 and gy1, such that
NA

F ≈ NA
Data, NB

F ≈ NB
Data and NC

F ≈ NC
Data. In practice, however, it is often more convenient and accurate

to use:
NX

F = NX
Data − NX

R , (4.15)

where X ∈ {A,B,C} and NX
R is the expected number of events with only real leptons selected in the

region X, as estimated by MC simulations.
Using Equation 4.15 in Equation 4.14, the final form of the estimate using the ABCD method is:

ND
F =

NB
Data − NB

R

NA
Data − NA

R

(
NC

Data − NC
R

)
. (4.16)

Although the use of Equation 4.16 relaxes the requirements on the regions A, B and C (they do not
need to be completely dominated by fake lepton events), it is still very important to have predominantly
fake lepton events in the regions A, B and C in order to obtain good estimates, since the relative statistical

4 The ABCD method can also be applied to other kinds of processes.
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uncertainty on NX
F is given by:

ε =

√
1

NX
Data

·

√
1 + ρ

(1 − ρ)2 (4.17)

where ρ =
NX

R
NX

Data
is the fraction of expected events in data where only real leptons are selected. Notice

that, for a fixed value of NX
R , the value of ε increases with ρ. Furthermore, a higher value of ρ magnifies

the effect of the systematic uncertainties associated with the estimation of NX
R .
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CHAPTER 5

Physics objects definition, reconstruction and
identification

Physics objects are the final product of the ATLAS reconstruction software and have a well-defined
physics meaning. They are designed to be closely related to particles from the hard process. Several
algorithms are used to reconstruct accurate physics objects from the detector response. These algorithms
are usually developed using MC simulations of the detector response and calibrated with data. The
physics objects used in the analyses presented in this thesis are: electrons, muons, jets and missing
transverse momentum.

5.1 Electrons

5.1.1 Reconstruction

Three different algorithms are used to reconstruct an electron: egammaBuilder, softeBuilder and egam-
maForwardBuilder.

Standard electron algorithm (egammaBuilder): the egammaBuilder is a cluster-based algorithm
devoted to the reconstruction of isolated electrons with high transverse momentum. It uses the
sliding window algorithm [122], which consists of three steps: tower building, precluster finding
and electron cluster formation.

During tower building, the η − φ space is divided into a grid of Nφ × Nη elements, each element
with a size of 0.025 × 0.025, and the energies of all longitudinal1 cells inside each element are
summed into the so-called tower energy. During the precluster finding, the tower energies are
scanned using a 5 × 5 elements window. If a local maximum is found and the window transverse
energy2 is larger than the energy threshold (3 GeV), a precluster is formed. The position of the
precluster is computed from the energy-weighted η and φ barycenters of the 9 central elements3

in the window. If two preclusters can be contained within an η − φ space of size 0.05 × 0.05, the
precluster with less transverse energy is considered a duplicate and removed from the preclusters
list.

1 The longitudinal direction is defined as the radial direction.
2 Defined as the sum of all the tower energies of the towers inside a window.
3 The 9 central elements form a 3 × 3 grid concentric with the 5 × 5 window.
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In the next step (electron cluster formation), the energy of each electromagnetic calorimeter layer
is assigned to electron clusters. For each layer, all cells within a rectangle of size 3 × 7 (barrel
region) or 5×5 (end-cap region) are assigned to the cluster. The center of the rectangle is determ-
ined by the so-called seed position. The seed position for the middle layer is given by the position
of each precluster. Once the cells in the middle layer are determined, their energy-weighted η and
φ barycenters are used to create a new seed position, which is used by the strips layer and the back
layer. Once the cells in the strips layer are assigned to the cluster, their energy-weighted η and φ
barycenters are used to determine the seed position used for the presampler layer.

Once these clusters are defined, a cluster-track matching reconstructs and identifies the electron
candidates. If the position of the cluster and the direction of a valid track are within 0.2 in η and
0.1 in φ, the track is considered a possible match to the cluster.

The path of a charged particle through the inner detector is known as a track. A track candidate
is considered valid if it is associated with at least one hit in the pixel detector and it has at least
7 precision hits, where the number of precision hits is defined as the number of hits in the pixel
detector and the SCT.

If more than one track are possible matches to a cluster, the track giving the best match to the
position of the layers of the cluster is taken. This is determined by extrapolating each track and
summing the angular distances between the extrapolated track and each calorimeter layer in the
cluster, where the track with the smallest sum of angular distances is chosen as the best match.

The total energy of the reconstructed lepton are computed from the electron cluster energy de-
termined from the algorithm, while its direction is obtained from the associated track in the inner
detector. The ET and the pT of the electron is then computed using the usual four-vector projec-
tions.

Soft-electron reconstruction algorithm (softeBuilder): the softeBuilder is a track-based algorithm
dedicated to reconstruct electrons with low transverse momentum [123]. The algorithm is op-
timized to fit the tracks of low-energy electrons, considering the effects of bremsstrahlung, and
provides significant improvements for the reconstruction of electrons with pT < 25 GeV [89].

Forward electron algorithm (egammaForwardBuilder): the egammaForwardBuilder algorithm spe-
cializes in the reconstruction and identification of electrons in the forward region (2.5 < |η| < 4.9)
of the ATLAS detector. This algorithm relies only on the information provided by the electro-
magnetic calorimeter, since tracking is not available in the forward region. Forward electrons are
not used in the analyses presented in this thesis.

5.1.2 Electron definitions, identification and isolation for the 2011 data

Many of the electron clusters identified using the algorithms described earlier in this section are not
related to hard-process electrons. Therefore, additional requirements are imposed on reconstructed
electron candidates in order to separate energy clusters originating from jets and those originating from
electrons.

Three sets of identification settings are used as standards in ATLAS: loose++, medium++ and tight++.

loose++: the loose++ setting is expected to have an efficiency of roughly 95% and a jet rejection rate
of approximately 500. This setting provides the highest electron identification efficiency at the
expense of a modest jet rejection rate. It only considers electrons detected in the central region
(|η| < 2.47) and requires low hadronic leakage, i.e., the ratio of the transverse energy in the
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first hadronic calorimeter layer to the transverse energy in the electromagnetic calorimeter must
be small. Additionally, it requires a loose track-cluster matching in η (∆η < 0.015) and imposes
restrictions on the shower shapes and the minimum quality of the tracks in the inner detector [124,
125].

medium++: the medium++ setting is expected to have an efficiency of around 85% and a jet rejection
rate of roughly 4400. In addition to the loose++ setting, a small impact parameter is required
(d0 < 5 mm), the track-cluster matching criterion is changed to ∆η < 0.005 and the shower-
shape requirements are tightened for the |η| > 2.01 region. Furthermore, the quality-of-tracks
requirements are also increased, requiring at least one hit in the b-layer and at least an additional
hit in the pixel detector for the |η| < 2.01 region, and at least two pixel detector hits for the
|η| > 2.01 region.

tight++: the tight++ setting is expected to have an efficiency of approximately 78% and a jet rejection
rate of roughly 43000. It includes all the requirements of the medium++ setting, but requires
even higher track quality, requiring at least one hit in the b-layer for all regions. Finally, the
impact-parameter requirement is tightened to d0 < 1 mm.

Isolation requirements are applied separately from the identification process, since different analyses
may need different isolation criteria. Two main variables are used to determine the isolation of a physics
object: EConeX

T and pConeX
T .

The EConeX
T of an electron candidate is defined as the reconstructed energy in a cone of half-opening

angle X around the direction of the electron candidate, where the energy assigned to the electron is
excluded [124]. Analogous to the EConeX

T definition, the pConeX
T of an electron candidate is the scalar

sum of the transverse momenta of the tracks inside a cone of half-opening angle X around the direction
of the electron candidate, excluding the track associated to the electron candidate.

Only tracks of a reasonable quality are considered in the computation of pConeX
T , i.e., they should have

pT > 1 GeV, a hit in the innermost pixel-detector layer, at least 7 hits in the silicon detectors, z0 < 1 mm4

and d0 < 1 mm.
For the top-quark mass measurement, two electron definitions are used:

• Loose definition, used to estimate the contribution of backgrounds with fake leptons using the
matrix method, defined as:

– Identified with the medium++ setting.

– Electron candidates matched to photon conversions are rejected.

– ECone20
T < 6 GeV.

– pCone30
T < 6 GeV.

– pT > 25 GeV.

– 0 < |η| < 1.37 or 1.52 < |η| < 2.47. The excluded region, 1.37 < |η| < 1.52, corresponds to
the calorimeter crack region.

• Tight definition, used in the rest of the analysis as the standard selection. It is defined as fol-
lows [126]:

– It should meet all the requirements of the loose definition.

– Identified with the tight++ setting.
4 z0 is the transverse impact parameter
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– The electron reconstruction is done using only the egammaBuilder algorithm (el_author=1).
Alternatively, if the egammaBuilder is used but also the softeBuilder, the electron is also
accepted (el_author=3) [123].

– The longitudinal impact parameter must be less than 2 mm from the primary vertex.

– A pT-independent isolation in ECone20
T at 90% efficiency and in pCone30

T at 90% efficiency is
required.

– The electron must pass the object-quality flag. This flag alerts the analyzer of the presence
of a dead front-end board or the presence of dead high-voltage regions in the cluster where
the electron is defined [127].

5.1.3 Electron definitions, identification and isolation for the 2012 data

For the 2012 data (ttZ cross-section measurement), a different approach is used to define electrons,
namely, the so-called likelihood electrons [128]. The process to define likelihood electrons is based on
the information provided by 18 variables, divided in 7 regions based on the |η| binning:

[0.00, 0.80, 1.35, 1.50, 1.80, 2.00, 2.35, 2.47] .

The 18 variables include information from the inner detector, electromagnetic and hadronic calori-
meter, energy, momentum, isolation, angular distances and longitudinal impact parameter. The complete
list of variables is described in Ref. [128]. Not all variables are used in all regions. In particular, for
some regions, only the most discriminating variables are considered.

For each variable, the normalized signal (hard-process electrons) and background distribution (fake
electrons) can be used to assign the probability of a given electron candidate to be a signal electron
(Psignal

i ) or a background electron (Pbackground
i ). To combine the information from all the variables (i),

the following logarithmic likelihood ratio is built:

ln L =
∑

i

(
ln Psignal

i − ln Pbackground
i

)
. (5.1)

The value of ln L can be computed for each electron candidate for both signal and background electron
candidates, as shown in Figure 5.1. Using this information, electron candidates can be defined with
different efficiency and jet rejection rate by applying cuts on different values of ln L.

Figure 5.1: Distribution of ln L for signal and background reconstructed electrons in the region |η| < 0.8 [128].

Six standard working points have been defined: very loose, loose relaxed, loose, medium, tight and
very tight. Loose is a subset of, both, very loose and loose relaxed. The other working points are not
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subsets of the looser ones, but the level of non-overlap between a tighter setting and a looser one is less
than 0.1%.

The working points chosen for the ttZ cross-section measurement are the very loose and the medium
working points. The very loose working point is chosen such that it has a background rejection com-
parable to the loose++ setting used for 2011 data, but it offers higher selection efficiency. On the other
hand, the medium working point is chosen such that its selection efficiency is similar to the medium++

setting used for 2011 data, but it has a higher background-rejection rate [129].
Two electron definitions are used, both requiring that the transverse momentum of the electron can-

didate is larger than 7 GeV:

• Loose electron definition, used to estimate the contribution of backgrounds with fake leptons
using the ABCD method, requiring that the lepton candidate is a very loose likelihood electron.

• Tight electron definition, used as the standard selection. The electron candidate must be a medium-
likelihood electron and further isolation is imposed using the cut

pCone30
T

pT
< 0.18. (5.2)

5.1.4 Energy scale and energy resolution

In order to calibrate the energy scale, a generic energy scale can be defined as [130]:

Emeasured = (1 + α) Etrue, (5.3)

where Emeasured is the measured electron energy, Etrue is the true electron energy and α is an energy
scale that depends on the angular position of the electron. The value of this scale can be obtained from
Z → ee and J/ψ → ee decays. The main technique used to calibrate the electron energy scale is the
in-situ calibration.

The in-situ calibration exploits the well-known mass resonances of the Z boson and the J/ψ meson.
Neglecting second-order terms and assuming that the angle between electrons is perfectly known, the
effect of the miscalibration in the invariant mass is [130]:

mmeasured
i j = mtrue

i j

(
1 +

αi + α j

2

)
, (5.4)

where mmeasured
i j is the invariant mass obtained from the measured energy of the electrons and mtrue

i j is the
invariant mass computed from the true energy of the electrons.

Equation 5.4 provides a model to perform a likelihood fit of events in data to obtain the values of αi

and α j by maximizing the unbinned likelihood [130]:

ln Ltotal =

Nevents∑
i

ln L

 mmeasured
i j(

1 +
αi+α j

2

)  , (5.5)

where L(m) is the probability density function of the true invariant mass and can be obtained from MC
simulations.

This fit allows the determination of the energy scale α. With enough data events, the value of α
can be determined for different regions of the detector, e.g., different |η| ranges. Once these correction
factors are measured, they can be applied to either the data or the MC simulations. The effect of the
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uncertainties on the determination of the correction factors is usually estimated by variations in the MC
simulation events. Figure 5.2 shows the dependence of the energy-scale correction factors as a function
of the pseudorapidity, as derived from Z→ ee decays in the 2011 data.

η
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Figure 5.2: Left: electron energy-scale correction factor as a function of the electron pseudorapidity derived from
Z → ee decays. The boundaries of the detector parts are indicated with dotted lines [131]. Right: comparison of
the invariant-mass distribution of the Z → ee decay in data and MC simulations. The fit is a Breit-Wigner distri-
bution convoluted with a Crystal ball function, which is used to determine the electron energy resolution [130].

The energy-resolution function can be expressed as:

σE

E
=

a
√

E
⊕

b
E
⊕ c, (5.6)

where a and c have to be determined. The value of a is related to statistics-related fluctuations in the
calorimeter. The value of b is the noise term and is negligible, only having significant contributions
at low energies. The value of c represents the detector non-uniformity, calibration uncertainties and
uncertainties due to radiation damage.

The energy-resolution function is determined by comparing the invariant-mass distribution of the
Z → ee decay in data and MC simulations (see Figure 5.2). These are fitted using a Breit-Wigner
distribution convoluted with a Crystal Ball function in the mass range 80-100 GeV for central events
and in the mass range 75-105 GeV for forward events. The width of the Breit-Wigner distribution is
given by the Z boson width. The energy resolution is then determined from the fitted parameter values
of the Crystal Ball function [130].

The corrections of the electron energy scale and the electron energy resolution are based on calibra-
tions provided by the ATLAS top working group: the top-quark mass measurement uses the calibrations
provided in the package ATLAS-GEO-18-01-03 while the ttZ cross-section measurement uses those
provided in the package ATLAS-GEO-20-00-01.

5.1.5 Efficiency scale factors

The different requirements on electron reconstruction, trigger, identification and isolation can have a
different effect in MC simulations and in data. In order to recover data-MC agreement after applying
these requirements, several scale factors are used [132, 133].

The electron reconstruction and trigger efficiency scale factors are measured using Z → ee decays.
Using a tag-and-probe method, the ratio of the efficiencies in data and MC are determined in differ-
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ent η and ET regions [134]. Analogously, the scale factors of the electron identification efficiency are
determined from combined measurements in the Z → ee and W → eν channels. The scale factors of
the electron isolation efficiency are also determined from Z → ee decays, where the effect of pile up
in the isolation efficiency is evaluated by comparing the scale factors as a function of the number of
reconstructed vertices [135].

Figure 5.3: Electron-reconstruction scale factor for the tight++ setting [135].

As an example, the electron-reconstruction scale factor for the 7 TeV analyses is shown in Figure
5.3. All these scale factors are integrated in the TopElectronSFUtils-00-00-18 package for the 2011
data [132] and in the TopElectronSFUtils-00-00-29 package for the 2012 data [133].

5.2 Muons

5.2.1 Reconstruction and identification

The ATLAS detector has excellent muon reconstruction and identification capabilities thanks to its inner
detector and its muon spectrometer. These two subsystems provide two independent measurements used
to reconstruct and identify muons.

The reconstruction and identification of muons are based on four algorithms which produce four
definitions of muon candidates [136]: standalone muons, combined muons, segment-tagged muons and
calorimeter-tagged muons.

Standalone muons: the trajectory of standalone muons is reconstructed using only the muon spectro-
meter. The direction of flight and impact parameter of the muon can be obtained by extrapolating
the spectrometer’s track back to the beamline, while the muon momentum is measured using the
muon spectrometer and corrected with information provided by the calorimeters.

Combined muons: a combined muon is an improvement to standalone muons. The momentum meas-
urement of a standalone muon is improved by combining it with the momentum measurement
from the inner detector. Likewise, the measurement of the impact parameter with respect to
the primary vertex is also improved using information from the inner detector. In case that a
momentum measurement from the inner detector is not available, a combined muon cannot be
defined.

Segment-tagged muons: a segment-tagged muon is identified when a trajectory in the inner detector
extrapolated to the muon spectrometer can be associated to a track reconstructed in the muon
chambers.
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Calorimeter-tagged muons: a calorimeter-tagged muon is reconstructed using the information from
the calorimeter information. This is done by identifying energy depositions in the calorimeters
that are compatible with the low energy depositions expected from a muon.

The analyses presented in this thesis only use combined muons, as recommended by the ATLAS top
working group. This choice of identification setting is tighter than the default tight identification setting
from the Muid muon reconstruction chain [126, 137, 138].

5.2.2 Muon definitions and isolation

Applying an isolation requirement is useful to remove muons that are produced from hadronic decays
inside jets, which is an important source of fake muons. Muon isolation requirements use the same
observables as the electrons: pConeX

T and EConeX
T .

Analogous to the electron definitions, two muon definitions are used for the 2011 data: loose and
tight, defined for the same reason as their electron counterparts. The loose definition is defined by the
following requirements [126]:

• The muon candidate must have been reconstructed as a combined muon.

• The transverse momentum of the muon candidate must be larger than 20 GeV.

• The muon must be in the central region (|η| < 2.5).

• Additional requirements in the number of hits in the inner detector must be met:

– At least one hit in the b-layer.

– At least two pixel hits.

– At least six SCT hits.

– The sum of holes in the pixel and the SCT hits must be less than three. A hole is defined as
follows: if the interpolation or extrapolation of a track passes through a layer of the detector
that is uninstrumented or dead, this layer is assumed to have registered a hit and adds towards
the hit-requirement count. Each hit registered in this fashion is considered a hole [139].

– For the region with |η| < 1.9, at least six hits in the TRT are required and the number of
outliers5 must not exceed 90%.

– If |η| > 1.9 and at least six hits in the TRT are registered, the number of outliers must not
exceed 90%.

• The longitudinal impact parameter with respect to the primary vertex must be less than 2 mm.

The tight definition adds the following isolation requirements to the loose definition [126]:

• pCone30
T < 2.5 GeV.

• ECone20
T < 4.0 GeV.

• If any jet in the event has a transverse momentum larger than 25 GeV and its jet vertex fraction
(JVF)6 is larger than 0.75, the angular separation between the muon and this jet must satisfy
∆R > 0.4.

5 An outlier is defined as a straw tube with a signal that is not crossed by a nearby track or a set of TRT measurements in the
extrapolation of a track that fails to form a smooth trajectory with the measurements from the pixel detector and the SCT.

6 The jet vertex fraction measures the probability that a jet has originated from a particular vertex [140].
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Similar definitions are given for the loose and tight muons for the 2012 data. Here, the loose definition
is defined by the following requirements [137]:

• The muon candidates must have been reconstructed as combined muons.

• The transverse momentum of the muon candidate must be larger than 7 GeV.

• The muon must be in the central region (|η| < 2.5).

• Additional requirements in the number of hits in the inner detector must be met:

– At least one pixel hit.

– At least five SCT hits.

– The sum of holes in the pixel and the SCT hits must be less than three.

– If |η| < 1.9, at least five hits in the TRT are required and the number of outliers should not
exceed 90%.

• The longitudinal impact parameter with respect to the primary vertex must be less than 2 mm.

The tight definition adds the following isolation requirement:

pCone30
T

pT
< 0.18. (5.7)

5.2.3 Energy scale and energy resolution

The process used to determine the muon energy scale and energy resolution is analogous to the one
used for electrons, using the Z → µµ, Υ → µµ and J/ψ → µµ decays. Since the inner detector and the
muon spectrometer can measure the muon momentum, an energy scale calibration is made for each of
them [132].

The effect of the energy-scale correction in the dimuon invariant-mass distribution is shown in Fig-
ure 5.4, along with the correction to the muon energy resolution [141]. The energy-scale correction is
applied to the energy of the muons in events from MC simulations using a multiplicative scale factor.
On the other hand, the muon energy is smeared in order to apply the energy-resolution correction, i.e.,
a random scale factor distributed according to a Gaussian function centered at one and with a standard
deviation that depends on the value of the the energy-resolution correction is multiplied to the muon
energy [126, 137].

The energy scale and energy resolution used by the analyses in this thesis follow the recommendations
of the ATLAS top working group. The values are provided centrally by the ATLAS Collaboration via the
packages MuonMomentumCorrections-00-05-03 [132] for 2011 data and MuonEfficiencyCorrections-
02-01-20 [133] for 2012 data.

5.2.4 Efficiency scale factors

Similar to the case of electrons, the requirements on muon reconstruction, identification and trigger can
have a different effect in MC simulations and in data. In order to recover data-MC agreement after
applying these requirements, several correction factors are needed [132, 133, 135].

The measurement of the reconstruction and identification efficiencies [142] are analogous to the elec-
tron case. In Figure 5.5 (left), the reconstruction efficiency for the combined muons are shown as a
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Figure 5.4: Dimuon invariant mass distribution (left) used to calibrate the muon energy scale and muon energy
resolution with respect to the leading-muon pseudorapidity (uncorrected and corrected muon energy resolution)
(right). The yellow bands in the ratio plots represent the systematic uncertainty [141].

function of the transverse momentum of the muon candidate (2012 data). The muon trigger efficiency is
measured by comparing data with MC simulations in the Z → µµ decay channel using a tag-and-probe
method [135]. The trigger scale factors are computed for different values of η and φ, as shown in the
example in Figure 5.5 (right) for 2011 data.
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green area is the statistical uncertainty while the orange areas also include the systematic uncertainty [141]. Right:
muon trigger scale factors in the barrel region for the mu18 trigger in periods B-I of 2011 data [135].

All these scale factors are integrated in the MuonEfficiencyCorrections-01-01-00 package for the
2011 data [132] and in the MuonEfficiencyCorrections-02-01-20 package for the 2012 data [133].
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5.3 Jets

5.3.1 Reconstruction

When quarks or gluons are produced, they may hadronize and form a collimated group of particles. Mo-
tivated by this concept, jets are physics objects defined with the purpose of reconstructing the kinematic
properties of the parent quark or gluon before the hadronization takes place. In practice, jets do not exist
as a standalone entity (in spite of being related to partons) and are characterized by the algorithm used
to define them.

In order to obtain algorithms that define jets that are meaningful for physics analyses, a jet algorithm
should meet the following requirements that are also summarized in Ref. [143]:

• the algorithm should be able to define observables that are sensitive to the short-distance physics
in a collision event and robust against effects that are not part of the hard process, e.g., the effect
of hadronization must be small and controllable.

• The algorithm must be able to handle high-multiplicity events without breaking down or becoming
too computationally intensive.

• The algorithm must be collinear safe and must be detector independent.

• The algorithm must be robust against noise and pile up.

• The algorithm must be robust against the collinear splitting of the input objects.

• The algorithm must be robust to the addition of arbitrarily-soft particles.

All jets can be considered a combined entity formed by simpler entities (e.g., particles) that can be rep-
resented by four-vectors. The jet reconstruction algorithm used in ATLAS is the anti-kt algorithm [144].
The anti-kt algorithm is a cluster algorithm, i.e., the algorithm defines a distance measure between
particles and a termination condition that ends the clustering. The distance between two entities i and j
is given by [144]:

di j = min
(
k−2

Ti
, k−2

T j

) ∆2
i j

R2 , (5.8)

where ∆2
i j =

(
yi − y j

)2
+

(
φi − φ j

)2
, R is a radius parameter, kTi, yi and φi, are the transverse momentum,

the rapidity and the azimuth angle of the i-th entity, respectively.
Additionally, the distance between an entity and the beam is defined as:

diB = k−2
Ti
. (5.9)

Once these distances are defined, the clustering algorithm is recursive:

• Compute all distances for all pairs of entities (both di j and diB).

• Find the smallest value of all the computed distances.

• Conditional:

– If the smallest value is the value of the distance from an entity to the beam (diB), label this
entity as a jet, and remove it from the list of available entities.
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– If the smallest value is the value of the distance between two entities (di j), merge entity i
and entity j into a new entity by summing their four-momenta.

• Repeat until no entity remains.

The behavior of the anti-kt algorithm can be tuned using different values of the radius parameter R.
The ATLAS standard value for R is 0.4, which is the same value used for the analyses presented in this
thesis.

The entities needed by the anti-kt are the so-called topological clusters [89, 122, 145]. Topological
clusters are calorimeter clusters that are strongly correlated with the number of stable particles pro-
duced in an event. Their use reduce the impact of calorimeter noise in the jet reconstruction process by
grouping cells that have an energy significantly above the noise level.

Algorithm to create topological clusters

The algorithm used to create topological clusters consists of various steps [122]. In a given region of
interest (usually, the whole calorimeter), all the cells with an energy level at least four times above the
noise level are identified (seed cells) and a "protocluster" is associated to each seed cell. The list of all
the seed cells are sorted in descending order of signal-to-noise ratio and the following iterative process
follows:

• For each cell in the seed list, consider the adjacent cells around it that are not associated to a
protocluster:

– If the energy of the cell is at least two times larger than the noise level:

* Add the cell to the "neighbor cell" seed list.

* Add the cell to the protocluster of the seed cell. If the cell can be associated to more
than one protocluster, the protoclusters are merged.

– If the energy of the cell is larger than zero but less than two times larger than the noise level:

* Add the cell to the protocluster of the first seed cell that considers it.

• Repeat the procedure with the neighbor cell seed list as the new seed list until the seed list is
empty.

The final list of protoclusters is defined as the list of topological clusters in the region.

5.3.2 Energy scale

For 2011 data, the jet energy scale (JES) is calibrated using the electromagnetic scale (EM+JES scheme) [135].
The EM+JES scheme consists of four steps [146]:

• pile-up correction,

• vertex correction,

• jet energy correction and

• jet pseudorapidity correction.

60



5.3 Jets

The pile-up correction compensates for the contributions to the jet energy originated from additional
proton-proton collisions within the same bunch crossing (pile up). This correction factor term is sub-
tracted from the uncorrected jet energy and depends on the number of reconstructed primary vertices
(NPV), the jet pseudorapidity and the bunch spacing.

The vertex correction addresses the effect of a simplification used during the reconstruction of calor-
imeter jets: the geometrical center of the detector is used as reference to calculate the direction of the
jet, instead of the actual location of the primary vertex. The vertex correction recalculates the kinematic
variables of the topological clusters. These corrected topological clusters are then used to recompute
the direction and transverse momentum of the jet.

The jet energy correction aims to scale the reconstructed jet energy to the true jet energy. This
correction is derived using MC simulations at reconstruction level and comparing the reconstructed jets
to the truth level values. This correction is parametrized as a function of the uncorrected energy and the
pseudorapidity of the jets.

An additional correction to the jet pseudorapidity is applied after the first three corrections. This
corrects the bias introduced by poorly-instrumented regions in the calorimeter, which causes the pseu-
dorapidity of jets to be biased towards the better-instrumented regions. This correction is only significant
in the transition regions and is parametrized as a function of the jet energy and the uncorrected pseu-
dorapidity. The jet energy scale calibration and its uncertainty for the 2011 data as a function of the jet
pT are shown in Figure 5.6.
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Figure 5.6: Calibration of the jet energy scale and its uncertainty for the 2011 data as a function of the jet pT
[147].

For the 2012 data, the topological clusters are calibrated using the local-cluster-weighting (LCW)
method [148, 149]. The LCW algorithm calibrates calorimeter clusters based on cluster properties re-
lated to shower development in an attempt to correct the response and reduce fluctuations due to the
non-compensating nature of the ATLAS calorimeters. The jet energy scale is based on three com-
ponents: the clustering-independent pile-up correction, clustering-dependent residual correction and an
additional jet energy correction.

The pile-up correction for 2012 data uses two new observables [150]: the jet area (Ajet) and the median
pT density (ρ). The concept of jet area is intuitive and is related to the total number of particles in the
jet, but the formal definition is more involved (full details in Ref. [151]). The median pT density, on the
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other hand, is simply defined as:

ρ = Median

 pT
i

Ai
jet

 , (5.10)

where the index i enumerates each jet found by the jet-clustering algorithm.
The use of ρ provides an event-based description of pile-up activity, in contrast to the variables used

in the 2011 calibration. This leads to improvements in the resolution and the rejection of pile-up jets.
Furthermore, the method is less sensitive to mismodelings of the pile-up activity. The use of the jet area
allows the same correction to be used to any jet regardless of the clustering mechanism, except for a
small residual correction factor (see Figure 5.7).

Figure 5.7: Distributions of ρ (left) for an average number of interactions between 20 and 21 [150] and the jet-area
(right) for different jet-clustering algorithms [150].

The clustering-independent pile-up correction is given by:

pjet,corrected
T = pjet,uncorrected

T − ρAj. (5.11)

The clustering-dependent residual correction is obtained by comparing reconstructed MC dijet events
to their truth values. This residual correction is very small in the central region.

The additional jet energy correction is based on comparisons between data and MC using in-situ
balance techniques [148].

5.3.3 Jet definitions

Jet candidates for the top-quark mass measurement are defined as follows [126]:

• Jets must be reconstructed using the anti-kt algorithm with R = 0.4, and using the EM+JES
calibration.

• For all events, if there are reconstructed jets close to an electron within ∆R < 0.2, the jet that is
the closest to the electron is removed.

In order to ensure jet quality in the events used for the analysis, events that fulfil one of the following
conditions are rejected:
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• Events with identified bad jets [152], i.e., jets that are not associated with real energy deposits in
the calorimeters.

• Events with jets with JVF < 0.75.

For the ttZ cross-section measurement, the JVF requirement is relaxed: only events with central
low-energy jets (pT < 50 GeV and |η| < 2.4) with JVF < 0.5 are removed.

5.3.4 Energy resolution

The jet energy resolution (JER) is measured in situ using the dijet balance method. The dijet balance
method relies on the approximate balance of the transverse momentum of the jets in a dijet event. For
each event, the degree of asymmetry between the transverse momenta of the jets can be characterized
by [153]:

A =
pT,1 − pT,2

pT,1 + pT,2
, (5.12)

where pT,1 and pT,2 are the transverse momenta of the jets in the dijet event (ordered randomly).
The distribution of A is expected to be Gaussian, where the value of the standard deviation can be

associated with the individual jet energy resolutions by:

σ (A) ≈
1
√

2

σ (pT)
pT

. (5.13)

Figure 5.8 shows an example of the distribution of A in data and MC simulation. The JER in data and
MC simulation agrees within the uncertainties for 2011 data, and also agree in the 2012 data except for
a few regions of the pT − η space [153]. Therefore, the ATLAS top working group recommendation is
to not apply any jet energy resolution correction, but to consider this effect in the estimation of the JER
systematic uncertainty [135, 148].
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Figure 5.8: Distribution of the dijet pT asymmetry in data and MC simulation. The data is fitted with a Gaussian
function. The hashed areas show the statistical uncertainty. [153].
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5.3.5 Reconstruction efficiency

The jet reconstruction efficiency (JRE) is measured using a tag-and-probe method [154]. The technique
determines the efficiency to match calorimeter jets to track jets7 in dijet back-to-back events.

The track jet with the highest transverse momentum is defined as the tag object, whereas a second
track jet balancing the first track jet in φ is considered the probe object and must satisfy ∆φ > 2.8 with
respect to the first track jet. Only events with exactly one track jet satisfying ∆φ > 2.8 are used.

The efficiency is measured by matching calorimeter jets to the probe jet. A calorimeter jet is con-
sidered matched to the probe jet if they are within ∆R < 0.4. The observed difference in data and MC
simulation is used to correct the MC events (see Figure 5.9). This is done by randomly discarding jets
in the MC-generated events based on the magnitude of the data-MC difference [135, 148].
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Figure 5.9: Left: calorimeter jet reconstruction efficiency (JRE) with respect to track jets. Right: difference in
JRE between data and MC simulation. The hashed areas show the total uncertainty [154].

5.4 b-tagging

The process of identifying a jet as a b-jet, i.e., a jet that originates from a hard-process bottom quark, is
called b-tagging. Since the top quark decays almost exclusively via t→ Wb and many background pro-
cesses do not produce b-jets, the ability to identify b-jets is an excellent tool to reject these backgrounds.

The process of b-tagging relies on the ability to identify properties of b-jets that separate them from
c-jets or light jets (i.e., u-jets, d-jets, s-jets and jets from gluons and τ). The main property used by b-
tagging algorithms is the fact that bottom quarks form b-hadrons, which have a relatively long lifetime,
of the order of 10−12 s. b-hadrons travel an average distance of roughly 2 mm (assuming pT = 25 GeV)
in the detector before decaying, producing a displaced secondary vertex and the corresponding displaced
tracks.

In this thesis, the so-called MV1 algorithm is used [155], using the calibration points giving a b-jet
tagging efficiency of 70% and 85%. MV1 is a neutral-network algorithm that uses the outputs of the

7 Jets reconstructed using the inner detector.
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IP3D, SV1 and JetFitter b-tagging algorithms. Figure 5.10 shows the light jet rejection rate as a func-
tion of the b-tagging efficiency, while a short description of each algorithm is given in the following
paragraphs.
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Figure 5.10: Performance of the MV1 algorithm [155].

The IP3D algorithm [156] combines the information on the impact-parameter significance of all the
tracks associated to a jet, where the tracks are required to have pT > 1 GeV and at least 7 quality
hits (pixel or SCT hits). At least one of these hits should be in the b-layer and another one should
be from the pixel detector. From MC simulations, the two-dimensional distribution of the transverse
and longitudinal impact-parameter significance can be built for the b-jet and light-jet hypotheses. This
distribution is smoothed and normalized to be used in a likelihood ratio: the inputs from each jet are
compared to this distribution in order to obtain a weight, which is a discriminant on how likely the jet is
a b-jet and how incompatible it is with a light jet.

SV1 [156] is a secondary-vertex-based algorithm and tries to reconstruct the secondary vertex of the
b-hadron involved in the production of the b-jet. It uses a loose track-quality requirement (at least 7
quality hits, at least one hit in the pixel detector and pT > 0.4 GeV) in order to improve the reconstruc-
tion and remove long-lived particles8, photon conversions or hadronic interactions. The algorithm is
able to determine the decay length in three dimensions, which is used to define a signed decay-length
significance using the uncertainty of the decay-length estimation and comparing the direction of the
decay length and the direction of the reconstructed jet.

In order to improve the discriminating power, three additional vertex properties are used in the SV1
algorithm: the invariant mass of all the (loose) tracks associated with the vertex, the ratio between the
sum of all the energies of the tracks in the vertex divided by the sum of all the energy of the tracks
in the jet, and the number of two-tracks vertices. A likelihood is built based on the two-dimensional
distribution of the first two observables and the one-dimensional distribution of the third observable.
Finally, in order to further increase the discriminating power, the ∆R of the vector characterizing the
position of the secondary vertex and the vector characterizing the jet axis is added to the likelihood
computation.

The JetFitter algorithm [156, 157] uses the information on the topology of weak b-flavored hadrons
and c-flavored hadrons decays inside the jet. It uses a Kalman filter [158] to reconstruct vertices and
estimate the flight path of the parent b-hadron.

The b-tagging efficiency calibration can be performed using muon-based methods. Muon-based
methods, such as the prel

T method, select jets that contain a muon, exploiting the semileptonic decay of
b-hadrons to obtain a b-jet-enriched selection [159]. For example, the prel

T method uses the momentum
of the muon transverse to the combined muon plus jet axis (called prel

T ). Muons from b-hadron decays

8 Examples:Ks and Λ.
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have a harder prel
T distribution than their c-jet and light-jet counterparts. The fraction of b-jets, c-jets

and light jets in data for a given selection can be determined using the MC-based templates for the prel
T

distribution of b-jets, c-jets and light jets and applying a template fit to data.
The b-tagging efficiency calibration can also be done in the tt single-lepton or dilepton channels, since

these channels contain two b-jets, where both channels are expected to give similar results. The calib-
ration using the tt dilepton channel is straightforward. A standard dilepton selection can be applied, but
any cut that has b-tagging requirements is removed to avoid the introduction of a bias. The calibration
in the tt single-lepton channel is more elaborate and will be discussed later in this chapter.

5.4.1 b-tagging efficiency calibration using the tag-counting method

The use of the different b-tagging algorithms to select events with b-tagged jets can alter the agreement
between the results of data and MC simulations, due to deficiencies in the MC modeling. Therefore,
correction factors must be applied to the MC events to fix this effect.

One of the methods to determine these corrections is the tag-counting method [160]. For an arbitrary
selection of jets, the fraction of b-tagged jets (using a given b-tagging algorithm) in data is given by:

fb-tagged = εb fb-jets + εc fc-jets + εl fl-jets + εQCD fQCD-jets, (5.14)

where εX is the probability of jets of type X to be tagged and fX-jets is the true fraction of jets originating
from the source X in the selection. Light jets are identified by the subscript l, while the label "QCD"
refers to the QCD multijet background.

The fraction of b-tagged jets selected in data can be determined directly from data:

fb-tagged =
Ndata

tagged

Ndata
all jets

, (5.15)

where Ndata
tagged is the number of b-tagged jets in data, and Ndata

all jets is the total number of jets selected in
data.

The values of the jet fractions fb-jets, fc-jets and fl-jets are measured from MC simulations, while the
value of fQCD-jets is measured using the matrix method (see Section 4.3.2). The estimate of the expected
number of jets selected in data is given by:

Nest.
total = Nb-jets + Nc-jets + Nl-jets + NQCD-jets, (5.16)

where Nb-jets, Nc-jets and Nl-jets are the expected number of b-jets, c-jets and light jets as predicted by
MC simulations, and NQCD-jets is the number of jets selected from QCD multijet events, as estimated by
the matrix method. Therefore, all the fractions can be computed using:

fX-jets =
NX-jets

Nest.
total

. (5.17)

The value of the tagging efficiencies εc and εl are also computed from MC simulations using:

εX =
Ntruth-X

tagged

Ntruth-X
all

, (5.18)
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where Ntruth-X
all is the total number of jets that originate from the source X (obtained from MC truth9

information), and Ntruth-X
tagged is the number of these jets that are b-tagged.

The tagging efficiency of QCD multijet events (εQCD) is estimated by:

εQCD =
NQCD

tagged

NQCD
all

, (5.19)

where NQCD
all are all the selected jets in QCD multijet events and NQCD

tagged is the number of these jets that
are b-tagged.

The method to compute the value of almost all the components in Equation 5.14 has been defined in
the previous paragraph. The only missing component is the b-jet tagging efficiency (εb), which can be
then measured from data using:

εdata
b =

fb-tagged − εc fc-jets − εl fl-jets − εQCD fQCD-jets

fb-jets
. (5.20)

Another estimate of εb can be computed using Equation 5.18 with simulation datasets, which provides
a MC-based b-jet tagging efficiency (εMC

b ).
These two efficiencies are used to define the correction factor:

αcorr. =
εdata

b

εMC
b

, (5.21)

where εdata
b and εMC

b are the b-jet tagging efficiency estimated from data and simulation, respectively.
The computed value (αcorr.) is the scale factor needed to correct the MC simulations.

5.4.2 b-tagging calibration in the tt single-lepton channel

In order to select tt single-lepton events for the b-tagging calibration, the following single-lepton selec-
tion is applied:

• Data events must pass the good run list filter, as explained in Section 4.1.

• At least one of the lepton triggers has fired (see Section 4.1). These lepton triggers require the
trigger lepton to have pT > 25 GeV.

• The trigger object must match a reconstructed lepton within ∆R < 0.15.

• The event must contain at least one good primary vertex with at least five associated tracks with
pT > 400 MeV.

• Events with cosmic muons are rejected [137]. An event is considered to have cosmic muons if it
contains a pair of muons with large azimuthal separation (∆φ > 3.1) and large opposite-signed
impact parameters (dµ1

0 × dµ2
0 < 0, |dµ1

0 | > 0.5 and |dµ2
0 | > 0.5).

• Exactly one reconstructed lepton with pT > 25 GeV.

9 MC truth information is provided by the MC generator. It can identify the hard-process particle associated to a given
MC-generated physics object.
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• The events must not have bad jets, i.e., there is a LooseBadMinus jet in the AntiKt4TopoEMJets
collection with pT > 20 GeV and E > 0 [161].

• The event is rejected if an electron and a muon share an inner detector track.

• At least 4 jets with pT > 20 GeV.

• At least 1 b-tagged jet using the MV1 algorithm at 70% efficiency (MV1@70%).

In addition to the requirements presented above, one of the following orthogonal sets is used in order
to create a QCD-enriched or a QCD-depleted event selection:

• Selection used to supressed QCD multijet background events:

– For the electron channel, Emiss
T > 30 GeV and mT > 30 GeV, where mT is the transverse

mass of the leptonic W boson, defined as: mT =

√(
E`

T + Emiss
T

)2
−

(
~p`T + ~pmiss

T

)2
.

– For the muon channel, Emiss
T > 20 GeV and

(
mT + Emiss

T

)
> 60 GeV.

• Selection used to select QCD multijet events:

– For the electron channel, 5 GeV < Emiss
T < 30 GeV and mT < 30 GeV.

– For the muon channel, 5 GeV < Emiss
T < 15 GeV or

(
mT + Emiss

T

)
< 60 GeV.

In contrast to the dilepton case, b-tagging requirements are needed in the single-lepton channel to
provide a selection with reasonable purity. But the introduction of these requirements could bias the
selection of the jets used in the calibration. This bias can be avoided by using events where the leading-
pT jet is b-tagged, and only selecting the second, third and fourth jets (ordered according to their pT) in
the event for the calibration (L234 region). However, this strategy reduces considerably the amount of
selected high-pT jets, which reduces the quality of the calibration for jets with large energy. In order to
increase the amount of high-pT jets used in the calibration, the leading-pT jet is also selected in events
where the subleading-pT jet is b-tagged (L1 region).

In summary, the selection of jets (in events passing the event selection) used in the calibration, where
the jets are ordered according to their transverse momentum, is:

• The first jet is included if the second jet is tagged by the default b-tagging algorithm (L1).

• The second, third and fourth jets are included if the first jet is tagged by the default b-tagging
algorithm (L234).

The selected jets are then separated in different pT ranges ([25, 30, 40, 50, 60, 75, 90, 110, 140, 200,
300]), different b-tagging algorithms and different efficiency benchmarks [162] in order to provide the
correction factors for different b-tagging algorithms, efficiency benchmarks and pT regions.

The distributions of the pT of the four leading jets for the electron and muon channels for 2012 data
are shown in Figure 5.11.

The preliminary 2012 measurement of the b-tagging efficiency (εdata
b ) and the correction scale factors

(αcorr.) for the MV1 algorithm at the 70% working point are shown in Figure 5.12. As an example, the
values and uncertainties taking part in the computation of the scale factor in the bin 75 GeV < pT <

90 GeV for MV1@70% are shown in Table 5.1. These results were part of a larger effort that ultimately
provided the b-tagging calibration for 2012 data. The final values of αcorr. and the tools to apply the
b-tagging efficiency correction are provided by the ATLAS Flavour Tagging Working Group [163] for
2011 [160] and 2012 data [164, 165].
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Figure 5.11: pT distributions of the four leading jets for the tt single electron (left) and single muon (right)
channels.
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Description Value Stat.(%) Syst-(%) Syst+(%)

fl-jets 0.56 0.2 -3.9 3.6

fc-jets 0.11 0.7 -5.8 8.2

fb-jets 0.33 0.4 -5.8 6

fQCD-jets 0.01 3.1 -100 100

εl 0.01 3.6 -3.3 4.9

εc 0.24 1.4 -7.5 6.9

εMC
b 0.75 0.2 -1.4 1.6

εQCD 0.18 20.8 -100 0

fb-tagged 0.3 1.7 -0 0

εdata
b 0.8 1.9 -6.2 6.1

αcorr. 1.07 1.9 -6.8 6.8

Table 5.1: Computation of the scale factor for the pT range 75.0 GeV < pT < 90.0 GeV for the MV1 algorithm
at the 70% working point. The largest contributions to the total systematic uncertainty are from the background
normalization, the flavor composition and systematic uncertainties associated with the MC generators.

Figure 5.12: Measured b-tagging efficiency and b-tagging correction scale factor for MV1@70%. The red bars
represent the statistical uncertainty, while the black bars represent the systematic uncertainty.
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5.5 Missing transverse momentum

Unlike the other physics objects presented in this chapter, the missing transverse momentum (Emiss
T )

is not related to a hard-process particle, but to a whole group of hard-process particles. The missing
transverse momentum is a measure of the sum of the momenta of all the invisible particles, i.e., hard-
process particles that cannot be detected by the ATLAS detector. Neutrinos escape detection in ATLAS
and are the main source of missing transverse momenta in the Standard Model.

For both analyses presented in this thesis, it is very important to have a precise measurement of the
missing transverse momentum, since the tt dilepton channel produces two neutrinos.

The definition of missing transverse momentum derives from the conservation of momentum in a
hard process:

~pinitial state
T =

all particles∑
i

~pi
T =

visible∑
i

~pi
T +

invisible∑
i

~pi
T. (5.22)

If the initial state of the hard process is at rest in the transverse plane, then the following equation is
valid:

~pmiss
T ≡

invisible∑
i

~pi
T = −

visible∑
i

~pi
T. (5.23)

A full definition of the missing momentum is unsuited for ATLAS, since the longitudinal component
of the momentum of the initial state cannot be estimated reliably on an event-by-event basis. On the
other hand, assuming that the initial state is at rest in the transverse plane is reasonable.

5.5.1 Cell-based missing transverse momentum

The missing transverse momentum is computed as the sum of three components [89]:

~pmiss
T = ~pmiss

T (Calo) + ~pmiss
T (Muon) + ~pmiss

T
(
Cryo

)
, (5.24)

where ~pmiss
T (Calo), ~pmiss

T (Muon) and ~pmiss
T

(
Cryo

)
are the calorimeter component, the muon-spectrometer

component and corrections for energy loss in the cryostat, respectively.
The calorimeter component is computed from the vectorial sum of all the calorimeters topological

clusters of a given event. This vectorial sum can be interpreted as the sum of the momentum of all
visible particles, except for the muons. Formally, ~pmiss

T (Calo) can be defined as:

~pmiss
T (Calo) = −

∑
all TC

~pT, (5.25)

where "TC" stands for "topological clusters". The result from Equation 5.25 is roughly 30% shifted
from the true ~pmiss

T (Calo) value. To correct this behavior, the contribution of topological clusters that are
associated with a high-energy physics object are replaced by the energy of these reconstructed objects
(since they are better calibrated) [89].

The muon-spectrometer component is computed from the transverse momenta of the reconstructed
muons:

~pmiss
T (Muon) = −

∑
all muons

~pT. (5.26)

The muons used in Equation 5.26 are reconstructed in the pseudorapidity range |η| < 2.7, without
applying any pT threshold. In order to avoid contamination from fake muons, only track-matched
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5 Physics objects definition, reconstruction and identification

muons (i.e., combined muons, defined in Section 5.2.1) are used for the region with |η| < 2.5. For
2.5 < |η| < 2.7, where no information from the inner detector is possible, only the muon spectrometer is
used (i.e., standalone muons). In both cases, the muon momentum measured in the muon spectrometer
is used, since the energy lost in the calorimeters is already included in the calorimeter term.

The cryostat term arises from the loss of energy that takes place when particles transverse the cryo-
stat [1], which is located between the electromagnetic and the hadronic calorimeter. This energy loss
can be computed from the energies measured in the third (last) layer of the electromagnetic calorimeter
and the first layer of the hadronic calorimeter (layers ordered from the center of the detector):

~pmiss
T

(
Cryo

)
= −

∑
all jets

Ejet Cryo p̂T, (5.27)

where, for each jet, p̂T is the direction of the transverse momentum of the jet and Ejet Cryo is computed
as:

Ejet Cryo = wCryo
√

EECal3 · EHCal1, (5.28)

with wCryo being a calibration weight, EECal3 being the jet energy measured in the third layer of the
electromagnetic calorimeter and EHCal1 being the jet energy measured in the first layer of the hadronic
calorimeter. The cryostat term is particularly important for high-pT jets, with a contribution of roughly
5% for jets above 500 GeV [89].

5.5.2 Performance and resolution of the Emiss
T reconstruction

In order to determine the performance of the Emiss
T reconstruction, the Emiss

T and φmiss (azimuthal angle of
~pmiss

T ) distributions of the minimum bias, dijet and Z → `` events in data and simulation are compared,
as documented in Ref. [166]. These channels allow the study of the Emiss

T without having to rely on the
MC detector simulations.

For the minimum bias events10, there are some disagreements in some distributions (see Figure 5.13).
In contrast, a reasonable agreement is found for all basic distributions for dijet events. These disagree-
ments in the minimum bias events are attributed to the modeling of soft particles in simulation.

The Z → `` channel is also useful to evaluate the performance of the Emiss
T reconstruction due to its

clean signature, large cross section and the fact that Emiss
T = 0 in the hard process. Figure 5.14 shows

a reasonable agreement between the Emiss
T and φmiss distributions in data and simulation of Z → ee and

Z→ µµ events [166].

The Emiss
T resolution can be measured in minimum bias, dijet and Z → `` events, exploiting the fact

that Emiss
T = 0 is expected. The resolution of the Emiss

T components (Emiss
x and Emiss

y ) can be determined
assuming that their true value is zero and fitting the combined distributions with a Gaussian. The res-
olution for different

∑
ET regions can be determined, where

∑
ET is the total transverse energy in the

calorimeters, as shown in Figure 5.15. These results allow to parametrize the resolution as a function of∑
ET:

σ = k
√∑

ET, (5.29)

where the value of k ranges between 0.42 GeV
1
2 for Z→ `` events to 0.51 GeV

1
2 for dijet events [166].

10 Selection using the minimum requirements necessary to ensure that an inelastic collision ocurred.
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5.5 Missing transverse momentum

Figure 5.13: Comparison of the Emiss
T and φmiss distributions between data and simulation for (top) minimum bias

and (down) dijet events [166].
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5 Physics objects definition, reconstruction and identification

Figure 5.14: Comparison of the Emiss
T and φmiss distributions between data and simulation for (top) Z → ee and

(down) Z→ µµ events [166].

(event)  [GeV]T EΣ

0 100 200 300 400 500 600 700

 R
es

ol
ut

io
n 

[G
eV

]
m

is
s

y
,E

m
is

s
x

E

0

2

4

6

8

10

12

14

16

 T EΣMinBias: fit 0.45 

 T EΣQCD di-jets: fit 0.51 

 T EΣ ee: fit 0.42 →Z

 T EΣ: fit 0.44 µµ →Z

ATLAS
Data 2010

-1Ldt=36 pb∫
 = 7 TeVs

(event)  [GeV]T EΣ

0 100 200 300 400 500 600 700

 R
es

ol
ut

io
n 

[G
eV

]
m

is
s

y
,E

m
is

s
x

E

0

2

4

6

8

10

12

14

16

 T EΣMC MinBias: fit 0.48  
 T EΣMC QCD: fit 0.50  

 T EΣ ee: fit 0.42  →MC Z
 T EΣ: fit 0.42  µµ →MC Z
 T EΣ: fit 0.47  ν e→MC W
 T EΣ: fit 0.47  νµ →MC W

ATLAS
Simulation

 = 7 TeVs

Figure 5.15: Emiss
T resolution as a function of
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5.5.3 Emiss
T linearity

The W → `ν channel has a large cross section and an intrinsic source of Emiss
T , i.e., the neutrino,

and offers the opportunity to check the linearity of the Emiss
T calculation using simulation events. A

measurement of the linearity is defined as follows [166]:

λ =
Emiss

T (reco) − Emiss
T (true)

Emiss
T (true)

, (5.30)

where Emiss
T (reco) is the computed Emiss

T , while Emiss
T (true) is the transverse momentum of the hard-

process neutrino, as provided by the event generator.
The results of this study are shown in Figure 5.16 for different regions of Emiss

T (true). This plot shows
a deviation from zero of roughly 5% in the Emiss

T (true) < 40 GeV region which is attributed to the
impact of the finite resolution of the Emiss

T calculation. Furthermore, the bias is consistently larger in
the W → µν channel than the W → eν channel in most bins. This is attributed to an underestimation
of the muon energy deposited in the calorimeters, where too few calorimeter cells are associated to the
reconstructed muon [166].

Figure 5.16: Linearity check for different regions of Emiss
T (true) performed in MC simulation [166].
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CHAPTER 6

Systematic uncertainties

Systematic uncertainties are uncertainties that are not caused by statistical chance, but rather related to
the instruments, techniques, assumptions and calibrations used to make a given measurement.

In the analyses presented in this thesis, the systematic uncertainties arise from several sources: ob-
jects calibrations, defective detector parts, accuracy of the simulations, methods and algorithms used,
simplifications, and so on.

In Section 6.1 and Section 6.2, the systematic uncertainties associated with physics objects and the
normalization-related uncertainties are presented. These uncertainties are common to both analyses.
The systematic uncertainties specific to each analysis are presented in the sections dedicated to the
respective analysis.

6.1 Systematic uncertainties associated with physics objects

As detailed in Chapter 5, the physics objects used in the analyses need to be calibrated. These calib-
rations are not perfect and have associated uncertainties. These uncertainties are usually propagated to
the analyses as follows:

• Perform the analysis with the nominal calibration and obtain the result.

• Repeat the analysis shifting the calibration up by one standard deviation and obtain a modified
result.

• Repeat the analysis shifting the calibration down by one standard deviation and obtain a modified
result.

• Compare these results and quote the differences as the systematic uncertainty.

The physics-objects-associated systematic uncertainties used in the analyses are listed below:

• electrons:

– trigger efficiency,

– reconstruction efficiency,

– identification efficiency,
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6 Systematic uncertainties

– isolation efficiency and

– energy scale and resolution.

• Muons:

– trigger efficiency,

– isolation efficiency,

– reconstruction efficiency,

– momentum scale and

– momentum resolution.

• Jets:

– energy scale and b-jet energy scale,

– energy resolution,

– reconstruction efficiency and

– b-tagging efficiency.

• Missing transverse momentum:

– pile-up and

– momentum of soft jets and remaining calorimeter energy.

The effects of all these uncertainties are assumed to be uncorrelated from each other and summed in
quadrature to obtain the final uncertainty. Unless explicitly stated otherwise, the full differences between
the two shifted results and the nominal result are taken as the uncertainty for each source of systematic
uncertainty. Ideally, these differences have opposite signs and the positive and negative uncertainty are
defined accordingly. If, for the sake of argumentation, both differences are negative, the difference with
the largest absolute value is used as the negative uncertainty, while the positive uncertainty is assumed
to be zero. Analogously, if both differences are positive, the largest difference is used as the positive
uncertainty, while the negative uncertainty is assumed to be zero.

In the rest of this section, the term symmetrize will refer to the process of assigning the given quantity
x as the positive and the negative uncertainty, i.e., ±x.

6.1.1 Electron trigger, reconstruction, identification and isolation efficiencies

The calibrations of the electron trigger, reconstruction, identification and isolation efficiencies are meas-
ured from Z → ee and W → eν decays (see Section 5.1.5). These values depend on the η and the
combined transverse energy (Ecomb.

T = Ecluster/ cosh ηtrack) of each electron. The calibrations are im-
plemented and applied using the TopElectronSFUtils-00-00-18 tool [167] for the 2011 datasets and the
TElectronEfficiencyCorrectionTool package [168] for the 2012 datasets.

6.1.2 Electron energy scale and energy resolution

The calibrations of the electron energy scale and the electron energy resolution are based on data-MC
comparisons performed in the Z→ ee and J/ψ→ ee decays, as described in Section 5.1.4. The calibra-
tion values depend on the direction of the reconstructed electron (φ and η) and are applied to the analysis
using the EnergyRescaler tool [169], available in the egammaAnalysisUtils-00-02-81 package [170] for
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6.1 Systematic uncertainties associated with physics objects

the 2011 datasets and the egammaAnalysisUtils-00-04-58 package [171] for the 2012 datasets. The
EnergyRescaler tool also provides the uncertainties of the calibration values, which are used to estimate
the associated systematic uncertainties.

6.1.3 Muon trigger efficiency

The muon-trigger-efficiency calibration is measured using a tag-and-probe method in the Z → µµ de-
cay (see Section 5.2.4). The calibration of the 2011 datasets depends on the angular information of the
muon candidate direction, both φ and η, and the trigger definition used (identified by the data period).
This calibration is applied using the MuonSF tool available in the TopMuonSFUtils-00-00-14 pack-
age [172].

The 2012 calibration uses parameters similar to its 2011 counterpart [173]. In addition to the angular
information of the candidate muons, it also requires the muon reconstruction classification (see Section
5.2.1). The interface to apply this calibration is provided by the LeptonTriggerSF Tool available in the
TrigMuonEfficiency-00-02-42 package [174], while the values of the scale factors are provided by the
TopMuonSFUtils-00-00-20 package [175].

6.1.4 Muon isolation efficiency

The isolation requirements on muons are useful to remove fake muons originating from jets (see Section
5.2.2). For the 2011 datasets, the calibration depends on the data period. The scale factors for each
period are stored in the TopMuonSFUtils-00-00-14 package [172], along with the uncertainty in the
estimation of these scale factors [132]. For the 2012 data, no scaling is applied, but an uncertainty of
±0.5% per selected muon is applied to account for the small data-MC disagreement observed in Z→ µµ

events [133].

6.1.5 Muon reconstruction efficiency

The muon-reconstruction-efficiency calibration is performed in the Z → µµ channel using a tag-and-
probe method [142] analogous to the electron case. The calibration values are provided according
to the value of the pT, φ and η of the muon candidates by the MuonEfficiencyCorrections-01-01-00
package [176] for the 2011 data. For the 2012 datasets, the calibration also depends on the data period
and the muon charge. The calibration values and their uncertainties for the 2012 datasets are provided
by the MuonEfficiencyCorrections-02-01-20 package [177].

6.1.6 Muon momentum scale and resolution

The muon momentum scale and resolution are measured from Z → µµ, Υ → µµ and J/ψ → µµ

decays, as presented in Section 5.2.3. There are two calibration components for the muon momentum
scale: one associated with the inner detector and one associated with the muon spectrometer. These
two components are smeared individually to account for the momentum resolution calibration before
the reconstruction of a combined muon.

The systematic uncertainty associated with the muon momentum scale is estimated as the half-
difference between the analysis result using the nominal calibration and the analysis result without
applying the muon momentum scale [132, 133].

Four different calibration values shifts are used to estimate the systematic uncertainty associated with
the muon momentum resolution:
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• momentum resolution of the inner detector shifted up by one standard deviation,

• momentum resolution of the inner detector shifted down by one standard deviation,

• momentum resolution of the muon spectrometer shifted up by one standard deviation and

• momentum resolution of the muon spectrometer shifted down by one standard deviation.

The uncertainties associated with the momentum resolution of these subsystems are correlated and
are not summed in quadrature. Instead, the overall muon-momentum-resolution uncertainty is estimated
as half the maximum difference among the results of all individual shifts and symmetrized [132, 133].

6.1.7 Jet energy scale

The calibration of the jet energy scale is discussed in Section 5.3.2. The jet energy scale and its un-
certainty are parametrized as a function of the energy, transverse momentum, pseudorapidity, azimuth
angle and mass of the jets, as well as the number of reconstructed primary vertices and the degree of
pile up present in the event.

For the 2011 datasets, the jet energy scale is corrected in the analysis using the ApplyJetCalibration-
00-02-07 package [178], which also provides the uncertainty values and tools to shift the jet energy scale
up or down by one standard deviation. The jet energy scale has uncertainties below 1% for jets in the
central region of the calorimeter (|η| < 1.2) with high transverse momentum (55 GeV < pT < 500 GeV).
For jets in the central region with lower transverse momentum, the uncertainty is around 3%.

The jet-energy-scale uncertainty is split in 60 components [179] related to the in-situ analyses used to
measure the calibration, to the pseudorapidity intercalibration, to the effect of pile up, to the treatment
of jets with high transverse momentum and to MC non closure, i.e., the fact that the MC-simulation
datasets used for the calibration are different from the MC-simulation datasets used in the analysis.

In addition to these 60 components, three extra components are added due to flavor and topology
uncertainties related to:

• the flavor composition uncertainty of the samples used in the calibration,

• the flavor response uncertainty of the samples and

• the flavor composition and response uncertainty of b-jets, also known as b-jet-energy-scale un-
certainty.

In the top-quark mass measurement, a category-preserving simplified version of 17 components is
used instead. This simplified version contains:

• 3 statistical in-situ components,

• 2 detector in-situ components,

• 4 modeling in-situ components,

• 2 mixed components, related to the detector and modeling,

• 2 pseudorapidity-intercalibration components,

• 2 components to account for the effect of pile up,

• 1 component related to MC non closure and
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• 1 component to treat jets with high transverse momentum.

The three flavor-and-topology-related uncertainties are added to these 17 components to provide a total
of 20 systematic uncertainties components which are added in quadrature to estimate the total uncer-
tainty associated with the jet energy scale.

The JetUncertainties-00-08-07 package [180] provides the tools and calibration values needed to
estimate the jet-energy-scale uncertainty for the 2012 datasets [181], split in 56 components similar to
its 2011 counterpart. The three flavour-and-topology-related uncertainties described previously in this
section are added to these 56 components to estimate the total uncertainty associated with the jet energy
scale.

Like the top-quark mass measurement, the ttZ cross-section measurement uses a category-preserving
simplified version containing 19 components [181]:

• 3 statistical in-situ components,

• 3 detector in-situ components,

• 4 modeling in-situ components,

• 2 mixed components, related to the detector and modeling,

• 2 pseudorapidity-intercalibration components,

• 4 components to account for the effect of pile up,

• 1 component to treat jets with high transverse momentum.

Like in the previous configurations, the three flavor-and-topology-related uncertainties are added to
these 19 components to compute the total uncertainty associated with the jet energy scale.

6.1.8 Jet energy resolution

The measurement and calibration of the jet energy resolution exploits the approximate balance of the
transverse momentum of the jets in dijet events (see Section 5.3.4). Since the data and simulations agree
within the uncertainty of the measurements, a jet energy resolution correction is not applied. However,
the uncertainties need to be propagated to each analysis as a systematic uncertainty.

The jet energy is smeared according to its transverse momentum and pseudorapidity in order to estim-
ate the jet-energy-resolution uncertainty. The full difference between the analysis result with nominal
and smeared jet energy is symmetrized and taken as the uncertainty associated with the jet energy resol-
ution. Notice that there is only one variation, in contrast to the more general setup with two variations.

The ApplyJetCalibration-00-02-07 package is used to compute the jet-energy-resolution uncertainty
for the 2011 datasets, while the JetResolution-02-00-03 [182] and ApplyJetResolutionSmearing-00-
01-03 [183] packages are used together to estimate the jet-energy-resolution uncertainty for the 2012
datasets. The first package provides the numerical values used for the smearing, while the second
package provides the tools used to apply the smearing.

6.1.9 Jet reconstruction efficiency

The jet-reconstruction-efficiency calibration is performed using a tag-and-probe method on dijet events,
as described in Section 5.3.5. The jet reconstruction is expected to be 100% efficient for jets with pT >

30 GeV and around 99.8% for jets with 20 GeV < pT < 30 GeV in the region with |η| < 2.5 [184]. Similar
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to the jet-energy-resolution calibration, the jet-reconstruction-efficiency calibration is not applied in the
nominal analysis, but the results of the calibration studies provide the numerical values used to estimate
the uncertainty associated with the jet reconstruction efficiency [185, 186].

In order to estimate the uncertainty associated with the jet reconstruction efficiency, the results of the
analyses are recomputed using a modified jet reconstruction efficiency. This is achieved by randomly
removing reconstructed jets from the events according to the uncertainties provided by the calibration
studies. The probability of a jet to be removed depends on the transverse momentum and pseudorapid-
ity of the calorimeter jets, i.e., jets reconstructed from calorimeter topological clusters [184]. The full
difference between the nominal analysis result and analysis with modified jet reconstruction efficiency
is symmetrized and assigned as the systematic uncertainty.

The JetEffiProvider-00-00-04 package [187] and the JetEffiProvider-00-00-05 package [188] provide
the tools used to estimate the jet-reconstruction-efficiency uncertainty for the 2011 and 2012 datasets,
respectively.

6.1.10 Jet vertex fraction

The systematic uncertainty associated with the introduction of the JFV requirements on the jet defin-
itions described in Section 5.3.3 needs to be quantified. In order to estimate the JFV uncertainty, the
analysis is repeated with a different cut value on the JFV.

For the 2011 calibration, the TopJetUtils-00-00-07 package [189] provides the upwards and down-
wards variation sets to the JVF cut. These sets correspond to the hard-scatter jet selection efficiency
and inefficiency, and the pile-up jets rejection efficiency and inefficiency [190]. The variation of the
JVF cuts depends on the transverse momentum of the jets and is less than 0.5% for the hard-scatter jet
selection efficiency, up to 10% for the hard-scatter jet selection inefficiency, roughly 1% for the pile-up
jets rejection efficiency and roughly 1% for the pile-up jets rejection inefficiency.

For the 2012 calibration, the JVF cut is shifted upwards or downwards by a flat 6% using the
JVFUncertaintyTool-00-00-04 package [191].

6.1.11 b-tagging

In Section 5.4, the b-tagging calibration was discussed in some detail. The results of those calibrations
and their uncertainties are provided for different ranges of the transverse momentum of jets. In the case
of light jets, the calibration also depends on the pseudorapidity [192].

In order to estimate the systematic uncertainty associated with the use of b-tagging, six sets of scale
factors are needed:

• b-jet tagging efficiency,

• c-jet tagging efficiency,

• light-jet tagging efficiency,

• b-jet tagging inefficiency,

• c-jet tagging inefficiency and

• light-jet tagging inefficiency.
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The efficiency and inefficiency scale factors for each jet flavor are anticorrelated and the variation of
the scale factors must take this anticorrelation into account. Therefore, when an efficiency is shifted up,
its corresponding inefficiency must be shifted down at the same time.

This approach, called envelope approach, is relatively simple but does not implement the correct
correlation between kinematic bins. As a result, the systematic uncertainty is overestimated.

An improvement to the envelope approach is achieved using the so-called Eigenvector method [192].
The Eigenvector method takes into account the effect of each source of uncertainty on the scale-factor
calibration in each bin of the calibration. In order to reduce the number of variations, the covariance
matrix corresponding to each source of systematic variation is computed, with the sum of all these
covariance matrices forming the total covariance matrix. This can be considered an eigenvector problem
and the vectors resulting from its solution provide a set of independent set of variation "directions" which
are then used to assess the total uncertainty associated with the use of b-tagging in the analyses. Due
to the improved treatment of correlations, the Eigenvector method provides smaller uncertainty values
than the envelope approach.

The envelope method is used for the top-quark mass measurement, since the impact of the b-tagging
calibration uncertainty on the measurement is small. Its implementation, scale factor values and uncer-
tainties are provided by the CalibrationDataInterface-00-01-02 package [193] (tt-based calibration). The
Eigenvector method is used for the ttZ cross-section measurement. The implementation is provided by
the CalibrationDataInterface-00-03-06 package [194] interfaced with the tt-based calibration provided
in the TopD3PDCorrections-12-01-74 package [195].

6.1.12 Missing transverse momentum

The momentum of soft jets (i.e., jets with small transverse momentum: 7 GeV < pT < 20 GeV) and
the remaining calorimeter energy (i.e., the energy in the calorimeter that is not associated with any
reconstructed physics object) are part of the computation of the missing transverse momentum. The
uncertainties on the calibration of these two contributions need to be propagated to the computation
of the missing transverse momentum and to the analyses themselves [196]. Since the two quantities
are 100% correlated, both calibration scales are simultaneously varied upwards or downwards by one
standard deviation, and the missing transverse momentum of each event is recomputed using these
shifted values. This uncertainty is known as the CellOut+SoftJet uncertainty of the missing transverse
momentum.

For the 2011 datasets, a second uncertainty is considered. This uncertainty is related to the effect of
pile up in the computation of the missing transverse momentum [196] and is introduced to account for
the differences in the computation of the missing transverse momentum in data and simulations under
different pile-up conditions. The associated uncertainty is a flat increase or decrease on the magnitude
of the missing transverse momentum of 6.6%.

For the 2012 datasets, the uncertainty on the calibration of the momentum resolution of soft jets is
propagated to the analysis by smearing the soft jets (depending on their pT, η and φ) and recomputing
the missing transverse momentum.

For the 2011 datasets, both systematic uncertainties are computed using the tools and scale factors
provided by the MissingETUtility-01-00-09 package [197]. For the 2012 datasets, the MissingETUtility-
01-01-03 package [198] is used in combination with the calibration values provided by TopD3PDCorrections-
12-01-20 package [199].
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6.2 Normalization-related systematic uncertainties

6.2.1 Uncertainty on the integrated luminosity

In order to rescale the MC-simulated events to match the expected number of events in data, a luminosity
weight is applied based on the cross section of the process, the number of events generated and the
integrated luminosity of the data:

wluminosity =
Ndata

NMC
=

A · ε · σ · Lint

NMC
, (6.1)

where Ndata is the number of events expected in data, NMC is the number of events generated for the
MC dataset, A is the acceptance of the detector, ε is the selection efficiency, σ is the cross section of the
simulated process and Lint is the integrated luminosity of the data.

A source of systematic uncertainty is the precision on the measurement of the integrated luminosity.
This value directly affects the estimation of the expected number of events based on MC simulations,
which is important for analyses that depend on this value, such as the cut-and-count method used to
measure the ttZ cross section presented in this thesis.

On the other hand, the top-quark mass measurement does not depend on the overall normalization,
since it is an analysis based on shape comparisons. Therefore, the integrated luminosity uncertainty
does not affect this analysis.

For the 2012 data, the uncertainty in the measurement of the integrated luminosity is estimated to be
2.8% [94].

6.2.2 MC-normalization uncertainty

As mentioned in Section 6.2.1, a luminosity weight is needed to rescale the MC-simulated events to
the number of expected events in data. This weight is computed for each MC process using Equation
6.1, where the value of σ is taken from theoretical calculations which have a limited precision (e.g.,
NNLO+NNLL for tt). This introduces systematic uncertainties to analyses that use a luminosity weight
as defined by Equation 6.1, since changes in σ for different processes change the total number of events
and the overall shape of kinematic distributions. This effect is estimated by the MC-normalization
uncertainty.

Different processes have different MC-normalization uncertainties. These uncertainties are summar-
ized in Table 6.1.

Physics process MC-normalization uncertainty Analysis

tt 10% top-quark mass measurement

single top 8% top-quark mass measurement

WtZ 10% ttZ cross-section measurement

Table 6.1: MC-normalization uncertainty for the analyses presented in this thesis [185, 200].

The effect of the MC-normalization uncertainty is expected to have little impact on the top-quark
mass measurement and the ttZ cross-section measurement, since the selections for both analyses have a
high purity.
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CHAPTER 7

Top-quark mass measurement

7.1 The calibration curve method

The top-quark mass measurement is performed using the calibration curve method. It consists of the
following steps:

• choose an observable that depends on the top-quark mass (calibration observable).

• Use simulation datasets with different assumed values of the top-quark mass (mass variation data-
sets) to obtain the dependence of the chosen observable on the top-quark mass.

• Fit this dependence to create a calibration curve.

• Measure the observable in data and determine the top-quark mass using the calibration curve.

The top-quark mass measurement presented in this thesis uses observables derived from the kinematic
distribution of the mT2 variable. It is important to choose an observable that is sensitive to the top-quark
mass and with small dependency on systematic uncertainties.

7.2 The mT2 variable

The mT2 variable [201] (also known as stransverse mass) is a kinematic variable used in pair-production
events where each parent particle decays into visible particles (i.e., reconstructed in the detector) and
one invisible particle (i.e., escapes detector reconstruction), such as the tt dilepton channel.

The motivation to use the mT2 variable to measure the top quark mass is the fact that mT2 depends on
the mass of the parent particle. As a matter of fact, it represents a lower boundary to the mass of the
parent particle [201, 202].

Formally, the mT2 variable is defined as:

mT2 (minv) = min
~p(1)

T ,~p(2)
T

{
max

[
mT

(
minv, ~p

(1)
T

)
,mT

(
minv, ~p

(2)
T

)] }
, (7.1)

with

~p(1)
T + ~p(2)

T = ~pmiss
T , (7.2)
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where ~pmiss
T is the missing transverse momentum of the event, ~p(n)

T is the assumed transverse momentum
of the invisible particle in the nth branch.

The transverse mass mT
(
minv, ~p

(n)
T

)
is defined as follows:

mT
(
minv, ~p

(n)
T

)
=

√
m2

vis + m2
inv + 2

(
Evis

T Einv
T − ~p

vis
T · ~p

(n)
T

)
, (7.3)

where mvis is the invariant mass of the visible particles, minv is the invariant mass of the invisible particle,
Evis

T is the transverse energy of the visible particles, Einv
T is the transverse energy of the invisible particles

and ~pvis
T is the transverse momentum of the visible particles. It is important to note that the value of

mT
(
minv, ~p

(n)
T

)
is defined for each of the two decay branches. Therefore, the computation of mvis, minv,

Evis
T , Einv

T and ~pvis
T only involve the particles that are part of the given decay branch.

In order to understand the meaning of mT2, it is useful to "derive" its definition. For the sake of
argumentation, consider a tt event. For the top quark decay branch (t → b`+ν), the transverse mass is
defined as:

mT (t) =

√
m2

b`+ + m2
ν + 2

(
Eb`+

T Eν
T − ~p

b`+

T · ~pνT
)
, (7.4)

where m, pT and ET are, respectively, the invariant mass, the transverse momentum and transverse
energy of the corresponding four-momentum, with Pν being the four-momentum of the neutrino and
where the four-momentum for the visible particles (b`+) is defined as:

Pb`+

= Pb + P`
+

, (7.5)

where Pb and P`+

are the four-momenta of the bottom quark and the antilepton, respectively.

Analogously, for the antitop quark decay branch (t → b`−ν), the transverse mass is defined as:

mT
(
t
)

=

√
m2

b`−
+ m2

ν
+ 2

(
Eb`−

T Eν
T − ~p

b`−
T · ~pνT

)
. (7.6)

Since the transverse mass is a lower boundary of the mass of the parent particle, both Equation 7.4 and
Equation 7.6 represent a lower boundary of the top-quark mass. Taking the most restrictive boundary to
the top-quark mass from Equation 7.4 and Equation 7.6:

mT (max) ≡ max
[
mT

(
t
)
,mT

(
t
)]
≤ mtop. (7.7)

The computation of mT (max) assumes that the values of ~pνT and ~pνT are known. In practice, however,
the transverse momentum of each individual neutrino cannot be measured in ATLAS. Instead, the miss-
ing transverse momentum is associated to the sum of all the transverse momenta of the neutrinos in an
event using:

~pmiss
T = ~pνT + ~pνT. (7.8)

Since ~pνT and ~pνT cannot be determined separately, the value of mT (max) depends on the value of four
parameters (pνx, pνy, pνx and pνy) subject to the constraints imposed by Equation 7.8. These constraints
reduce the number of degrees of freedom to two independent parameters (e.g., pνx, pνy).

If no further information is given, any combination of these two independent parameters defines a
value for mT (max). Since only one combination of these two parameters is correct, only the least
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constraining requirement on the mass of the parent particle is ensured to be valid:

X ≡ min
~pνT,~p

ν
T

[
mT (max)

(
~pνT, ~p

ν
T

)]
≤ mT (max)truth ≤ mtop, (7.9)

where X is the constraint to the mass of the parent particle (in this discussion, the top-quark mass),
mT (max)

(
~pνT, ~p

ν
T

)
is the computed value of mT (max) for a given value of ~pνT and ~pνT subject to the

constraint given by Equation 7.8 and mT (max)truth is the value of mT (max) using the real values of ~pνT
and ~pνT.

Replacing Equation 7.7 into Equation 7.9:

X ≡ min
~pνT,~p

ν
T

{
max

[
mT

(
t
)
,mT

(
t
)]}
≤ mtop. (7.10)

The definition of X given by Equation 7.10 is the same as the mT2 definition provided in Equation
7.1.

A graphical illustration of the mT2 variable is shown in Figure 7.1. The colored and the black-and-
white distributions are the two mT distributions. For each point of pνx and pνy, the largest value of the two
distributions is taken to create the "maximum surface". The minimum point in this "maximum surface"
is the value of the mT2variable.
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(a) mT dependence on ~pνT.
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Figure 7.1: Graphical illustration of the mT2 variable. In this example, the value of mT2 is the minimum value of
the intersection of the two surfaces shown in the right plot.

The computation of the mT2 variable is performed using the bisect algorithm provided by Cheng and
Han [203]. The algorithm is based on the fact that mT2 is the boundary of the mass region consistent
with the minimal constraints. These constraints provide those valid values of ~p(1)

T and ~p(2)
T consistent

with a given value of mT2, which lie on an elliptical surface in the p(1)
x p(1)

y and p(2)
x p(2)

y planes. Using
Equation 7.2, both ellipses can be placed in the same plane (see Figure 7.2). The value of mT2 where
the two ellipses are tangent to each other is the solution to the minimization problem in Equation 7.1.

Since the lepton-jet pairing in a tt event is not known a priory at reconstruction level, all suitable
lepton-jet combinations are tried and the combination giving the smallest value of mT2 is used as the
correct combination. In the analysis, the two b-tagged jets with the largest pT are assumed to have
originated from the tt decay.
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7 Top-quark mass measurement

Figure 7.2: Graphical solution of the mT2 computation using the bisect algorithm. The solution is located at the
intersection of the two ellipses (adapted from [203]).

Figure 7.3 shows the mT2 distribution at truth level for simulation datasets with different input top-
quark masses. As discussed earlier in this section, the distribution depends on the assumed top-quark
mass and is bounded from above by it.
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Figure 7.3: mT2 distribution at truth level for simulation datasets with different input top-quark masses. It can be
seen that the input top-quark mass is the upper boundary of the mT2 distribution.

7.3 Mass measurement

The mean value of the mT2 distribution (mT2) in the tt dilepton channel is used as the calibration observ-
able in the calibration curve method described earlier in this chapter.

The standard ATLAS tt dilepton selection (e.g., see Ref. [204]) is combined with a rectangular
multivariate analysis in order to obtain an event selection that provides the smallest value of the total
uncertainty on the top-quark mass measurement. The use of this rectangular multivariate optimization
reduces the total systematic uncertainty considerably and will be discussed in detail in Section 7.3.2.
This analysis is the first top-quark mass measurement in the dilepton channel in ATLAS and was pub-
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lished as a preliminary result in Ref. [205].

7.3.1 Event selection

As mentioned in Section 2.2.2, a tt dilepton event has a very distinctive signature that allows event
selections with high signal purity. The signature of the tt dilepton channel is (see Figure 7.4):

• two leptons.

• Two b-jets.

• Missing transverse momentum, due to the two neutrinos.

ℓ−

νℓ

νℓ

ℓ+

b

b

W+

W−

t

t

g

g

g

Figure 7.4: tt production by gluon fusion and decay into the dilepton channel.

The main sources of background events with two prompt leptons are the Z + jets, the single-top and
diboson backgrounds:

• The Z + jets background produces two leptons from a Z boson leptonic decay and is one of
the most important backgrounds of the tt dilepton channel due to its large cross section. This
background can be suppressed with a combination of cuts requiring large Emiss

T , large number of
jets, existence of b-tagged jets and a large value of |m`` − mZ|. A special case is the dileptonic
Z → ττ background. The signature of this decay include the production of four neutrinos and
a pair of leptons with an invariant mass below the mass of the Z boson, making the use of a
|m`` − mZ| requirement ineffective. Instead, the scalar sum of all the leptons and jets selected in
the event (HT) is used to suppress this Z + jets decay channel, along with requirements on the
number of jets and b-jets.

• The signature of single-top background (Wt-channel, dilepton decay) is almost the same as the
tt dilepton signature, except for the number of b-jets (one less). Therefore, a good separation
between single-top events and tt dilepton events is difficult to achieve. This background is sup-
pressed by requiring at least two jets and is better suppressed by requiring at least two b-tagged
jets. Fortunately, the cross section for this process is fairly small, being roughly 14 times smaller
than the tt dilepton cross section.

• The diboson backgrounds are composed of three different components: WW, WZ, ZZ and Zγ. The
signature of the WW background is similar to the one from tt dilepton events, but produces no jets
at tree-level. Therefore, a good suppression is achieved by requiring at least two jets or requiring
the presence of b-tagged jets in the selected events. The WZ and ZZ backgrounds produce two
leptons from a Z boson leptonic decay and two jets (for W and Z) or two neutrinos (only Z) from
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7 Top-quark mass measurement

the remaining boson. A good suppression can be achieved requiring a large value of |m`` − mZ|

and the presence of b-tagged jets. The Zγ background produces two prompt leptons when the Z
boson decays dileptonically. This background is suppressed using the same requirements as the
Z + jets background.

The tree-level signature of each background and the variables used to suppress each background are
shown in Table 7.1.

Name Tree-level signature Discrimination from tt dilepton

tt dilepton

2 leptons

SIGNAL2 b-jets

2 neutrinos (large Emiss
T )

Z→ ee, Z→ µµ

2 leptons from Z |m`` − mZ|

No jets Njets and Nbtag

no neutrinos (small Emiss
T ) Emiss

T

Z → ττ→ ``

No jets Njets and Nbtag

4 neutrinos (large Emiss
T ) HT

2 leptons

Single top (Wt)

1 b-jet Njets and Nbtag

2 neutrinos (large Emiss
T )

2 leptons

Diboson (WW)

No jets Njets and Nbtag

2 leptons

2 neutrinos (large Emiss
T )

Diboson (WZ)

2 leptons from Z |m`` − mZ|

2 light jets Nbtag

no neutrinos (small Emiss
T ) Emiss

T

Diboson (ZZ)

2 leptons from Z |m`` − mZ|

2 jets (mostly light jets) or 2 neutrinos Nbtag

Table 7.1: Sources of events with two prompt leptons and their tree-level signature. The variables used to suppress
the given background are shown in the right-most column.

In order to select tt dilepton events and reject background events, signal event candidates must meet
the following requirements:

• to ensure the quality of data events, all events selected in data must pass the GRL filter (see
Section 4.1). Simulation events are required to be true dilepton events (i.e., they have exactly
two leptons at generator level), where τ leptons only add towards the lepton count if they decay
leptonically.

• At least one of the lepton triggers has fired (see Section 4.1). The electron trigger requires at least
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one reconstructed electron with pT > 20 GeV (before period K) or with pT > 22 GeV (after period
K). The muon trigger requires at least one reconstructed muon with pT > 18 GeV (all periods).

• Events with cosmic muons are rejected.

• The trigger object must match a reconstructed lepton within ∆R < 0.15.

• The event must not have noise bursts in the liquid argon calorimeter.

• All jets with pT > 10 GeV (before calibration) must satisfy the jet-reconstruction-quality cri-
teria [206].

• The event must contain at least one good primary vertex with at least five associated tracks.

• Exactly one reconstructed electron and one reconstructed muon (eµ channel). Electron candidates
are required to have ET > 25 GeV while muon candidates are required to have pT > 25 GeV.

• The charge of the reconstructed leptons must have opposite signs (OS).

• The event is rejected if an electron and a muon candidate share the same track.

• HT > 130 GeV.

• Emiss
T > 45 GeV.

• The event must have at least two b-tagged jets (MV1 at 85% efficiency) with pT > 45 GeV.

• The azimuthal separation between the two b-tagged jets with the largest transverse momenta(∆φb1b2)
must be larger than 2.2. This requirement is used to reduce the systematic uncertainty associated
with the jet energy scale, ISR/FSR and color reconnection, as explained later in this section.

• Events with mT2 > 220 GeV are removed in order to remove tt events with at least one misidenti-
fied b-jet (see Figure 7.5).
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Figure 7.5: mT2 distribution of events where all b-tagged jets are correctly assigned (red) and events where at least
one b-tagged jet is not correctly assigned to the tt decay branches (green).
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The chosen cuts are a combination of the standard dilepton cuts used widely in the ATLAS top
working group, and the addition of extra requirements on the lepton pT, b-tagged jets pT, ∆φb1b2 , Emiss

T
and mT2. The values of the latter cuts (except for mT2) are chosen using a rectangular multivariate
analysis. The mT2 cut is chosen such that it removes events that are obviously misreconstructed. This
cut significantly increases the robustness of the measurement to fluctuations in the tail of the distribution.

7.3.2 Choosing the analysis specific cuts

The event cuts are chosen using a simple rectangular multivariate analysis based on the following vari-
ables: jet η, lepton pT, ∆φb1b2 , Emiss

T , leading b-tagged jet pT and subleading b-tagged jet pT. To avoid
biases, the analysis is performed in simulation events with two electrons (ee channel) or events with two
muons (µµ channel) satisfying the selection criteria of the eµ channel, except for the requirement on
the lepton flavor. Instead of having exactly one electron and one muon, the events are required to have
exactly two electrons or exactly two muons.

Varying each of these 6 variables in evenly-spaced steps creates a 6-dimensional rectangular grid. The

total uncertainty (σtotal =
√
σ2

stat. + σ2
syst.) in each of the vertices of this 6-dimensional grid is computed.

The results are ordered to find the cuts that minimize the total uncertainty. In order to avoid obtaining
results due to statistical fluctuations in the simulation events, the vertex in the 6-dimensional grid giving
the smallest value is not necessarily taken as the solution. Instead, regions with similar cuts producing
similar total uncertainties are identified and the region with the lowest uncertainty is chosen.

To further ensure that the chosen cuts are not chosen due to a statistical fluctuation, the total uncer-
tainty distribution is determined for each of the variables while keeping the other five variables at their
solution value. These six distributions are shown in Figure 7.6. The minimum lepton pT and minimum
|η| of jets dependencies show that the best value for those cuts are the loosest value. For the Emiss

T and
the ∆φb1b2 cut, Figure 7.6 shows that the chosen cuts are sitting at the minima, but concerns about the
validity of the minima can be raised. Nevertheless, the same distributions show that the optimal values
are not far from the chosen values. Overtraining is not an issue here, since the analysis is performed
using the ee and µµ control region. The distribution of the pT of the leading b-tagged jet shows that the
best cut is pT > 45 GeV, where the flat slope for the region pT < 45 GeV is due to the pT requirement for
the subleading b-tagged jet (pT > 45 GeV). Finally, the pT cut of the subleading b-tagged jet is roughly
optimal.

One variable that deserves special attention is ∆φb1b2 , since it strongly reduces the total uncertainty
of the top-quark mass measurement. The dependencies of the dominant uncertainties with respect to
the value of the ∆φb1b2 cut are shown in Figure 7.7. It can be seen that the jet energy scale (JES), jet
energy resolution (JER), color reconnection (CR) decrease with a tighter ∆φb1b2 cut, while the generator
(mcGenerator) and statistical uncertainties increase. Figure 7.7 shows that the choice of the ∆φb1b2 cut is
a compromise between two competing effects: the reduction of the systematic uncertainty due to mainly
a reduction in JES and CR, and an increase in the statistical uncertainty due to fewer selected events.

7.3.3 Event yields and background estimation

Applying the cuts defined in the last section to the different luminosity-weighted (see Section 6.2.1)
MC-simulation datasets and estimating the fakes contribution using the matrix method introduced in
Section 4.3.2, the expected number of events for the signal and each background can be computed. The
expected number of events is shown in Table 7.2, along with the measured number of events in data.

The event purity of the expected number of events is almost 95%, with the events with fake leptons
being the dominant background. The number of events measured in data is compatible with the expected
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(a) Minimum lepton pT (b) Maximum |η| of jets

(c) Minimum Emiss
T (d) Minimum ∆φb1b2

(e) Minimum pT of leading b-tagged jet (f) Minimum pT of subleading b-tagged jet

Figure 7.6: Total uncertainty dependence on each optimization variable while keeping all other optimization
variables at the optimized value. The red arrow indicates the position of the cut.
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Figure 7.7: Behavior of the dominant uncertainties with respect to the ∆φb1b2 cut.

Sample Events Stat. Syst.

tt signal 720 ± 5 +190
−200

Single top 9.2 ± 0.8 +1.6
−1.3

Drell-Yan 0.84 ± 0.38 +0.12
−0.11

Dibosons 0.14 ± 0.07 +0.05
−0.04

Fake electrons 24.7 ± 1.0 ± 9.9

Fake muons 2.7 ± 0.7 ± 1.1

Total expected 760 ± 5 +190
−200

Total observed 731 - -

Table 7.2: Event yields after applying all cuts described Section 7.3.1, including the statistical and systematic
uncertainty. No Z + jets background events were selected.
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number of events within the expected uncertainty. The agreement between data and simulation is shown
in Figure 7.8, Figure 7.9 and Figure 7.10.
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Figure 7.8: Agreement between data and simulation after all the selection cuts for electron and muon pT and η.

7.3.4 Calibration curve

The calibration curve can be built computing mT2 from the expected mT2 distributions (expected signal
and background) with tt datasets with different input top-quark masses (see Figure 7.12). A linear fit is
applied to the points in the calibration curve to obtain the mass dependence of the observable. As shown
in Figure 7.11, the linear fit adequately describes the behavior of the calibration points. A fit with a
second degree polynomial, such as the one used in Ref. [207], results in a quadratic term coefficient that
is compatible with zero within the uncertainties.

From Figure 7.11, it is clear that a linear fit seems adequate to describe the mass dependence of mT2.
Therefore, the top-quark mass can be obtained using:

mtop =
mT2 − a

b
, (7.11)
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Figure 7.9: Agreement between data and simulation after all the selection cuts for the leading and subleading
b-tagged jets.
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Figure 7.10: Agreement between data and simulation after all the selection cuts for Emiss
T , HT, Nbtag and ∆φb1b2 .
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Figure 7.11: Calibration curve used in the top-quark mass measurement. The statistical uncertainty in each point
is slightly smaller than the marker size.

where a = 19.9 ± 0.9 GeV is the fitted offset and b = 0.629 ± 0.005 is the fitted slope.

7.3.5 Fast simulation bias in the calibration curve

The calibration curve is constructed using datasets generated using fast simulation tt datasets (see Sec-
tion 4.2), while the rest of the analysis is performed using full simulation tt datasets. In order to correct
for a possible bias introduced by the use of fast simulation tt datasets, the value of mT2 is computed
using the expected mT2 distribution using the full simulation tt dataset, obtaining:

mfullsim
T2 = 129.13 ± 0.16 GeV. (7.12)

Replacing the value of mfullsim
T2 in Equation 7.11 gives:

mfullsim
top = 173.66 ± 0.26 GeV, (7.13)

whereas the input top-quark mass for the full simulation tt dataset is 172.5 GeV. Therefore, the cal-
ibration curve constructed with fast simulation datasets has a bias of +1.16 ± 0.26 GeV. This bias is
corrected changing Equation 7.11 to:

mtop =
mT2 − a

b
− 1.16 GeV, (7.14)

where a = 19.9 ± 0.9 and b = 0.629 ± 0.005 as before and the -1.16 GeV term is the bias correction.
The uncertainty in the bias correction is assigned as an additional systematic uncertainty associated to
the use of fast simulation datasets.

7.3.6 Data measurement

As mentioned earlier in this section, 731 data events are selected in data. In Figure 7.13, the mT2
distribution in data is compared to the expected distribution using the nominal tt full simulation dataset

98



7.3 Mass measurement

> [GeV]T2<m
0 20 40 60 80 100 120 140 160 180 200 220 240

E
v
e

n
ts

0

100

200

300

400

500

600

700

800

 channel)µ distribution (eT2m
mt2Distribution150.0GeV

Entries  12030
Mean    113.9
RMS      25.9ATLAS Simulation

Work in progress

 channel)µ distribution (eT2m

> [GeV]T2<m
0 20 40 60 80 100 120 140 160 180 200 220 240

E
v
e

n
ts

0

50

100

150

200

250

300

350

 channel)µ distribution (eT2m
mt2Distribution160.0GeV

Entries  7777
Mean    120.4
RMS      25.6ATLAS Simulation

Work in progress

 channel)µ distribution (eT2m

> [GeV]T2<m
0 20 40 60 80 100 120 140 160 180 200 220 240

E
v
e

n
ts

0

50

100

150

200

250

300

350

 channel)µ distribution (eT2m
mt2Distribution165.0GeV

Entries  8297
Mean    123.8
RMS     25.69ATLAS Simulation

Work in progress

 channel)µ distribution (eT2m

> [GeV]T2<m
0 20 40 60 80 100 120 140 160 180 200 220 240

E
v
e

n
ts

0

50

100

150

200

250

300

 channel)µ distribution (eT2m
mt2Distribution167.5GeV

Entries  16277
Mean    125.3
RMS     25.33ATLAS Simulation

Work in progress

 channel)µ distribution (eT2m

> [GeV]T2<m
0 20 40 60 80 100 120 140 160 180 200 220 240

E
v
e

n
ts

0

50

100

150

200

250

300

 channel)µ distribution (eT2m
mt2Distribution170.0GeV

Entries  8870
Mean    127.3
RMS     25.39ATLAS Simulation

Work in progress

 channel)µ distribution (eT2m

> [GeV]T2<m
0 20 40 60 80 100 120 140 160 180 200 220 240

E
v
e

n
ts

0

50

100

150

200

250

 channel)µ distribution (eT2m
mt2Distribution175.0GeV

Entries  9313
Mean    129.9
RMS     25.84ATLAS Simulation

Work in progress

 channel)µ distribution (eT2m

> [GeV]T2<m
0 20 40 60 80 100 120 140 160 180 200 220 240

E
v
e

n
ts

0

50

100

150

200

250

 channel)µ distribution (eT2m
mt2Distribution180.0GeV

Entries  9787
Mean    132.8
RMS     26.51ATLAS Simulation

Work in progress

 channel)µ distribution (eT2m

> [GeV]T2<m
0 20 40 60 80 100 120 140 160 180 200 220 240

E
v
e

n
ts

0

20

40

60

80

100

120

140

160

180

200

 channel)µ distribution (eT2m
mt2Distribution190.0GeV

Entries  11065
Mean    139.5
RMS     27.48ATLAS Simulation

Work in progress

 channel)µ distribution (eT2m

Figure 7.12: mT2 distribution for different input top-quark masses.
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Figure 7.13: mT2 distribution in data and simulation (input: mtop = 172.5 GeV).

with a input top-quark mass of 172.5 GeV. The value of mT2 is found to be:

mdata
T2 = 130.8 ± 1.0 GeV. (7.15)

Replacing mdata
T2 in Equation 7.14, the measured top-quark mass is:

mdata
top = 175.2 ± 1.6 GeV, (7.16)

where the quoted uncertainty is the statistical uncertainty associated with mdata
T2 , which is estimated using

error propagation in Equation 7.14.

7.3.7 Systematic uncertainty

The general systematic uncertainties affecting ATLAS analyses have been already discussed in Chapter
6. However, additional systematic uncertainties related to the modeling of tt may affect the result of the
measurement. Furthermore, a few systematic uncertainties are unique to this analysis and also deserve
additional discussion. The impact of the systematic uncertainties affecting the measured value of mtop
is given in Table 7.3.

Table 7.3 shows the complete list of uncertainties, but many of them have negligible effect, such as
the lepton uncertainties. The dominant systematic uncertainties are (largest contribution first):

• jet energy scale,

• b-jet energy scale,

• MC generator,

• color reconnection and

• parton shower.

The effect of the improved selection is shown in Table 7.4, where the total uncertainty is decreased
by roughly 0.3 GeV.
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7.3 Mass measurement

Source of systematic uncertainty ∆mtop [GeV]

MC generator ± 1.2

Fast simulation bias ± 0.3

Parton shower ± 0.9

Color reconnection ± 1.2

PDF ± 0.1

ISR/FSR ± 0.5

Underlying events ± 0.4

Uncertainty from fit ± 0.1

Signal normalization ± 0.0

Single-top normalization ± 0.0

Fake lepton events normalization ± 0.2

Fake electron events shape +0.2
−0.1

Fake muon events shape ± 0.0

Jet energy scale +1.6
−1.4

b-jet energy scale +1.5
−1.2

Jet energy resolution ± 0.5

Jet reconstruction ± 0.0

Jet vertex fraction ± 0.0

Emiss
T CellOut+SoftJet +0.1

−0.0

Emiss
T pile up ± 0.0

Electron trigger ± 0.0

Electron reconstruction ± 0.0

Electron energy scale +0.2
−0.1

Electron resolution ± 0.0

Muon trigger ± 0.0

Muon reconstruction ± 0.0

Muon energy scale and resolution ± 0.0

b-tagging efficiency ± 0.3

c-jet-tagging efficiency ± 0.1

b-tagging fake rate ± 0.2

Total systematic uncertainty +3.1
−2.9

Statistical uncertainty ± 1.6

Total uncertainty +3.4
−3.2

Table 7.3: Full list of systematic uncertainties considered in the top-quark mass measurement.
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Description σstd [GeV] σthis [GeV] σ2
this − σ

2
std[GeV2]

Jet energy scale +1.7
−1.6

+1.6
−1.4 -0.6

b-jet energy scale +2.0
−1.8

+1.5
−1.2 -1.8

MC generator ± 0.5 ± 1.2 +1.2

Color reconnection ± 1.5 ± 1.2 -0.8

Parton shower ± 0.8 ± 0.9 +0.2

Total +3.2
−3.0

+2.9
−2.7 -1.7

Table 7.4: Comparison of the dominant uncertainties using the standard dilepton cuts (σstd) and the cuts used in
this analysis (σthis). The last column, σ2 − σ2

SM, describes the impact on the total uncertainty. The overall effect
is a reduction of the total uncertainty by roughly 0.3 GeV.

7.3.8 Modeling of tt

Since the analysis relies heavily on the shape of tt kinematic distributions obtained from simulation, it is
important to properly estimate the systematic uncertainties associated with the use of these simulations.
The systematic uncertainties considered are related to:

• the choice of the event generator,

• parton shower and fragmentation,

• initial and final state radiation,

• parton density functions,

• color reconnection and underlying events.

Event generator

The event generators (see Section 4.2) used to model the tt dilepton events need to make different as-
sumptions on the physics processes. The impact of these different assumptions on the result is quantified
by replacing the event generator for another one, while keeping the rest of the parameters in the analysis
unchanged.

The nominal events generator is MC@NLO. The systematic uncertainty is obtained by symmetrizing
the full difference between the results of the analysis performed with MC@NLO and a second generator,
Powheg.

Showering and hadronization generator

Following the same principle as for the events generator, the use of a given showering and hadronization
generator (SHG) also introduces a systematic uncertainty in the measurement.

Two SHGs are used: Herwig and Pythia, where the first one is used as the nominal SHG. A set of
tt events generated with Powheg are separately interfaced with these two SHG to produce two data-
sets (see Table 4.3). These two datasets are then used to estimate the systematic uncertainty associated
with the usage of Herwig. Like in the events generator case, the full difference between the results is
symmetrized and taken as the systematic uncertainty.
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Initial and final state radiation

The amount of initial state radiation (ISR) and the final state radiation (FSR) of the generated tt events (see
Figure 7.14) affect the kinematic distributions of the tt events.

t

tq

q

g

(a)

t

tq

q

g

(b)

Figure 7.14: Example diagrams of (a) initial and (b) final state radiation.

More specifically, an increase in the rate of ISR or FSR increases the number of jets that are not
interesting for the top-quark mass measurement, while decreasing the overall energy of the objects that
are of interest in the analysis.

All the tt datasets in the nominal analysis assume a given amount of ISR and FSR. In order to quantify
the effect of this assumption, one set of events is generated with AcerMC using LHAPDF [208] as
PDF set. This set of events is then interfaced with Pythia6 tuned with two different assumptions on
the amount of ISR and FSR to create two different datasets (see Table 4.3). The analysis is repeated
replacing the tt dataset for one of these two datasets, and the half difference between the two results is
symmetrized and quoted as the systematic uncertainty associated with the ISR and FSR [209].

The initial comparison of the datasets with more and less ISR/FSR gives a difference of only 0.1 GeV.
But the mT2 distribution (see Figure 7.15) shows that there are two canceling effects in the distribution
that affect the value of mT2: a shift in the bulk of the distribution and a decrease in the right tail. This
cancellation might be accidental and, therefore, the two effects are taken into account separately. Since
the shift takes places around mT2 = 180 GeV, the ISR/FSR uncertainty is computed twice, once for the
region mT2 < 180 GeV (bulk) and one for the region mT2 > 180 GeV (tail). The difference in the bulk
region is computed to be 0.3 GeV, while the effect of the tail region is found to be 0.4 GeV. Summing
these two quantities in quadrature, the combined uncertainty of both effects is 0.5 GeV.

Parton density functions

As described in Section 4.2, the simulation of tt events needs parton distribution function sets (PDF set)
to model the incoming partons of a hard scattering process. Each PDF set uses assumptions that have an
impact in the final result of the analysis. Therefore, the usage of a given PDF set introduces a systematic
uncertainty that needs to be quantified and propagated to the result of the measurement.

To evaluate the systematic uncertainty associated with the usage of the nominal PDF set, the analysis
is repeated using three different PDF sets:

• CT10, using its best fit,

• MSTW2008LO, using its best fit (68% CL) and

• NNPDF2.0 [210], using the mean of 100 parameter variations.
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Figure 7.15: mT2 distributions for tt simulation datasets with more or less ISR/FSR.

The largest half-difference among these three sets is symmetrized and assigned as the PDF systematic
uncertainty [185].

Color reconnection and underlying events

In the proton-proton collisions at the LHC, color string formation between the final partons from inde-
pendent hard scatterings can take place [211], a process known as color reconnection (CR). Furthermore,
during the production of the hard-scattering processes, additional particles such as beam-beam remnants
and particles originating from multiple-parton interactions are also present. These particles are known
as the underlying event (UE) [212].

The assumptions made on CR and UE introduce a systematic uncertainty that is quantified using a set
of events generated with AcerMC and interfaced with Pythia6 as SHG (see Table 4.3) using different
tunes [209].

In order to estimate the systematic uncertainty associated with CR, four different Pythia tunes are
used, grouped in two sets:

• Perugia set [114]:

– Perugia 11 and

– Perugia 11 without CR.

• Professor set [213]:

– A-Pro and

– ACR-Pro.

First, the analysis is recomputed using the four different tunes. Then, the full difference in the results
of the tunes in the Perugia set is computed. Likewise, the full difference in the results of the tunes in
the Professor is also computed. Finally, the maximum value of these two differences is assigned as the
systematic uncertainty associated with CR [185].

In order to estimate the systematic uncertainty associated with UE, two Pythia tunes are used: Perugia
11 and Perugia mpiHi [114, 209]. The Perugia mpiHi tune assumes a higher amount of UE activity than
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Perugia 11. These two datasets (see Table 4.3) are used to recompute the result of the analysis and the
full difference in the result is taken as the systematic uncertainty associated with UE [185].

7.3.9 Calibration curve

The calibration curve method assumes a linear relationship between the chosen observable and the value
of the top-quark mass [205].

The systematic uncertainty introduced by this assumption is estimated by propagating the uncertain-
ties on the fit parameters into the mass measurement, taking into account the correlation between the
slope and the offset parameters, using the error propagation formula:

σ2
y =

∑
i, j

[
∂y

∂θi

] [
∂y

∂θ j

]
Vi j, (7.17)

where y is a function of the parameters θ and V is the covariance matrix of the parameters θ.

7.3.10 Pile up

In order to estimate the effect of different pile-up conditions in data, the value of mT2 is measured in
data events with low and high pile-up conditions. The data events are splitted evenly according to the
median of the average number of interactions (Nint):

• events with Nint < 8.14 are considered to have low pile-up conditions and

• events with Nint > 8.14 are considered to have high pile-up conditions.

The value of mT2 is found to be 131.3 ± 1.4 GeV for the low pile-up region and 130.2 ± 1.4 GeV for
the high pile-up region. Computing the difference between the two values yields: 1.1 ± 1.9 GeV, which
is compatible with zero within the statistical uncertainty. Therefore, no extra uncertainty is assigned.

Stability of mT2

The top-quark mass measurement using mT2 as the calibration curve observable may introduce robust-
ness issues. In order to check the stability of the measurement, the mT2 cut is modified from 180 GeV
up to 240 GeV in steps of 5 GeV. The whole top-quark mass measurement is repeated for data and
simulation for each modification. All measurements are compatible with each other within statistical
uncertainties, as shown in Table 7.5.

7.4 Improvements to the measurement

Based on the experience acquired in the top-quark mass measurement described in the last section, a
number of improvements to this measurement has been tested to reduce the total uncertainty. These
improvements can be classified in three categories:

• improvements in the baseline systematic uncertainties,

• redefinition of the event selection,

• improvements to the calibration observables and

• alternative to the mT2 observable.
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mT2 cut
Mass measurement (without bias correction)

Data [GeV] Simulation [GeV]

mT2 < 180 GeV 175.4 ± 1.6 173.73 ± 0.27

mT2 < 185 GeV 175.6 ± 1.6 173.66 ± 0.26

mT2 < 190 GeV 175.7 ± 1.5 173.58 ± 0.25

mT2 < 195 GeV 175.6 ± 1.5 173.64 ± 0.25

mT2 < 200 GeV 175.6 ± 1.5 173.65 ± 0.25

mT2 < 205 GeV 175.2 ± 1.5 173.75 ± 0.26

mT2 < 210 GeV 175.9 ± 1.5 173.71 ± 0.26

mT2 < 215 GeV 176.4 ± 1.6 173.60 ± 0.26

mT2 < 220 GeV 176.2 ± 1.6 173.56 ± 0.26

mT2 < 225 GeV 176.3 ± 1.6 173.50 ± 0.26

mT2 < 230 GeV 176.5 ± 1.6 173.54 ± 0.27

mT2 < 235 GeV 176.6 ± 1.6 173.58 ± 0.27

mT2 < 240 GeV 176.2 ± 1.6 173.66 ± 0.28

Minimum 175.2 ± 1.5 173.50 ± 0.26

Maximum 176.6 ± 1.6 173.75 ± 0.26

Maximum difference 1.4 0.19

Statistical uncertainty 1.6 0.26

Table 7.5: Top-quark mass measurement for different values of the mT2 cut to assess the stability of the meas-
urement. All measurements in data and simulation are compatible within their respective statistical uncertainties.
The fast simulation bias correction is not included since it does not affect the final conclusion.
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7.4.1 Improvements in the baseline systematic uncertainties

The analysis presented in the last section uses the ATLAS calibrations that were available in 2012.
A significant reduction of the systematic uncertainties is possible thanks to the new calibrations and
prescriptions produced in 2013, as shown in Table 7.6.

The most significant change for the top-quark mass measurement is the introduction of an improved
prescription for the evaluation of the jet-energy-scale and b-jet-energy-scale uncertainty [179]. The new
calibrations reduce the uncertainty on the jet energy scale by 33%, and the uncertainty on the b-jet en-
ergy scale by 71% in the top-quark mass measurement. The evaluation of the systematic uncertainties
associated with the modeling of tt is also improved. These new prescriptions reduce the systematic
uncertainty related to the modeling of tt by roughly 15%, with the strongest improvements taking place
in the parton shower and color reconnection uncertainties. The overall reduction of the dominant sys-
tematic uncertainties is of the order of 30%.

Description 2012 prescriptions [GeV] 2013 prescriptions [GeV]

Jet energy scale ± 1.5 ± 1.0

b-jet energy scale ± 1.4 ± 0.4

MC generator ± 1.2 ± 1.5

Color reconnection ± 1.2 ± 0.6

Parton shower ± 0.9 ± 0.3

Sum ± 2.8 ± 2.0

Table 7.6: Changes in the dominant systematic uncertainties due to the new systematic uncertainty prescriptions.

Another change in the analysis is the change of the MC generator used to simulate tt events to
Powheg+Pythia6 using the Perugia P2011C tune. Full simulation datasets are produced for the nom-
inal (mtop=172.5 GeV) and mass variation datasets corresponding to input top-quark masses in the range
165 − 180 GeV in steps of 2.5 GeV, as well as the corresponding systematic variation datasets (in fast
simulation). The list of all the tt datasets is shown in Table 7.7 and the calibration curves built with
the old and new mass variation datasets are compared in Figure 7.16, where it can be seen that the full
simulation datasets have a larger value of mT2 than their fast simulation counterparts.

7.4.2 Redefinition of the event selection

The reduction in the magnitude of the systematic uncertainties implies that the statistical uncertainty
has a more important role in the top-quark mass measurement. Furthermore, the top-quark mass meas-
urement presented in the last section is tuned to give a smaller total uncertainty based on the systematic
uncertainty prescriptions available in 2012. Therefore, the event selection is changed to better fit the
new conditions. In particular, the tt ee channel and µµ channel are included in the analysis.

The new event selection is almost identical to the standard dilepton selection of the ATLAS top
working group, except for the removal of the HT requirement in the eµ channel and that at least two
b-tagged jets are required instead of at least one.

The most important change in the event selection is the inclusion of the ee channel and the µµ channel,
i.e., the event must have exactly two reconstructed leptons (electrons, muons or both). Furthermore,
the electron trigger for all data events before period K has been changed from EF_e20_medium to
EF_e22_medium, effectively raising the trigger electron pT threshold to 22 GeV. The ET requirement on
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Dataset
Description Event generator+SHG

σNLO Events Sim.

number (pb) L (fb−1) type

117050 Nominal sample Powheg+Pythia6 96.2 103.9 full

105200 Generator syst. variation MC@NLO+Herwig 96.3 155.7 fast

105860 Generator syst. variation Powheg+Herwig 96.3 103.9 fast

117050 Generator syst. variation Powheg+Pythia6 96.2 103.9 fast

117862 ISR/FSR syst. variation AcerMC+Pythia6 96.3 311.4 fast

117863 ISR/FSR syst. variation AcerMC+Pythia6 96.3 311.4 fast

117428 CR and UE syst. variation (nominal) Powheg+Pythia6 96.2 103.9 fast

117429 UE syst. variation Powheg+Pythia6 96.2 103.9 fast

117430 CR syst. variation Powheg+Pythia6 96.2 103.9 fast

117836 mMC
top = 165.0 GeV Powheg+Pythia6 113.9 43.9 full

117838 mMC
top = 167.5 GeV Powheg+Pythia6 105.4 47.4 full

117840 mMC
top = 170.0 GeV Powheg+Pythia6 97.7 51.2 full

117842 mMC
top = 175.0 GeV Powheg+Pythia6 84.1 59.5 full

117844 mMC
top = 177.5 GeV Powheg+Pythia6 78.1 64.1 full

117846 mMC
top = 180.0 GeV Powheg+Pythia6 72.6 68.9 full

Table 7.7: tt datasets used in the top-quark mass measurement.
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Figure 7.16: Calibration curves using the 2012 and 2013 mass variation datasets. The 2012 calibration curve uses
fast simulation datasets generated with MC@NLO+Herwig, while the 2013 calibration curve uses full simulation
datasets generated with Powheg+Pythia6. The central value point is obtained using the Powheg+Pythia6 tt
dataset.

electron candidates is replaced by pT > 25 GeV, while the pT threshold for muon candidates is lowered
from pT > 25 GeV to pT > 20 GeV. In the eµ channel, the Emiss

T and the HT requirements are removed.
The b-tagging algorithm efficiency is lowered from 85% to 70%, giving a significant reduction in the
number of b-tagged jets that are not true b-jets. Furthermore, the extra pT requirement on the leading and
subleading b-tagged jets is removed, reducing it to the standard pT > 25 GeV requirement. The upper
mT2 cut and the ∆φb1b2 cuts are also removed. Additional requirements must be met by ee-channel and
µµ-channel events:

• The invariant mass of the leptons must be larger than 15 GeV. This requirement is used to suppress
low-energy resonances.

• The invariant mass of the dilepton system is required to satisfy |m`` − mZ| > 10 GeV in order to
suppress Z + jets events.

• Emiss
T > 60 GeV.

Table 7.8 summarizes all the changes in the event selection.

7.4.3 Improvements to the calibration observable

The observable used so far is the mT2, which is susceptible to changes and mismodelings in the tail
of the mT2 distribution, as discussed in Section 7.3.10. This issue can be addressed by changing the
definition of the observable extracted from the mT2 distribution to a fitted parameter.

The distribution is fitted assuming that the mT2 distribution is an asymmetric Gaussian given by:

f (x, µ (x) , σ,Rσ, A) = A ·
[
H (µ (x) − x) G (x, σ) + H (x − µ (x)) G (x, σ · Rσ)

]
, (7.18)
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Description 2012 selection 2013 selection

Dilepton channels Only eµ channel All

Electron trigger for data periods before K EF_e20_medium EF_e22_medium

Electron energy/momentum ET > 25 GeV pT > 25 GeV

Muon pT pT > 25 GeV pT > 20 GeV

HT for eµ channel HT > 130 GeV None

Emiss
T for eµ channel Emiss

T > 45 GeV None

b-tagging MV1 working point 85% 70%

b-tagged jet pT pT > 45 GeV pT > 25 GeV

mT2 mT2 < 220 GeV None

∆φb1b2 ∆φb1b2 > 2.2 None

m`` in ee channel and µµ channel Channels are not used m`` > 15 GeV

|m`` − mZ| in ee channel and µµ channel Channels are not used |m`` − mZ| > 10 GeV

Emiss
T in ee channel and µµ channel Channels are not used Emiss

T > 60 GeV

Table 7.8: Changes in the event selection of the top-quark mass measurement.

where H is the Heaviside function, G is the symmetric Gaussian function, µ (x) is the mean of the
asymmetric Gaussian, σ is the standard deviation of the left tail of the asymmetric Gaussian (σL), Rσ =
σR
σL

is the ratio between the standard deviation of the right tail (σR) and the left tail of the asymmetric
Gaussian, and A is the overall normalization of the distribution. The values of A, σ and µ (x) are
determined fitting the model to the mT2 distribution, while the value of Rσ remains fixed to 1.25 during
the whole analysis. The value of Rσ is chosen such that the resulting fit has the lowest value of χ2.

The fit used to determine µ (x) in the previous discussion is not performed on a fixed range. Instead,
a dynamic range is used based on the following iterative process:

• Fit the distribution in the active range to determine µ (x) and σ.

• Redefine the active range as the 17 bins (with 5 GeV width) range containing the value of µ (x) in
the central bin.

• Repeat the procedure until the changes in µ (x) and σ are below the tolerance (10−6%, satisfied
independently).

The starting active range is [0, 240] GeV for the mT2 distribution and is considered large enough to
describe the shape of the whole mT2 distribution. The convergence usually takes place within three
iterations, which is the minimum number of iterations. Figure 7.17 shows the fit to the mT2 distribution
for all the mass variation datasets. The values of µ (x) = mT2 obtained from these fits are used to build
the calibration curve shown in Figure 7.18.

7.4.4 Alternative to the mT2 variable: the mT2perp variable

Alternatively to the mT2 variable, the use of its perpendicular projection on the upstream momentum,
mT2perp, has been explored [214, 215].
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Figure 7.17: mT2 distribution for different input top-quark masses, fitted using the dynamic range fit.
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Figure 7.18: Calibration curve obtained using the dynamic range fit method with mT2.

The definition of the mT2perp variable follows the same principles as the mT2 variable. The only differ-
ence is the use of the perpendicular projection of the particles momenta on the direction of the transverse
upstream momentum. The transverse upstream momentum of an event is defined as the vectorial sum
of all the particles that are not part of the hard process. In practice, momentum conservation allows for
a simpler definition:

~UT = −

 ∑
leptons

~pT +
∑
jets

~pT + ~pmiss
T

 , (7.19)

where only the two leptons and two jets from the dilepton decays are used.
The projection of the transverse momenta of the leptons, jets and missing transverse momentum on

the upstream momentum is computed using:

~pTperp =
1

| ~UT|2
~UT ×

(
~pT × ~UT

)
. (7.20)

Once these projections are computed, the value of mT2perp is defined as:

mT2perp (minv) = min
~p(1)

Tperp,~p
(2)
Tperp

{
max

[
mT

(
minv, ~p

(1)
Tperp

)
,mT

(
minv, ~p

(2)
Tperp

)] }
, (7.21)

with

~p(1)
Tperp + ~p(2)

Tperp = ~pmiss
Tperp, (7.22)

where all the variables that appear in Equation 7.21 and Equation 7.22 are the ~UT-perpendicular-
projection analogous of the variables in the mT2 definition shown in Equation 7.1 and Equation 7.2.

The mT2perp variable offers an alternative observable to the mT2 variable. Its advantage is a much sim-
pler computation, since the two-dimensional minimization needed for the mT2 computation is reduced
to a one-dimensional minimization for the mT2perp variable.

Similar to the mT2 case, the lepton-jet pairing in a tt event is unknown. Therefore, all suitable lepton-
jet combinations are tried and the combination giving the smallest value of mT2perp is taken as the correct
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combination.
A calibration curve (see Figure 7.20) can be derived from the mT2perp distributions of the mass vari-

ation datasets applying the same asymmetric Gaussian model used in the mT2 fit, but using the dynamic
range fit with 9 bins to each side of the central bin, as shown in Figure 7.19.

Figure 7.19: mT2perp distribution for different input top-quark masses, fitted using the dynamic range fit.

7.4.5 Comparison of the top-quark mass measurement using mT2 and using mT2perp

The full systematic and statistical uncertainties are estimated for both variables and compared in Table
7.9. Overall, the systematic uncertainty is reduced by roughly 40%, 20% of which are associated to the
overall improvements to the baseline systematic uncertainties, as discussed in Section 7.4.1. The stat-
istical uncertainty is reduced by roughly 50%, mainly due to additional information obtained from the
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7 Top-quark mass measurement

Figure 7.20: Calibration curve obtained using the dynamic range fit method with mT2perp.

fitting process and partly because of the inclusion of the ee channel and the µµ channel. The top-quark
mass measurements using mT2 and mT2perp have roughly the same uncertainty, with mT2perp bringing an
improvement of roughly 5% to the total uncertainty.

The agreement between data and simulation for the mT2 and the mT2perp distributions is shown in
Figure 7.21, where the nominal tt dataset is used. The excess in data of roughly 20% is a known issue
and is taken into account in the tt normalization uncertainty. The top-quark mass measurement is barely
affected by this excess, since the measurement only compares the shapes of the distributions.

Figure 7.21: Comparison between data and simulation distributions of mT2 and mT2perp.

In summary, the top-quark mass has been measured using three methods. The nominal method, using
the mean value of the mT2 distribution, gives a top-quark mass of:

mdata
top = 175.2 ± 1.6 (stat.) ± 3.1 (syst.) GeV. (7.23)
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The improved method, using the fitted mean of the mT2 distribution, gives a top-quark mass of:

mdata
top = 173.7 ± 0.8 (stat.) ± 1.8 (syst.) GeV. (7.24)

Finally, the top-quark mass measurement using the mT2perp variable yields:

mdata
top = 173.3 ± 0.7 (stat.) ± 1.7 (syst.) GeV. (7.25)

Description
Value [GeV]

mT2 (nominal, mean) mT2 (improved, fit) mT2perp (fit)

MC generator ± 1.2 ± 0.56 ± 0.52

Fast simulation bias ± 0.3 ± 0.00 ± 0.00

Parton shower ± 0.9 ± 0.04 ± 0.29

Color reconnection ± 1.2 ± 0.17 ± 0.40

ISR/FSR ± 0.5 ± 0.68 ± 0.68

Underlying events ± 0.4 ± 0.02 ± 0.02

Normalization ± 0.3 ± 0.10 ± 0.13

Jet energy scale ± 1.6 ± 1.11 ± 0.97

b-jet energy scale ± 1.5 ± 0.92 ± 0.85

b-tagging ± 0.4 ± 0.34 ± 0.33

Other uncertainties ± 0.5 ± 0.35 ± 0.36

Total systematic uncertainty ± 3.1 ± 1.77 ± 1.71

Statistical uncertainty ± 1.6 ± 0.84 ± 0.74

Total uncertainty ± 3.4 ± 1.96 ± 1.86

Table 7.9: Comparison of the uncertainty for the top-quark mass measurement using mT2 (mean value and fit) and
mT2perp (fit). All the uncertainties have been symmetrized. The uncertainties of the last two measurements are
shown with two decimal places to allow a better comparison between the measurements using mT2 and mT2perp.

When compared to the 2012 measurement [205], the total uncertainty in the top-quark mass meas-
urement is nearly halved in the 2013 analysis. Furthermore, the analysis has a comparable precision as
the 2013 ATLAS top-quark mass measurement in the dilepton channel:

mtop = 173.1 ± 0.6 (stat.) ± 1.5 (syst.) GeV, (7.26)

which uses a template method with the m`b variable [216].
In Ref. [217], a similar analysis using the calibration method with the mT2 and mT2perp variables is

presented, where the asymmetric Gaussian fit with dynamic range is replaced with a repeated Gaussian
fit. The selection is optimized to give the lowest total uncertainty and uses a different b-tagging working
point (MV1@85%) and a tighter cut on the pT of jets. The results of both analyses are compatible
within their uncertainties:
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7 Top-quark mass measurement

• top-quark mass measurement with mT2: mtop = 175.1 ± 0.9 (stat.) ± 1.6 (syst.) GeV.

• top-quark mass measurement with mT2perp: mtop = 174.1 ± 0.8 (stat.) ± 1.4 (syst.) GeV.

Three years after the first ATLAS top-quark mass measurement in the dilepton channel presented in
this thesis, the channel gives a significant contribution towards the precise measurement of the top-quark
mass in ATLAS. The most recent ATLAS measurement (2015) is performed in the tt single-lepton and
dilepton channels [218], measuring:

msingle lepton
top = 172.33 ± 0.75 (stat. + JES + bJES) ± 1.02 (syst.) GeV, (7.27)

and
mdilepton

top = 173.79 ± 0.54 (stat.) ± 1.30 (syst.) GeV. (7.28)

The combination of these two results gives a top-quark mass value of

mcombined
top = 172.99 ± 0.48 (stat.) ± 0.78 (syst.) GeV. (7.29)

The measurement in the dilepton channel uses an event selection similar to the one described in Section
7.4.2, but also includes events with exactly one b-tagged jet. The improvement in the total systematic
uncertainty with respect to the 2013 ATLAS top-quark mass measurement in the dilepton channel is
mainly due to a better understanding of the jet energy scale, reducing the uncertainty associated with it.
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CHAPTER 8

ttZ cross-section measurement

8.1 Event selection

8.1.1 Definition of variables

In order to describe the event selection used in the ttZ cross-section measurement, it is useful to in-
troduce the following definitions for events with four reconstructed leptons: the Z1 lepton pair, the Z2
lepton pair, mZ1, mZ2 and pT34. The leptons and jets are numbered in descending order according to the
value of their transverse momentum.

• The Z1 lepton pair is the pair of leptons which is most likely to originate from a Z boson decay.
This is defined as the pair of leptons with opposite-sign (OS) and same-flavor (SF) in the event.
If more than one OSSF1 lepton combination is possible, the lepton combination with the closest
invariant mass to the mass of the Z boson is chosen. If no OSSF lepton pair is found, Z1 is
undefined.

• The Z2 lepton pair is defined as the two leptons that do not belong to the Z1 pair.

• mZ1 and mZ2 are the invariant masses of the Z1 and Z2 lepton pairs, respectively.

• pT34 is defined as the scalar sum of the transverse momentum of the two leptons with the smallest
transverse momentum.

8.1.2 Four lepton Standard Model backgrounds

The ttZ → 4` channel has the following signature:

• four leptons, two from the tt dilepton decay and two from the Z leptonic decay,

• two b-jets from the tt dilepton decay and

• large missing transverse momentum, due to the two neutrinos produced in the tt dilepton decay.

The most important Standard Model processes that produce four prompt leptons in their final state
are: ZZ, WtZ, ttH, H→ ZZ, tttt, ttWW and tribosons (see Section 4.2.2).

1 OSSF=OS+SF
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8 ttZ cross-section measurement

• The ZZ → 4` decay produces two pairs of OSSF leptons, each of them with an invariant mass
close to the mass of the Z boson. It is the most important background in the ttZ cross-section
measurement due to its large cross section, with more than 1000 ZZ → 4` events produced for
each ttZ → 4` event. This background can be suppressed using a number of observables: the
number of jets and b-tagged jets in the event, large Emiss

T , large value of |mZ2 − mZ| and the flavor
composition of the Z2 lepton pair.

• The WtZ background is the 4` analogous of the single-top background in the tt dilepton channel.
It is difficult to find a set of cuts that provide a good separation between the signal and this
background, since their signatures only differ in the number of b-jets, but the contribution of this
background is small due to its relatively small cross section.

• The ttH, H → ZZ, tttt and tribosons backgrounds are small backgrounds that have little impact
in the overall analysis, with their combined contribution to the total expected number of events
being smaller than 7% after all cuts are applied.

8.1.3 Events preselection

The event quality criteria used in this analysis are commonly used in the ATLAS top working group and
are available in the TopRootCore framework [219]:

• Data events must pass the good run list filter, as explained in Section 4.1. Simulation events
are required to be true four lepton events (i.e., they have exactly four leptons at generator level),
where τ leptons only add towards the lepton count if they decay leptonically.

• At least one of the lepton triggers has fired (see Section 4.1). This trigger lepton is required to
have pT > 25 GeV.

• The trigger object reconstructed must match a reconstructed lepton within ∆R < 0.15.

• The event must contain at least one good primary vertex with at least five associated tracks with
pT > 400 MeV.

• Events with cosmic muons are rejected.

• At least one reconstructed lepton with pT > 25 GeV.

• The events must not have bad jets, i.e., there are no LooseBadMinus jets in the AntiKt4TopoEMJets
collection with pT > 20 GeV and E > 0 [161].

• The event is rejected if an electron and a muon share an inner detector track.

In addition to the event quality criteria, the analysis preselection also requires exactly four recon-
structed leptons, as defined in Section 5.1.3 and Section 5.2.2, with a minimum transverse momentum
of 7 GeV. Furthermore, it is required that Z1 is defined, i.e., there is at least one pair of OSSF leptons
in the event. Finally, an overlap between the selected events in this analysis and the ttZ three-leptons
analysis [220] is avoided by vetoing all the events that would pass the selection of the three-leptons
analysis, in order to simplify the combination of the results of these analyses.

The events passing this preselection are classified in six signal regions, according to the flavor com-
position of the Z2 pair (SF or DF2) and the number of b-tagged jets, as shown in Table 8.1. The classific-
ation defined in Table 8.1 splits the events in different regions with different background conditions: the

2 Different flavor
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8.1 Event selection

SF regions have a significantly higher ZZ background contamination than their DF counterparts, while
regions with a larger number of b-tagged jets have less contamination and a good purity can be achieved
with only a few additional requirements.

Regions Z2 is SF Z2 is DF

Nbtag = 0 0b – SF 0b – DF

Nbtag = 1 1b – SF 1b – DF

Nbtag ≥ 2 2b – SF 2b – DF

Table 8.1: Classification of the events in the preselection in different regions.

The event selection for each of these regions is discussed in detail in the next subsections. It is
important to notice that the 0b – SF is not used in the analysis, since the ZZ contamination is so large
that it is not possible to obtain a statistically significant signal-region selection.

8.1.4 0b – DF

The 0b – DF signal region is required to have no b-tagged jets and a DF Z2 lepton pair. In addition to
the preselection and these additional requirements, the following cuts are used:

• The event must have at least two jets.

• The transverse momentum of the fourth lepton must be larger than 10 GeV.

• pT34 must be larger than 45 GeV.

The ZZ → 4` process is the dominant background in this signal region due to its large cross section,
even after the DF requirement on the Z2 lepton pair, which strongly suppresses it.

The requirement on the number of jets is used to reduce the amount of ZZ background, while the
requirements on the pT of the fourth lepton and on pT34 reduce the amount of fake events (see Figure
8.1).

8.1.5 1b – DF

The 1b – DF signal region requires exactly one b-tagged jet and a Z2 lepton pair with DF.
The b-tagging and flavor requirements strongly suppress the ZZ background. Consequently, the fake

lepton events become the dominant background. The fake lepton events background is already signific-
antly reduced due to the b-tagging requirements, and only the requirement pT34 > 35 GeV is added to
further reduce it, as shown in Figure 8.2. Notice that the fake lepton events are expected to have a low
value of pT34, since fake leptons are usually less energetic than prompt leptons.

8.1.6 2b – DF

The 2b – DF signal region is composed of events with at least two b-tagged jets and a DF Z2 lepton pair.
The strong b-tagging requirements suppress the ZZ and the fake lepton events. Moreover, the Z2 lepton
pair flavor requirement also significantly reduces the amount of ZZ contamination. Therefore, no extra
cuts are applied, since the signal region is already very clean, as shown in Figure 8.3.
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Figure 8.1: Distribution of Njets, mZ2 and pT34 in the 0b – DF signal region before (left) and after (right) the
additional requirements.
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Figure 8.2: Distribution of pT34 in the 1b – DF signal region before (left) and after (right) the pT34 cut.
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Figure 8.3: Distributions of the 2b – DF signal region. The error bands only show the statistical uncertainty.
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8.1.7 1b – SF

In the 1b – SF signal region, exactly one b-tagged jet and a Z2 lepton pair with SF are required. Since
a SF Z2 lepton pair is required, this signal region has an abundant amount of ZZ background that needs
to be suppressed in order to define a clean signal region. Moreover, since the b-tagging requirement by
itself is not enough to reduce the contribution of fake lepton events to an acceptable level, further cuts
must be imposed.

To reduce the contribution due to fake leptons and the ZZ background, the following requirements
are introduced:

• pT34 > 25 GeV.

• Emiss
T > 40 GeV.

• Emiss
T > 80 GeV or |mZ2 − mZ| > 10 GeV.

The cut on pT34 reduces the contribution of events with fake leptons, while the rest of the requirements
are used to reduce the ZZ background. The distributions before and after applying the extra cuts of all
the variables involved in these cuts are shown in Figure 8.4.

8.1.8 2b – SF

The 2b – SF signal region includes events that have at least two b-tagged jets and a SF Z2 lepton pair.
Due to the lepton flavor requirements, this region also has a significant contribution from ZZ background
events, although not as strong as the 1b – SF region due to the more stringent b-tagging requirement.
Nevertheless, this background must still be reduced.

The suppression of the ZZ background is done requiring that the events in this region meet at least
one of the following two conditions:

• Emiss
T > 40 GeV.

• |mZ2 − mZ| > 10 GeV.

The choice of these criteria becomes evident after examining Figure 8.5. Most of the ZZ events are
removed by the Emiss

T requirement. The events that survive it are removed with the |mZ2 − mZ| cut.
Requiring at least one of these cuts to be satisfied, instead of both, slightly increases the amount of
expected ZZ background. However, since the low Emiss

T and |mZ2 −mZ| regions contain a fair amount of
signal events, this slight increase in the background is well compensated with an increase in the number
of expected signal events.

8.2 Event yields

Applying the cuts described in the last section to the MC simulation datasets (using the ABCD method
to estimate the contribution of events with fake leptons, as described in Section 4.3.3), the expected
number of events in each signal region can be estimated. These estimates are presented in Table 8.2.
From this table, it can be computed that roughly five events are expected in the data with a signal-to-
background ratio of 2.5, which corresponds to a purity of 72%.

A few limits are listed in Table 8.2. These limits are placed when no event is selected in the simulation
datasets for a given background. In this case, the luminosity weight of the dataset, as defined in Section
6.2.1, is used as the upper limit, except for the Z + jets and W + jets backgrounds, which have large
luminosity weights. The estimation of the limit for those cases is described in Ref. [200].
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Figure 8.4: Distribution of pT34, Emiss
T and mZ2 in the 1b – SF signal region before (left) and after (right) the extra

cuts.
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Figure 8.5: Distribution of Emiss
T and |mZ2 − mZ| in the 2b – SF signal region before (left) and after (right) the

additional cuts.
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8.3 Estimation of events with fake leptons

Description 0b – DF 1b – DF 2b – DF 1b – SF 2b – SF

MC exp. signal 0.324(16) 1.042(25) 0.583(17) 0.915(23) 0.576(17)

MC exp. ZZ 0.070(27) 0.037(22) < 0.012 0.262(51) 0.077(28)

MC exp. WtZ 0.034(6) 0.126(11) 0.042(6) 0.104(9) 0.031(5)

MC exp. ttH 0.023(3) 0.073(5) 0.048(4) 0.056(4) 0.038(3)

MC exp. tribosons 0.033(6) 0.008(3) < 0.002 0.004(2) < 0.002

MC exp. H→ ZZ < 0.001 < 0.001 < 0.001 0.013(3) 0.004(2)

MC exp. ttWW 0.006(6) 0.015(10) 0.005(5) < 0.004 < 0.004

MC exp. tttt < 0.000 < 0.000 0.003(1) < 0.000 0.002(0)

Exp. fake events (ABCD) < 0.034 0.096(67) 0.065(53) 0.057(52) 0.028(35)

Exp. fake events (MC) 0.022(4) 0.058(8) 0.072(39) 0.082(26) 0.023(3)

Signal-to-background ratio 1.95(53) 2.94(60) 3.6(1.2) 1.84(28) 3.20(81)

Table 8.2: Expected event yields per signal and background process in the five selected signal regions. The
numbers in parentheses are the uncertainties associated to the limited number of simulated events.

8.3 Estimation of events with fake leptons

The ATLAS ttZ cross-section measurement in the four lepton channel uses the fake factor method [200]
as the nominal fake estimation technique and the ABCD method discussed in Section 4.3.3 as a crosscheck.

8.3.1 Estimation using the fake factor method

The main idea of the fake factor method [200] is to correct the simulation predictions of events with
fake leptons using weight factors computed from data in different control regions.

A total of four fake factors are computed, corresponding to:

• fake electrons from light jets,

• fake electrons from heavy jets,

• fake muons from light jets and

• fake muons from heavy jets.

Two control regions aiming to select Z + jets or tt events with at least one fake lepton are used to
determine the fake factors from data. The fake leptons originating from Z + jets events are assumed to
come from light jets, while the ones from tt events are assumed to arise from heavy jets. These two
control regions are defined as follows [200]:

• tt control region:

– Exactly 3 leptons.

– No OSSF lepton pair.

– One OS lepton pair.
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– At least one jet with pT > 30 GeV.

• Z + jets control region:

– Exactly 3 leptons.

– One OSSF lepton pair.

– Emiss
T < 30 GeV.

– mT < 30 GeV.

The mT variable in the Z + jets control region is used to suppress the contribution from WZ events and is
defined as the transverse mass of the W boson. This is computed using as input the missing transverse
momentum and the pT of the lepton that does not originate from a Z decay3.

Using these two regions, the fake factors can be computed from the solution of the system of equations
defined by:

NX,R
data − NX,R

others = µX
heavy · N

X,R
tt

+ µX
light · N

X,R
Z+jets, (8.1)

with X = {e, µ} and R =
{
tt,Z + jets

}
. For a given control region R, NX,R

data is the number of X-flavored

lepton events measured in data and NX,R
C (C =

{
tt,Z + jets, others

}
) is the number of expected C-process

events where an X-flavored lepton is assumed to be a fake lepton. For the tt control region, the lepton
with the lowest pT is assumed to be fake. For the Z + jets control region, the lepton that is not part of
the Z-decay lepton pair is considered to be fake. The process classification C = others is defined as the
events that are neither tt or Z + jets.

The event yields used to solve Equation 8.1 are shown in Table 8.3 for the tt and the Z + jets control
regions. Using these values, the following fake factors are obtained [200]:

• µe
heavy = 1.23 ± 0.13 ,

• µµheavy = 1.25 ± 0.09 ,

• µe
light = 1.35 ± 0.05 and

• µµlight = 1.61 ± 0.05 .

Process
tt control region Z + jets control region

Fake electron Fake muon Fake electron Fake muon

tt 125.4 ± 6.7 207.7 ± 3.1 45.2 ± 1.1 59.2 ± 1.4

Z + jets 9.13 ± 0.53 1.29 ± 0.02 3338 ± 79 3264 ± 76

Others 8.62 ± 0.35 7.63 ± 0.08 871 ± 18 897 ± 17

Data 185 273 5437 6241

Table 8.3: Expected yields from simulation and measured number of events in data for the different control regions.
The numbers are used to compute the fake factors used in this analysis. The quoted uncertainty is the statistical
uncertainty [200].

3 The definition of the pair of leptons originating from a Z decay is the same as the Z1 lepton pair in the four-leptons case.
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8.3 Estimation of events with fake leptons

8.3.2 Estimation using the ABCD method

In order to apply the ABCD method to estimate the contribution of events with fake leptons in this
analysis (see Section 4.3.3), it is necessary to define the regions A, B, C and D. In Section 5.1 and
Section 5.2, the loose and the tight lepton definitions are given. The tight definition is the nominal
lepton definition used throughout the analysis, while the loose definition, which has a lower fake lepton
rejection rate than its tight counterpart, is used to define two of the four regions of the ABCD method.

As discussed in Section 4.3.3, two sets of cuts are needed to define the four regions. The first set of
cuts is based on the lepton definition:

• Loose events: events with exactly four reconstructed leptons, where at least one of the reconstruc-
ted leptons is loose but not tight.

• Tight events: events with exactly four reconstructed leptons, where all reconstructed leptons are
tight.

The second set of cuts is defined based on two orthogonal event selections:

• Fakes selection: events with exactly four reconstructed leptons, where the Z2 lepton pair has
same-sign (SS) leptons. This selection enhances the number of fake events.

• Signal selection: events selected using the signal region of interest (0b – DF, 1b – DF, 2b – DF,
1b – SF, 2b – SF or all of them), but not using necessarily a tight lepton definition. Since all
the signal regions require that the Z2 lepton pair is DF, the fakes selection is orthogonal to every
signal selection.

Once the two sets of cuts are given, the A, B, C and D regions are defined as the region with loose
events passing the fakes selection, the region with loose events passing the signal selection, the region
with tight events passing the fakes selection and the region with tight events passing the signal selection,
respectively.

All four regions are constructed such that they are orthogonal to each other. It is important to notice
that region D is equivalent to the signal region of interest, i.e., the region where the estimate is needed.
The number of events with fake leptons in region D can be determined using a rearranged form of
Equation 4.16:

ND
F =

NC
Data − NC

R

NA
Data − NA

R

×
(
NB

Data − NB
R

)
, (8.2)

where NX
Data is the number of events selected in data in region X and NX

R is the number of expected
events in region X with four prompt leptons, as estimated from the MC simulations.

Since the fraction in Equation 8.2 only depends on the definitions of regions A and C, it does not
depend on the chosen signal region. Therefore, it only needs to be measured once:

• NA
Data = 418.

• NA
R = 14.59 ± 0.40 .

• NC
Data = 18.

• NC
R = 4.15 ± 0.21 .

•
NC

Data−NC
R

NA
Data−NA

R
= 0.034 ± 0.011 .
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8 ttZ cross-section measurement

Figure 8.6: Distributions of mZ1, mZ2 and Emiss
T in regions A (left) and C (right), as defined for the ABCD method.
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8.4 Analysis strategy

Figure 8.6 shows the data-simulation comparison of the distribution of mZ1, mZ2 and Emiss
T of regions A

and C.
The ABCD estimate of the number of events with fake leptons for each signal region is given in

Table 8.4. The uncertainty associated with the measurement of the quantities in the ABCD method is
computed using error propagation and assuming that all the quantities are uncorrelated. The Poissonian
statistical uncertainties of the values measured in data (NA

Data, NB
Data and NC

Data) are the dominant contri-
butions to the total uncertainty, while the uncertainties of the quantities estimated with MC-simulations
(NA

R , NB
R and NC

R ) have a negligible impact. Notice that all the estimates are compatible, within uncer-
tainties, with the estimation obtained from MC simulations.

Signal
NB

Data NB
R

Estimated Uncertainty Deviation from

region ND
Data on ND

Data the MC estimate

0b – DF 0 0.137 ± 0.018 -0.005 0.039 0.027

1b – DF 3 0.194 ± 0.014 0.096 0.067 0.038

2b – DF 2 0.116 ± 0.007 0.065 0.053 0.007

1b – SF 2 0.331 ± 0.028 0.057 0.052 0.025

2b – SF 1 0.170 ± 0.020 0.028 0.035 0.005

Table 8.4: Detailed ABCD method fake estimation for all signal regions.

The result of the estimation of the number of events with fake leptons using the ABCD method is
compatible with the estimate using the fake factor method, but has a lower uncertainty. Since the ABCD
method and the fake factor method are independent methods, the results obtained from the ABCD
method validate the results obtained from the fake factor method [200].

8.4 Analysis strategy

Since the ttZ process is a rare process and it has not been yet discovered, the ttZ cross-section measure-
ment is performed as a blinded analysis to avoid any experimental bias.

A simultaneous likelihood fit is used on the five signal regions and a ZZ control region (see Section
8.4.1) used to measure the ZZ normalization, as described in Ref. [200]. The technical implementation
is done using the HistFactory framework [221].

The likelihood function used to fit the six regions is defined as the product of probabilities [222]:

L
(
n, θ0|µttZ , µZZ, θ

)
= PSR × PCR × Psyst

=
∏

SRs P
(
nSR|λSR

(
µttZ , µZZ, θ

))
× P

(
nZZ|λZZ

(
µttZ , µZZ, θ

))
× Psyst

(
θ0, θ

)
,

(8.3)
where the nSR are the number of observed events in each signal region; nZZ, the number of observed
events in the ZZ control region; λSR, the Poisson expectations for each signal region; and λZZ, the Pois-
son expectation for the ZZ control region. The term Psyst

(
θ0, θ

)
is a probability function that includes

all the systematic uncertainties, where θ0 are the nominal values and θ represent the varied values.
The Poisson expectations in Equation 8.3 depend on the ZZ normalization factor (µZZ), the ttZ sig-

nal strength (µttZ) and the nuisance parameters (θ) corresponding to the systematic uncertainties. All
these values are determined during the maximization of the likelihood function. The ttZ signal strength
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8 ttZ cross-section measurement

and the ZZ normalization are fit unconstrained, while each of the nuisance parameters is constrained
to a Gaussian with a width equal to the magnitude of the corresponding systematic uncertainty. For
the uncertainties arising from the limited number of simulated events, a Poissonian constraint is used
instead.

The measured value of the ttZ signal strength can be used to determine the ttZ cross section using:

σttZ = µttZ · σ
expected
ttZ

, (8.4)

where σexpected
ttZ

is the assumed cross-section value (Standard Model prediction) used to compute the
expected number of ttZ events from the simulated datasets.

8.4.1 ZZ normalization

The ZZ control region is defined by the following cuts:

• Exactly four reconstructed leptons.

• The Z2 lepton pair is OSSF.

• |mZ1 − mZ| < 10 GeV and |mZ2 − mZ| < 10 GeV.

• Emiss
T < 50 GeV.

A preliminary normalization correction for the ZZ background is obtained applying a likelihood fit
only to the ZZ control region, giving a value of 1.17 [200]. This correction is applied to all the ZZ
expectation values obtained from simulation. Since the ZZ control region is the main component in the
determination of the ZZ normalization in the likelihood fit, no significant deviation from this value is
expected from the full fit (ZZ control region and signal regions).

8.5 Systematic uncertainties

General considerations on the estimation of the systematic uncertainties on ttZ have been already dis-
cussed in Chapter 6. Unlike the top-quark mass measurement, where the systematic uncertainties play
a central role, systematic uncertainties play a minor role in the ttZ cross-section measurement, since
the measurement is dominated by the statistical uncertainty. Nevertheless, the determination of some
systematic uncertainties merits extra discussion, since it can affect the final measurement. These uncer-
tainties are discussed in this section.

8.5.1 ZZ normalization extrapolation uncertainty

The ZZ background is the main background in the ttZ cross-section measurement. In order to improve
the accuracy of the ZZ background estimation, the ZZ normalization is fitted in a ZZ control region,
as described above. This fit is performed in an on-shell control region with low missing transverse
momentum and low jet multiplicity, whereas the signal regions where the ZZ background is important
are off-shell, have higher missing transverse momentum and higher jet multiplicity.

Therefore, the extrapolation of the normalization scale obtained in the ZZ control region to the signal
regions can introduce uncertainties that need to be accounted for. In order to estimate the effect of this
systematic uncertainty, an ABCD method (see Section 4.3.3) is used to compute a second estimate for
a signal-region-like validation region (i.e., off shell and with large missing transverse momentum). The
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8.5 Systematic uncertainties

difference of the estimate obtained using the ABCD method and the estimate obtained from simula-
tion using the corrected ZZ normalization provides the systematic uncertainty associated with the ZZ
normalization extrapolation.

Two comparisons are performed to estimate the extrapolation uncertainty. The first comparison es-
timates the effect of extrapolating from an on-shell region with low missing transverse momentum to an
off-shell region with high missing transverse momentum.

The regions are defined in Table 8.5. For all regions, the events must have exactly 4 reconstructed
leptons and the Z2 pair must be OSSF.

Cuts Emiss
T < 40 GeV Emiss

T > 40 GeV

|mZ2 − mZ| < 10 GeV Region A Region C

|mZ2 − mZ| > 10 GeV Region B Region D

Table 8.5: Definition of the ABCD regions for the ZZ on-shell to off-shell and low Emiss
T to high Emiss

T extrapolation
uncertainty estimation.

The observed and expected number of events in regions A, B and C are shown in Table 8.6, along
with the ABCD and the corrected MC estimate for region D. The difference between these two results
is 32%, which is assigned as the systematic uncertainty.

Region Ndata NMC(No ZZ) Ndata − NMC(No ZZ)

A 148 0.1 ± 0.0 147.9

B 149 12.3 ± 1.8 136.7

C 14 0.4 ± 0.0 13.6

D (ABCD estimate) X X 12.6 ± 3.8

Corrected MC X X 16.6 ± 0.4

Table 8.6: Estimation of the ZZ background in region D using the ABCD method and comparison with the estimate
using the normalization correction factor in simulation events.

The second comparison is analogous to the first one, with modified definitions of the A, B, C and D
regions as shown in Table 8.7. For all regions, the events must have exactly 4 reconstructed leptons,
Emiss

T < 40 GeV, and the Z2 pair must be OSSF.

Cuts Njets = 0 Njets > 0

|mZ2 − mZ| < 10 GeV Region A Region C

|mZ2 − mZ| > 10 GeV Region B Region D

Table 8.7: Definition of the ABCD regions for the estimation of the ZZ normalization extrapolation uncertainty
from a low jet multiplicity to a high jet multiplicity region.

The observed and expected number of events are shown in Table 8.8, with the ABCD and the corrected
MC estimate for region D. Both results are compatible within the 20% uncertainty from the ABCD
method. Therefore, an uncertainty of 20% is quoted for this extrapolation.

Summing both uncertainties in quadrature, the total systematic uncertainty associated with the extra-
polation of the ZZ normalization is 38%.
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Region Ndata NMC(No ZZ) Ndata − NMC(No ZZ)

A 102 0.0 ± 0.0 102.0

B 95 8.4 ± 1.8 86.6

C 46 0.1 ± 0.0 45.9

D (ABCD estimate) X X 39.0 ± 8.2

Corrected MC X X 35.9 ± 0.6

Table 8.8: Estimation of the ZZ background in region D using the ABCD method and comparison with the estimate
using the normalization correction factor in simulation events.

8.5.2 ZZ heavy-flavor composition

As described in Section 4.2.2, the ZZ background is simulated using Sherpa, assuming a given ZZ
heavy-flavor (ZZ+HF) composition. This description of the ZZ+HF composition has a limited accuracy
and this uncertainty has to be propagated to the analysis.

In order to quantify the effect of this systematic uncertainty, the ZZ+HF composition at reconstruction
level is determined comparing statistically equivalent datasets generated with Powheg with the datasets
generated with Sherpa. In particular, since the ttZ signal regions are defined in regions with different
b-tagging requirements, the selection efficiency of requiring additional b-tagged jets is obtained for both
datasets.

The relative discrepancy between the selection efficiencies in Sherpa and Powheg provides a measure
of the systematic uncertainty associated with the ZZ+HF composition. The discrepancy between the
selection efficiencies in Sherpa and Powheg is chosen as the systematic uncertainty per each b-tagged
jet required. The systematic uncertainty is added linearly for each additional b-tagged jet required.

The estimation of the ZZ heavy-flavor composition uncertainty is performed in the following control
region:

• The event must have exactly 4 reconstructed leptons.

• The Z2 lepton pair must be OSSF.

• Emiss
T < 40 GeV.

• |mZ2 − mZ| < 10 GeV.

The selection efficiency of requiring an extra b-tagged jet can be computed using the cuts: Nbtag >= 0,
Nbtag >= 1 and Nbtag >= 2, and comparing the fraction of events selected. This selection efficiency can
be associated with the ZZ+HF content of each simulation. Comparing these efficiencies in Sherpa
and Powheg, the ZZ+HF composition modeling uncertainty can be estimated. The results are shown
in Table 8.9. The modeling difference is of the order of 20% per b-tagged jet, while the largest statistical
uncertainty on the computation of εPowheg

εSherpa
is 31%. Therefore, an uncertainty of 31% per required b-tagged

is assigned as the systematic uncertainty associated with the MC modeling of the ZZ+HF composition.
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8.6 Unblinding and final results

Region NPowheg NSherpa εPowheg (%) εSherpa (%) εPowheg
εSherpa

Nbtag ≥ 0 144.04 ± 0.64 146.3 ± 1.3 N/A N/A N/A

Nbtag ≥ 1 1.857 ± 0.075 2.32 ± 0.17 1.289 ± 0.052 1.58 ± 0.12 0.813 ± 0.068

Nbtag ≥ 2 0.081 ± 0.015 0.123 ± 0.039 4.36 ± 0.83 5.3 ± 1.7 0.82 ± 0.31

Table 8.9: Selection efficiency in Powheg and Sherpa of requiring additional b-tagged jets. The efficiency (ε) is
defined as the fraction of events remaining after requiring one more b-tagged jet.

8.6 Unblinding and final results

8.6.1 Observed events

After unblinding, 7 signal event candidates are observed in data. Table 8.10 shows a summary of the
main event properties of these candidates. The distribution of these observed events in the different
signal regions are shown in Figure 8.7.

Number of b-tagged jets

1 2 0 1 2

E
ve

nt
s

0

2

4

6

8  Data, 20.3/fb
Ztt

ZZ
WtZ
fake leptons
other

ATLAS Internal
= 8 TeVs

µµ+ee,1Z µ+e1Z

Figure 8.7: Comparison of the number of observed events and expected events after the fit in the different signal
regions [200].

Figure 8.8 shows a graphical display of a signal event candidate in the 2b – DF region, corresponding
to the event #6 in Table 8.10. The graphical display shows an event with three reconstructed electrons
(green lines) and one reconstructed muon (red line), two reconstructed jets (white and blue cones) and
missing transverse energy (gray dashed line). The two reconstructed electrons to the right are associated
with a Z candidate, while the rest of the reconstructed objects are related to the tt dilepton candidate,
where the two jets are b-tagged.

8.6.2 Measured ttZ cross section

The ttZ signal strength and the ZZ normalization are extracted from data using the likelihood fit de-
scribed in Section 8.4, giving the following results [200] µttZ = 1.54+1.04

−0.72 and µttZ = 1.17+0.12
−0.11 , and a
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Description Event #1 Event #2 Event #3 Event #4 Event #5 Event #6 Event #7

Run number 207532 208184 208970 209787 212144 212172 214553

Event 5886- 8029- 11276- 12507- 20841- 7015- 16590-

number 7495 0967 0463 2975 9767 4285 0755

Signal region 1b – DF 0b – DF 1b – SF 0b – DF 1b – SF 2b – DF 2b – SF

1st lep. flavor µ− (*) e+ (*) e+ µ+ (*) µ− (*) µ− e+ (*)

2nd lep. flavor µ+ e+ µ+ (*) µ− (*) µ+ (*) e+ e− (*)

3rd lep. flavor µ+ (*) e− (*) e− µ+ µ− e− (*) µ−

4th lep. flavor e− µ− µ− (*) e− µ+ e+ (*) µ+

1st lep. pT (GeV) 81.89 81.17 133.18 91.35 74.54 87.68 62.43

2nd lep. pT (GeV) 33.92 52.46 67.20 63.92 65.40 71.04 46.11

3rd lep. pT (GeV) 28.23 41.86 33.96 58.35 56.73 69.45 17.32

4th lep. pT (GeV) 24.56 41.08 31.61 36.09 32.97 64.61 10.65

m4` (GeV) 205.76 257.42 319.97 486.22 339.09 406.91 144.66

Njets 1 2 4 5 3 2 3

Nbtag 1 0 1 0 1 2 2

Emiss
T (GeV) 30.32 105.14 95.49 42.88 241.38 57.08 48.71

mZ1 (GeV) 88.55 86.41 89.64 99.93 92.35 93.35 81.94

mZ2 (GeV) 59.81 100.08 139.05 85.65 164.45 252.77 36.09

1st jet pT (GeV) 35.07 (b) 27.81 218.42 41.39 135.12 66.91 (b) 46.42 (b)

2nd jet pT (GeV) N/A 26.85 101.72 (b) 37.77 59.17 57.25 (b) 34.25

3rd jet pT (GeV) N/A N/A 72.25 31.03 52.24 (b) N/A 29.16 (b)

4th jet pT (GeV) N/A N/A 41.43 30.44 N/A N/A N/A

5th jet pT (GeV) N/A N/A N/A 26.18 N/A N/A N/A

Table 8.10: List of data events selected. The leptons marked with an asterisk (*) form the Z1 lepton pair. The jets
marked with (b) are b-tagged.
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8.6 Unblinding and final results

Figure 8.8: Display of the event 70154285 in run 212172. This event is one signal candidate in the 2b – DF
region (Event #6 in Table 8.10). A pair of electrons (green) with an invariant mass of m`` = 93.4 GeV form the Z
candidate, while a muon (red), an additional electron, and two b-tagged jets (blue and white cones) are part of the
tt dilepton candidate. ~pmiss

T is represented by the gray dashed line [200].
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significance of 2.6σ.
It is important to notice that the measured ZZ normalization is the same as the preliminary normaliz-

ation correction determined using only the ZZ control region.
Applying Equation 8.4 and propagating the uncertainty, the measured ttZ cross section is:

σttZ = 0.32+0.21
−0.15 pb, (8.5)

where the total uncertainty is quoted.
In order to separate the total uncertainty in its statistical and systematic components, the fit is re-

computed without considering the systematic uncertainties. The results are µttZ = 1.53+0.87
−0.67 and

µttZ = 1.17+0.10
−0.09 , where only the statistical uncertainties are quoted.

Comparing the results of the two fits, the ttZ cross-section measurement can be expressed in its final
form:

σttZ = 0.32+0.18
−0.14 (stat.)+0.12

−0.05 (syst.) pb. (8.6)

This result is compatible with the ttZ Standard Model theoretical cross section (0.206(22) pb) re-
ported in Ref. [54] within uncertainties. As expected, the measurement is dominated by the statistical
uncertainty.

The ttZ cross-section measurement by the CMS Collaboration in the four-leptons channel is [223]
σttZ = 0.23+0.18

−0.13 (stat.)+0.06
−0.03 (syst.) pb, which has similar uncertainties to the ttZ measurement presented

in this thesis.
The preliminary ttZ cross-section measurement by the ATLAS Collaboration using the combined

two-leptons and three-leptons channels is σttZ = 0.150+0.055
−0.050 (stat.) ± 0.021 (syst.) pb [220]. Ongoing

studies show that a combination of these measurements with the results presented in this thesis will
reduce the total uncertainty on the cross section by roughly 10%, while the significance of the observed
ttZ signal would increase from 3.8σ to 4.3σ [224].
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CHAPTER 9

Conclusion

The first analysis presented in this thesis describes a measurement of the top-quark mass in the tt dilepton
channel. The data is collected using the ATLAS detector at the LHC and amounts to 4.6 fb−1 of proton-
proton collisions at a center-of-mass energy of 7 TeV. The measurement uses the calibration curve
method to extract a dependence between the mean value of the mT2 distribution in the tt dilepton channel
and the top-quark mass.

Considering all the statistical and systematic uncertainties, the value of the top-quark mass is meas-
ured to be:

mtop = 175.2 ± 1.6 (stat.) ± 3.1 (syst.) GeV. (9.1)

This measurement only uses events in the eµ channel and is the first top-quark mass measurement in the
dilepton channel in ATLAS.

Many improvements to this measurement were explored. A reduction of the total uncertainty is
achieved due to an improved understanding of the systematic uncertainty and the consequent improve-
ment in the systematic uncertainty prescriptions, and due to changes in the event selection and the
measurement method itself. The improvement of the systematic uncertainty prescriptions reduces the
total systematic uncertainty by roughly 30%. Further improvements include the replacement of the
mean of the distribution for the mean of the distribution obtained with an iterative asymmetric Gaussian
fit, the use of the mT2perp variable and the inclusion of the ee channel and the µµ channel. These changes
reduced the total systematic uncertainty by approximately 20% and the statistical uncertainty by roughly
50%.

Two measurements are obtained using these improvements, one corresponding to the mT2 variable
and one corresponding to the mT2perp variable. The top-quark mass measured using the mT2 variable
yields:

mtop = 173.7 ± 0.8 (stat.) ± 1.8 (syst.) GeV, (9.2)

while the top-quark mass measured with the mT2perp variable is:

mtop = 173.3 ± 0.7 (stat.) ± 1.7 (syst.) GeV. (9.3)

All these measurements are dominated by the systematic uncertainty, with the dominant contribution
being from the jet energy scale. It is important to notice that all three measurements are highly correlated
and a measurement combination would offer little improvement to the precision of the top-quark mass
measurement.
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9 Conclusion

The second analysis in this thesis presents a measurement of the ttZ cross section in the ttZ → 4`
channel, using 20.3 fb−1 of proton-proton collisions at a center-of-mass of 8 TeV using the ATLAS
detector. The selected events are split in five signal regions according to the flavor composition of
the leptons and the number of b-tagged jets present in the event. An additional control region is used
to determine the normalization of the main background of the analysis, i.e., the ZZ background. A
likelihood fit is used on these five signal regions and the ZZ control region to determine simultaneously
the ttZ cross section and the ZZ normalization from data. A blinded analysis is used to estimate the
expected number of signal and background events, the statistical and systematic uncertainties associated
with the measurement and the validity of the method. After the method has been validated, the data is
unblinded and the value of the measured ttZ cross section is:

σttZ = 0.32+0.18
−0.14 (stat.)+0.12

−0.05 (syst.) pb. (9.4)

Since the measurement is dominated by the statistical uncertainty, a measurement with more data
events would reduce the total uncertainty considerably. In particular, with the start of Run II of the LHC
at a center-of-mass energy of 13 TeV, the ttZ production cross section is expected to increase roughly
4 times. Since the integrated luminosity of the data collected in 2015 is expected to be around half the
integrated luminosity of the data used in the analysis presented in this thesis, approximately 2 times
more ttZ events are expected in 2015. With this amount of data, a ttZ cross section measurement in the
ttZ → 4` channel would be improved significantly, and the systematic uncertainty will play a larger role
in the precision of the measurement.
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APPENDIX A

List of acronyms

ATLAS: A Toroidal LHC ApparatuS.

BSM: (physics) beyond the Standard Model.

CDF: Collider Detector at Fermilab.

CMS: Compact Muon Solenoid.

CKM: Cabibbo-Kobayashi-Maskawa (matrix).

CR: color reconnection.

CP: charge-parity (symmetry).

DF: different flavor.

EM: electromagnetic.

ISR: initial state radiation.

FSR: final state radiation.

GRL: good run list.

HEP: high energy physics.

JER: jet energy resolution.

JES: jet energy scale.

JVF: jet vertex fraction.

LCW: local cluster weighting.

LHC: Large Hardon Collider.

LEP: Large Electron-Positron Collider.

MC: Monte Carlo (simulation).
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A List of acronyms

NLO: next-to-leading order.

NNLL: next-to-next-to-leading logarithm.

NNLO: next-to-next-to-leading order.

OS: opposite signed (charge).

OSSF: opposite signed and same flavored (refering to two leptons).

PDF: parton density function.

QCD: quantum chromodynamics.

SCT: semiconductor tracker system (of the ATLAS detector).

SF: same flavor.

SHG: shower and hadronization generator.

SM: Standard Model of particle physics.

SMS: superconducting magnet system (of the ATLAS detector).

SS: same signed (charge).

TRT: transition radiation tracker (of the ATLAS detector).

UE: underlying event.

Z1: first lepton pair, as defined in Section 8.1.1.

Z2: second lepton pair, as defined in Section 8.1.1.
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