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CHAPTER 1

Introduction

In the last centuries physics was mainly confined to perturbative calculations of observables as a series
in a small parameter x. For example the calculation of corrections by Feynman graphs in quantum
electrodynamics (QED) is a perturbative series in the small parameter α ∼ 1

137 . Nevertheless in QED
and many other examples the occuring series expansions are not convergent but only asymptotic. This
means that the difference between the series expansion and the real physical value does not necessarily
goes to zero by taking higher and higher order contributions. As a result there is an optimal expansion
order Ñ where the difference between the physical quantity and its approximation is minimal and where
the series needs to be truncated [1]. In QED the effects of the asymptotic nature of the series expansion
are usually small due to the small value of α.

Trans-series

One possibility to find the non-perturbative effects are trans-series. They have been developed as a
systematic treatment of non-perturbative contributions starting in the 1980s with the work of Jean Écalle
[2]. In this setup the perturbative Taylor series is replaced by a trans-series expansion which also includes
non-perturbative contributions for example of the form e−A/x where x is the small parameter

f (x) =

∞∑
n,k=0

xne−kA/x f (k)
n . (1.1)

Here f (x) is an arbitrary function and A is the so-called instanton-action. For the example of a quantum
field theory (QFT) it is given by the value of the action at additional saddle points in the expansion of
the path integral.

Trans-series have been studied in quantum mechanical toy models, simple models in QFT (for both
see for example [1]) and recently also string theory [3, 4].

In the following we want to concentrate on non-perturbative aspects of string theory. Hence let us
introduce string theory.

String theory

In the construction of string theory [5] the one dimensional worldline of a point particle in Minkowski
space is replaced by a two dimensional worldsheet. The bosonic parts of superfields on the worldsheet
embed the string into the higher dimensional target space. Quantization of the two dimensional super-
symmetric field theory reveals a conformal anomaly which needs to be canceled for a consistent theory.
This cancelation requires the dimensionality of the target space and thus physical spacetime to be ten.

Interestingly the calculation of the field content of the target space field theory leads to a massless
particle with spin two which are exactly the properties of a graviton. Thus string theory naturally
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Chapter 1 Introduction

contains gravity and is a candidate for quantum gravity.
To bring the requirement of ten spacetime dimensions into line with the observed four dimensional

spacetime one comes back to an idea of Kaluza and Klein [6, 7]. They proposed to compactify addi-
tional dimensions on a “small” manifold. Here small means that the effects are smaller than the latest
experimental bounds on them and thus evade detection. Consistency and the demand for N = 1 super-
symmetry in four dimensions leads to the fact that the compactification manifolds have to be complex
three dimensional Calabi-Yau (CY) manifolds.
N = 1 supersymmetry [8] is phenomenologically interesting in four dimensions since it provides

possible solutions to open problems of the standard model of particle physics. For example the lightest
supersymmetric partner is a candidate for dark matter, supersymmetry automatically cancels loop con-
tributions to the Higgs mass and can thus explain the Higgs mass of mH ∼ 125GeV without fine tuning
and last but not least it modifies the running of coupling constants such that they meet much better at a
scale of ∼ 1016GeV.

Besides the dimensionality the compactification manifold also determines the physical properties of
the resulting field theory as for example the spectrum or the couplings. Unfortunately there are numerous
different CY manifolds which weakens the predictive power of the theory.

The replacement of point particles with one dimensional strings corresponds to an effective renormal-
ization of field theory since the string length automatically introduces a cutoff in the theory. This can
be envisioned in terms of Feynman graphs as a thickening of the lines. As in the case of QFT the string
graphs indicate that string theory is still a perturbative theory.

Perturbative string theory has five different manifestations: Type I, type IIA, type IIB, heterotic
SO(32) and heterotic E8 × E8 string theories. In the 1990s it was found that these five different the-
ories are connected by a web of string dualities and can be interpreted as the limits of a central eleven
dimensional non-perturbative theory called M-theory [9]. The fundamental degrees of freedom in M-
theory are M2- and M5-branes which are higher dimensional generalizations of strings. The low energy
limit of M-theory is known to be eleven dimensional supergravity. For an illustration of the web of
string theories see Figure 1.1.

Figure 1.1: The M-Theory star indicating the string theory dualities between type I, type IIA, type IIB, heterotic
SO(32) and heterotic E8 × E8 string theories as well as eleven dimensional supergravity. These theories can all be
interpreted as being limits of a central M-theory.

Dualities

We already mentioned dualities between string theories. Dualities are descriptions of the same physical
situation in two different ways. The classical example of a duality is the 2D Ising model. The 2D Ising
model describes a macroscopic magnet by a lattice of spins which can point up and down. A statistical
treatment of the spins leads to an unordered phase for high temperatures and an ordered phase for low
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temperatures. The two solutions for the partition function in the ordered and unordered phase can be
mapped to each other by a duality transformation [10]. This does not mean that the high- and low-
temperature solutions are equal but that there exists a dictionary to describe the low temperature physics
in the language of the high temperature framework and vice versa by identifying the observables in an
appropriate way.

One particular important class of dualities in string theory are gauge/gravity correspondences [11]. In
these theories a d dimensional gravity theory can also be described as a gauge theory on its d−1 dimen-
sional boundary which is called the holographic principle. Gauge/gravity dualities map weak coupling
in the gauge theory to strong coupling in the gravity theory and weak coupling in the gravity theory to
strong coupling in the gauge theory. The two benefits of these dualities are first that it is possible to
describe the same physical problem either by gravity or by a gauge theory and second that they allow
the calculation of non-perturbative effects in one theory by making a perturbative calculation in another
theory. A famous example for a gauge/gravity correspondence is the AdS/CFT correspondence [12].
This duality maps type IIB string theory on the background AdS 5 × S 5 to a supersymmetric conformal
field theory (CFT) on the four dimensional boundary of AdS 5.

In current research gauge/gravity dualities are for example used to calculate properties of the non-
perturbative quark gluon plasma occuring at the LHC or shortly after the big bang (for a review see
[13]) as well as in calculations of strongly correlated systems in condensed matter physics (for a review
see [14]).

Topological string theory

Another interesting setup to study gauge/gravity correspondences involves topological string theory [15,
16]. Topological string theory is a subsector of the physical string with less degrees of freedom: As the
target space it only has the compactified part of the physical string. It comes in two variants: The
A-model and the B-model.1

Figure 1.2: Illustration of the duality chain of topological string theory [17].

There are two gauge/gravity correspondences connected with topological string theory as illustrated
in Figure 1.2. First the topological A-model on the cotangent bundle T ∗M of a real three dimensional
manifold M is dual to Chern-Simons (CS) theory on M in the large N limit [18]. Here CS theory is a
gauge theory like Yang-Mills theory but with gauge group U(N) and the metric does not occur in the
Lagrangian. Thus the theory is an example of a topological field theory.

The second gauge/gravity correspondence of topological string theory is between the topological B-
model and matrix models. More concretely the topological B-model on local CY threefolds containing
a Riemann surface as a submanifold are dual to matrix models in the large N limit where the potential
W(x) of the matrix model is determined by the Riemann surface. Matrix models are zero dimensional
quantum field theories of random N × N matrices. The potential gives the distribution function of the
eigenvalues of the matrices.

1 For more details on topological string theory see Section 3.1.
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Chapter 1 Introduction

The two topological string theories are additionally connected by mirror symmetry [19]. This duality
states that the A-model topological string on the CY manifold X is identical to the B-model topological
string on the CY manifold Y where X and Y is a special pair of related CY manifolds. The pair X and
Y has the property that the Kähler moduli spaces and complex structure moduli spaces of X and Y are
exchanged.

ABJM theory and non-perturbative effects of topological string theory

Now we focus on topological string theory on the geometry of local P1×P1 which can be used to describe
Aharony-Bergman-Jafferis-Maldacena (ABJM) theory. ABJM theory is proposed to be a worldvolume
theory of M2-branes. It consists of two N = 6 Chern-Simons matter theories with gauge group U(N) ×
U(N) and couplings (k,−k) connected by four bifundamental matter muliplets [20]. For a quiver diagram
of this ABJM theory see Figure 1.3.

Figure 1.3: The quiver diagram of ABJM theory. The two nodes represent the two gauge groups and the lines
between represent the connecting bifundamental matter [21].

In terms of a gauge/gravity correspondence ABJM theory can be interpreted as the three dimensional
CFT dual to M-theory on AdS 4 × S 7/Zk where the latter is the large N limit of a stack of N M2-branes
on R8/Zk [21]. Therefore it can be interpreted as a worldvolume theory for a stack of N M2-branes
on the geometry R8/Zk. This is reflected by the fact that ABJM theory correctly reproduces the N3/2

behaviour of a stack of N M2-branes [22, 23].
To see the connection between topological string theory and ABJM theory one uses localization to

reformulate ABJM theory as a matrix model. This matrix model is almost the same as the matrix
model for topological string theory on local P1 × P1 in a special slice of the moduli space. Along this
identification one finds that the free energy of topological string theory computes so-called worldsheet
instantons which are certain terms in the non-perturbative expansion of the ABJM grand canonical
potential. But in [24–26] it was found that these non-perturbative terms are not the complete story.
Although a non-perturbative description must hold in the whole plane of coupling constants one finds
poles at certain values for the coupling constant. To solve this problem one requires a cancelation of
these poles by additional non-perturbative terms. These additional non-perturbative terms in the ABJM
grand canonical potential come from M2-brane instantons on the M-theory dual and can be described
by refined topological string theory [24–26].

Using the connection between ABJM theory and topological string theory one can use these additional
M2-brane instanton terms for a non-perturbative completion of topological string theory on local P1 ×

P1. This conjecture can be generalized to other local geometries [26]. The geometries in question
have a mirror dual B-model geometry which contain a Riemann surface as a submanifold. In [26] the
Riemann surface was then used to define a statistical ensemble with a grand canonical potential and a
corresponding density matrix.

Apart from the resulting conjecture for a non-perturbative completion of topological string theory
the definition of a density matrix makes it possible to describe the system as a non-interacting one
dimensional Fermi gas as was done for local P1 × P1 [27]. This allows a treatment with methods from
statistical physics and has the second benefit for the case of local P1 × P1 that a semiclassical expansion
of the quantum gas corresponds to a strong coupling expansion of ABJM theory.
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F-theory

A second theory incorporating non-perturbative aspects of string theory is F-theory [28]. This is a non-
perturbative formulation of type IIB string theory which is also related to heterotic E8 ×E8 string theory
and M-theory by string dualities.

To see the non-perturbative nature of F-theory one has to look at its connection to type IIB string
theory. In general the string coupling constant gs is dynamically generated. In F-theory one uses the
symmetries of the type IIB string theory to introduce an additional torus whose complex structure de-
scribes the string coupling constant gs. Regions of strong coupling gs → ∞ can then be described in the
geometric picture by singular tori. Thus taking F-theory on a genus-one fibered CY manifold including
singularities of the additional torus is a non-perturbative description of type IIB string theory in the
string coupling constant gs.

The non-Abelian gauge group and matter content of the target space effective field theory can also
be found from the singularities of the genus-one fiber of the CY manifold. Furthermore the Abelian
Mordell-Weil (MW) group of an elliptic fiber leads to the Abelian gauge symmetries. The possibility
for complicated gauge groups and the treatment by geometric toolkits makes this theory also a good
starting point in string phenomenology for the construction of the standard model of particle physics or
grand unified theories.

A common phenomenological problem in grand unified theories are proton decay inducing operators.
Usually these operators are forbidden by discrete symmetries. The geometric counterpart of discrete
symmetries in F-theory has been studied recently in [29–36]. It is given by the Tate-Shafarevich (TS)
group of the genus-one fibered CY manifold. Since the TS group is hard to compute mathematically
physical insights might stimulate this topic in the future.

Motivation

In this thesis we want to discuss two examples of non-perturbative aspects of string theory which are
connected by the used mathematical methods: Both of the examples depend on elliptic or genus-one
curves.

The first example is F-theory. Here we want to construct more explicit examples of compactification
spaces to four and six dimensions similar to the ones constructed in [37–39] and find their effective
field theories. The goal is a classification of all genus-one fibered compactification spaces whose fibers
are constructed as hypersurfaces in the 16 two dimensional toric fano varieties. In this thesis we want
to place emphasis on the construction of gauge groups which are physically interesting as for example
those in the standard model. Apart from that we want to find more examples of discrete symmetries and
especially find an analog to the Shioda map to calculate the discrete charges of matter multiplets.

The second example is based on a recent proposal for a non-perturbative completion of topological
string theory [24–26]. This proposal depends on so-called quantum periods. We want to calculate these
quantum periods for several examples. Subsequently we want to test the proposed non-perturbative com-
pletion. If the non-perturbative completion turns out to be correct this would connect refined and unre-
fined topological string theory giving the whole theory a very restricting structure. The non-perturbative
calculations could then be used in applications of topological string theory as for example the construc-
tion of models in Seiberg-Witten gauge theories. Additionally the ansatz of [26] can serve as a starting
point for a generalization of the Fermi gas approach to other geometries allowing us to apply the well
developed methods from statistical physics.
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Chapter 1 Introduction

Outline

This thesis has two major parts. In Chapter 2 we concentrate on F-theory. First we introduce F-theory
by its duality to M-theory and as a non-perturbative version of type IIB string theory in Section 2.1. We
discuss the calculation of the gauge group and matter content as well as vertical G4 flux in compactifica-
tions to four dimensions. Subsequently we introduce toric geometry as a tool to construct CY manifolds
in Section 2.2. Then we discuss two examples for compactifications on CY manifolds constructed from
a general base and the fiber being a hypersurface in a two dimensional toric variety in Section 2.3. The
examples lead to the gauge group of the standard model and the Pati-Salam model. These two theo-
ries are known to be connected via a Higgsing which is reflected on the geometry side by a conifold
transition. We find analogous transitions between all genus-one fibered CY manifolds where the fiber
is a hypersurface in one of the 16 two dimensional toric fano varieties. After discussing some prop-
erties of this network of effective field theories in Section 2.4 we study one of these Higgs transitions
which allows the identification of a discrete Z3 symmetry in Section 2.5. This chapter is based on the
publications [32, 40].

In Chapter 3 we turn to a non-perturbative completion of topological string theory. Therefore we
first review the construction of topological string theory by twisting a two dimensional nonlinear sigma
model with N = (2, 2) worldsheet supersymmetry in Section 3.1. We discuss the different possibilities
for twisting and the resulting two possible topological string theories called the A-model and the B-
model.

Then in Section 3.2 we calculate refined or quantum periods which occur in the non-perturbative
completion of topological string theory. In order to do this we first introduce refined topological string
theory and the Nekrasov-Shatashvili (NS) limit. Afterwards we introduce quantum geometry as a variant
of special geometry which allows the calculation of refined free energies from the refined periods.
Subsequently we turn to the calculation of the refined periods. To do this we mainly rely on quantum
operators which calculate the corrections to the periods from its zeroth order. We present the calculation
for the three examples of local F1, local F2 and the resolution of C3/Z5. This section is mainly based on
[41].

In Section 3.3 we then introduce the non-perturbative completion of topological string theory pro-
posed in [24–26]. We test this proposal by numerical calculations in the maximally supersymmetric
case for the geometry of local F2. This section is based on the upcoming publication [42].

Publications

Parts of this thesis are based on the following publications of the author:

• M.-x. Huang, A. Klemm, J. Reuter and M. Schiereck, Quantum geometry of del Pezzo surfaces in
the Nekrasov-Shatashvili limit, JHEP 1502 (2015) 031, arXiv:1401.4723 [hep-th].

• D. Klevers, D.K. Mayorga Peña, P.K. Oehlmann, H. Piragua and J. Reuter, F-Theory on all Toric
Hypersurface Fibrations and its Higgs Branches, JHEP 1501 (2015) 142, arXiv:1408.4808 [hep-
th].

• M. Cvetič, D. Klevers, D.K. Mayorga Peña, P.K. Oehlmann and J. Reuter, Three-Family Particle
Physics Models from Global F-theory Compactifications, arXiv:1503.02068 [hep-th], accepted
for publication in JHEP.
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CHAPTER 2

F-theory

In this chapter we want to study the occurence of elliptic curves in F-theory. First we will introduce
briefly F-theory in Section 2.1. We will see that it can be interpreted as a non-perturbative version of
type IIB string theory, its connection to M-theory, the calculation of the gauge groups and matter content
as well as fluxes in F-theory. In Section 2.2 we will introduce toric geometry as a tool to construct CY
manifolds. Then in Section 2.3 we will use two of the 16 polytopes introduced in Section 2.2 to construct
two global compactifications to 6D and 4D which lead to the standard model and Pati-Salam gauge
group. We will derive the gauge groups, matter content, Yukawa couplings and the possible G4 fluxes.
In Section 2.4 we will find a connection between the two theories via a Higgsing which has a geometric
interpretation in terms of a conifold transition. This connection extends to a complete network between
the theories constructed from the 16 two dimensional toric polytopes. In Section 2.5 we will then use
this network structure to construct a compactification with a discrete Z3 gauge symmetry.

The results of this chapter are published in [32] and [40].

2.1 F-theory: Geometry and physics

So far there is no microscopic description of F-theory known yet. Nevertheless F-theory is defined via
its dualities to other string theories. In particular the heterotic/F-theory duality, the type IIB/F-theory
duality and the M-theory/F-theory duality. In the following we will describe the basic concepts of the
latter two dualities in subsections 2.1.1 and 2.1.2. Afterwards we will discuss non-Abelian gauge groups
and the properties of genus-one curves which define the Abelian part of the gauge group in subsections
2.1.3 and 2.1.4 respectively. This discussion will be followed by the description of matter in F-theory in
Subsection 2.1.5 and of the derivation of fluxes which are necessary to account for the chirality in 4D in
Subsection 2.1.6.

This section is mainly based on [43–45]. See these papers for further details and references.

2.1.1 Type IIB/F-theory duality

The string coupling constant in type IIB string theory is given by the dilaton field φ as gs = eφ. It can
be combined with the real axion C0 to the complex axio-dilaton field

τ = C0 +
i
gs
. (2.1)

Introducing a D7-brane in the geometry is sourced by the Ramond-Ramond (R-R) 8-form field C8 which
is dual to the axion C0 [44]. Together with the field strength tensors F1 = dC0 and F9 = ?F1 the Poisson
equation for C8 in the presence of a D7-brane at the position z0 in the plane perpendicular to the brane
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Chapter 2 F-theory

is given by [44]

d ? F9 = δ(z − z0) . (2.2)

Integrating the Poisson equation in the plane perpendicular to the brane we find [44]

1 =

∫
C

d ? F9 =

∮
z0

?F9 =

∮
z0

dC0 . (2.3)

This can be solved by

C0(z) = C̃0 +
1

2πi
ln(z − z0) , (2.4)

where C̃0 denotes the regular part of C0(z). By using the definition of the axio-dilaton field τ (2.1) we
then find

τ(z) = τ0 +
1

2πi
ln(z − z0) . (2.5)

This means that at the position of a D7-brane the complex structure τ diverges and equivalently gs → 0.
In contrast to that we can rewrite the solution (2.5) to find [44]

1
gs

= e−φ = −
1

2π
ln

∣∣∣∣∣z − z0

λ

∣∣∣∣∣ . (2.6)

Here we see that gs → ∞ when z − z0 = λ. Generally gs is thus strongly varying and not necessarily
small. In the region |z − z0| � λ the coupling constant remains small and the backreaction of the branes
on the geometry are negligible. Only in this limit a perturbative treatment of type IIB string theory is
possible. In general the existence of D7-branes however leads to regions in the geometry where the
coupling constant is not small and thus non-perturbative effects need to be taken into acount.

By encircling a D7-brane (2.5) in the directions perpendicular to the brane z→ e2πiz we observe that
the axio-dilaton is shifted by the monodromy

τ→ τ + 1 . (2.7)

This does not pose a problem since the type IIB supergravity action in the Einstein frame [43, 44] is
manifestly invariant under S L(2,R) transformations

τ→
aτ + b
cτ + d

,

(
C2
B2

)
→

(
a b
c d

) (
C2
B2

)
, with ad − bc = 1 , (2.8)

where we had to introduce a S L(2,R) doublet where C2 is the R-R 2-form field and B2 is the Neveu-
Schwarz-Neveu-Schwarz (NS-NS) 2-form field. In the full type IIB string theory this invariance is
reduced to S L(2,Z) [44].

Taking the S L(2,Z) invariance seriously we have to give a physical meaning to the S L(2,Z) doublet(
C2
B2

)
[44]. In perturbative type IIB string theory the fundamental string is electrically charged under

the B2 field. Due to the mixing of B2 and C2 fields under S L(2,Z) transformations we need another
string charged electrically under the C2 field. These strings are D1-strings [44]. Thus after including
D7-branes we have to combine fundamental strings and D1-strings into general

(
p
q
)
-strings.

Analogous to the interpretation of D7-branes as hypersurfaces where fundamental strings can end

8



2.1 F-theory: Geometry and physics

this leads to the definition of [p, q]-7-branes. Already D1-strings enter in IIB string theory only as
non-perturbative objects. Thus also

(
p
q
)
-strings and [p, q]-7-branes are non-perturbative objects [44].

To define F-theory we use the S L(2,Z) invariance of type IIB string theory as in (2.8) to interprete
the axio dilaton as the complex structure parameter of an additional torus. Since the volume modulus
of the torus has no interpretation in type IIB string theory we define F-theory on a genus-one fibered
manifold X : C → B in the limit of vanishing fiber volume V(C) → 0 to be equal to type IIB on the
base of the fibration B. This effectively geometrizes the dynamics of the axio-dilaton and includes the
full backreaction of D7-branes on the geometry of spacetime [44]. For a better understanding of the
necessary limit V(C)→ 0 we now have a look at the duality between M-theory and F-theory.

2.1.2 M/F-theory duality

Figure 2.1: Chain of dualities in the M/F-theory duality. M-theory compactified on a genus-one fibered CY
manifold X : C → B is equal to type IIA on the base of the fibration and one of the circles in the genus-one fiber
S 1

B × B. Here we interpreted the other circle S 1
A in the genus-one fiber as the M-theory circle in the reduction to

type IIA. Then we use T-duality on the left over circle S 1
B together with the limit RB → 0 ⇔ R̃B → ∞ to obtain

type IIB compactified on B. This is given by F-theory on the original manifold X.

To approach F-theory via the M/F-theory duality we consider eleven-dimensional supergravity com-
pactified on R1,8 × T 2. Here T 2 denotes the torus T 2 = S 1

A × S 1
B with complex structure parameter τ.

The two circles S 1
A and S 1

B of the torus have radii RA and RB.
Now we identify the circle S 1

A with the M-theory circle in the reduction of M-theory to type IIA string
theory. Here the ten dimensional coupling constant in type IIA string theory is gIIA ∼

RA
ls

[44]. Thus in
the limit RA → 0 we recover weakly coupled type IIA on R1,8 × S 1

B.
As a next step in the chain of arguments we use T-duality along the other circle S 1

B to obtain type IIB

string theory on R1,8 × S̃ 1
B. Here the dual circle S̃ 1

B has the radius R̃B =
l2s
RB

. Taking RB → 0 leads to the
uncompactification limit and we get ten-dimensional type IIB [44]. In the duality transformation from
type IIA to type IIB we find for the coupling constant gIIB ∼ gIIA

ls
RB

=
RA
RB

. For rectangular initial tori
this can directly be identified with the imaginary part of the complex structure gIIB ∼

1
Im(τ) . This can be

generalized to non-rectangular tori [44]. In a more general discussion one can also trace back the type
IIB axion C0 to the real part of the complex structure of the torus in M-theory [44].

In the duality chain performed above we had to take the two limits RA → 0 and RB → 0. This is
equivalent to the fact that the volume of the torus V

(
T 2

)
→ 0 which we already mentioned in Subsection

9



Chapter 2 F-theory

2.1.1. The vanishing volume of the torus also explains why we could only identify a physical field
transforming as the complex structure τ and not as the volume of a torus in type IIB string theory [44].

The duality used above connected M-theory compactified to nine dimensions on a torus and F-theory
compactified to ten dimension on the same torus. This can also be generalized and extended to lower
dimensions. Then M-theory in 11 − 2n dimensions on a genus-one fibered CY n-fold X is dual to F-
theory in 12 − 2n dimensions compactified on X, see Figure 2.1. From the M-theory picture it is then
clear that we thus need to compactify F-theory on a CY fourfold to obtain anN = 1 supergravity theory
in four dimensions.

The above duality chain does not need the manifold R1,8×T 2 to be a direct product. The more general
case is given by a general fibration of the torus over the base manifold.

2.1.3 Non-Abelian gauge groups and Cartan divisors

Gauge groups in type IIB string theory are represented by the existence of multiple D7-branes in the
geometry. As discussed in Subsection 2.1.1 the presence of D7-branes corresponds to a divergence
of the complex structure τ in (2.5) of the additional torus of the genus-one fibration. Divergence of
the complex structure of a torus means that the torus itself is singular and for example pinches. If we
consider the genus-one curve to be in Weierstrass form

pW = y2 − x3 − f xz4 − gz6 (2.9)

the singularity corresponds to the fact that pW = 0 = dpW where d denotes the total derivative. Here
dpW = 0 is equivalent to the degeneration of the tangent space which leads to a splitting of the curve.
These conditions are exactly fulfilled when the discriminant ∆ = 4 f 3 + 27g2 vanishes at one of its
irreducible components

Sb
GI

:= {∆I = 0} , I = 1, . . . ,N (2.10)

which are generally of codimension one in B. Here f and g can be read off from the Weierstrass form
of the CY X or its Jacobian J(X).

The singular geometries need to be resolved without destroying the CY condition. This can be
achieved by blowing up the fiber in the singular points over the divisors Sb

GI
and thus replacing it with

a tree of P1’s which we call cGI
−αi

for i = 1, . . . rk(GI) [32, 43, 44]. In the process of blowing up h1,1(X)
increases by rk(GI) so that we have in total [32]

h(1,1)(X) = h(1,1)(B) + 1 + rk(GX) . (2.11)

The different possible resolutions or equivalently the different types of degenerations have been clas-
sified for the case of K3 [46]. The classification can be seen in Table 2.1. A more refined classification
for higher dimensional CY manifolds was worked out later on in [47] and includes also non-simply
laced Lie algebras where monodromies around the brane have to be taken into account.

Next we define the Cartan divisors DGI
i as the fibration of the rational curves cGI

−αi
over the base loci

of the 7-branes Sb
GI
⊂ B

DGI
i : cGI

−αi
→ Sb

GI
. (2.12)
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2.1 F-theory: Geometry and physics

singularity type gauge group ord( f ) ord(g) ord(∆)
none none ≥ 0 ≥ 0 0
An−1 SU(n) 0 0 n
none none ≥ 1 1 2
A1 SU(2) 1 ≥ 2 3
A2 SU(3) ≥ 2 2 4

Dn+4 SO(2n + 8) 2 3 n + 6
D4 SO(8) ≥ 2 ≥ 3 6
E6 E6 ≥ 3 4 8
E7 E7 3 ≥ 5 9
E8 E8 ≥ 4 5 10

Table 2.1: Classification of different singularities due to Kodaira [45, 46].

Then the Cartan divisors intersect the curves cGI
−αi

as

DGI
i · c

GJ
−α j

= −CGI
i j δIJ , (2.13)

with the Cartan matrix CGI
i j of GI . Here the rational curves cGI

−αi
correspond to the simple roots of the

gauge group GI . For a more physical discussion of non-Abelian gauge groups and the corresponding
particle spectrum see Subsection 2.1.5.

2.1.4 Elliptic fibrations and Abelian gauge groups

As we have seen in subsections 2.1.1 and 2.1.2 we need to consider genus-one fibered CY manifolds
π : X → B. The general fibers are smooth algebraic genus-one curves C. A general algebraic curve C
is defined over a field K which does not necessarily be algebraically closed. As an example consider
K = Q: The coefficients in the defining equation of the algebraic curve are then in Q but the points on
the algebraic curve do not have to be in Q. This leads to the two following qualitatively inequivalent
situations.

Curves with points

If the curve C has one or more points with coordinates in the field K it is called an elliptic curve denoted
by E. In analogy to the example given above these points are called rational points [48, 49]. The rational
points on E form an Abelian group under the addition law on the elliptic curve described in Appendix
A.1. This is the MW group of rational points. For the addition law one has to choose one of the rational
points as zero point P0. Then the MW group is generated by the difference of a set of additional rational
points Pm, m = 1, . . . , r and the zero point: Pm − P0. The Pm are a “basis” of the MW group.

The MW group of rational points is finitely generated due to the MW theorem [48, 50, 51]. It splits
into a free part and a torsion subgroup Zr × Tors. For K = Q the torsion subgroup was fully classified
by Mazur [48, 52, 53].

In the case of elliptic fibrations X K is the field of meromorphic functions on the base B. Every
rational point on the generic elliptic curve E is enhanced to a rational section of the fibration X. Thus the
zero point P0 becomes the zero section ŝ0 : B → X and the additional rational points Pm, m = 1, . . . , r
become the additional rational sections ŝm : B → X, m = 1, . . . , r. Defining the addition law for rational
sections on the fibration as fiberwise addition on the elliptic curve E we see that also the MW group of
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Chapter 2 F-theory

rational points is enhanced to the MW group of rational sections of the fibration X. The classification of
the torsion subgroup of the MW group due to Mazur does not hold for K being the field of meromorphic
functions. Counterexamples can be seen in [54].

The free part of the Abelian MW group of rational sections gives the Abelian gauge symmetries in
F-theory [55] and the torsion part of the MW group of rational sections leads to non-simply connected
non-Abelian gauge symmetries [54, 56].

To define the divisors which support the Abelian gauge fields in F-theory we define the divisor classes
of the zero section ŝ0 and the additional rational sections ŝm to be S 0 and S m respectively [32]. They
have intersection number one with the fiber f

S 0 · f = S m · f = 1 . (2.14)

These divisors have to be orthogonalized especially with respect to the non-Abelian gauge groups in
order to have uncharged gauge groups [37, 57–59]. This leads to the Shioda map

σ(ŝm) := S m − S 0 − [K−1
B ] − π(S m · S 0) +

N∑
I=1

(S m · c
GI
−αi

)(C−1
GI

)i jDGI
j . (2.15)

Here [K−1
B ] is the anticanonical bundle of the base B, π(·) denotes the projection of a divisor in X to

a divisor in the base B, C−1
GI

is the inverse of the Cartan matrix and DGI
j denote the Cartan divisors as

discussed in Subsection 2.1.3. The U(1) charge of a rational curve c in the fiber and the associated
hypermultiplet is then given by the intersection with the Shioda map c · σ(ŝm).

For the calculation of anomalies one needs the Néron-Tate height pairing of two rational sections to
calculate the anomaly coefficient matrix bmn = −π (σ(ŝm) · σ(ŝn)). By using the Shioda map (2.15) it is
given by [37, 57]

π (σ(ŝm) · σ(ŝn)) = π(S m · S n) + [KB] − π(S m · S 0) − π(S n · S 0)

+

N∑
I=1

(C−1
GI

)i j(S m · c
GI
−αi

)(S n · c
GI
−α j

)Sb
GI
,

(2.16)

where again (C−1
GI

)i j denotes the inverse Cartan matrix. In the derivation of (2.16) and in explicit evalu-
ations in the examples in Section 2.3 we use [57]

π(S 2
P + [K−1

B ] · S P) = π(S 2
m + [K−1

B ] · S m) = 0 . (2.17)

Additionally π(S m · S n) is given by the homology class of the base locus where the two sections ŝm and
ŝn agree.

Using the Nagell algorithm (see Appendix A.2) an elliptic curve can always be mapped birationally
to Weierstrass form

y2 = x3 + f xz4 + gz6 (2.18)

in P(2,3,1). Here the coordinates (x, y, z) are sections in the bundles (L2 ⊕ L3 ⊕ OB) over the base. OB is
the trivial bundle on B and L is fixed via the CY condition of X and adjunction to be L = K−1

B , with the
anticanonical bundle of the base K−1

B . For homogenity of (2.18) f and g then have to be sections of K−4
B

and K−6
B , respectively [32, 44, 45].

Under the birational map the zero section is mapped to the canonical zero section of the Weierstrass
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2.1 F-theory: Geometry and physics

form [x : y : z] = [λ2 : λ3 : 0] and the other rational sections are given by [xm : ym : zm].

Curves without points

If the curve C does not have a point in K it is merely a genus-one curve. A fibration π : X → B

with general fiber C is then a fibration without a section. Since the Nagell algorithm requires a rational
section to be applicable there is no birational map of the given fibration to Weierstrass form.

Nevertheless one can construct an associated Jacobian curve J(C) which has a rational point and is
thus elliptic. The Jacobian of a curve J(C) is defined to be the complex torus C/Λ where Λ is the period
lattice of the curve C [60]. The trivial line bundle gives a distinguished point on the Jacobian curve and
thus it is an elliptic curve. One can then define the Jacobian fibration π : J(X) → B to be the fibration
with generic fiber J(C). The original fibration π : X → B and the Jacobian fibration π : J(X)→ B have
the same discriminant and τ. Since the F-theory compactifications do only depend on the τ function and
the discriminant of the genus-one curve we can use the Jacobian fibration to derive the effective field
theory [29]. Mathematically the Jacobians for the cubic in P2, the biquadric in P1 × P1, and the quartic
in P2(1, 1, 2) have been derived in [61]. The example of a cubic in P2 and a quartic in P2(1, 1, 2) has also
been considered in [29–31, 33–36] in the context of F-theory.

Although genus-one fibrations do not have rational sections they have n-sections which we denote by
ŝ(n). Locally n-sections map a point in the base to n points in the fiber

S (n) · f = n . (2.19)

But globally only the set of n points gives a well-defined divisor since the individual points are inter-
changed by monodromies [32].

Fibrations without rational sections have a non-trivial TS group X. The TS group is the set of all
fibrations with the same Jacobian fibration equipped with a map. This map is induced by the Jacobian
action on the elements of the set and promotes the set of fibrations to a group. Here the Jacobian action
is crucial since in [36] it was found that two of the elements of X(XF1) are the same geometries but
with different Jacobian actions. Physically the TS group gives the discrete part of the gauge group. The
n-sections are deeply connected to the discrete symmetry. In Section 2.5.2 [32] we propose in anal-
ogy to the Shioda map (2.15) a “discrete Shioda map” which calculates the charges under the discrete
symmetry.

2.1.5 Matter and singularities in F-theory

In this section we want to discuss the derivation of the particle spectrum of the N = 1 effective super-
gravity (SUGRA) resulting from a compactification of F-theory on a genus-one fibered CY manifold X
[32, 43–45].

Codimension one

Codimension one singularities of the discriminant ∆ indicate the existence of D7-branes and thus lead
to the non-Abelian gauge group as discussed in Subsection 2.1.3. Apart from that codimension one
singularities lead in six dimensions to matter in the adjoint representation. To understand this we con-
sider a degenerate codimension one locus Sb

GI
with gauge group GI . Above this locus the genus-one

fiber splits into rational curves cGI
−αi

which represent the positive roots αi of GI as discussed in Subsec-
tion 2.1.3. The curves cGI

−αi
can be wrapped by M2-branes. Quantization of their moduli space leads to
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one Bogomol’nyi-Prasad-Sommerfield (BPS) state in a charged vector multiplet and 2gI BPS states in
charged half-hyper multiplets with charge −αi. Here gI denotes the genus of the curve Sb

GI
in the base

B. The M2-brane can wrap the cycle cGI
−αi

as well in the other direction which leads to another vector
multiplet and 2gI half-hyper multiplets with charge αi [32, 44].

In the F-theory limit of vanishing fiber volume the BPS states become massless and the above rep-
resentations sort in representations of the gauge group. The vector multiplets for every root αi of the
gauge group combine with additional vector multiplets from the M-theory three form C3 reduced along
the cycles dual to the Cartan divisors DGi

I into a massless vector multiplet in the adjoint representation
adj(GI) of GI . This gives rise to the gauge bosons in the effective theory [55, 62].

The 2gI half-hyper multiplets with charge −α and α combine with gI rk(GI) neutral hyper multiplets
from complex structure moduli on X into gI hyper multiplets in the adjoint adj(GI) of GI . Their number
can be calculated via the Euler number to be [32]

gI = 1 + Sb
GI

Sb
GI
− [K−1

B ]

2
. (2.20)

Codimension two

A singularity enhancement at the intersection point of two codimension one discriminant loci Sb
G1

and
Sb

G2
in codimension two corresponds to intersecting stacks of D7-branes in the dual type IIB picture.

Analogous to the intersecting D-brane models this leads to matter multiplets. The enhancement can be
understood as follows [44]: Along an enhanced locus in codimension two the fiber degenerates further
to an associated gauge group GA and thus the resolved geometry contains more curves. These further
curves can as well be wrapped by M2-branes leading to a vector multiplet. Analogous to the case in
codimension one the vector multiplets of the curves combine with additional vector multiplets from
the reduction of the M-theory three form C3. This leads in total to a vector multiplet in the adjoint
representation adj(GA) of the enhanced group GA. The corresponding matter representations Rq may
then be found by the group theoretical decomposition

GA → G1 ×G2

adj(GA)→ (adj(G1), 1) ⊕ (1, adj(G2)) ⊕
∑

Rq .
(2.21)

The additional shrinkable curves corresponding to the enhanced singularity type of the fiber correspond
to the weights of the matter representation Rq under the total gauge group GX with U(1) charges q =

(q1, . . . , qr). The Dynkin labels λGI
i of the representation R can be computed as the intersection numbers

of the curves c with the Cartan divisors [32]

λGI
i = DGI

i · c . (2.22)

Analogously the U(1) charges can be computed as the intersection of the curve c with the Shioda map
(2.15) [57, 58]

qm = σ(ŝm) · c = (S m · c) − (S 0 · c) +
∑

I

(S m · c−αiI
)(C−1

(I) )
iI jI (D jI · c) . (2.23)

The loci of singularity enhancement for matter charged under two non-Abelian gauge groups are
easily obtained as the intersection loci of two non-Abelian gauge groups Sb

G1
and Sb

G2
. For matter

charged under one non-Abelian gauge group the locus of enhanced singularity can also easily be read
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off from the discriminant.
Matter charged only under U(1) symmetries is harder to obtain. Nevertheless the existence of addi-

tional rational sections apart from the zero section leads automatically to additional matter. This can
be seen as follows: A rational section in Weierstrass form [xm : ym : zm] fulfills by definition the
Weierstrass equation. This gives a relation between the functions f and g. Inserting this relation in the
Weierstrass equation leads to a factorization at the loci [37, 57]

yPm = f z4
Pm

+ x2
Pm

= 0 , m = 1, . . . , r . (2.24)

Matter at these loci are generally not charged under non-Abelian gauge groups since in general (2.24)
does not intersect the codimension one discriminant loci Sb

GI
where the Cartan divisors are supported.

Thus the intersections (2.22) lead to trivial Dynkin labels.
In general the complete intersection loci in (2.24) are reducible varieties. Every irreducible com-

ponent of (2.24) supports different matter multiplets. Therefore we are interested in all prime ideals
contained in (2.24). The process of the prime ideal decomposition is described in more detail in [39].
We denote prime ideals by I(k) and the corresponding vanishing sets which are the codimension two
varieties in B by V(I(k)).

Codimension two loci have a nontrivial multiplicity. This can be visualized most easily in com-
pactifications to 6D where codimension two loci are points. The number of intersection points of two
codimension one discriminant loci Sb

G1
and Sb

G2
is generally different from one. Thus in general the

multiplicity of a representation Rq is given by the homology class of the corresponding codimension
two locus. If the codimension two locus is a complete intersection the homology class is easily cal-
culated. In the case of more complicated codimension two varieties V(I(k)) the homology class can be
computed as follows [37]: First one finds a complete intersection which contains the codimension two
variety V(I(k)). Then one subtracts the homology classes of the other varieties V(I(k′)) contained in the
complete intersection with order nk′ from the homology class of the complete intersection. The order
nk′ can be calculated using the resultant technique [37].

Codimension three

In compactifications to 4D two or more matter curves can meet in codimension three. This leads analo-
gous to the case in codimension two to a further singularity enhancement of the discriminant. Physically
these loci correspond to Yukawa points [43, 44].

From the technical point of view we find codimension three singularities of three matter curves at
V

(
I(1)

)
, V

(
I(2)

)
and V

(
I(3)

)
by testing that the variety V

(
I(1)

)
∩V

(
I(2)

)
∩V

(
I(3)

)
has a codimension three

component in the ring of sections si on B.

2.1.6 Vertical fluxes and compactifications to 4D

Four dimensions are generally non-chiral which means that in order to obtain a chiral spectrum we
have to introduce chirality by hand. Therefore we will define chiralities in this subsection via the G4
flux. Additionally we explain the calculation of vertical G4 flux in F-theory via comparison to the
dual M-theory. For recent works on horizontal G4 fluxes in F-theory see [63–66]. We will restrict to
CY manifolds given as toric hypersurfaces or complete intersection fibrations. The exposition in this
section follows [40].

The construction of G4 flux on a genus-one fibered CY manifold X4 begins with the computation of
the cohomology ring of X4. Therefore it is first necessary to choose a basis of divisors H1,1(X4). This
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basis contains the base divisors HB which we label in the following by α, the zero section ŝ0 which we
label by 0, the Cartan divisors DGI

i which we label by i and the Shioda maps σ(ŝm) corresponding to the
U(1) factors which we label by m. Using H1,1(X4) we can then construct the full cohomology ring of
X4. To construct the vertical fluxes we need to find H2,2

V (X4). The elements of H2,2
V (X4) are products of

two elements of H1,1(X4): DA · DB. To find the dimension of H2,2
V (X4) we calculate the inner product

matrix η(2) of all elements of H2,2
V (X4). Its rank gives the dimension h(2,2)

V (X) of H2,2
V (X4)

h(2,2)
V (X) = dim

(
H2,2

V (X4)
)

= rk
(
η(2)

)
. (2.25)

We then choose a basis for H2,2
V (X4).

G4 flux in M-theory is a general element of H2,2
V (X4) where two conditions have to be fulfilled: First

it has to fulfill the quantization condition [67]:

G4 +
c2(X)

2
∈ H4(X,Z) . (2.26)

The second condition is the cancelation of M2-brane tadpoles. M2-branes lift to D3-branes in type IIB
and F-theory. The cancelation requires [68, 69]

χ(X)
24

= nD3 +
1
2

∫
X

G4 ∧G4 . (2.27)

Here nD3 denotes the number of D3-branes.

For the definition of G4 flux in F-theory we compare M-theory compactified on X4 to 3D and F-theory
compactified on X4 × S 1 to 3D. The comparison leads to further conditions on the G4 flux in F-theory.
They are obtained by comparing the CS terms. In M-theory the CS terms are calculated from the G4
flux as [70]

ΘM
AB =

∫
X

G4 ∧ DA ∧ DB . (2.28)

Here DA and DB denote elements of H(1,1)(X4). On the F-theory side the CS terms are classically given
by circle fluxes or gaugings of axions in the reduction from 4D to 3D [71]. Additionally the CS terms
in F-theory get loop corrections by massive fermions in the Kaluza-Klein tower [39]. The full formula
for the loop corrected CS terms in F-theory are [39]

ΘF
AB = ΘF

cl, AB +
1
2

∑
q

n(q)qAqB sign(qAζ
A) , (2.29)

with the number of 3D fermions n(q) with charge vector q = (q0, qα, qi, qm). The real parameters ζA are
the Coulomb branch parameters [39].

The duality between M- and F-theory identifies also the CS terms [39]

ΘAB ≡ ΘM
AB

!
= ΘF

AB . (2.30)

The identification imposes additional constraints on the G4 flux since certain CS terms in F-theory
(2.29) are zero. More concretely the additional constraints correspond to the absence of circle fluxes in
the circle reduction from 4D to 3D, unbroken non-Abelian gauge symmetries in 4D and the absence of
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non-geometric effects [39]

Θ0α = Θiα = Θαβ = 0 . (2.31)

To calculate the chiralities of a multiplet in representation R in compactifications to 4D we have to
integrate the G4 flux over a corresponding matter surface CwR of the multiplet [39]

χ(R) = n(R) − n(R̄) =

∫
CwR

G4 . (2.32)

Here n(R) is the number of left-chiral Weyl fermions in R. The matter surface CwR is given by the a node
in the fiber at codimension two fibered over the codimension two locus in the base B.

Finally let us comment on the M-theory consistency conditions on the G4 flux. For a proper treatment
one has to expand G4 and c2(X) in an integral basis for H(2,2)

V (X). This integral basis can be obtained
using mirror symmetry [63, 64, 66]. We apply an indirect workaround to ensure integrality of our base.
However the obtained base might not be minimal [40].

Having defined the CS terms (2.28) we observe that the quantization condition of the G4 flux (2.26)
is equivalent to the quantization of the CS terms in the effective field theory [72, 73]. Additionally
chiralities are integral by observation. Thus parametrizing the G4 flux in terms of chiralities we check
the quantization condition of the CS terms. Another check is the integrality of the number of D3-branes
nD3 which is true for smooth CY fourfolds and quantized G4 flux [67].

2.2 Toric varieties

In this section we want to briefly introduce toric geometry. We use toric geometry throughout this thesis
as a tool to construct simple CY manifolds as examples for string compactifications. Some further
reviews and references on this subject include [19, 74–76].

A complex d dimensional toric variety is encoded by a d dimensional toric polytope F1 in a lattice
N = Zd. To construct the corresponding toric variety we assign a coordinate xk ∈ C to each integral
point vk , k = 1, . . . ,m + d in the toric polytope except the origin. The integral points are in general
linear dependent and fulfill the relations

m+d∑
k=1

`(a)
k vk = 0 , a = 1, . . . ,m . (2.33)

Using the coefficients `(a)
k the toric variety PF associated to the toric polytope F is given by Cm+d divided

by a (C∗)m action

PF =
Cm+d\SR

(C∗)m =

xk ∼

m∏
a=1

λ
`(a)

k
a xk| x < SR , λa ∈ C

∗

 . (2.34)

Here we excluded the points x := (x1, . . . , xm+d) in the Stanley-Reisner (SR) ideal of coordinates which
are not allowed to vanish at the same time in order to obtain a smooth manifold. The (C∗)m action acts by
rescaling the coordinates by m factors λa making toric varieties generalizations of weighted projective
spaces [75].

1 We use F instead of the commonly used ∆ to denote a toric polytope in order to avoid confusion with the discriminant of an
elliptic curve, see [32].
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Chapter 2 F-theory

The toric variety PF can also be interpreted as the groundstate values of the fields in a 2d gauged linear
sigma model with N = (2, 2) [76–78]. Here the coordinates xi correspond to the vacuum expectation
values (vevs) of the bosonic part of chiral superfields which transform under the Abelian gauge group
U(1)m as

xi → ei`(a)
i εa xi , (2.35)

where the `(a)
i are the charges of the fields and εa ∈ R. The vevs fall into equivalence classes under the

gauge group [78]. Since the theory is supersymmetric the vacum field configuration has to fulfill the two
dimensional D-term constraint

D(a) =

m+d∑
i=1

l(a)
i |xi|

2 = r(a) , a = 1, . . . ,m . (2.36)

Field theoretically r(a) are the real parts of the Fayet-Iliopoulos (FI) parameters whereas geometrically
they can be interpreted as the Kähler parameters. The SR ideal can be understood in this picture as
vacuum field configurations where the dimensionality of the gauge group drops [78]. For a consistent
theory they have to be excluded.

In this picture the CY condition c1(PF) = 0 for the toric geometry (2.34) translates to the cancelation
of the chiral U(1)A anomaly [77]. This holds if and only if

m+d∑
i=1

l(a)
i = 0 , a = 1, . . . ,m . (2.37)

One way to construct toric CY manifolds is by taking the d dimensional toric polytope to lie in a
hypersurface of a d+1 dimensional lattice. Here the zero point becomes an additional point with negative
charge such that condition (2.37) is fulfilled. These CY manifolds are called local CY manifolds and are
often used in topological string theory on the A-model side, see Chapter 3. Due to (2.36) we see that
negative entries in l(a)

i which are necessary to fulfill (2.37) lead to noncompact directions. We thus see
that local CY manifolds are noncompact. On the level of the toric geometry this is reflected by the fact
that the space spanned by all positive linear combinations of the vectors vi, k = 1, . . . ,m + d is not the
full space N ⊗ R [75].

Another possibility to construct CY manifolds with the help of toric geometry is by constructing a
suitably choosen hypersurface inside the toric variety (2.34). To do this we start by defining a dual
polytope F∗ to the toric polytope F in the dual lattice M = Zd of N as

F∗ = {q ∈ M ⊗ R|〈y, q〉 ≥ −1, ∀y ∈ F} . (2.38)

Here we used the pairing 〈·, ·〉 between the lattices N and M. The CY hypersurface is then given as
the zero loci of a generic section of the anti-canonical line bundle K−1

PF
of the toric variety PF . By the

Batyrev construction this is given by the following polynomial [79]

pF =
∑

q∈F∗∩M

aq

∏
k

x〈vk ,q〉+1
k . (2.39)

Here q denotes all integral points in the dual polyhedron F∗, k all integral points of the original polytope
F and we sum over all points in the dual polyhedron.

The set of toric divisors on the toric variety PF is given by Dk = {xk = 0}. To find the full basis of the

18



2.2 Toric varieties

toric divisors we additionally have to take some linear equivalences between these divisors into account.
The equivalence relations can be read off from the vertices of the toric diagram vi

k, k = 1, . . . ,m + d.
Namely the divisors fulfill the relations

m+d∑
k

vi
kDk = 0 , i = 1, . . . , d . (2.40)

The intersections of these divisors are encoded in the cones of the toric polytope or equivalently in
the SR ideal. Apart from toric divisors a toric variety can have additional non-toric divisors. We will
encounter this in Subsection 2.5.1.

Figure 2.2: The 16 two dimensional reflexive polyhedra [80]. The polyhedron Fi and F17−i are dual for i = 1, . . . , 6
and self-dual for i = 7, . . . , 10.

Here we focus on two dimensional reflexive toric polytopes which have been classified by [81]. These
are the 16 polytopes given in Figure 2.2 [80]. The polyhedron F1 is associated to P2, F2 yields P1 × P1,
F4 gives P2(1, 1, 2) and F10 is associated to the variety P2(1, 2, 3). Among these polytopes there are
the generic del Pezzo surfaces P2 and dPi, i = 1, 2, 3 as the varieties associated to F1, F3, F5 and
F7 respectively. We can also find the Hirzebruch surfaces Fi, i = 0, 1, 2 which are encoded by the
polyhedra F2, F3 and F4 respectively. The Hirzebruch surfaces Fn are the nontrivial P1 fibrations over
P1: P (O ⊕ O(n))→ P1 [82].

Using the definition for dual polytopes (2.38) we see that the polytopes Fi and F17−i are dual for
i = 1, . . . , 6 and self-dual for i = 7, . . . , 10.

The construction of local CY threefolds to the polyhedra given in Figure 2.2 is done in Chapter 3
for the examples F3 and F4. The hypersurface construction leading to CY onefolds which are tori is
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Chapter 2 F-theory

explicitly done in Chapter 2 for the polyhedra F1, F3, F11 and F13.

2.3 Examples: Fibers for the standard model and Pati-Salam

In the following we want to illustrate the general construction from the last section at two explicit
examples: The CY manifolds constructed with a general base B and the fibers being hypersurfaces
in the two dimensional toric spaces PF11 and PF13 from Figure 2.2. In each of the two cases we will
first give a short description of the fiber geometry including the MW group. Then we will discuss the
codimension one, two and three singularities leading to the non-Abelian gauge group, matter content
and Yukawa couplings respectively. Subsequently we will construct the G4 fluxes and discuss the usage
of the D3-brane tadpole cancelation condition to obtain a lower bound on the number of families.

This section is based on [32, 40].

2.3.1 Polyhedron F11: SU(3) × SU(2) × U(1)

Gauge group, matter content and Yukawa couplings

section divisor class
u H − E1 − E2 − E4 + S9 + [KB]
v H − E2 − E3 + S9 − S7

w H − E1

e1 E1 − E4

e2 E2 − E3

e3 E3

e4 E4

Figure 2.3: The toric polytope of XF11 and its dual are given on the left along with a choice of toric coordinates
as well as the corresponding Batyrev monomials, respectively. Here we marked the zero section by a dot. On the
right we give the divisor classes of the fiber coordinates.

The toric diagram F11 of the ambient space of the fiber is depicted in Figure 2.3 together with its
dual polyhedron F6 and the divisor classes of the coordinates. The ambient space can be interpreted
as a blow-up of the geometry P2 in the blow-up coordinates ei. On each node in the polyhedron we
have written the assigned coordinate and on each node in the dual polyhedron we have given the cor-
responding monomial from the Batyrev formula (2.39). For ease of notation we have set the blow-up
coordinates ei = 1. The zero section is denoted by a dot. Using the monomials from the dual polyhedron
the hypersurface equation in the ambient space PF11 is given by

pF11 = s1e2
1e2

2e3e4
4u3 + s2e1e2

2e2
3e2

4u2v + s3e2
2e2

3uv2 + s5e2
1e2e3

4u2w + s6e1e2e3e4uvw + s9e1vw
2 . (2.41)
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2.3 Examples: Fibers for the standard model and Pati-Salam

In the full fibration the coefficients si are sections on the base B and thus become line bundles with the
divisor classes

section divisor class section divisor class

s1 3[K−1
B ] − S7 − S9 s6 [K−1

B ]
s2 2[K−1

B ] − S9 s7 S7

s3 [K−1
B ] + S7 − S9 s8 [K−1

B ] + S9 − S7

s4 2S7 − S9 s9 S9

s5 2[K−1
B ] − S7 s10 2S9 − S7

(2.42)

Here S7 and S9 parametrize different possibilities of fibering the elliptic curve over the base. Since all
sections si need to be effective this leads to constraints on the possible ways of fibering.

From the toric diagram in Figure 2.3 we can also read off the SR ideal of PF11 by taking all non-
neighboring nodes:

S RF11 = {ue1, uw, uv, ue3, e4w, e4v, e4e3, e4e2, e1v, e1e3, e1e2, we3, we2, ve2} . (2.43)

The set of rational sections of the elliptic fibration XF11 contains three toric rational sections. Two of
these are linear independent [83] leading to a MW group of rank one. Explicitly we find the following
rational sections

ŝ0 = XF11 ∩ {v = 0} : [1 : 0 : s1 : 1 : 1 : −s5 : 1] ,

XF11 ∩ {e3 = 0} : [1 : s5 : 1 : 1 : −s9 : 0 : 1] ,

ŝ1 = XF11 ∩ {e4 = 0} : [s9 : 1 : 1 : −s3 : 1 : 1 : 0] .

(2.44)

We choose ŝ0 as the zero section (depicted by a dot in Figure 2.3) and ŝ1 as the generator of the MW
group.

Using Nagell’s algorithm (see Appendix A.2 for a detailed discussion) we can derive the functions f
and g of the Weierstrass form. From the functions f and g we calculate the discriminant ∆ = 4 f 3 +27g2.
We find the following results for fF11 , gF11 and ∆F11

fF11 ∝
(
24s3s9(−s5s6 + 2s1s9) − (s2

6 − 4s2s9)2
)
, (2.45)

gF11 ∝
(
s6

6 + 36s3s5s3
6s9 − 12s2s4

6s9 − 144s2s3s5s6s2
9 + 24

(
2s2

2 − 3s1s3
)

s2
6s2

9

+8s2
9

(
27s2

3s2
5 − 8s3

2s9 + 36s1s2s3s9
))
,

(2.46)

∆F11 ∝ s2
3s3

9

(
s3s3

5s3
6 − s2s2

5s4
6 + s1s5s5

6 + 27s2
3s4

5s9 − 36s2s3s3
5s6s9 + 8s2

2s2
5s2

6s9 + 30s1s3s2
5s2

6s9

− 8s1s2s5s3
6s9 − s2

1s4
6s9 − 16s3

2s2
5s2

9 + 72s1s2s3s2
5s2

9 + 16s1s2
2s5s6s2

9 − 96s2
1s3s5s6s2

9

+8s2
1s2s2

6s2
9 − 16s2

1s2
2s3

9 + 64s3
1s3s3

9

)
.

(2.47)

From the discriminant in (2.47) we can directly see two codimension one singularities: Over the divisor
Sb

SU(2) = {s3 = 0} ∩ B we find an I2 singularity and over the divisor Sb
SU(3) = {s9 = 0} ∩ B we find an

I3 singularity. Along these divisors the fiber splits in the following way underlining the corresponding
singularity types

SU(2) : pF11 |s3=0 = e1 · q3 ,

SU(3) : pF11 |s9=0 = e2u · q2 .
(2.48)
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Here q3 and q2 denote cubic and quadric polynomials in [u, v, w] which remain after the factorization.
The factorization of the fibers is depicted in Figure 2.4. There we also depict the intersection of the
rational sections with the divisors which can be read off from the degree of the divisor polynomial in
the neighboring coordinates after pluging in the section.

Figure 2.4: Codimension one fibers of XF11 . The crosses denote the intersections with the two sections.

From the factorization depicted in Figure 2.4 we can read off the following Cartan divisors

DSU(2)
1 = [e1] , DSU(3)

1 = [e2] , DSU(3)
2 = [u] . (2.49)

Having found the non-Abelian part of the gauge group and the rank of the MW group we can write
down the total gauge group. It is given by

GF11 = SU(3) × SU(2) × U(1) . (2.50)

The set of physically motivated divisors setting up a basis for H1,1(XF11) is then given by the Cartan
divisors, the base divisors, the zero section and the Shioda map

σ(ŝ1) = S 1 − S 0 + [KB] +
1
2

DSU(2)
1 +

1
3

(
DSU(3)

1 + 2DSU(3)
2

)
. (2.51)

Here we have used that the zero section does not intersect the section ŝ1 in the base and the intersection
numbers of the section ŝ1 with the codimension one fibers in Figure 2.4 implying

π(S 1 · S 0) = 0 ,

S 1 ·C
SU(2)
−α1

= 1 , S 1 ·C
SU(3)
−α1

= 0 , S 1 ·C
SU(3)
−α2

= 1 .
(2.52)

To later on check for anomaly cancelation the height pairing (2.16) is necessary. For XF11 it is given by

b11 =
3
2

[K−1
B ] −

1
2
S7 −

1
6
S9 , (2.53)

where we used (2.52) as well as the universal intersection relation (2.17).
After having calculated the gauge group we now turn to the charged matter content by calculating

the codimension two singularities of the discriminant ∆F11 . The singular loci of the non-Abelian matter
representations follow directly from the discrimant after confining to the gauge group divisor. In contrast
to that we use a prime ideal decomposition of the codimension two ideal (2.24) to determine the locus
of the Abelian matter multiplets. We find the singularity enhancements given in Table 2.2. There we
give the representation of the gauge group, the multiplicities which are calculated from the homology
classes of the divisors, and the ideal of the singularity. Additionally we depict the splitting of the fiber.
In the last two columns we give the adjoint representations for completeness. Using the given matter
representations and multiplicities we checked that all 6D anomalies are canceled. For more details on
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2.3 Examples: Fibers for the standard model and Pati-Salam

this see [32, 45].

Representation Multiplicity Splitting Locus

(3, 2)−1/6 S9([K−1
B ] + S7 − S9) V(I(1)) := {s3 = s9 = 0}

(1, 2)1/2
([K−1

B ] + S7 − S9)
(6[K−1

B ] − 2S7 − S9)
V(I(2)) := {s3 = 0

s2s2
5 + s1(s1s9 − s5s6) = 0}

(3, 1)−2/3 S9(2[K−1
B ] − S7) V(I(3)) := {s5 = s9 = 0}

(3, 1)1/3 S9(5[K−1
B ] − S7 − S9)

V(I(4)) := {s9 = 0
s3s2

5 + s6(s1s6 − s2s5) = 0}

(1, 1)−1
(2[K−1

B ] − S7)
(3[K−1

B ] − S7 − S9)
V(I(5)) := {s1 = s5 = 0}

(8, 1)0 1 + S9
S9−[K−1

B ]
2 Figure 2.4 s9 = 0

(1, 3)0
1 +

S7−S9
2

×([K−1
B ] + S7 − S9)

Figure 2.4 s3 = 0

Table 2.2: Codimension two singular loci of XF11 , corresponding fiber degenerations and charged matter repre-
sentations under SU(3) × SU(2) × U(1). The multiplicities of the matter representations are calculated from the
homology classes of the divisors. The adjoint matter is included for completeness.

In codimension three we find all field theoretically allowed Yukawa couplings of the charged matter.
The Yukawa points and the corresponding loci are given in Table 2.3.
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Yukawa Locus

(3, 2)−1/6 · (3, 1)−2/3 · (1, 2)1/2 s3 = s5 = s9 = 0

(3, 2)−1/6 · (3, 1)1/3 · (1, 2)1/2 s3 = s9 = 0 = s1s6 − s2s5

(3, 1)−2/3 · (3, 1)1/3 · (1, 1)−1 s1 = s5 = s9 = 0

(3, 2)−1/6 · (3, 2)−1/6 · (3, 1)1/3 s3 = s9 = s6 = 0

(1, 2)1/2 · (1, 2)1/2 · (1, 1)−1 s1 = s5 = s3 = 0

(3, 1)1/3 · (3, 1)1/3 · (3, 1)−2/3 s5 = s6 = s9

Table 2.3: Codimension three singular loci and respective Yukawa couplings for XF11 .

Flux construction

To construct the vertical fluxes we first have to choose a base and then find a basis for the vertical
cohomology class H2,2

V (XF11). As a base of the fibration we choose in the following discussion B = P3.
P3 has only one independent divisor class HB. This allows the following choice of basis for H1,1(XF11)

H1,1(XF11) = 〈HB, S̃ 0, DSU(2)
1 , DSU(3)

1 , DSU(3)
2 , σ(ŝ1)〉 , (2.54)

where Di are the Cartan divisors, σ(ŝ1) is the Shioda map of the first section (2.51) and S̃ 0 is the shifted
zero section. Here we have to use the shifted zero section [84]

S̃ 0 = S 0 +
1
2

[K−1
B ] (2.55)

in order to take care of the Kaluza-Klein states which stem from the non-holomorphic zero section.
For the flux discussion we also have to use the shifted zero section instead of the unshifted one in the
definition of the Shioda map (2.51).

For the base B = P3 the divisors S7, S9, [K−1
B ] and c2 take the form

S7 = n7HB , S9 = n9HB , [K−1
B ] = c1 = 4HB , c2 = 6HB . (2.56)

Here n7 and n9 are integer coefficients and c1 and c2 are the first and second Chern class of the base
B = P3 respectively. Demanding effectiveness of the divisors in (2.42) then leads to the allowed region
for (n7, n9) depicted in Figure 2.5.

The SR ideal of the full fibration is obtained as the SR ideal of the fiber (2.43) extended by the base
ideal which is given by S RB = x0x1x2x3. Using this ideal we can calculate the full vertical cohomology
ring. As additional input we need the following intersection numbers of the ambient space which follow
from the toric intersections in the ambient space of the fiber PF11

H3
BS 2

0 = −1 , H3
BS 2

1 = −1 . (2.57)

By calculating the rank of the matrix η(2,2) of intersection numbers of all elements of H2,2
V (XF11) (the ele-

ments which are constructed as the product of two elements of H1,1(XF11)) we can obtain the dimension
of H2,2

V (XF11)

dimH2,2
V (XF11) = 7 . (2.58)
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2 4 6 8
n9

-4

-2

2

4

6

8

n7

Figure 2.5: Possible values for (n7, n9) for the elliptically fibered CY fourfold XF11 with base B = P3. The yellow
dots denote bulk parts of the allowed region where all matter multiplets given in Table 2.2 are present. The blue
dots denote the boundaries of the allowed region where generally not all matter multiplets from Table 2.2 are
present. Thus the family solution (2.64) is not possible and diverges.

As a basis for H2,2
V (XF11) we can then choose

H2,2
V (XF11) = 〈(HB)2, HBS̃ 0, DSU(2)

1 HB, DSU(3)
1 HB, DSU(3)

2 HB, HBσ(ŝ1), S̃ 2
0〉 . (2.59)

The G4 flux is given as a general element of H2,2
V (XF11). Additionally we have to impose the conditions

(2.30) on this general element due to the comparison of M- and F-theory CS terms. This leads to five
constraints leaving us with the following two parameter G4 flux on XF11

G4 = a6HBσ(ŝ1) − a7
[
S̃ 2

0 + H2
B(−92 + 20n7 − n2

7 + 8n9 − n7n9)
]
. (2.60)

Here the parameters a6 and a7 are discrete flux parameters. Their quantization is covered by the quan-
tization condition for the G4 flux (2.26). Since for a direct treatment of the quantization condition one
needs an integral basis for H(2,2)

V (XF11) we will not cover that here. Instead we reformulate the flux in
terms of the chiralities which are necessarily integral.

To calculate the chiralities we have to integrate the G4 flux over the matter surfaces Cw (2.32). This
corresponds to calculating the intersection numbers of the matter surfaces and the G4 flux. To do this
we need the homology classes of the matter surfaces. The matter surfaces are given by one node w (one
P1 in the fiber) fibered over the baselocus of the matter. As the corresponding node we choose the node
which is not intersected by the zero section. Then the homology classes of the toric loci in Table 2.2 are
easily computed as the product of the homology classes of the respective polynomials

Cw(3,2)1/6
= S9 · ([K−1

B ] + S7 − S9) · E4 ,

Cw(3̄,1)−2/3
= −S9 · (2[K−1

B ] − S7) · (2H − E2 − E3 − S7 + S9 + [K−1
B ]) ,

Cw(1,1)1
= −(2[K−1

B ] − S7) · (3[K−1
B ] − S7 − S9) · (2H − E1 − E4 + S9) .

(2.61)

The other two matter loci in Table 2.2 are not toric loci. Therefore the matter surfaces are reducible and
one needs to inspect the primary decomposition. The homology classes are calculated by taking a com-
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plete intersection which contains the matter surface and subtracting the other irreducible components
with the multiplicites obtained via the resultant. The homology classes are then

[Cw(1,2)−1/2
] = −

((
DSU(2)

1 + DSU(3)
1 + 2DSU(3)

2 + 4[K−1
B ] + 3S 1 − 2S7

)
·
(
6[K−1

B ] − 2S7 − S9
)

−2
(
2[K−1

B ] − S7
)
·
(
3[K−1

B ] − S7
))
·
(
[K−1

B ] + S7 − S9
)
,

[Cw(3̄,1)1/3
] =

(
2[K−1

B ] ·
(
S7 − 2[K−1

B ]
)

+
(
DSU(2)

1 + DSU(3)
2 + 2[K−1

B ] + 2S 1 − S7
)

×
(
5[K−1

B ] − S7 − S9
))
· S9 .

(2.62)

Using the matter surfaces obtained in (2.61) and (2.62) we can calculate the 4D chiralities via integrating
over the matter surfaces (2.32). We obtain the chiralities

χ(3,2)1/6 = 1
6 (4 + n7 − n9)n9a6 ,

χ(1,2)−1/2 = 1
2 (4 + n7 − n9)((−24 + 2n7 + n9)a6 + 4(−8 + n7)(−12 + n7 + n9)a7) ,

χ(3̄,1)−2/3
= 1

3 (−8 + n7)n9(2a6 + 3(−12 + n7 + n9)a7) ,

χ(3̄,1)1/3
= − 1

3 n9((−20 + n7 + n9)a6 + 3(−8 + n7)(−12 + n7 + n9)a7) ,

χ(1,1)1 = (−8 + n7)(−12 + n7 + n9)(a6 + (−16 + 2n7 + n9)a7) .

(2.63)

Enforcing the phenomenologically interesting case that all chiralities are equal to a number of families
χi = b we can express the flux parameters a6 and a7 in terms of the number of families b

a6 =
6b

(4 + n7 − n9) n9
, a7 = −

b (−36 + 3n7 + n9)
n9 (−8 + n7) (4 + n7 − n9) (−12 + n7 + n9)

. (2.64)

This solution physically corresponds to the case of unbroken U(1) hypercharge which can be seen from
the fact that θmα = 0. The parameters a6 and a7 get singular at the boundaries of the allowed region.
This corresponds to the fact that at these points not all matter multiplets are present and thus the family
structure is not complete.

After reparametrizing the G4 flux in terms of b, n7 and n9 we check for D3-brane tadpole cancelation
(2.27) at every point (n7, n9) which allows a family structure. Therefore we note that the Euler number
as well as the second Chern class c2(X) can be calculated base independently via adjunction [85]. They
are given by

c2(XF11) = −c2
1 + c2 + c1E2 − c1E3 − 7c1E4 − 7E2

4 + 4c1H + 2c1S7 + 4E1S7 + E2S7 (2.65)

+ E3S7 + 6E4S7 − 4HS7 − c1S9 − 5E1S9 − 3E2S9 − E3S9 + 3HS9 − 3S7S9 + 3S2
9 ,

χ(XF11) = 3
(
24c3

1 + 4c1c2 − 16c2
1S7 + 8c1S

2
7 − 18c2

1S9 + 3c1S7S9 − 3S2
7S9

+6c1S
2
9 + S7S

2
9

)
.

(2.66)

Here c1 and c2 denote the first and second Chern class of the base. The number of D3-branes nD3
needs to be integral for a smooth CY fourfold and quantized G4 flux [67]. Additionally nD3 needs to be
positive to avoid supersymmetry breaking [65]. As a further indirect check of the quantization condition
(2.26) we verify the equivalent quantization that the CS terms are integral [72, 73]. We find the minimal
number of allowed families and the corresponding number of nD3 D3-branes given in Table 2.4. The
minimal allowed number of families is b = 3 at the two strata (n7, n9) = (2, 5) and (n7, n9) = (5, 6).
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n7\
n9 1 2 3 4 5 6 7

7 - (27; 16) - -
6 - (12; 81) (21; 42) - -
5 - - (12; 57) (30; 8) - (3; 46)

4 (42; 4) - (30; 32) - - - -
3 - (21; 72) - - - (15; 30)

2 (45; 16) (24; 79) (21; 66) (24; 44) (3; 64)

1 - - - -
0 - - (12; 112)

-1 (36; 91) (33; 74)

-2 -
Table 2.4: (b, nD3) gives the minimal possible number of families b which allows for a cancelation of the D3-brane
tadpole (2.27) with the positive and integral number nD3 of D3-branes. Here we additionally impose that the CS
terms are integral which is an indirect check of the quantization condition (2.26). The points where there is no
number of families fulfilling these constraints are marked by "-".

2.3.2 Polyhedron F13: SU(4) × SU(2)2/Z2

Gauge group, matter content and Yukawa couplings

Section Divisor class
u H − E1 − E2 − E5 + S9 + [KB]
v H − E2 − E3 − E4 + S9 − S7

w H − E1

e1 E1 − E5

e2 E2 − E3

e3 E3 − E4

e4 E4

e5 E5

Figure 2.6: The toric polytope of XF13 and its dual are given on the left along with a choice of toric coordinates
as well as the corresponding Batyrev monomials, respectively. Here we marked the zero section by a dot. On the
right we give the divisor classes of the fiber coordinates.

The toric diagram F13 of the ambient space of the fiber as well as the corresponding divisor classes of
the fiber are given in Figure 2.6. At each node in the toric diagram we give the assigned coordinates.
Again the ambient space can be interpreted as a blow-up of the geometry P2 in the blow-up coordinates
ei. In the dual polyhedron F4 we give the monomials corresponding to the nodes. Here all blow-up
coordinates have been set to one ei = 1. The elliptic curve is obtained as the following hypersurface in
the ambient space PF13 constructed via the Batyrev formula (2.39)

pF13 = s1e2
1e2

2e3e4
5u3 + s2e1e2

2e2
3e2

4e2
5u2v + s3e2

2e3
3e4

4uv2 + s6e1e2e3e4e5uvw + s9e1vw
2 . (2.67)
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As in the case of XF11 the coefficients si get enhanced to sections on the base B in the full fibration with
the corresponding divisor classes given in (2.42).

From the toric diagram in Figure 2.6 we read off the SR ideal of PF13

S RF13 = {ue1, uw, uv, ue4, ue3, e5w, e5v, e5e4, e5e3, e5e2, e1v, e1e4, e1e3, e1e2,

we4, we3, we2, ve3, ve2, e4e2} .
(2.68)

XF13 has two toric rational sections. However they fulfill a torsional relation [83] leading to a com-
pletely torsional MW group. The coordinates of the rational sections as well as our choice for the zero
section ŝ0 (depicted by a dot in Figure 2.6) is given by

ŝ0 = XF13 ∩ {e4 = 0} : [1 : s1 : 1 : 1 : 1 : −s9 : 0 : 1] ,

ŝt = XF13 ∩ {e5 = 0} : [s9 : 1 : 1 : −s3 : 1 : 1 : 1 : 0] .
(2.69)

Here ŝt denotes the torsional section which fulfills ŝt + ŝt = ŝ0 under the group law of the elliptic curve
(see Appendix A.1) [83]. The effect of the torsional part of the MW group is that the gauge group is
turned into a non-simply connected gauge group. This reduces the weight lattice of the gauge group and
thus should be reflected in the matter content: Fundamental matter should be forbidden [56]. That this
is indeed the case can be seen from Table 2.5.

Using again the Nagell algorithm (see Appendix A.2) we derive the Weierstrass form of the hyper-
surface (2.67). The functions f , g as well as the discriminant ∆ = 4 f 3 + 27g2 are given by

fF13 ∝
(
−s4

6 + 8s2s2
6s9 − 16s2

2s2
9 + 48s1s3s2

9

)
, (2.70)

gF13 ∝
(
s2

6 − 4s2s9
) (

s4
6 − 8s2s2

6s9 + 16s2
2s2

9 − 72s1s3s2
9

)
, (2.71)

∆F13 ∝ s2
1s2

3s4
9

(
s4

6 − 8s2s2
6s9 + 16s2

2s2
9 − 64s1s3s2

9

)
. (2.72)

Using the Kodaira classification (see Table 2.1) we can directly read off the codimension one singulari-
ties. Over the divisors Sb

SU(2)1
= {s1 = 0} ∩ B and Sb

SU(2)2
= {s3 = 0} ∩ B we find I2 singularities and

over the divisor Sb
SU(4) = {s9 = 0} ∩ B we find an I4 singularity. The singularity type is also supported

by the factorization of the hypersurface constraint (2.67) along the divisors

SU(2)1 : pF13 |s1=0 = v · q2 ,

SU(2)2 : pF13 |s3=0 = e1 · q3 ,

SU(4) : pF13 |s9=0 = ue2e3 · q′2 .

(2.73)

Here q2, q′2 and q3 denote the quadric and cubic polynomials in [u, v, w] which remain after the factor-
ization. The factorization of the fiber is depicted in Figure 2.7. There also the intersections of the zero
section with the fiber and the definition of the Cartan divisors is shown. From the factorization depicted

Figure 2.7: Codimension one fibers of XF13 . The crosses denote the intersections with the zero section.
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in Figure 2.7 we can read off the following Cartan divisors

DSU(2)1
1 = [s1] − [v] , DSU(2)2

1 = [e1] ,

DSU(4)
1 = [s9] − [u] − [e2] − [e3] , DSU(4)

2 = [u] , DSU(4)
3 = [e2] .

(2.74)

The discriminant has another potential codimension one singularity when the polynomial part in
(2.72) vanishes. However, as shown in [56], the torsional MW group identifies the two P1’s leading to a
single singular P1 and no additional gauge group.

Then the total gauge group of XF13 is given by

GF13 = (SU(4) × SU(2)2)/Z2 . (2.75)

Next we proceed with the calculation of the matter content of the theory. We find the four non-
Abelian matter representations given in Table 2.5 directly from the discriminant. There we give the
representations, the multiplicities which are calculated from the homology classes of the divisors of the
loci, the factorization of the fiber and the locus of each singularity. For completeness we also give the
three adjoint representations in the table. The fibers of the (2, 2, 1) and the (1, 1, 6) representation are
non-split in the sense of [86]. This means that the hypersurface constraint does not fully factorize over
the field K but only over a field extension where square roots of the coefficients si are allowed. This
corresponds to a codimension three monodromy which interchanges the P1’s drawn with dashed lines
in Table 2.5.

In total we see three bifundamental representations, one antisymmetric representation and no fun-
damental representation in the spectrum as predicted by the torsional MW group. Using the matter
representations and multiplicities given in Table 2.5 we check that all 6D anomalies are canceled [32,
45].

In codimension three we find the Yukawa couplings given in Table 2.6.

Flux construction

For the following part of the flux construction we choose again the base B = P3. This leads to divisors
S7, S9, [K−1

B ] and c2 given in (2.56). Then for XF13 the allowed region for (n7, n9) can be found in Figure
2.8.

Since P3 has only the independent divisor class HB we can choose the following basis for H1,1(XF13)

H(1,1)(XF13) = 〈HB, S 0,D
SU(2)1
1 ,DSU(2)2

1 ,DSU(4)
1 ,DSU(4)

2 ,DSU(4)
3 〉 . (2.76)

As before, extending the SR ideal (2.68) by the base part S RB = x0x1x2x3 we can calculate the full
vertical cohomology ring. Here we need the following intersection numbers of the ambient space which
follow from toric intersections in the ambient space of the fiber PF13

H3
BS 2

0 = −1 , H3
B(DSU(2)2

1 )2 = −2 , H3
B(DSU(4)

3 )2 = −2 . (2.77)

Then the dimension of the vertical cohomology H2,2
V (XF13) can be calculated as the rank of the matrix

of intersection numbers of all elements of H2,2(XF13) which are a product of two elements of H1,1(XF13)

dimH(2,2)
V (XF13) = 8 . (2.78)

Thus by choosing a set of eight elements of H2,2
V (XF13) with an intersection matrix with full rank we find
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Representation Multiplicity Fiber Locus

(2, 2, 1)
(3[K−1

B ] − S7 − S9)
×([K−1

B ] + S7 − S9)
V(I(1)) :=
{s1 = s3 = 0}

(2, 1, 4) (3[K−1
B ] − S7 − S9)S9

V(I(2)) :=
{s1 = s9 = 0}

(1, 2, 4) ([K−1
B ] + S7 − S9)S9

V(I(3)) :=
{s3 = s9 = 0}

(1, 1, 6) S9[K−1
B ]

V(I(4)) :=
{s6 = s9 = 0}

(3, 1, 1)
1 +

((2[K−1
B ]−S7−S9))

2

×(3[K−1
B ] − S7 − S9)

Figure 2.7 s1 = 0

(1, 3, 1)
1 +

(S7−S9)
2

×([K−1
B ] + S7 − S9)

Figure 2.7 s3 = 0

(1, 1, 15) 1 + S9
(S9−[K−1

B ])
2 Figure 2.7 s9 = 0

Table 2.5: Codimension two singular loci of XF13 , corresponding fiber degenerations and charged matter repre-
sentations under (SU(4) × SU(2)2)/Z2. The multiplicities of the matter representations are calculated from the
homology classes of the divisors. The adjoint matter is included for completeness.

the following basis for H2,2
V (XF13)

H(2,2)
V (XF13) = 〈H2

B, HBS 0, HBDSU(2)1
1 , HBDSU(2)2

1 , HBDSU(4)
1 , HBDSU(4)

2 , HBDSU(4)
3 , S 2

0〉 . (2.79)

Imposing the conditions (2.30) on a general element of H(2,2)
V (XF13) leads to seven constraints leaving
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2.3 Examples: Fibers for the standard model and Pati-Salam

Yukawa Locus

(2, 2, 1) · (2, 1, 4) · (1, 2, 4) s1 = s3 = s9 = 0

(1, 1, 6) · (2, 1, 4) · (2, 1, 4) s1 = s6 = s9 = 0

(1, 1, 6) · (1, 2, 4) · (1, 2, 4) s3 = s6 = s9 = 0

Table 2.6: Codimension three singular loci and respective Yukawa couplings for XF13 .

2 4 6 8
n9

5

10

n7

Figure 2.8: Allowed region for (n7, n9) for the elliptically fibered CY fourfold XF13 with base B = P3. The yellow
dots denote bulk parts of the allowed region where all matter multiplets given in Table 2.2 are present. The blue
dots denote the boundaries of the allowed region where generally not all matter multiplets from Table 2.2 are
present. Thus the family solution (2.83) is not possible and thus diverges.

us with the one parameter flux

G4 = −a8
[
ŝ2

0 + HB
(
4ŝ0 + HB

(
12n9 − n7n9 − n2

9

)
− 1

2 DSU(2)1
1 n9

+
(

3
4 DSU(4)

1 + 1
2 DSU(4)

2 + 1
4 DSU(4)

3

)
(−12 + n7 + n9)

)]
.

(2.80)

Here the parameter a8 is the only discrete flux parameter. Since we do not have an integral basis for
H(2,2)

V (XF13) we do not treat the quantization condition (2.26) explicitly. Instead we express the G4 flux
in terms of the integral chiralities.

To calculate the chiralities we first calculate the matter surfaces. The homology classes of the irre-
ducible matter surfaces are calculated as a product of the homology classes of the base loci with the
homology classes of the nodes w in the fiber. As nodes in the fiber we take the nodes which are not in
the gauge algebra and which are not intersected by the zero section. We obtain

Cw(2,1,4) = S9(3[K−1
B ] − S7 − S9)(H + [K−1

B ]) ,

Cw(1,2,4) = S9([K−1
B ] + S7 − S9)E5 .

(2.81)
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Integrating the G4 flux over the matter surfaces in (2.81) we find the chiralities

χ(2,1,4) = −χ(1,2,4) = −
1
4

n9 (−4 − n7 + n9) (−12 + n7 + n9) a8 . (2.82)

The other two matter multiplets (2, 2, 1) and (1, 1, 6) are real representations. Therefore their chirali-
ties (2.32) are zero by definition. Nevertheless there exist fields in this representations but their number
is measured by n(R) (see (2.32)). Computationally this is reflected by the fact that they drop out of the
anomaly equations and also cannot be computed by field theoretic computations of the CS terms and
subsequent comparison to the M-theoretic CS terms like in [39]. Also since these two loci are non-split
we cannot calculate the homology classes of the corresponding matter surfaces. Thus we were not able
to calculate the multiplicities of these fields.

Now we can express the flux parameters in terms of the chiralities. To do this we set the chirality
χ(2,1,4) = b. Then the flux parameter becomes

a8 =
−4b

n9 (−4 − n7 + n9) (−12 + n7 + n9)
. (2.83)

The flux parameter becomes singular at the boundary of the allowed region. This corresponds field
theoretically to the fact that not all gauge groups (2.73) are present. Since the theory must not contain
fundamental fields also not all matter multiplets from Table 2.5 are present. The possible values for
(n7, n9) which allow a family structure are depicted as yellow dots in Figure 2.8.

Next we check for D3-brane tadpole cancelation (2.27) at every point (n7, n9) which allows a family
structure. Therefor we calculate the following Euler number χ(XF13) and second Chern class c2(X) via
adjunction for a general base [85]

c2(XF13) = −c2
1 + c2 − 6c1E1 − 6E2

1 − 2c1E3 − 2E2
4 + 4c1H + c1S7 + 9E1S7 + E2S7

+ E3S7 − E4S7 − E5S7 − 3HS7 − 4E1S9 − 2E2S9 + 2HS9 − 2S7S9 + 2S2
9 ,

(2.84)

χ(XF13) = 12(6c3
1 + c1c2 − 4c2

1S7 + 2c1S
2
7 − 6c2

1S9 + 2c1S7S9 − S
2
7S9 + 2c1S

2
9) . (2.85)

Here c1 and c2 denote the first and second Chern class of the base respectively. For a smooth CY
fourfold the number of D3-branes nD3 must again be a positive integer [65, 67]. Additionally the G4
flux needs to be quantized [67]. As before we check the latter indirectly via verifying the equivalent
quantization condition of the CS terms [72, 73] by checking integrality of them. This ensures that the
basis of H(2,2)

V (XF13) is integral but it does not need to be also a minimal basis.
We find the minimal number of allowed families and the corresponding numbers of D3-branes in

Table 2.7. The minimal number of families is again b = 3.

2.4 The toric Higgs network

One observes that the two examples in the previous section are connected on the field theory side via a
Higgs transition. In this section we will first discuss this connection in detail on the basis of the exam-
ples. To do this we will discuss the necessary charge identification, possible transformations occuring
in the identification and subtleties associated to the allowed regions of possible fibrations.

Afterwards we will generalize the discussion to a larger set of theories and introduce the Higgs net-
work. We then make some interesting observations on the basis of the Higgs network.

In the course of this section we only consider six dimensional theories. In six dimensions a hyper mul-
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n7\
n9 1 2 3 4 5 6 7

10 (13; 204)

9 - (11; 140)

8 (33; 94) (10; 119) (9; 90)

7 - (9; 100) (6; 77) (14; 48)

6 (15; 108) (8; 86) (21; 52) (12; 46) (5; 44)

5 (6; 106) (35; 44) - (30; 16) - (3; 44)

4 (7; 102) (6; 75) (15; 50) (8; 42) (15; 30) (6; 41) (7; 42)

3 (6; 106) (35; 44) - (30; 16) - (3; 44)

2 (15; 108) (8; 86) (21; 52) (12; 46) (5; 44)

1 - (9; 100) (6; 77) (14; 48)

0 (33; 94) (10; 119) (9; 90)

-1 - (11; 140)

-2 (13; 204)

Table 2.7: The entries (b; nD3) give the minimal number of families b for which the number of D3-branes nD3
is integral and positive for integral CS terms. At the points marked with "-" the number of D3-branes is not a
positive integer.

tiplet consists of two half-hypers which transform in conjugate representations. Thus after the Higgsing
the multiplicities of conjugate half-hypers have to be added.

2.4.1 Higgs connection

The field theoretic Higgsing connecting the two theories discussed in the previous Section 2.3 is a
realization of the geometric extremal transition connecting the two CY manifolds XF13 and XF11 . This
extremal transition is induced by a blow-up/down in the toric ambient space of the fiber PFi and a
complex structure deformation of the hypersurface constraint. Both these transformations are needed in
order to preserve that the fiber is a genus-one curve.

On the level of the toric diagram the transition corresponds to deleting/adding a node in the polyhe-
dron and adding/deleting a node in the dual polyhedron.

In order to find the node which has to be deleted for a certain Higgsing we define toric matter. Toric
matter is the matter located at si = s j = 0 where si and s j need to be neighboring nodes on the boundary
of the dual polyhedron. To make that clearer consider the case of F13 depicted in Figure 2.9. From Table
2.5 we see that all multiplets are at loci where si = s j = 0. But from the dual polyhedron depicted in
Figure 2.9 we find that only two of them are toric. In the case s1 = s3 = 0 the nodes are not neighboring
and in the case s6 = s9 = 0 the node s6 is not on the boundary. Thus there are two possible toric
Higgsings associated to the multiplets (2, 1, 4) and (1, 2, 4).

To find the node in polyhedron F13 which has to be blown-down in order to induce a Higgsing of
the (2, 1, 4) multiplet we have to make a blow-up in the dual polyhedron F4 (see Figure 2.9) at the
line connecting the two nodes si and s j of the toric matter. In this case between s1 and s9. The line
connecting the nodes s1 and s9 is dual to the node e4 which is deleted (blown-down) in the original
polyhedron F13 by blowing-up between the two nodes s1 and s9 in the dual polyhedron F4.
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Figure 2.9: (a) Polyhedron F13 and its dual polyhedron F4. Blue denotes the locus of (2, 1, 4) and red the locus of
(1, 2, 4). The transitions to XF11 can be triggered by Higgs fields in the representation (2, 1, 4) (b) and (1, 2, 4) (c).

Charge identification

To find a formula for the U(1) charge in the model after the Higgsing we first have to define a torsional
Shioda map (2.15) in XF13

2

σ(ŝt) = S t − S 0 − [K−1
B ] +

1
2

DSU(2)1
1 +

1
2

DSU(2)2
1 +

1
2

(
DSU(4)

1 + 2DSU(4)
2 + DSU(4)

3

)
. (2.86)

It can be checked from the intersections of the matter nodes with the torsional section ŝt depicted in
Table 2.5 that all matter multiplets have charge 0 under the Shioda map σ(ŝt). This section can now be
expressed in terms of the homology classes of the individual divisors

σF13(ŝt) = [e5] − [e4] − [K−1
B ] +

1
2

([s1] − [v]) +
1
2

[e1] +
1
2

(([s9] − [u] − [e2] − [e3]) + 2[u] + [e2]) .

(2.87)

On the contrary the Shioda map of XF11 in terms of the homology classes is given by

σF11(ŝ1) = [ẽ4] − [v] − [K−1
B ] +

1
2

[e1] +
1
3

([e2] + 2[u]) . (2.88)

Now we consider the Higgsing with the multiplet (2, 1, 4). To do this we have to blow down the node
[e4] in F13 as depicted in Figure 2.9. This blow down requires thus [e4] = 0. Then we can express the
Shioda map of XF11 in terms of the blown down torsional Shioda map and the Cartan divisors of XF13 .

2 This step is not necessary in simpler models without torsion but U(1) symmetries.
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This leads to

σF11(ŝ1) = σF13(ŝt) +
1
2

DSU(2)1
1 − [s1] +

1
6

(
−3DSU(4)

1 − 2DSU(4)
2 − DSU(4)

3

)
. (2.89)

The base divisor [s1] does not contribute to the charges and as we have seen above all multiplets in XF13

are uncharged under σF13(ŝt). After identifying T SU(2)1
3 = 1

2 DSU(2)1
1 and T SU(4)

15 = 1
6

(
3DSU(4)

1 + 2DSU(4)
2

+DSU(4)
3

)
we find the charge formula

Q = T SU(2)1
3 − T SU(4)

15 . (2.90)

This formula coincides with the field theory expectation3.
To calculate the charges in a Higgsing with the multiplet (1, 2, 4) we have to take two additional effects

into account: First the toric diagram needs to be reflected, see Figure 2.9. This effectively amounts to
the interchange of [u] and [e1] with [e3] and [v] respectively. The second effect we have to deal with is
that we need to change the zero section. This leads to a redefinition of one Cartan divisor of each gauge
group in XF13 . Taking all the described effets into account we can express the Shioda map of XF11 in
terms of the divisors of XF13 in the following way

σF11(ŝ1) = −σF13(ŝt) + 2[K−1
B ] +

1
2

[s1] −
1
2

[s3] +
1
2

DSU(2)2
1 +

1
6

(
−3DSU(4)

1 − 2DSU(4)
2 − DSU(4)

3

)
.

(2.91)

Using the same definitions of the generators of the gauge groups as above we find the following formula
for the charges in the effective field theory of XF11 after the Higgsing

Q = T SU(4)
15 − T SU(2)2

3 . (2.92)

SL(2,Z) transformations

Apart from the field theoretic Higgsing obtained by assigning a vev to the (2, 1, 4) multiplet in XF13

there is another possible toric Higgsing associated to a vev in the (1, 2, 4) representation. On the level
of the toric diagram this corresponds to blowing down the variable e5 instead of e4. Both possible
Higgsings lead to theories with the same multiplets but with different multiplicities. In order to match
the theory obtained after giving a vev to the (1, 2, 4) representation with the effective field theory of XF11

we observe that the toric diagrams do only agree up to mirroring along the e2-w axis (see Figure 2.9).
In general an S L(2,Z) transformation can occur. The identification has to map the structures onto each
other. That means that rational points have to be mapped to rational points and internal points on lines
have to be mapped to internal points on lines. Concretely in this case we have to identify the nodes
given in Table 2.8.

node in F13 e4 e3 e2 u e1 w v

node in F11 e4 u e2 e3 v w e1

Table 2.8: The nodes which have to be identified for a proper matching of the theories after the Higgsing with a
multiplet in the (1, 2, 4) representation.

3 In [32] this charge formula is given with an overall factor of -1 which is irrelevant in 6D.
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In order to identify the points the homology classes need to agree. Thus we get a linear system of
equations connecting the homology classes of F11 with the homology classes of F13 after the Higgsing.
Solving this system gives a shift in the bundles S7 and S9

S7 → 2[K−1
B ] − S7 , S9 → S9 , (2.93)

and correspondingly in the matter multiplicities.

Allowed region

As discussed in Section 2.3 a specific base fixes the divisor classes S7, S9 and [K−1
B ]. Since we are

dealing with CY threefolds in this section we use in the following the base B = P2. This gives the
following identifications

S7 = n7HB , S9 = n9HB , [K−1
B ] = 3HB . (2.94)

The requirement that the sections (2.42) in the hypersurface equation are effective divisors leads to
constraints on n7 and n9. Since smaller polyhedra like F11 compared to F13 have more monomials in
the hypersurface equation their values for (n7, n9) are more constrained than for larger polytopes. This
means that the allowed region of possible values (n7, n9) of XF11 is contained in the allowed region of
XF13 . Thus there are values for (n7, n9) which are allowed in XF13 but not allowed in XF11 . In Figure
2.10 the allowed region of XF13 is depicted. The values which are not in the allowed region of XF11 are
colored blue.

1 2 3 4 5 6
n9

-2

2

4

6

8

n7

Figure 2.10: Allowed region of XF13 . The values for (n7, n9) which are not in the allowed region of XF11 are colored
blue. At the green dots the SU(4) is not present. At the yellow dots the SU(2)1 is not present and at the orange
dot both SU(2)’s are not present.

Hence geometrically a transition at the values for (n7, n9) which are not allowed in XF11 is not possible.
The field theoretic reason for this is as follows: In order to preserve N = 1 supersymmetry and thus
be able to connect two SUGRA theories we need a D-flat potential. In [87] it was observed that this
requires two Higgs fields in six dimensions.

As an example take the Higgsing XF13 → XF11 by giving a vev to the (2, 1, 4) multiplet. This multiplet
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2.4 The toric Higgs network

has the multiplicity

(3[K−1
B ] − S7 − S9)S9 = (9 − n7 − n9)n9 . (2.95)

Thus outside the allowed region of XF11 the multiplicity is smaller then two and a Higgsing is not
possible. Nevertheless the Higgsing with the other toric multiplet (1, 2, 4) which requires a redefinition
of the bundles as described in Subsection 2.4.1 is possible.

Additionally we see that at some points at the boundary of the allowed region of XF11 the multiplicity
of the (2, 1, 4) multiplet is also smaller than two. Specifically this happens at the green, yellow and
orange dots in Figure 2.10. At the green dots the SU(4) divisor in XF13 and the SU(3) divisor in XF11

are absent. At the yellow dots the SU(2)1 in XF13 is not present and at the orange dots both SU(2)’s in
XF13 and the SU(2) in XF11 are not there. In all cases there are no states in the (2, 1, 4) representation.
However in all cases the rank of the gauge groups of XF11 and XF13 agree and an adjoint Higgsing with
Higgses in the (3, 1, 1) or the (1, 1, 15) representations is possible.

2.4.2 Higgs network

In Section 2.3 we discussed two examples of elliptically fibered CY manifolds with general base B and
the elliptic fiber being a hypersurface in a two dimensional projective variety associated to polyhedra
F11 and F13. This discussion can be repeated for all 16 CY manifolds given by a hypersurface in one
of the 16 polyhedra in Figure 2.2 fibered over a general base B [32]. As discussed in Subsection 2.4.1
for the examples XF13 and XF11 the 16 effective field theories are connected by Higgs transitions. The
network of these transitions as well as the gauge groups of the polyhedra are given in Figure 2.11. Since
we only consider Higgsings via toric matter this network is called the toric Higgs network.

All 16 effective field theories can be obtained by toric Higgsings from the three theories with maximal
gauge groups XF13 , XF15 and XF16 . We note that these three theories with maximal gauge group are also
the theories with non-simply connected gauge groups coming from MW torsion [56].

Additionally we make the following observations

• The rank of the total gauge group of each theory is given by the number of points of the toric
diagram minus three

rk(GFi) = #points in Fi − 3 . (2.96)

• The sum of the rank of the gauge group of a polyhedron Fi and the dual polyhedron F∗i is constant

rk(GFi) + rk(GF∗i ) = 6 . (2.97)

This is a realization of the fact that the sum of the areas of dual polyhedra is constant.

• The set of effective field theories contains theories with discrete symmetries. On the geometry
side the discrete symmetries correspond to the TS group of the theory. All discrete symmetries
can be obtained via a toric Higgsing from a continuous gauge symmetry. This agrees with general
quantum gravity arguments [88]. We will discuss an example of discrete symmetries in the next
Section 2.5.

• The network is symmetric under reflection along the horizontal line where the rank of the total
gauge group is three. This reflection exchanges polyhedra with their mirror duals. Especially the-
ories with discrete symmetries are mapped to theories with MW torsion leading to the conjecture
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Figure 2.11: The network of Higgsings between all F-theory compactifications on toric hypersurface fibrations
XFi . The axes show the rank of the MW group and the total rank of the gauge group of XFi . Each CY XFi

is abbreviated by Fi and its corresponding gauge group is shown. The arrows indicate the existence of a toric
Higgsing between two CY manifolds.

that MW torsion and the TS group are dual under mirror symmetry in the fiber.4 This observation
has also been confirmed for another example in [89].

2.5 Genus-one fiber with discrete symmetries

In the last Section 2.4.1 we found a connection between the effective field theories stemming from the
16 polyhedra in Figure 2.2 via Higgs transitions. We also found that the polytopes F1, F2 and F4 lead
to discrete symmetries which are obtained from toric Higgsings of continuous symmetries. The latter
agrees as required with general quantum gravity arguments [88]. In the following section we want to
concentrate on the example of a Z3 discrete symmetry in F-theory compactified on XF1 . Therefore we
will first analyze XF3 and find a non-toric rational section which leads to a toric matter multiplet with

4 The bare discrete symmetry in XF4 without SU(2) is Z2.
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2.5 Genus-one fiber with discrete symmetries

charge three. Higgsing this leads to XF1 . For simplicity we restrict to six dimensions in this section, too.

2.5.1 Polyhedron F3: non-toric U(1)

section divisor class
u H − E1 + S9 + [KB]
v H − E1 + S9 − S7

w H
e1 E1

Figure 2.12: The toric diagram of polyhedron F3 and its dual. The toric zero section is indicated by the dot. In
the accompanying table we indicate the divisor classes of the fiber coordinates.

The toric diagram of the fiber ambient space PF3 = dP1 as well as a choice of projective coordinates is
given in Figure 2.12. There we also show the corresponding dual polyhedron and the divisor classes of
the projective coordinates. The monomials given at each node in the dual polyhedron are constructed
by the Batyrev formula (2.39) where the blow-up coordinate e1 has been set to one. Collecting the
monomials gives the needed hypersurface to construct the elliptically fibered CY XF3 as

pF3 = s1u3e2
1 + s2u2ve2

1 + s3uv2e2
1 + s4v

3e2
1 + s5u2we1 + s6uvwe1 + s7v

2we1 + s8uw2 + s9vw
2 . (2.98)

Here the coefficients are sections over the general base B where the divisor classes are given in (2.42).
The SR ideal can be read off from the toric diagram in Figure 2.12

S RF3 = {uv, we1} . (2.99)

From (2.98) we can immediatly read off one toric rational section [83]

ŝ0 = XF3 ∩ {e1 = 0} : [s9 : −s8 : 1 : 0] . (2.100)

Apart from the toric rational section this geometry has a non-toric rational section. To find this we
use the fact that if a rational line and a rational cubic have two rational intersection points then their
third intersection point is also rational. This statement reduces to the statement that if a cubic rational
polynomial has two rational roots then its third root is also rational [48]. By constructing a tangent to
the hypersurface (2.98) at the toric rational point we can use this argument to find an additional rational
point.

To do this we choose the patch e1 = 1. In this patch the rational point P0 is at [u : v : w] = [0 : 0 : 1].
A general line a1u + a2v + a3w = 0 going through P0 is given by v = −

a1
a2

u. We then find the tangent by
requiring the first derivative of the hypersurface (2.98) along the line to vanish. This leads to the tangent

lt = s8u + s9v . (2.101)

To find the second intersection point with the hypersurface we go to the patch u = s9 and solve the
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Chapter 2 F-theory

hypersurface (2.98) for example for e1. We then find the coordinates

ŝ1 = XF3 ∩ {lt = 0} : [s9 : −s8 : s4s3
8 − s3s2

8s9 + s2s8s2
9 − s1s3

9 : s7s2
8 − s6s8s9 + s5s2

9] . (2.102)

In principial this argument also works for all other geometries XFi as well but in the other cases this
argument leads to other toric sections (if there are more then one) or the tangent automatically has a
triple intersection point with the hypersurface.5

Using both sections we find a MW group of rank one. The corresponding Shioda map (2.15) is given
by

σ(ŝ1) = S 1 − S 0 + 3[KB] + S7 − 2S9 . (2.103)

By using

π(S 1 · S 0) = [z1] = 2[K−1
B ] + 2S9 − S7 , (2.104)

where z1 is the base locus where the two sections agree, we can calculate the height pairing (2.16)

b11 = −2(3[KB] + S7 − 2S9) . (2.105)

After finding the functions fF3 , gF3 and the birational map to Weierstrass coordinates by using the
Nagell algorithm (see Appendix A.2) we find that ∆F3 has no codimension one singularities. Thus the
total gauge group is

GF3 = U(1) . (2.106)

To calculate the matter content we have to find the codimension two singular loci of the discriminant.
These loci are contained in the ideal (2.24) where we have to use the coordinates of ŝ1 in Weierstrass
form. Due to the complexity of the ideal the necessary prime ideal decomposition is not possible at the
moment. Therefore we derive the possible splittings and check that they are contained in (2.24).

The first singular locus is found where both sections ŝ0 and ŝ1 are ill-defined since their coordinates
are forbidden by the SR ideal (2.99). This happens at the locus V(I(3)) = {s8 = s9 = 0}. At this locus the
hypersurface (2.98) splits as follows

pF3

∣∣∣
s8=s9=0 = e1 (s1u3e1 + s2u2ve1 + s3uv2e1 + s4v

3e1 + s5u2w + s6uvw + s7v
2w) . (2.107)

The zero-section ŝ0 wraps the curve where e1 = 0. The locus V(I(3)) is the only codimension two
locus where such a splitting can occur since it is the only locus where ŝ0 is ill defined. To obtain the
behaviour of the other section ŝ1 we recall how we obtained the section ŝ1: It was obtained as the third
intersection point of a tangent of the curve C at the other rational section ŝ0 with the curve C. In the
case at hand the curve is singular at the rational point ŝ0. Since this means that also the first derivatives
of the hypersurface constraint (2.98) are zero this implies that every line through this point is a tangent.
Geometrically this translates into the fact that the rest of the curve is the other rational point ŝ1 and thus
the section ŝ1 wraps the other P1. This argument leads to the intersections and charges given in Table
2.9.

5 Nevertheless the same argument works for the complete intersection in Bl1P
3.
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2.5 Genus-one fiber with discrete symmetries

Next we consider the locus where only ŝ1 degenerates. Therefore we consider the splitting of the fiber

pF3 → lt q2(e1u, e1v, w) = (s8u + s9v) q2(e1u, e1v, w) . (2.108)

To find the corresponding base ideal we calculate the elimination ideal of the ideal of constraints nec-
essary for the factorization given in (2.108). The corresponding ideal I(2) has ten generators and is
codimension two in the base. The multiplicity given in Table 2.9 is computed as the homology class
of the given complete intersection where the contribution of the ideal V(I(3)) has to be subtracted. The
corresponding order of subtraction can be calculated by the resultant technique [37, 48].

To calculate the last matter locus we assume the following fiber splitting

pF3 → (d1u + d2v + d3w) q2(u, v, w) , (2.109)

where no section degenerates. Again we calculate the locus via the elimination ideal and check that the
resulting locus is codimension two. Under the assumption that there are no more prime ideals of (2.24)
we can calculate the multiplicity of this locus by subtracting the homology classes of V(I(2)) and V(I(3))
from the homology class of (2.24) with the orders obtained by the resultant technique. All results are
given in Table 2.9.

Representation Multiplicity Fiber Locus

13 S9([K−1
B ] + S9 − S7) V(I(3)) := {s8 = s9 = 0}

12
6[K−1

B ]2+[K−1
B ](4S9−5S7)

+S2
7 + 2S7S9 − 2S2

9

V(I(2)) :=
{s4 s3

8−s3 s2
8 s9+s2 s8 s2

9−s1 s3
9

= s7 s2
8 + s5 s2

9−s6 s8 s9 = 0
with (s8, s9) , (0, 0)}

11
12[K−1

B ]2 + [K−1
B ](8S7−S9)

−4S2
7 + S7S9 − S

2
9

V(I(1)) := {(2.24)}\ (V(I(2)) ∪ V(I(3)))

Table 2.9: Charged matter representations under U(1) and codimension two fibers of XF3 .

For completeness we also compute the codimension three singular loci leading to the Yukawa cou-
plings in Table 2.10.

Yukawa Locus

11 · 11 · 12 V(I(1)) ∩ V(I(2))

11 · 12 · 13 V(I(1)) ∩ V(I(2)) ∩ V(I(3))

Table 2.10: Codimension three loci and corresponding Yukawa couplings for XF3 .
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Chapter 2 F-theory

Flux construction

After having calculated the 6D effective field theory let us proceed to calculate the fluxes in compactifi-
cations to 4D and the corresponding chiralities. With the base B = P3 we again find S7, S9, [K−1

B ] and
c2 given as in (2.56). This leads for the CY XF3 to the allowed region of values for (n7, n9) depicted in
Figure 2.13.

2 4 6 8
n9

2

4

6

8

n7

Figure 2.13: Allowed region for (n7, n9) for the elliptically fibered CY fourfold XF3 with base P3. The blue dots
denote the boundary of the allowed region and the orange dots denote the bulk part where all matter given in Table
2.9 is present.

From the independent divisor classes of XF3 we choose the following basis for H1,1(XF3)

H1,1(XF3) = 〈HB, S̃ 0, σ(ŝ1)〉 , (2.110)

where we again chose the shifted zero section as in Section 2.3.1. The full SR ideal of the CY XF3 is
then given by the fiber part and the base part S RB = x0x1x2x3. With the additional intersection number

H3
BS 2

0 = −1 , H3
BS 0S 1 = 1 , (2.111)

obtained from the fiber part and (2.102) we can calculate the full vertical cohomology ring. We then
find for the dimension of the vertical cohomology H2,2

V (XF3)

dimH2,2
V (XF3) = 4 , (2.112)

by calculating the rank of the intersection matrix η(2,2). As a basis for the vertical cohomology we
choose

H2,2
V (XF3) = 〈(HB)2, HBS̃ 0, HBσ(ŝ1), S̃ 2

0〉 . (2.113)

Imposing the conditions (2.30) from the comparison of M- and F-theory CS terms on a general element
of H2,2

V (XF3) we find two restrictions leading to the flux

G4 = HBS̃ 0a2 − HBσ(ŝ1)a2 + S̃ 2
0a4 + H2

B

(
− (2 + n7 − 2n9) a2 −

(
4 − 4n9 + n7n9 − n2

9

)
a4

)
. (2.114)
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2.5 Genus-one fiber with discrete symmetries

Due to the quantization condition (2.26) we know that the flux parameters must be discrete. But since we
do not have an integral basis we cannot use this explicitly. Instead we parametrize the flux parameters
a2 and a4 in terms of the integral chiralities.

The chiralities can be computed either via the integral of the G4 flux over the matter surfaces Cω

(2.32) or via comparison of the loop corrected CS terms (2.29) with the M-theory CS terms. In the case
at hand we found the following matter surface

Cω3 = −S9
(
[K−1

B ] + S9 − S7
)

E1 . (2.115)

The other matter surfaces have complicated ideals of which we were not able to calculate the homology
classes. Thus we calculate the chiralities via the CS terms

χ3 = (−4 + n7 − n9) n9 (−3a2 + (n7 − 2n9) a4) ,

χ2 = 2
(
−96 + n2

7 + 260n9 + 67n2
9 − n7 (4 + 67n9)

)
a2

+ 3n9
(
−32 + 15n2

7 + 112n9 + 30n2
9 − n7 (52 + 45n9)

)
a4 ,

χ1 = −
(
192 + 4n2

7 + 1892n9 + 457n2
9 − n7 (64 + 457n9)

)
a2

− 3n9
(
32 + 51n2

7 + 416n9 + 102n2
9 − n7 (212 + 153n9)

)
a4 .

(2.116)

These chiralities do not allow for a family structure. Nevertheless we can express the flux parameters
a2 and a4 for example in terms of the chiralities χ3 and χ2

a2 = −
45χ3n7 − 90χ3n9 + 24χ3 − χ2n7 + 2χ2n9

(n7 − 2n9 + 8)(2n7 − n9)(n7 + n9 − 12)
, (2.117)

a4 =
2χ3n2

7 − 134χ3n7n9 − 8χ3n7 + 134χ3n2
9 + 520χ3n9 − 192χ3 + 3χ2n7n9 − 3χ2n2

9 − 12χ2n9

n9(n7 − 2n9 + 8)(n7 − n9 − 4)(2n7 − n9)(n7 + n9 − 12)
.

(2.118)

Here the occuring singularity which is not the boundary of the allowed region of XF3 is a coordinate
singularity which can be checked by choosing another parametrization.

To check for D3-brane tadpole cancelation (2.27) we calculate the second Chern class and the Euler
number of XF3

χ(XF3) = 6
(
12c3

1 + 2c1c2 − 8c2
1S7 + 5c1S

2
7 + S3

7 − 8c2
1S9 − 2S2

7S9 + 4c1S
2
9

)
, (2.119)

where c1 and c2 are the first and second Chern class of the base B. As before we check that the
chiralities in Table 2.11 lead to integral positive numbers of D3-branes as required for smooth CY
fourfolds. Additionally we checked integrality of the CS terms which implies that the flux quantization
condition (2.26) is fulfilled but not necessarily minimal.

2.5.2 Higgsing to XF1 with Z3

All points in the charge lattice are occupied as required by general quantum gravity arguments [90].
Therefore the matter located at V(I(3)) is clearly of non-minimal charge6. Thus field-theoretically it is
clear that a Higgsing with the toric matter with charge q = 3 leads to a discrete Z3 symmetry.

6 In the more general case of two U(1) symmetries the minimality of a charge is not as easy to see. There one has to consider
the unit cell spanned by two charge vectors. If the number of occupied points of the charge lattice in this unit cell is equal
to one, the two vectors are of minimal charge.
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n7\
n9 1 2 3 4 5 6 7

1
(

2 7
−404 148

) -
2

(
3 22
−545 135

) (
8 24

−1800 12

) (
15 522
−2637 27

) -
3

(
1 69
−129 127

) (
3 161
−391 100

) (
6 87

−1344 26

) (
10 351
−1884 6

) (
15 617
−2491 40

) -
4

(
1 22
−155 136

) (
1 34
−155 108

) (
3 24
−645 82

) (
1 38
−163 76

) (
5 176

−1075 2

) - (
7 290
−973 4

)
5 - (

1 69
−129 127

) (
3 161
−391 100

) (
6 87

−1344 26

) (
10 351
−1884 6

) (
15 617
−2491 40

) -
6 - (

3 22
−545 135

) (
8 24

−1800 12

) (
15 522
−2637 27

) -
7 - (

2 7
−404 148

) -
Table 2.11: The entries

(
χ3 χ2
χ1 nD3

)
give chiralities χ1, χ2 and χ3 for which the number of D3-branes nD3 is integer and

positive while the CS terms are also integral. The fluxes were parametrized by the chiralities χ2 and χ3. At the
allowed points for (n7, n9) marked as "-" the flux coefficients a2 and a4 diverge for the choosen parametrization.

Geometrically we find that a Higgsing with the matter located at V(I(3)) corresponds to a transition to
XF1 . In the following we want to discuss the geometry of XF1 and how the discrete symmetry is reflected
there.

The toric diagram of the fiber ambient space is given in Figure 2.14. There we also give a coordinate
assignment, the dual polyhedron F16 along with the monomials corresponding to the nodes via the
Batyrev formula (2.39) as well as the divisor classes of the coordinates.

section divisor class
u H + S9 + [KB]
v H + S9 − S7

w H

Figure 2.14: The toric diagram of polyhedron F1 and its dual F16 with coordinate assignment and the monomials
corresponding to the nodes via the Batyrev formula (2.39) respectively. By brevity of notation we set ei = 1 in the
Batyrev monomials. In the accompanying table we indicate the divisor classes of the fiber coordinates.

Collecting the monomials from the dual polyhedron we find the following hypersurface which leads
to a genus-one fiber

pF1 = s1u3 + s2u2v + s3uv2 + s4v
3 + s5u2w + s6uvw + s7v

2w + s8uw2 + s9vw
2 + s10w

3 . (2.120)

This is the most general cubic in P2. In the fibration the coefficients si are sections over the base in the
line bundles given in (2.42). From the toric diagram in Figure 2.14 we can also read off the SR ideal

S R = {uvw} . (2.121)

From the hypersurface equation (2.120) we can see that this geometry does not have any toric rational
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2.5 Genus-one fiber with discrete symmetries

sections. We also could not find any non-toric rational section leading us to the conclusion that the rank
of the MW group of XF1 is zero.

Since this geometry does not have a rational section it is not an elliptic fibration but only a genus-one
fibration (see Subsection 2.1.4). Using the Jacobian for a cubic in P2 from [61] we can calculate fF1 ,
gF1 and ∆F1 . There are no codimension one singular loci of the discriminant ∆F1 . We therefore find a
trivial continuous gauge group as expected from the Higgsing of the effective field theory of XF3 .

The discrete part of the gauge group is geometrically reflected by the TS group X(XF1) (see Subsec-
tion 2.1.4). To find the TS group one observes that although the F-theory compactifications on XF1 and
Jac(XF1) to 6D are identical the M-theory compactifications to 5D are not: The Kaluza-Klein towers
in a circle compactification from the 6D F-theory compactification are different and only one of the
compactifications has a discrete Z3 symmetry also in 5D [36] . The additional degree of freedom to
differentiate the M-theory vacua is generated by flux along the additional S 1 (a discrete Wilson line). To
find the elements of the TS group the authors of [36] explicitly construct three different curves in XF3

7

which lead to three different possible Higgs fields in 5D M-theory. Higgsing the M-theory compacti-
fication with the three different fields then lead to three inequivalent 5D M-theory vacua. Along with
their respective Jacobian actions this gives the TS group Z3 [36] . Thus we find the total gauge group

GF1 = Z3 . (2.122)

Although the geometry XF1 does not have any rational sections it has a three-section

ŝ(3) = XF1 ∩ {u = 0} : s4v
3 + s7v

2w + s9vw
2 + s10w

3 = 0 . (2.123)

This three-section marks three points in the fiber. The individual points are not well-defined since they
get exchanged by monodromies around branch cuts. Since an n-section comes from n + 1 rational
sections by a chain of Higgsings [36] (in the present case it comes from the three U(1)’s in XF7) the
three-section reflects the Z3 symmetry coming from the TS group. They are necessary in the calculation
of the discrete charges. Therefore we define analogously to the Shioda map for U(1) symmetries the
following divisor class by imposing the same three conditions as on page 21 in [58] on (2.123)

σZ3(ŝ(3)) = S (3) + [KB] + 4
3S9 −

2
3S7 . (2.124)

To find the codimension two discriminant loci leading to the matter representations we observe that
there is only one possible factorization of a smooth cubic: Namely into a line and a conic

pF1

!
= s1(u + α1v + α2w)(u2 + β1v

2 + β2w
2 + β3uv + β4vw + β5uw) . (2.125)

Here αi and β j are unknown coefficients. Comparing the coefficients on both sides we find an ideal of
constraints. As before in Section 2.5.1 we calculate the elimination ideal to eliminate the coefficients αi

and β j. We find an ideal I(1) with 50 generators which has codimension two in the ring of sections K[si].
The corresponding multiplicity of this locus can in principal be found as in the sections above. Due to a
lack of computing power this was not possible in this case and the given multiplicity in Table 2.12 was
found by the Higgsing of XF3 .

To calculate the discrete charge given in Table 2.12 we calculate the intersection numbers one and two
of the three-section (2.123) with the fiber components. Naive application of the ’discrete Shioda map’
(2.124) leads to two different charges q = 1 and q = 2 and thus not to a well-defined charge. But since in

7 They actually only find two different curves in XF3 . To find the third curve they have to consider a different resolution of the
singular fiber coming from an unhiggsing of XF1 .
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Representation Multiplicity Fiber Locus

11 3
(
6[K−1

B ]2 − S2
7 + S7S9 − S

2
9 + [K−1

B ](S7 + S9)
)

V(I(1))

Table 2.12: Charged matter representation under Z3 and corresponding codimension two fiber of XF1 . The given
multiplicity is obtained field theoretically by the Higgsing from XF3 .

six dimensions a hyper multiplet consists of two half-hypers transforming in conjugate representations
the hyper multiplet with charge q = 1 also contains a half-hyper with charge q = −1. Due to the discrete
Z3 symmetry this is equivalent to a half-hyper with charge q = 2. Thus the two charges are indeed in
the same hyper multiplet and the Z3 charge is well-defined.

For completeness we give the field theoretic expectation for the Yukawa coupling and codimension
three singular locus in Table 2.13. Due to the size of the ideal I(1) we could not check geometrically for
its existence.

Yukawa Locus

11 · 11 · 11 V(I1) ∩ V(I1) ∩ V(I1)

Table 2.13: Codimension three locus and corresponding Yukawa coupling for XF1 .
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CHAPTER 3

Topological string theory

In the last chapter we studied the application of elliptic curves to F-theory as an example for a non-
perturbative type IIB string theory. Now we turn to another example of the occurence of elliptic curves
in non-perturbative string theories: the topological string on local geometries. In this example it was
found that the refined topological string gives a non-perturbative completion of the unrefined topological
string [24–26].

We will first introduce topological string theory in Section 3.1. Then in Section 3.2 we will discuss the
calculation of refined periods of the studied geometry in the refined topological string. This is needed
for the discussion of the conjectured non-perturbative completion of the topological string in Section
3.3.

3.1 Topological string construction

In the following section we want to give a short introduction to the concepts of topological string theory
used in this thesis. To do this we will first introduce topological field theories in Subsection 3.1.1. There
we will also discuss two examples constructed by twisting a N = (2, 2) sigma model. In Subsection
3.1.2 we will couple the field theories to gravity to obtain the topological string A- and B-model.

There are several existing reviews on the topic of topological string theory [18, 19, 91–95]. We will
follow mainly the discussion in [93].

3.1.1 Topological field theories

Topological field theories are field theories which do not depend on the metric of the underlying mani-
foldM. This means that all physical observables which are the correlation functions of physical opera-
tors do not depend on the metric [93]

〈O1(x1) . . .On(xn)〉b . (3.1)

Here the path integral involved in 〈·〉b might depend on background properties as for example the man-
ifold M or the coupling constants. If the theory is a topological field theory these quantities do not
depend on the metric ofM but only on its topological data.

We can distinguish two different kinds of topological field theories [93]

1. In Schwarz-type topological field theories the exponential of the action eiS and the measure do not
depend on the metric from the beginning. A famous example of this kind is CS theory where the
action is metric independent and the measure does not have any quantum anomalies. This leads
to the knot invariants as observables.
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Chapter 3 Topological string theory

2. In Cohomological field theories on the other hand the action might be metric dependent. The
dependency on the metric drops out in the process of calculating the physical observables. In the
following we want to study this case in more detail.

Cohomological field theories

To become metric independent cohomological field theories need four requirements [93]

1. The theory needs to have a nilpotent symmetry operator Q

Q2 = 0 . (3.2)

2. The physical operators Oi of the theory are defined to be Q closed

{Q,Oi} = 0 . (3.3)

3. The Q symmetry must not be spontaneously broken which means that the vacuum is anihilated
by the symmetry generator

Oi ∼ Oi + {Q,Λ} ⇔ Q|0〉 = 0 . (3.4)

4. The energy-momentum tensor needs to be Q exact

Tαβ =
δS
δhαβ

= {Q,Gαβ} . (3.5)

The first two requirements (3.2) and (3.3) are for example fulfilled in the case of BRST symmetries
which occur in gauge theories after fixing the gauge [93, 96].

To see that theories with these properties are topological field theories we observe [93]

δ

δhαβ
〈Oi1 . . .Oin〉 = i

∫
DφOi1 . . .Oin

δS
δhαβ

eiS [φ]

= i〈Oi1 . . .Oin{Q,Gαβ}〉

= 0 .

(3.6)

Here we have used that the operators Oi do not explicitly depend on the metric and that the operator Q
in the anticommutator in the second line can be moved to the left or right by use of (3.3) which then
yields zero by (3.4).

A topological field theory for topological strings

In view of topological string theory we are particularly interested in two dimensional nonlinear sigma
models on the worldsheet Σg into the target space X. An example of a cohomological field theory can
be obtained by “twisting” N = (2, 2) supersymmetric field theories in two dimensions. The action of
such a theory is given by [93, 97]

S D =

∫
Σg

d2z
(
1
2
gi j∂z φ

i∂z̄ φ
j +

i
2
gi jψ

i
−Dz ψ

j
− +

i
2
gi jψ

i
+Dz̄ ψ

j
+ +

1
4

Ri jkl ψ
i
+ψ

j
+ψ

k
−ψ

l
−

)
. (3.7)
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3.1 Topological string construction

Here (φ, ψ+, ψ−, F) are the components of the chiral superfield Φ in the N = (2, 2) theory. Additionally
we have introduced

Γi
jk = gil̄gl̄ j,k

Dz̄ ψ
i
+ =

∂

∂z̄
ψi

+ +
∂φ j

∂z̄
Γi

jkψ
k
+ ,

(3.8)

and the Riemann tensor Ri jkl of the target space X. The derivative Dz is defined analogous. The metric
gi j is the Kähler metric of X. Due to the N = (2, 2) supersymmetry X is a Kähler manifold [93].

Next we define the following SUSY generators of the theory [93]

Q± =
∂

∂θ±
+ iθ̄±∂±, Q̄± = −

∂

∂θ̄±
− iθ±∂± ,

D± =
∂

∂θ±
− iθ̄±∂±, D̄± = −

∂

∂θ̄±
+ iθ±∂± .

(3.9)

Here we use the notation ∂+ = ∂z and ∂− = ∂z̄. Using that the complex conjugate of θ+ is θ̄− and that
of θ− is θ̄+ [93] we find that complex conjugation also maps Q̄− to Q+ and so on. The nonvanishing
anticommutators between these operators can then be calculated to be [93]

{Q±, Q̄±} = P ± H, {D±, D̄±} = −P ∓ H , (3.10)

where we used the Hamiltonian H = −i (∂+ − ∂−) and the momentum operator P = −i (∂+ + ∂−).

The generator of the Lorentz group SO(2) = U(1) in two dimension with N = (2, 2) supersymmetry
is [93]

M = 2z∂+ − 2z̄∂− + θ+ d
dθ+
− θ−

d
dθ−

+ θ̄+ d
dθ̄+
− θ̄−

d
dθ̄−

. (3.11)

Using (3.11) and the definition of the SUSY generators (3.9) we can calculate the commutators of the
Lorentz generator with the Hamiltonian, the momentum operator as well as the SUSY generators [93]

[M,H] = −2P , [M, P] = −2H , [M,Q±] = ∓Q±

[M, Q̄±] = ∓Q̄± , [M,D±] = ∓D± , [M, D̄±] = ∓D̄± .
(3.12)

There are two additional U(1) symmetries1 which respect the chirality of the superfield and become
important later on. The corresponding generators of these R-symmetries are [93]

FV = −θ+ d
dθ+
− θ−

d
dθ−

+ θ̄+ d
dθ̄+

+ θ̄−
d

dθ̄−
,

FA = −θ+ d
dθ+

+ θ−
d

dθ−
+ θ̄+ d

dθ̄+
− θ̄−

d
dθ̄−

.

(3.13)

These rotations have vanishing commutators with the Hamiltonian and momentum operator as well as

1 Only in the case of vanishing first Chern class and thus CY target manifolds FA is a symmetry of the theory. In order for FV

to be a symmetry one has to demand for vanishing R charges of the fields. For more details see [93].
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the Lorentz generator. The nonvanishing commutators are [93]

[FV ,Q±] = Q±, [FV , Q̄±] = −Q̄± ,

[FA,Q±] = ±Q±, [FA, Q̄±] = ∓Q̄± .
(3.14)

Using (3.10) we can construct two independent possible exact representations of the Hamiltonian and
the momentum [93]

{Q̄+ + Q−,Q+ − Q̄−} = 2H, {Q̄+ + Q−,Q+ + Q̄−} = 2P and

{Q̄+ + Q̄−,Q+ − Q−} = 2H, {Q̄+ + Q̄−,Q+ + Q−} = 2P .
(3.15)

Defining the following two new operators QA and QB

QA = Q̄+ + Q−, QB = Q̄+ + Q̄− (3.16)

we see that since both P and H are QA/B exact this leads in most examples also to a QA/B exact La-
grangian [93]. We will come back to this point after discussing the twisting procedure. A Q exact
Lagrangian L = {Q,V} on the other hand ensures the fourth requirement (3.5) for a cohomological field
theory that the energy-momentum tensor has to be Q exact.

Nevertheless this is not yet a topological field theory since the worldsheet Σg is up to now just flat
space C or a flat torus T 2. To obtain a topological theory we have to relax this condition and define
the theory also on manifolds with curved metric. At the level of the action (3.7) this is easily done by
replacing the derivatives ∂z and ∂z̄ by their covariant counterpart Dz and Dz̄ defined in (3.8). But to
maintain supersymmetry on curved manifolds we have to work harder.

Twisting field theories

The problem in defining the theory on arbitrarily curved manifolds is the need of a globally covariantly
constant spinor ε+ due to the supersymmetry variation [93]

δΦi = ε+Q+Φi . (3.17)

Since spinors parallel transported around a closed path only agree up to a general rotation this is not
possible for generally curved backgrounds. On the other hand it is possible to find globally covariantly
constant scalars. Thus to define the theory on arbitrary manifolds we have to change the definition of
scalars and spinors. In order to do this we introduce the new operators [93]

MA = M − FV or MB = M − FA (3.18)

and define them as the Lorentz generators of new Lorentz groups. Here we have twisted the Lorentz
group with the R-symmetries given in (3.13). This is possible since the operators M, FV and FA have
the same kind of commutation relations with the supersymmetry generators (3.9) and vanishing com-
mutation relations among themselves. Then the theory on a general manifold is given by replacing the
ordinary derivatives with covariant derivatives with respect to one of the new Lorentz groups.
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3.1 Topological string construction

As a result we find the following commutation relations with the supersymmetry generators

[MA,Q+] = −2Q+ [MB,Q+] = −2Q+

[MA,Q−] = 0 [MB,Q−] = 2Q−
[MA, Q̄+] = 0 [MB, Q̄+] = 0

[MA, Q̄−] = 2Q̄− [MB, Q̄−] = 0 .

(3.19)

We can see that for the Lorentz generator MA the operator QA has vanishing commutator and is thus a
scalar and for MB the operator QB. This allows the definition on arbitrarily curved manifolds and hence
leads to two topological field theories.

3.1.2 Coupling to gravity: Topological string theory

To obtain topological string theory from the two topological field theories constructed in Subsection
3.1.1 we need to couple the field theories to gravity on the worldsheet. To do this we have to first
formulate the action for general metrics and introduce the corresponding Einstein-Hilbert term. After
the twisting this can be done. See [16] for more details.

As a second step we have to do a path integral over all metrics. Naively we could think that this
path integral is trivial since the observables of the topological field theory do not depend on the metric.
Nevertheless this is not the case since there might be quantum anomalies and metrics which cannot be
continuously reached [93].

Using the same conformal formulation for the two dimensional metric hαβ as in usual string theory
[5] we arrive at the usual quantum Virasoro algebra for the modes of the energy-momentum tensor
Tzz = T (z) =

∑
Lmz−m−2 and the modes of the additional U(1) current J(z) = FV + FA =

∑
Jmz−m−1 [93]

[Lm, Ln] = (m − n)Lm+n +
c

12
m(m2 − 1)δm+n ,

[Lm, Jn] = −nJm+n , [Jm, Jn] =
c
3

mδm+n .
(3.20)

Here we have used the theory before twisting as a starting point. We see the conformal anomaly which
is proportional to the central charge c. In string theory this conformal anomaly is canceled by choosing
the right dimensionality. This is not necessary in topological string theory since it cancels automatically
if we perform the twists (3.18). The twists mix the modes of the energy-momentum tensor with the
modes of the additional U(1) current as [93]

L̃m = Lm −
1
2

(m + 1)Jm . (3.21)

Using (3.20) to calculate the commutation relations for the shifted generators (3.21) we find that the
central charge drops out and there is no conformal anomaly left. Thus we can locally use the same
gauge fixing hαβ = ηαβ as in string theory.

In the global case such a gauge fixing is not always possible everywhere (for more details see [93]).
Instead we are left with a remaining moduli space which we have to integrate over in the path integral.
The first order deformations of this complex structure moduli space are given by

dz 7→ dz + εµz
z̄(z)dz̄ . (3.22)

To find a path integral measure from the generators of the first order deformations µi(z, z̄) and µ̄i(z, z̄)
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leading to nontrivial correlation functions we have to contract them like in bosonic string theory with
the ghosts which are in this case the Q partners G of the energy-momentum tensor T [93]. We then find
the following possible amplitudes with no insertions [98]

Fg =

∫
Mg

〈3g−3∏
i=1

dmidm̄i
∫

Σg

Gzz(µi)z
z̄

∫
Σg

Gz̄z̄(µ̄i)z̄
z

〉 , g ≥ 2 , (3.23)

where mi are the 3(g − 1) complex structure moduli we have to integrate over. Besides we find the n
point functions for a genus g worldsheet [98]

Cg
i1...in

=

∫
Mg

〈 n∏
r=1

∫
Σg

Oir

3g−3∏
i=1

dmidm̄i
∫

Σg

Gzz(µi)z
z̄

∫
Σg

Gz̄z̄(µ̄i)z̄
z

〉 . (3.24)

Here a genus zero worldsheet requires at least n = 3 insertions and a genus-one worldsheet at least n = 1
insertion to fix the remaining continuous symmetries of the worldsheet.

For a CY threefold as target space geometry the free energy is even nonzero for all genera which
makes this dimension also special in topological string theory (see [93] for more details). The free
energies Fg can then be combined to the generating function

F(t) =

∞∑
g=0

g
2g−2
s Fg(t) , (3.25)

where gs is the coupling constant of the topological string.

We have now constructed two possible topological string theories stemming from the two possible
twists of the operator algebra. These theories are called the A-model and the B-model. In the following
we want to have a closer look at these theories.

A-model

Let us first discuss the A-model topological string. After the A twist given in (3.18) the action of the
field theory can be written as [93]

S = −it
∫

Σg

d2z{QA,V} + 2t
∫

Σg

d2zgi j̄

(
∂zφ

i∂z̄φ̄
j̄ − ∂z̄φ

i∂zφ̄
j̄
)
. (3.26)

Here t is the coupling constant of the theory and the QA exact term is given by

V = gi j̄

(
ψi

z∂z̄φ̄
j̄ + ∂zφ

iψ
j̄
z̄

)
. (3.27)

For the fields we used the notation that ψi
z = ψi

+ and ψ̄ī
z̄ = ψ̄ī

− in terms of the notation of (3.7). The
second part in (3.26) which is not QA exact can be reformulated as a pullback of the target space Kähler
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form ω = 2igi j̄dzi ∧ dz̄ j̄ [93]

2t
∫

Σg

d2zgi j̄

(
∂zφ

i∂z̄φ̄
j̄ − ∂z̄φ

i∂zφ̄
j̄
)

= t
∫

Σg

φ∗(ω)

= t
∫
φ(Σg)

ω

= tωβ ,

(3.28)

where β ∈ H2(X,Z) is the homology class of φ(Σg). Since this term does not depend anymore on the
fields or the metric it can be factored out of the path integral and just contributes a prefactor. The rest of
the action is QA exact which leads up to the prefactor to a QA exact energy-momentum tensor and thus
a topological theory.

Apart from that we notice that the left over path integral after factoring out the prefactors e−tωβ is
also independent of t. This can be seen by taking the derivative with respect to t which leads to the
expectation value of dS ′

dt which is also QA exact. Thus this expectation value vanishes and the path
integral is independent of t. As usually in localization the integral can then be evaluated at any value for
t especially t → ∞. This then allows a classical treatment with the QA exact part of the action (3.26).
With (3.27) we then see from the classical equations of motion that [93]

∂z̄φ
i = ∂zφ

ī = 0 . (3.29)

This means that the partition function localizes up to prefactors onto holomorphic maps φ : Σg → X to
the target space. For the genus g free energy (3.23) we find up to classical terms

Fg(t) =
∑

β∈H2(X,Z)

Ng,βqβ , qi = e−ti . (3.30)

Here ti are the complexified Kähler parameters and Ng,β are the Gromov-Witten (GW) invariants which
count the number of holomophic curves of genus g and homology class β.

Furthermore we observe that the non QA exact part of the action (3.28) does not depend on the
complex structure of the target space manifold X. As discussed above for the example of a t dependency
the observables do not depend on quantities which only show up in V (3.27). Hence we find that the
free energy does not depend on the complex structure moduli but only on the Kähler moduli.

B-model

In the case of the B-model we find for the action after the B twist in (3.18) [93]

S = −it
∫

Σg

d2z {QB,V} − t
∫

Σg

d2z
(
iθi

(
Dz̄ρ

i
z − Dzρ

i
z̄

)
+

1
2

Ri j̄k
lρi

zρ
k
z̄η

j̄θl

)
. (3.31)

Here Dz denotes the convariant derivative of the target space X, Ri jkl is the target space Riemann tensor
and we used the following notation for the fields in terms of the notation of (3.7)

ηī = ψ̄i
+ + ψ̄i

−, θi = gi j̄

(
ψ̄

j
+ − ψ̄

j
−

)
,

ρi
z = ψi

+, ρi
z̄ = ψi

− .
(3.32)
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The QB exact part of the action (3.31) is given by

V = gi j̄

(
ρi

z∂z̄φ̄
j + ρi

z̄∂zφ̄
j
)
. (3.33)

Note that the non QB exact part of the action (3.31) is antisymmetric in z and z̄. This allows us to rewrite
it as a (1, 1) form which is independent of the metric after integrating over a Riemann surface. Thus we
again see that the energy-momentum tensor is QB exact and the theory is topological [93].

To use again localization techniques on the path integral it must be independent of the coupling
constant t. In the case of the A-model this was achived by factoring out the non QA exact part of the
action and using localization on the left over path integral. In the case of the B-model we cannot factor
the non QB exact part out since it still depends on the fields. Nevertheless we observe that only the non
QB exact part depends on the field θi and that it does so only linear. Hence we can absorb the coupling
constant t in the definition of the field θ and make the non QB exact part t independent [93].

After this we can again apply localization and evaluate the path integral for t → ∞. The classical
equations of motion of the t dependent part of the action are obtained using (3.33) [93]

∂zφ
i = ∂z̄φ

i = ∂zφ
ī = ∂z̄φ

ī = 0 . (3.34)

Hence we see that the path integral localizes to constant maps φ : Σg → X. The corresponding moduli
space we still have to integrate over is just the target space manifold itself M = X. This makes the
evaluation of B-model correlation functions much easier than the evaluation of A-model correlation
functions where we still have to integrate over a more complicated moduli space.

Since the operator QB acts differently on the complex conjugated fields φi and φ̄ī the theory explicitly
depends on the choice of complex structure of the target space X. Additionally it can be shown that the
theory does not depend on the Kähler parameters [93]. So in total we see that the dependence of the
B-model on the moduli is opposite to the one of the A-model which only depends on the Kähler moduli.

Mirror symmetry reflects this by identifying the Kähler moduli space of a CY X with the complex
structure moduli space of a mirror CY Y . The observables calculated on the A-model topological string
with target space CY X are the same as the observables calculated on the B-model side on the CY Y .

3.2 Quantum mirror curves

In this section we want to find a way to derive the refined periods of local geometries in the NS limit
which we will call quantum periods. Using the quantum periods we can apply special geometry to
derive the free energies in the NS limit. These free energies can be checked against other calculations of
the refined free energies for example by using the extended holomorphic anomaly equations [99–102]
or the refined topological vertex [103].

In Subsection 3.2.1 we first review the construction of refinement. Then in Subsection 3.2.2 we
discuss the derivation of special geometry in the case of quantum periods which then allows to calculate
the free energies in the NS limit instead of only the prepotential in the unrefined case. In the subsections
3.2.3, 3.2.4 and 3.2.5 we then discuss the examples of local F1, local F2 and the resolution of the orbifold
C3/Z5. This section is mainly based on [41].

In the following discussion we only use non-compact local geometries which are constructed as the
anti-canonical line bundle over a variety B

O(−KB)→ B . (3.35)
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Via the adjunction formula this defines a non-compact2 CY d-fold for a d − 1 dimensional variety
B (see Section 2.2). To find CY threefolds we take two dimensional base varieties. A simple class
of two dimensional varieties is given by two dimensional reflexive toric varieties. The reflexive two
dimensional varieties are given by the toric diagrams in Figure 2.2. As examples of this type we take
for B the Hirzebruch surfaces F1 and F2. Hirzebruch surfaces Fn are nontrivial fibrations of P1 over
P1: P(O(1) ⊕ O(n)) → P1 [82]. The last example in Subsection 3.2.5 is not of this type since it is not
reflexive. Nevertheless it is a toric geometry leading to a toric variety as described in Section 2.2 but
this time with a spectral curve of genus two.

To use mirror symmetry to simplify the calculations by going to the B-model side we consider the
mirror dual geometry. This is given by the following hypersurface in C4

uv = H(ep, ex; zI) , (3.36)

where u, v, p, x ∈ C and zI denote the complex structure moduli. The geometry contains a Riemann
surface as a submanifold. Here the function H(ep, ex; zI) describes the Riemann surface which is defined
via H(ep, ex; zI) = 0. u and v denote non-compact line bundle directions.

3.2.1 Refinement and Nekrasov-Shatashvili limit

In Section 3.1 we discussed the construction of the unrefined topological string. Since in the following
we will consider the refined topological string let us briefly introduce the relevant changes.

In [104] it was found that the topological A-model on the CY X is dual to M-theory on the space

X × T N × S 1 . (3.37)

Here T N denotes a Taub-NUT space with coordinates z1 and z2. The last × is not a direct product but
is actually a nontrivial fibration: The T N is fibered over the S 1 such that the coordinates z1 and z2 are
twisted when going around the circle

z1 → eiε1z1 and z2 → eiε2z2. (3.38)

This introduces two parameters ε1 and ε2. To preserve supersymmetry one requires in the unrefined
topological string ε1 = −ε2. In the case of non-compact CY manifolds one has an additional U(1)R
symmetry acting on X which allows to relax this condition [105]. The refined topological string is then
defined to be dual to the M-theory geometry with general ε1 and ε2. Physically one can interpret both εi

as couplings to SU(2) spins. Here we directly see that the two parameters ε1 and ε2 are in general both
necessary since M-theory compactified on X leaves a five dimensional uncompactified space which has
the little group SO(4) = SU(2) × SU(2) [105]. The free energy is then generalized to

F(ε1, ε2, t) = log(Z) =

∞∑
n,g=0

(ε1 + ε2)2n(ε1ε2)g−1F(n,g)(t) . (3.39)

Taking the limit ε1 = −ε2 = igs which leaves us with the F0,g we then arrive at the free energy of the
topological string (3.25).

2 The resulting manifold is non-compact due to the non-compact line bundle direction.
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Nekrasov-Shatashvili limit

Another particularly simple limit is reached when one of the expansion parameters εi is equal to zero.
This NS limit was introduced in [106]. To calculate the free energy in this limit one defines the twisted
superpotential [41]

W(~) = lim
ε2→0

ε1ε2F . (3.40)

The twisted superpotential can be expanded in the non-vanishing εi = ~ as

W(~) =
∑
n=0

~2nW(n) . (3.41)

Here the coefficients can be identified with the coefficients in the refined free energy (3.39)

W(i) = F(i,0) . (3.42)

The free energy is a generating function for the instanton numbers nβgR,gL . In terms of these numbers
the refined free energy is given by [25]

F(ε1, ε2, t) =
∑

gL,gR≥0

∑
k≥1

∑
β∈H2(M,Z)

1
k

nβgL,gR

(
q

k
2
L − q

− k
2

L

)2gL

q
k
2
1 − q

− k
2

1

(
q

k
2
R − q

− k
2

R

)2gR

q
k
2
2 − q

− k
2

2

e−k β·t . (3.43)

Here we used q1,2 = eε1,2 and qL,R = e
ε1∓ε2

2 . This simplifies in the NS limit to

W(~, t) = ~
∞∑

g=0, k=1

∑
β∈H2(M,Z)

n̂βg
k2

(q
k
4 − q−

k
4 )2g

2 sinh
(

k~
2

) e−k β·t (3.44)

where q = e~ and we defined

n̂βg =
∑

gL+gR=g

nβgL,gR . (3.45)

3.2.2 Quantum geometry

Cycles and periods

To discuss special geometry and quantum special geometry it is necessary to introduce the periods of
the holomorphic three-form Ω of a CY threefold X. This subsection follows the discussion in [41]. First
we choose a basis of three cycles AI and BJ of H3(X,Z) with I, J = 0 . . . h2,1(X). We choose the basis
of cycles with the intersection numbers

AI ∩ BJ = −BJ ∩ AI = δI
J , AI ∩ AJ = BI ∩ BJ = 0 . (3.46)

56
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Next we choose a dual basis of three forms αI and βJ in H3(X,Z) with I, J = 0, . . . h2,1(X). The dual
basis is choosen such that ∫

AJ
αI = δJ

I ,

∫
BI

βJ = −δJ
I , (3.47)

while the other combinations vanish. Then the cohomology basis satisfies∫
X
αI ∧ β

J = δJ
I ,

∫
X
βJ ∧ αI = −δJ

I ,

∫
X
αI ∧ αJ = 0 and

∫
X
βI ∧ βJ = 0 . (3.48)

Now it is possible to expand the holomorphic three form Ω in the cohomology basis

Ω = XIαI − FIβ
I . (3.49)

Here the expansion coefficients XI and FI are the periods of the holomorphic three form and given by

XI =

∫
AI

Ω, FI =

∫
BI

Ω . (3.50)

Due to the scaling freedom of the holomophic differential the XI are elements of Ph2,1(X)+1 and are
locally homogeneous coordinates of the complex structure moduli space M of the CY X. Using the
scaling relation we can define the affine coordinates

ta =
Xa

X0 , a = 1, · · · , h2,1(X) . (3.51)

In the following we have a closer look at B-model geometries which are described as the following
hypersurface in C4

uv = H(ex, ep; zI) . (3.52)

Here H(ex, ep; zI) = 0 defines a Riemann surface. In this special case the holomophic three form Ω

factorizes as

Ω =
du
u
∧ dx ∧ dp . (3.53)

As an additional simplification the three cycles AI and BJ on X descend to one cycles on the Riemann
surface Σ and also the periods of the holomophic three form Ω descend to periods of a meromorphic one
form λ on the Riemann surface. Here the one form λ is given by

λ = pdx . (3.54)

In this case we can focus on the 2g one cycles Ai, B j with i, j = 1, . . . g of a Riemann surface of genus
g. The corresponding periods are defined as

xi =

∮
Ai
λ , pi =

∮
Bi

λ . (3.55)

As discussed above the g periods xi correspond to moduli of the CY manifold X which we call in
the following normalizable. In the case of non-compact CY manifolds there can be additional non-
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normalizable moduli which are not actual moduli of the geometry but just undynamical parameters.
Physically they can be interpreted via the engineered Seiberg-Witten theory [107]. Here the meromor-
phic one form λ of Σ corresponds to the Seiberg-Witten differential. Its g periods are related to the
N − 1 = g Coulomb parameters of pure SU(N) Seiberg-Witten theory. In Seiberg-Witten theories with
matter the meromorphic differential λ has additional poles. The residues around these poles are the mass
parameters of additional matter fields and correspond to the non-normalizable moduli in non-compact
CY manifolds.

Branewavefunctions

Quantum special geometry relies on the insertion of branes into the geometry. Therefore we briefly
describe the effects of non-compact brane insertions. Here we follow the describtion in [41, 105, 108].

In particular we focus on the description of two-branes. These can be viewed as fixing a point
(p0, x0) ∈ C2 in the (p, x) plane. The other coordinates are then fixed by the hypersurface condition
of the fibration to fulfill

uv = H(p0, x0) . (3.56)

If we restrict the coordinates (p0, x0) to lie on the Riemann surface with H(p0, x0) = 0 the moduli space
of the brane is given by the Riemann surface itself. From the worldvolume action on this brane one can
see [108] that the coordinates p and x have to be non-commutative and fulfill the commutation relation

[x̂, p̂] = gs . (3.57)

Furthermore the insertion of a brane into the geometry changes the periods of the geometry as [108]∮
x0

λ = gs . (3.58)

This behaviour can be described by the Kodaira-Spencer field via λ = ∂φ on Σ. Via bosonization we
then find the brane insertion operator [108]

ψ(x) = eφ(x)/gs (3.59)

The leading order of the partition function of the brane is given by [108]

Ψcl.(x) = exp
(

1
gs

∫ x
p(y)dy

)
. (3.60)

This brane partition function can also be interpreted as a brane wavefunction [108, 109]. In this picture
gs plays the role of ~ and p(x) is connected to a Wentzel-Kramers-Brillouin (WKB) expansion. The
Hamilton operator of such a quantum system could be identified with the equation of the Riemann
surface H(p, x) which needs to be quantized in a suitable way.

In the refined case one has two parameters ε1 and ε2 which results in two possible kinds of branes.
The Hamiltonians for the corresponding brane wavefunctions can be derived by the analysis of the brane
insertion operators into the corresponding matrix model [105, 108]. As a matrix model description of
refined topological strings the β ensemble was proposed in [110]3. It is defined by the following partition

3 There is another proposal for a matrix model dual to refined topological string theory proposed in [111]. For more details
see Appendix A.4.
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function

Z =

∫
dNλ

∏
i< j

(λi − λ j)−2ε1/ε2e−
1

2ε2

∑
i W(λi) . (3.61)

As in the unrefined topological string W(x) maps under the duality to the Riemann surface of the topo-
logical string geometry: uv = p(x)2 − (W′(x)2 + f (x)) with a deformation to smoothen out possible
singularities (introduced by branes) [112]. Here the power of the Vandermonde determinant of the ma-
trix model describing unrefined topological strings is deformed as

2→ 2β = −2
ε1

ε2
. (3.62)

In [105] the Schrödinger equation for the brane wave function was derived by considering the expec-

tation value of a brane insertion operator ψi(x) = e
φ(x)
εi (for the unrefined case see (3.59)) in the above β

ensemble. The resulting loop equation4 then leads to the following equation−ε2
i
∂2

∂x2 + W′(x)2 + f (x) + g2
s

g∑
n=0

xn∂(n)

 Ψi(x) = 0 , (3.63)

where i denotes wether we consider an ε1 or ε2 brane and ∂(n) denotes a derivative with respect to the
coefficients in the potential W(x) =

∑g+2
n=0 tnxn [105]

∂(n) =

g+2∑
k=n+2

ktk
∂

∂tk−n−2
. (3.64)

The Schrödinger equation (3.63) has a complicated additional derivative term proportional to gs. This
is interpreted in [105] as a multi-time dependence. In general this equation is hard to solve. But in the
NS limit we have that g2

s = −ε1ε2 → 0. Thus the multi-time dependence drops out. If we furthermore
implement the commutation relation (3.57) in the NS limit by setting

p̂ = i~
∂

∂x
, (3.65)

we obtain the Schrödinger equation (
p̂2 + W′(x)2 + f (x)

)
Ψ(x) = 0 . (3.66)

Here we chose ε1 = ~ and ε2 → 0 and dropped the index at Ψ1(x) to simplify the notation. The other ε2
brane decouples and the corresponding Schrödinger equation becomes algebraic [105]. Interpreting the
Schrödinger equation (3.66) in terms of the Riemann surface we see that it is equivalent to

H(x, i~∂x)Ψ(x) = 0 , (3.67)

where H(x, p) = 0 is the defining equation of the Riemann surface. We can solve (3.67) perturbatively

4 A loop equation can be interpreted field theoretically as a Ward identity. For more informations on the derivation of loop
equations see [113].
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via the WKB method. Therefore we make the ansatz

Ψ(x, ~) = exp
(
1
~

S (x, ~)
)
, (3.68)

where S (x, ~) is a series in ~

S (x, ~) =

∞∑
n=0

S n(x)~n . (3.69)

Plugging this ansatz into the Schrödinger equation (3.67) we can solve recursively for S i(x). Comparing
the result to the classical brane partition function (3.60)5 we can identify at leading order

S 0(x) = −

∫ x
p(x′)dx′ . (3.70)

As a next step it was proposed in [105] to interpret the higher order WKB functions S i(x) as corrections
for the differential λ = p(x)dx and define the quantum differential

∂S = ∂xS (x, ~)dx
~→0
−→ −λ = −p(x)dx . (3.71)

Monodromy and quantum special geometry

To properly interpret the quantum differential proposed in the last subsection we need to look at the
monodromy behaviour of the partition function of the brane around the A and B cycles of the Riemann
surface. For general A and B cycle

γA =
∑

I

l
IAI , γB =

∑
I

mIBI (3.72)

we have in general the monodromy [105, 108]

MγA : Ztop(~a)→ exp

 1
εi

∑
I

l
IaI

 Ztop(~a) (3.73)

MγB : Ztop(~a)→ Ztop

(
~a +

g2
s

εi
~m

)
(3.74)

for εi branes with a set of flat coordinates ~a on the moduli space. First we have a detailed look at the
monodromy around the B cycle. We additionally know that the partition function is given by

Ztop(~a; ε1, ε2) = exp

 ∞∑
g=0

g
2g−2
s F (g)(~a; ~)

 . (3.75)

In the NS limit with ε1 = ~ and ε2 → 0 this becomes

Ztop(~a; ε1 = ~, ε2 = 0) = lim
ε2→0

exp
(

1
~ε2
W(~a; ~)

)
. (3.76)

5 Which can be interpreted as a wave function, see [108, 109]
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Using the explicit form of the partition function (3.76) with the monodromy behaviour (3.74) in the NS
limit we find [105, 108]

Ztop(~a)→ exp

1
~

∑
I

mI∂aIW(~a; ~)

 Ztop(~a) . (3.77)

Here we have neglected higher derivative terms which is possible since in the NS limit g2
s
~ → 0 and thus

the monodromy transformation becomes infinitesimal.
On the other hand the brane partition function is given as the expectation value of the brane insertion

operator which is the solution to the Schrödinger equation (3.67) [108]

Ψ(x) = 〈e−
1
~φ(x)〉 = e

1
~

∫ x
∂S . (3.78)

Explicitly going around the B cycle γB we then get the monodromy

Ztop(~a)→ e
1
~

∮
γB
∂S Ztop(~a) = e

1
~

∑
I mI

∮
BI ∂S Ztop(~a) . (3.79)

Comparing the two results (3.77) and (3.79) we find the relation [105, 108]

aD,I(~) :=
∮

BI
∂S = ∂aIW(~a; ~) (3.80)

To interpret aI we need to have a closer look at the monodromy around γA. Going around γA with
the explicit form of the brane partition function in (3.78) we find

Ztop(~a)→ e
1
~

∮
γA
∂S Ztop(~a) = e

1
~

∑
I mI

∮
AI
∂S Ztop(~a) . (3.81)

Comparing this to the general monodromy behaviour in (3.73) we find∮
AI

∂S = aI(~) . (3.82)

The A and B-periods thus generalize to quantum A and B-periods which fulfill a generalized special
geometry relation (3.80). The quantum corrected prepotential is just the free energy in the NS limit
W(~).

Quantum operators

Deriving the periods in practice requires integration of the meromorphic differential λ around the A and
B cycles of the geometry. For the A-periods these integrals reduce to residues up to a diverging part in
the leading order in ~ which leads to the logarithmic contribution to the classical period. Nevertheless
collecting the contributions to different periods from the in general more than one residue is not an easy
task. Additionally the computation of the B-periods is much harder since it involves different patches of
the geometry corresponding to different parametrizations [41, 105]. For few examples direct calculations
are possible but heavily depend on the symmetries of the respective geometries. In [41, 105] the analysis
was done for local P2, local F0 and local F1.

To avoid these complications we use an ansatz proposed in [114] and further used in [41, 105, 115].
Using partial integration one can derive quantum operators Dn (for more details see Appendix A.3)
which map the zeroth order differential S 0(x) to higher order differentials S n(x) up to exact forms in
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x. The quantum operators are differential operators in the moduli. We found in all examples that they
were of second order and only contained derivatives with respect to the normalizable moduli u. For
genus-one Riemann surfaces we find the general form

Di = c1,i(u, ~m)Θu + c2,i(u, ~m)Θ2
u . (3.83)

For genus two Riemann surfaces there are more normalizable moduli which leads to the following form

Di = c1,i(u1, u2, ~m)Θu1 + c2,i(u1, u2, ~m)Θu2

+ c3,i(u1, u2, ~m)Θ2
u1

+ c4,i(u1, u2, ~m)Θu1Θu2 + c5,i(u1, u2, ~m)Θ2
u2
.

(3.84)

Here Θu = u∂u and the prefactors ci(~u, ~m) are rational functions of their arguments. After integration
around a closed contour as in the case of the periods the exact forms drop out. Since the quantum
operators and the integration commute the quantum operators are exact on the level of the periods. The
full quantum periods are then obtained from the classical ones by

Π(~u, ~m; ~) =

1 +

∞∑
i=1

~2iD2i

 Π(~u, ~m) =: D(2)(~u, ~m, ~)Π(~u, ~m) . (3.85)

3.2.3 Example 1: local F1

To make the previous discussion more concrete we want to study three examples in the following: the
local F1, the local F2 and the resolution of the orbifold C3/Z5 geometries. We will calculate the quantum
periods ~ΠA(~) and ~ΠB(~)6. Then we use special geometry to calculate the free energies and the instanton
numbers. This section is based on [41].

~um

divisor νi l(1) = l( f ) l(2) = l(b)

x0 = ũ 1 0 0 -2 -1
x1 1 1 0 1 0
x2 1 0 1 0 1

x3 = m 1 -1 0 1 -1
x4 1 -1 -1 0 1

Figure 3.1: Toric diagram of F1 and toric data of local F1. The toric diagram of local F1 is three dimensional and
can be projected to the given two dimensional polytope.

The toric diagram and data of the local F1 geometry are given in Figure 3.1. Using the definition

zi =
∏

k

x
l(i)k
k (3.86)

we can derive the following Batyrev coordinates which are small around the large complex structure
point

z1 =
m
ũ2 , z2 =

1
mũ

. (3.87)

6 In the case of genus-one geometries there are only one A and one B-period which we call a and aD respectively.
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Here we have already set x0 = ũ and x3 = m. Defining u = 1
ũ we can derive the following quantum

mirror curve via
∑

i xi

H(x, p) = −1 + ex + mu2 e−x + ep + e−~/2
u
m

exe−p . (3.88)

Classical periods

To obtain the classical A period a we use [102]

da
du

=

√
E6(τ)g2(u,m)
E4(τ)g3(u,m)

. (3.89)

Here E4(τ) and E6(τ) are the Eisenstein series and g2(u,m) and g3(u,m) are the coefficients in the
Weierstrass form of the elliptic curve. Note that we use another normalization of the Weierstrass form
than in Section 2. Namely

y2 = 4x3 − g2(u,m)x − g3(u,m) . (3.90)

The gi(u,m) may still be rescaled according to gi → λi(u, ~m)gi but this freedom in da
du can be fixed by

matching the leading terms to the expansion of the period integral (3.82).

The parameter τ in (3.89) is the complex structure parameter of the torus and can be computed in
terms of u and m by the series expansion of the j-invariant

j = 1728
E3

4(τ)

E3
4(τ) − E2

6(τ)
=

1
q

+ 744 + 196 884q + 21 493 760q2 + O(q3) , (3.91)

with q = exp(2πiτ). After inverting the series (3.91) one uses the expression of j in terms of the
discriminant of the elliptic curve

j = 1728
g3

2(u,m)
∆(u,m)

, (3.92)

where ∆(u,m) = g3
2(u,m) − 27g2

3(u,m).

Applying the Nagell algorithm A.2 to the classical mirror curve (3.88) with ~ = 0 we obtain the
following Weierstrass parameters

g2(u,m) = 27u4(1 − 8mu2 + 24u3 + 16m2u4) ,

g3(u,m) = 27u6(1 − 12mu2 + 36u3 + 48m2u4 − 144mu5 + 216u6 − 64m3u6) .
(3.93)

To find the B-period aD we use the relation [101]

∂

∂a
aD(a, ~m) = −

1
2πi

τ(u, ~m) (3.94)
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Operator approach

Solving the Schrödinger equation of (3.88) with the WKB ansatz (3.68) in (3.67) we find the following
zeroth order solution

p(x) = S ′0(x) = log
(
1
2

e−x
(
ex − e2x − z1 −

√(
−ex + e2x + z1

)2
+ 4e3xz2

))
. (3.95)

This can be integrated over the A and B cycles of the geometry to find the classical periods. Solving
the Schrödinger equation to higher WKB orders we can use the algorithm in Appendix A.3 to find the
following quantum operator

D2 =
mu2 (4m − 9u)

6δ
Θu +

4m − 3u − 16m2u2 + 36u3m
24δ

Θ2
u . (3.96)

Here we defined δ = (−8m + 9u) and θu = u∂u. Higher order quantum operators can be found in [41].
Applying the operators on the classical periods obtained via (3.89) and (3.94) we find the following
quantum A and B-periods

a = log(u) + mu2 − 2u3 −
1
4

u3~2 + O(~4, u4) , (3.97)

aD = −4 log(u)2 − log(u) log(m) − log(u8m)
(
mu2 − 2u3 −

1
4

u3~2
)

+
u
m

+ u2(
1

4m2 − 4m)

+ 10u3 +
1

9m3 u3 −
1
24
~2

(
4 +

u
m

+ u2(
1

m2 + 8m) + u3(
1

m3 − 62)
)

+ O(~4, u4) .
(3.98)

To find the quantum mirror map we use Qu = ea. Inverting the resulting series Qu(u,m) leads to

u(Qu) = Qu − mQ3
u + 2Q4

u +
1
4

Q4
u~

2 + O(~4,Q5
u) . (3.99)

To check the above results we want to calculate the free energies in the NS limit by using special
geometry (3.80). To make contact to the usual expansion in the coordinates z1 and z2 from the Batyrev
construction we invert (3.87). From the resulting expressions for u and m we see that

Qu = Q1/3
1 Q1/3

2 , m = Q1/3
1 Q−2/3

2 . (3.100)

These relations can also be checked perturbatively against a direct calculation of Q1 and Q2. Note the
quantum operators can also be used to calculate the corrections to Q1 and Q2. Integrating the special
geometry relation (3.80) and using (3.100) we can calculate the free energies in the NS limit. We then
find the instanton numbers in Table 3.1 and 3.2.

Difference equation

The above calculation of the quantum corrected periods by using the quantum operators has the advan-
tage that the quantum operators are exact in the complex structure moduli u and m. This allows the
transformation to other points in the moduli space and thus the calculation of quantum corrections for
example at the orbifold point as was done in [41] for F0 and P2. But this technique has the drawback
that it is perturbative in ~.

For some calculations an exact solution in ~ is necessary. Therefore we want to discuss the calcu-
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~0 d1 0 1 2 3 4

d2

0 1
1 −2 3
2 5 −6
3 7 −32 27
4 9 −110 286 −192

~2 d1 0 1 2 3 4

d2

0
1 −1 4
2 20 −35
3 56 −368 396
4 120 −2055 6732 −5392

Table 3.1: Instanton numbers for local F1 at order ~0 and ~2.

~4 d1 0 1 2 3 4

d2

0
1 1
2 21 −56
3 126 −1352 1875
4 462 −12892 55363 −53028

~6 d1 0 1 2 3 4

d2

0
1
2 8 −36
3 120 −2412 4344
4 792 −41594 242264 −277430

Table 3.2: Instanton numbers for local F1 at order ~4 and ~6.

lation of quantum periods using the difference equation. This technique leads to exact results in ~ but
perturbative in the moduli u and m. Additionally this technique has special requirements which are not
fulfilled by several models.

We begin by defining the function

V(x) =
Ψ(x + ~)

Ψ(x)
. (3.101)

Here Ψ(x) is a solution to the Schrödinger equation (3.67). Using the elliptic curve (3.88) as the Hamil-
ton operator we find

0 =
(
−1 + ex + mu2e−x

)
Ψ(x) + Ψ(x + ~) +

u
m

e−~/2exΨ(x − ~) . (3.102)

This can be massaged such that we find an expression for V(x)

V(x) = 1 − ex − mu2e−x −
u
m

e−~/2ex 1
V(x − ~)

. (3.103)

Expanding this around u = 0 7 leads to

V(x) = 1 − ex − mu2e−x −
u
m

q−1/2ex 1
1 − q−1ex + O(u3) . (3.104)

Here we defined q = e~.

7 This is the special requirement mentioned earlier: Not every geometry leads to a V(x) which can be expanded in u such that
the term including V(x − n~) is shifted to higher and higher orders.
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Since V(x) includes the wavefunction Ψ(x) we can insert the WKB ansatz such that the quantum
differential appears. Unfortunately we cannot extract the differential directly but only the periods. To
do this we integrate over log(V(x)) after inserting the WKB ansatz Ψ(x) = e

1
~

∑∞
i=0 S i(x)~i

[41]∫
log(V(x)) =

∫
S ′(x)dx +

∞∑
n=2

~n

n!

∫
S (n)(x)dx . (3.105)

The differential λ does not need to be exact. Therefore it is not necessarily possible to find an antideriva-
tive for S ′(x). Nevertheless we have for n ≥ 2 [41]∮

dxS (n)(x) =
[
S (n−1)

]
. (3.106)

Thus (3.105) simplifies for integration around closed contours∮
∂S =

∮
log(V(X)) . (3.107)

Using this we can directly calculate the integral around the A cycle to find

a = log(u) + mu2 −

(
√

q +
1
√

q

)
u3 +

3m2u4

2
+ O(u5) . (3.108)

The B-period in contrast is much harder to find since we have to change the parametrization of the curve
(3.88) to find all contributions. In this case we need the following parts [41]

A : − 1 + ep + ex + u2m e−x − e~/2u3 e−p−x

B : − 1 + ep + ex + u2m e−p − e~/2u3 e−p−x

C : − 1 + ep + ex + u2m e−x − e−~/2
u
m

e−p+x .

(3.109)

The proper B-period can be found by integrating the different parts and adding them appropriately. The
right combination can be found by comparing the zeroth order in ~ with known results. We find

aD = − log(u) log
(
mu4

)
− log

(
mu8

)
ã + ãD , (3.110)

with

ãD =

√
qu log(q)

m(q − 1)
+

u2
(
q − 4m3(q + 1)2

)
log(q)

2m2 (
q2 − 1

)
+

u3
(
6m3

(
2q4 + 3q3 + 5q2 + 3q + 2

)
+ q2

)
log(q)

3m3 √q
(
q3 − 1

) + O(u4) .

(3.111)

The right combination of the last part is given by

ãD = −3IA − 4IB − IC (3.112)

where IA/B/C =
∫ ∞

0 log(V(x))dx denotes the integration of the curves in the patches A/B/C of (3.109)
respectively. Additionally we have to symmetrize in ~ → −~ such that the odd terms in ~ disappear.
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This process is necessary because the integration process does not explicitly takes the full curve into
account [41].

Finally we can again invert the A-period (3.108) to obtain the mirror map and use this to integrate the
B-period (3.110) with respect to a in order to apply the special geometry relation (3.80). To compare
with other results we transform again to the usual flat coordinates via (3.100). We find the following
free energy which is exact in ~

W =

(
(q + 1)Q1 −

√
qQ2

)
1 − q

+

(
q2 + 1

)
Q2

1 − qQ2
2

4
(
1 − q2) −

(
4q2 + q + 4

)
Q1Q2

3(1 − q)
√

q
+ O(Q3

i ) . (3.113)

3.2.4 Example 2: local F2

Next we discuss the geometry of local F2: O(−KF2)→ F2. This section is based on [41]. The projection
of the three dimensional toric polyhedron to the plane with the first coordinate equal to one is depicted
in Figure 3.2. The 2D toric polyhedron is equal to polyhedron F4 in Figure 2.2 up to an S L(2,Z)
transformation.

u
~

m

divisor νi l(1) = l( f ) l(2) = l(b)

x0 = ũ 1 0 0 -2 0
x1 1 1 0 1 0
x2 1 0 1 0 1

x3 = m 1 -1 0 1 -2
x4 1 -2 -1 0 1

Figure 3.2: Toric diagram of F2 and toric data of local F2. The toric diagram of local F2 is three dimensional and
can be projected to the given two dimensional polytope.

Using (3.86) and the toric data of local F2 in Figure 3.2 we find the following Batyrev coordinates

z1 =
m
ũ2 , z2 =

1
m2 . (3.114)

Here we have already set x0 = ũ and x3 = m. Defining then u = 1
ũ2 we find the quantum mirror curve

H = 1 + ex + ep + mue2x +
1

m2 e−p . (3.115)

Applying the Nagell algorithm (see Appendix A.2) on (3.115) we find the Weierstrass coefficients

g2(u,m) = 27u4
(
(1 − 4mu)2 − 48u2

)
,

g3(u,m) = −27u6
(
64m3u3 − 48m2u2 − 288mu3 + 12mu + 72u2 − 1

)
.

(3.116)

Using the WKB ansatz (3.68) with the mirror curve (3.115) as Hamilton operator we obtain for the
zeroth order of the WKB function

S ′0(x) = log

1
2

−1 − ex − e2xmu −

√
(1 + ex + e2xmu2)2 −

4
m2

 . (3.117)
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After solving for the higher orders of the WKB function we can integrate by parts using the algorithm
in Appendix A.3 to find the quantum operator

D2 = −
mu
6

Θu +
1 − 4mu

12
Θ2

u , (3.118)

with the discriminant ∆ = g3
2(u,m) − 27g2

3(u,m) = 16m2u2 − 8mu − 64u2 + 1 and θu = u∂u. Higher
order operators can be found in the Appendix of [41]. Using (3.89) and (3.94) to calculate the nontrivial
classical periods and applying the operator (3.118) we find the quantum periods

a = log(u) + 2mu + u2(6 + 3m2 + 2~2) + u3(40m +
20
3

m3 + 20m~2) + O(~4, u4) , (3.119)

aD = −2 log(u)2 + log(u)(−8mu − 24u2 − 12m2u2 − 160mu3 −
80
3

m3u3 − 8~2u2 − 80m~2u3)

−
~2

3
+ u(−8m −

2
3

m~2) + u2(−28 − 26m2 + ~2(−
52
3
− 2m2))

+ u3(−
832
3

m −
656

9
m3 + ~2(−

616
3

m −
20
3

m3)) + O(~4, u4) .

(3.120)

To proceed we calculate the quantum mirror map by inverting Qu = ea

u(Qu) = Qu − 2mQ2
u − 6Q3

u + 3m2Q3
u + 8mQ4

u − 4m3Q4
u + (−2Q3

u − 4mQ4
u)~2 + O(~4,Q5

u) . (3.121)

To check this result against other refined calculations we now want to calculate the free energy in the NS
limit. Therefor we need to transform back to the usual Batyrev coordinates z1 and z2. This time inverting
(3.114) would lead to m being only proportional to Q2 which would lead to m becoming quantum
corrections. This cannot be right. Therefore one can check algebraically the following equation at the
level of the classical period [102]

1 + Q2
√

Q2
=

1
√

z2
= m . (3.122)

The transformation of Qu can nevertheless be found by inverting (3.114) to be

Qu = Q1Q1/2
2 . (3.123)

Using this after integrating the special geometry relation (3.80) we find the instanton numbers listed in
Tables 3.3 and 3.4. Here we see a discrepancy in n0,1 = 1 for ~0 in comparison to the topological vertex
[103, 116]. This discrepancy has also been reported in previous publications and was discussed there
[117].

3.2.5 Example 3: C3/Z5

In the following we discuss the resolved C3/Z5 orbifold geometry. The spectral curve of this geometry
is of genus two which makes it much more complicated to deal with than the previous examples. The
2D projection of the toric polyhedron as well as the toric data are given in Figure 3.3.

Using (3.86) and the toric data from Figure 3.3 we find the Batyrev coordinates (3.86)

z1 =
x1x2x3

x3
0

=
u2

u3
1

, z2 =
x0x4

x2
3

=
u1

u2
2

. (3.124)
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~0 d1 0 1 2 3 4

d2

0
1 2 2
2 4
3 6 6
4 8 32 8

~2 d1 0 1 2 3 4

d2

0
1 1 1
2 10
3 35 35
4 84 368 84

Table 3.3: Instanton numbers for local F2 at order ~0 and ~2. Note the difference in n0,1 for ~0 compared to
topological vertex calculations [103, 116]. This disrepancy has also been found and discussed in [117].

~4 d1 0 1 2 3 4

d2

0
1
2 6
3 56 56
4 252 1352 252

~6 d1 0 1 2 3 4

d2

0
1
2 1
3 36 36
4 330 2412 330

Table 3.4: Instanton numbers for local F2 at order ~4 and ~6.

divisor νi l(1) l(2)

x0 = u1 1 0 0 -3 1
x1 1 -1 0 1 0
x2 1 0 -1 1 0

x3 = u2 1 1 1 1 -2
x4 1 2 2 0 1

Figure 3.3: Toric diagram and data of resolved C3/Z5. The toric diagram of the resolution of C3/Z5 is three
dimensional and can be projected to the given two dimensional polytope.

From these we can derive the following quantum corrected spectral curve

H = 1 + ex + ep + z2e2x + z1e−x−p+~/2 . (3.125)

Using the WKB ansatz (3.68) with the mirror curve (3.125) we can recursively solve for the WKB
functions S ′n. Integration by parts as in Appendix A.3 then leads to the following quantum operator

D2 =
1
8
θ2

1 +
1
6
θ1θ2 . (3.126)

Here θi = zi∂zi .
A genus two curve has two A-periods and two B-periods. Since from the generalizations of (3.89)
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and (3.94) for genus two we cannot find the derivatives of the periods we need to find a different way. A
standard method is to solve the Picard-Fuchs (PF) equations. In order to do this we calculate the GKZ
operators8 which are given by [118]

Dα =
∏

i|l(α)
i >0

∂
l(α)
i
xi −

∏
i|l(α)

i <0

∂
l(α)
i
xi (3.127)

for toric geometries. For the resolution of C3/Z5 the GKZ operators are

D1 = θ3
1 − 2θ2

1θ2 − z1(θ3
2 − 9θ1θ

2
2 + 27θ2

1θ2 − 27θ3
1 − 3θ2

2 + 18θ1θ2 − 27θ2
1 − 6θ1 + 2θ2)

D2 = −3θ1θ2 + θ2
2 − z2(−θ1 + 2θ2 + θ2

1 − 4θ1θ2 + 4θ2
2) ,

(3.128)

with θi = zi∂zi . We can find solutions to the PF operators by using Frobenius method: The periods of
local geometries are found as the derivatives of a fundamental period [118]

Π~n =

∏
α

∂nα

∂(ρα)nαω0(~z, ~ρ)


~ρ=0

. (3.129)

For ~n = 0 we find the trivial period and for ~n = ei we find the ith A-period. The fundamental period ω0
is in general given by

ω0(~z, ~ρ) =
∑
~n

∏
α znα+ρα

α∏
i Γ

(∑
α l(α)

i (nα + ρα) + 1
) . (3.130)

Afterwards we can check that these results solve the GKZ equations DαΠ = 0.

This method does not use the ui, mi notation which splits the moduli into dynamical moduli ui and
mere parameters mi. Thus in general one has to make a coordinate transformation and find a linear
combination of the periods which starts with log(ui) in order to apply the quantum operators and find
the free energies. In the case at hand we find after applying the operator (3.126) the two quantum
corrected A-periods

ΠA1 = log(z1) − 6z1 − z2 + 45z2
1 −

3z2
2

2
− 560z3

1 − 18z2z2
1 −

10z3
2

3

+ ~2
(
−

3
4

z1 +
45
2

z2
1 − 630z3

1 − 15z2z2
1

)
+ O(~4, z4

i )
(3.131)

ΠA2 = log(z2) + 2z1 + 2z2 − 15z2
1 + 3z2

2 +
560z3

1

3
+ 6z2z2

1 +
20z3

2

3

+ ~2
(
210z3

1 −
15
2

z2
1 + 5z2z2

1 +
1
4

z1

)
+ O(~4, z4

i ) .
(3.132)

8 The GKZ operators are not exactly the PF operators. Nevertheless the GKZ operators can be factored into the PF operators
on the right and an additional operator on the left. Thus solutions to the PF operators are also solutions to the GKZ system.
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Using qi = eΠAi we can invert the two A-periods to find the mirror maps

z1 = q1 + 6q2
1 + 9q3

1 + q1q2 + 10q2
1q2 +

3q2
1~

2

4
− 9q3

1~
2 +

5
4

q2
1q2~

2 + O(~4, q4
i )

z2 = q2 − 2q1q2 + 5q2
1q2 − 2q2

2 + 6q1q2
2 + 3q3

2 −
1
4

q1q2~
2 + 5q2

1q2~
2 +

3
4

q1q2
2~

2 + O(~4, q4
i ) .

(3.133)

Plugging the mirror maps into the B-periods

ΠB1 = log(q1)2 + log(q1) log(q2) +
3 log(q2)2

2
− 15q1 +

225q2
1

4
−

1220q3
1

3
− 20q1q2 + 100q2

1q2

− 15q1q2
2 + ~2

−35q1

8
+

645q2
1

8
−

25q1q2

6
−

2945q3
1

2
+

325q2
1q2

3
−

35q1q2
2

8

 + O(~4, q4
i )

ΠB2 =
1
2

log(q1)2 + 3 log(q1) log(q2) +
9
2

log(q2)2 + 10q2 − 20q1q2 + 50q2
1q2 +

5q2
2

2
− 30q1q2

2

+
10q3

2

9
+ ~2

5q2

6
−

25q1q2

6
+

5q2
2

6
+

325q2
1q2

6
−

35q1q2
2

4
+

5q3
2

6

 + O(~4, q4
i )

(3.134)

we can integrate the special geometry relation (3.80). This leads to the following instanton part of the
free energies in the NS limit

F(0,0) = 3q1 − 2q2 +

−45q2
1

8
+ 4q1q2 −

q2
2

4

 +

244q3
1

9
− 10q2

1q2 + 3q1q2
2 −

2q3
2

27

 + O(q4
i )

F(1,0) =
7q1

8
−

q2

6
+

−129q2
1

16
+

5q1q2

6
−

q2
2

12

 +

589q3
1

6
−

65q2
1q2

6
+

7q1q2
2

8
−

q3
2

18

 + O(q4
i ) (3.135)

F(2,0) =
29q1

640
+

q2

360
+

−207q2
1

64
+

67q1q2

1440
+

q2
2

180

 +

18447q3
1

160
−

263q2
1q2

72
+

29q1q2
2

640
+

q3
2

120

 + O(q4
i ) .

Here we could also fix the terms which only depend on one of the qi since we have two special geometry
relations. The free energies can be compared to the ones obtained in [119].

3.3 Non-perturbative completion

In this section we want to present a recent conjecture on a non-perturbative completion of topological
string theory. This conjecture was first anticipated for a special slice of the geometry of local P1 × P1

from ABJM theory [24, 25] and later on refined in [26]. In subsections 3.3.1 and 3.3.2 we will review
shortly the conjecture as presented in [26] and introduce the corresponding formalism. Then we will
use this formalism in Subsection 3.3.5 to test the conjecture for the example of local F2 [42].

3.3.1 Quantum mechanics of spectral curves

In this subsection we introduce the connection of topological strings to quantum mechanics as presented
in [26]. This is necessary to motivate and test the non-perturbative completion introduced in [26]. The
topological string B-model on geometries mirror dual to non-compact local CY manifolds is based on
their spectral curve (see Section 3.2 for more details). The spectral curve of a geometry X has the general
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form

WX(ex, ep) = ũ1 +
∑

i

fi({ũl}, {mk})eai x+bi p = 0 (3.136)

where ũl are the normalizable moduli and mk the non-normalizable parameters of the geometry. To
associate a quantum mechanical system to each non-compact local CY we split the spectral curve into

WX = OX(x, p) + ũ1 = 0 . (3.137)

The normalizable variable ũ1 is then interpreted as the energy of a Hamiltonian ũ1 = −eE . With (3.136)
this then leads to the Hamiltonian

OX(x, p) = eHX . (3.138)

To quantize the system we quantize the variables x, p and E and demand the canonical quantum me-
chanical commutation relation to hold

[x̂, p̂] = i~ . (3.139)

The quantum mechanical system defined by this Hamiltonian has a discrete and positive eigenvalue
spectrum as was shown in [120] and is thus a well-defined quantum system.

The inverse of the operator ÔX(x̂, p̂) is then the density matrix of the system

ρ̂X = Ô−1
X (x̂, p̂) = e−ĤX , (3.140)

which for the case of topological strings was previously only defined for the geometry of local P1 × P1

and lead to the Fermi gas formulation of topological strings [27].
From the density matrix one can calculate the spectral traces

Z` = tr ρ̂`X = tr e−ĤX =

∞∑
n=0

e−`En , ` = 1, 2, . . . . (3.141)

3.3.2 Connecting topological strings and quantum mechanics: Spectral
determinants

In this subsection we want to introduce the conjectured non-perturbative completion of the topological
string as introduced in [26].

To better extract the information of the operator ρ̂X we define the spectral determinant as

Ξ(κ, ~) = det(1 + κρ̂) =

∞∏
n=0

(
1 + κe−En

)
. (3.142)

Physically the above defined spectral determinant coincides with the grand canonical partition function
of the Hamiltonian ĤX . For more details see [26]. We can then read of the energy levels of this Hamilto-
nian as the zeros of Ξ(−eE , ~). Following the line of statistical physics we can define the grand canonical
potential

J(µ, ~) = log Ξ(µ, ~) . (3.143)
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Using the definition of the spectral traces (3.141) we can express the spectral determinant in terms of
the spectral traces by expanding around κ = eµ = 0 [26]

J(µ, ~) = −

∞∑
`=1

Z`
(−κ)`

`
. (3.144)

From the definition of the grand canonical parition function in statistical mechanics we know that the
spectral determinant can also be directly expanded around κ = 0

Ξ(κ, ~) = 1 +

∞∑
N=1

Z(N, ~)κN . (3.145)

Here Z(N, ~) is the canonical partition function and N is the number of particles in the system with
Hamiltonian ĤX .

By comparing the two expansions (3.144) and (3.145) we can find a relation between the spectral
traces Z` and the canonical partition functions Z(N, ~) [26]

Z(N, ~) =
∑
{m`}

′
∏
`

(−1)(`−1)m`Zm`

`

m`!`m`
. (3.146)

Here the sum goes over all sets of integers {m`} which can satisfy the constraint∑
`

`m` = N . (3.147)

The main proposal of [26] was now to conjecture the following general form of the spectral deter-
minant for a given toric CY X (in the following we restrict to the description of genus-one spectral
curves)

ΞX(µ,mi, ~) = eJX(µ,mi,~)ΘX(µ, ~) . (3.148)

Here JX(µ, ~) denotes the modified grand potential and ΘX(µ, ~) is the generalized theta function. Let
us examine these quantities in more detail.

The modified grand potential

The modified grand potential gives up to a canonical transformation the conjecture for a non-perturbative
completion of the topological string free energy. As done in [26] the modified grand potential can be
split into three parts

JX(µ,mi, ~) = J(p)(µeff ,mi, ~) + JM2(µeff ,mi, ~) + JWS(µeff ,mi, ~) . (3.149)

Here the effective chemical potential µeff is defined in (3.163). J(p)(µ, ~) gives the perturbative part of
the expansion and has a similar form as the perturbative part of the free energy of topological strings
[26]

J(p)(µ,mi, ~) =
C(~)

3
µ3 + D(mi, ~)µ2 + B(mi, ~)µ + A(mi, ~) . (3.150)

The occuring functions C(~) and B(mi, ~) can be inferred from the perturbative part of the quantum
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phase space volume [26, 121]

volp(E) = 2π~
(
C(~)E2 + B(~) −

π2

3
C(~)

)
+ O(e−E) . (3.151)

In general C(~) and B(~) have the form

C(~) =
C

2π~
, (3.152)

B(~) =
B0

~
+ B1~ . (3.153)

Using the general forms for C(~) and B(~) we can find the lowest order contributions in ~ to the pertur-
bative quantum phase space volume (3.151)

vol0(E) = CE2 + 2π
(
B0 −

π

6
C
)

+ O(e−E) , (3.154)

vol1(E) = 2πB1 + O(e−E) . (3.155)

The function D(mi, ~) does not play a role in our examples. On the other hand the function A(mi, ~) is
hard to obtain but will drop out of the quantization condition and is just a normalization of the spectral
determinant. Thus for the inspection of the above conjecture it is negligible.

JWS(µ, ~) denotes the worldsheet instanton part of the modified grand potential which has an analo-
gous interpretation in the unrefined free energy of the topological string. It is defined by [26, 42]

JWS(µ,mi, ~) =
∑
g≥0

∑
~d,v

n~dg
1
v

(
2 sin

2π2v

~

)2g−2

(−1)v~d·~Ke−v~d·~t
2π
~ . (3.156)

Here ~K = ~c with ci defined in (3.161) denotes the canonical class of the geometry X and the relation
between µ and t is given by (3.161) and (3.163). It is a generalization of the B-field for geometries with
additional non-normalizable moduli mi. The worldsheet instanton part of the modified grand potential
only depends on the unrefined instanton numbers n~dg and not on the instanton numbers in the NS limit
or general refined instanton numbers.

The third part of the modified grand potential JM2(µeff , ~) on the other hand does depend on the refined
invariants. In the ABJM slice of local P1×P1 it can be interpreted as the instanton contributions coming
from M2-branes in the lift of ABJM theory with coupling k to M-theory on AdS 4 × S 7/Zk. From the
non-perturbative completion conjectured in [25]

JM2(µ, ~) = −
1

2π
∂

∂λs

(
λsFinst

NS (~T , λs)
) ∣∣∣∣∣
λs=

2π
~

, (3.157)

we can find the general structure of JM2. We find [26]

JM2(µeff ,mi, ~) = µeff J̃b(µeff ,mi, ~) + J̃c(µeff ,mi, ~) , (3.158)
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with

J̃b(µeff ,mi, ~) = −
1

2π

∑
jL, jR

∑
w,~d

(
~c · ~d

)
N ~d

jL, jR

sin ~w2 (2 jL + 1) sin ~w2 (2 jR + 1)

2w sin3 ~w
2

e−w~d·~t , (3.159)

J̃c(µeff ,mi, ~) =
1

2π

∑
i, j

∑
jL, jR

∑
w,~d

diαi j log Qm j N
~d
jL, jR

sin ~w2 (2 jL + 1) sin ~w2 (2 jR + 1)

2w sin3 ~w
2

e−w~d·~t

+
1

2π

∑
jL, jR

∑
w,~d

~2 ∂

∂~

sin ~w2 (2 jL + 1) sin ~w2 (2 jR + 1)

2~w2 sin3 ~w
2

 N ~d
jL, jRe−w~d·~t .

(3.160)

Both in JWS and JM2 the Kähler parameters ti appear. These are the Kähler parameters in an arbitrary
basis (for example fixed by the Batyrev coordinates (3.86)). They can be translated to the Kähler param-
eters of the normalizable and non-normalizable moduli tu = − log Qu and tmi = − log Qmi . Our notation
for the coefficients occuring in the transformation are

ti = ciµeff − αi j log Qm j . (3.161)

Here we have already identified the proper modulus tu of the geometry with the effective chemical
potential tu = rµeff .

The effective chemical potential

In the definition of the modified grand potential occured the effective chemical potential µeff . Let us
introduce this quantity and clarify its connection to the energy and the chemical potential.

We introduced the chemical potential by κ = eµ. Since the spectral trace has zeros at the points

κ = −eE , (3.162)

we can identify µ = E + iπ.

The effective chemical potential is then defined as

µeff = Eeff + iπ = µ −
1
r

∑
m≥1

(−1)rmam(~)e−rmµ . (3.163)

Here am(~) are the coefficients appearing in the quantum A-period of the dynamical modulus of the
geometry

−tu = log(u) +
∑
m≥1

am(~)um . (3.164)

On the other hand r is given by the definition of the variable u in terms of ũ

u =
1
ũr . (3.165)
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The generalized theta function

The generalized theta function θX(µ, ~) in (3.148) is given by

ΘX(µ, ~) =
∑
n∈Z

exp
(
− 4π2n2C(~)µeff + 2πin

(
C(~)µ2

eff + B(~)
)
−

8π3in3

3
C(~)

+ 2πinJ̃b(µeff , ~) + JWS(µeff + 2πin, ~) − JWS(µeff , ~)
)
.

(3.166)

It is called generalized theta function since it reduces in the maximally supersymmetric case (see Sub-
section 3.3.4) to a normal theta function.

3.3.3 The quantization condition

Next we will derive a non-perturbative quantization condition for the phase space volume as in [26].
This allows to test the numerical calculation of the energy levels of the Hamiltonian obtained from the
spectral curve (3.138).

To derive the quantization condition we note that the energy levels of the quantum mechanical system
can be obtained from the zeros of the spectral determinant (3.142). From the conjecture of [26] (3.148)
we see that the zeros can only stem from the second factor ΘX since the first one behaves as an exponen-
tial. The generalized theta function on the other hand is an oscillating function and thus has in general
zeros. Using the connection between the energy of the system E and the chemical potential µ we can
reformulate the generalized theta function in terms of the energy. We find [26]

ΘX(E + πi, ~) = eζ
∑
n∈Z

exp
(
− 4π2

(
n +

1
2

)2

C(~)Eeff −
8π3i

(
n + 1

2

)3

3
C(~) + fWS (Eeff + πi, n)

−
1
2

fWS (Eeff + πi,−1) + 2πi
(
n +

1
2

) (
C(~)E2

eff + B(~) + J̃b (Eeff + πi, ~)
) )
.

(3.167)

Here we have factored out the overall factor

ζ = π2C(~)Eeff − πi
(
C(~)E2

eff + B(~) + J̃b (Eeff + πi, ~)
)

+
1
2

fWS (Eeff + πi,−1) +
π3iC(k)

3
. (3.168)

Additionally we have introduced the functions

fWS(µ, n) = JWS(µ + 2πin, ~) − JWS(µ, ~)

=
∑
v≥1

∑
g≥0

∑
~d

n~dg
1
v

(
2 sin

2π2v

~

)2g−2 (
e−4π2ivdicin/~ − 1

)
(−1)v ~K·~de−2πvdiciµ/~ .

(3.169)

The sum in (3.167) can be evaluated perturbatively since higher orders are exponentially surpressed.
Taking only the lowest orders n = 0,−1 we find that (3.167) reduces to [26]

ΘX(E + πi, ~) ≈ exp
(
ζ − π2C(~)E2

eff

)
cos (πΩ(E)) . (3.170)
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The occuring phase space volume Ω(E) can be split into a perturbative and a non-perturbative part

Ω(E) = Ωp(E) + Ωnp(E) , (3.171)

with

Ωp(E) = C(~)E2
eff + B(~) −

π2

3
C(~) + J̃b (Eeff + πi) ,

Ωnp(E) = −
1
π

∑
v≥1

∑
g≥0

∑
~d

n~dg
1
v

(
2 sin

2π2v

~

)2g−2

sin
2π2vdici

~
(−1)v ~K·~de−2πvcidiEeff/~ .

(3.172)

The perturbative part can also be found from the refined topological string in the NS limit [105]. The
non-perturbative part was first proposed in [24] in the case of ABJM theory by considering a generalized
HMO cancelation procedure for the poles of the perturbative part for ~ = 2πn, n ∈ Z, stemming from J̃b.

The zeros of the spectral determinant ΘX can then be found as the zeros of the resulting cosine which
are found by quantizing the non-perturbative phase space volume (3.171)

Ω(E) = s +
1
2
, s = 0, 1, 2, . . . . (3.173)

For a general treatment we have to include more terms in the series expansion of (3.167). This leads
to a change of the non-perturbative phase space volume (3.171) [26]. Taking the additional terms into
account agrees with the numerical results of [121]. Since the change in the non-perturbative phase space
volume vanishes for the maximally supersymmetric case ~ = 2π, which we will constrain ourselves to,
we omit the discussion here and refer to [26].

3.3.4 The maximally supersymmetric case

In the following we will concentrate on the case ~ = 2π and simplify the quantization condition and the
proposed expression for the spectral determinant (3.173) and (3.148) respectively. In [26, 122] this case
was phrased the maximally supersymmetric case since in ABJM theory it leads to an enhancement of
supersymmetry from N = 6 to N = 8.

Let us first analyze the simplifications occuring in the modified grand canonical potential. In (3.156)
the terms with g ≥ 2 vanish. The singular part will cancel against the singular parts of J̃b and J̃c in JM2
[26]. Calculation of the finite part leads to

JWS
~→2π
−→

1
8π2

∑
i, j

(
ciµeff − αik log Qmk

) (
c jµeff − α jl log Qml

) ∂Finst
0

∂ti∂t j

−
1

4π2

∑
i

(
ciµeff − αi j log Qm j

) ∂Finst
0

∂ti
+

1
4π2 Finst

0 (t) + Finst
1 (t) ,

(3.174)

with the instanton parts of the free energy

Finst
0

(
~t
)

=
∑
w,~d≥1

n~d0
(−1)w~d ~K

w3 e−w~d·~t , Finst
1 (t) =

∑
w,~d≥1

n~d0
12

+ n~d1

 (−1)w~d·~K

w
e−w~d·~t . (3.175)

Looking at the non-perturbative part coming from M2-branes (3.158) we observe that the finite con-

77



Chapter 3 Topological string theory

tribution of J̃b (3.159) vanishes for ~ → 2π [26]. The part coming from J̃c (3.160) can be expressed by
the instanton part of the free energy in the NS limit [26]

J̃b (µeff ,mi, ~)
~→2π
−→ 0

J̃c (µeff ,mi, ~)
~→2π
−→ FNS, inst

1 (~t + iπ) .
(3.176)

In total we then find for the modified grand potential in the maximally supersymmetric case

JX(µ, ~ = 2π) = J(p)(µeff , 2π) +
1

8π2

∑
i, j

(
ciµeff − αik log Qmk

) (
c jµeff − α jl log Qml

) ∂Finst
0

∂ti∂t j

−
1

4π2

∑
i

(
ciµeff − αi j log Qm j

) ∂Finst
0

∂ti
+

1
4π2 Finst

0 (t) + Finst
1 (t) + FNS, inst

1 (t) .

(3.177)

Next we have a more detailed look at the generalized theta function (3.166). Using (3.161) and the
results obtained above for JWS and J̃b we observe that it can be brought to the form [26]

ΘX(µ, 2π) =
∑
n∈Z

exp
(
πin2r2

4
τ + 2πin (ξ + B(2π)) −

2πin3C
3

)
, (3.178)

with

τ =
2i
π
∂2

t F0(t) ,

ξ =
r

4π2

(
t∂2

t F0(t) − ∂tF0(t)
)
.

(3.179)

In the whole we then find the quantization condition [42]

CE2
eff + 4π2B(2π) −

π2C
3
−

∑
i

ci
∂Finst

0

∂ti
+ Eeff

∑
i, j

cic j
∂Finst

0

∂ti∂t j
−

∑
i, j,k

ckαi j log Qm j

∂2Finst
0

∂ti∂tk

= 4π2
(
s +

1
2

)
, s = 0, 1, 2, . . . .

(3.180)

3.3.5 Example: local F2

In the following we want to discuss the non-perturbative corrections proposed in the last subsection for
an explicit example. We will consider the example of local F2. The quantum periods and free energies
in the NS limit for this geometry are calculated in Subsection 3.2.4. For this discussion it is usefull to
take another parametrization of the spectral curve which takes a similar form as in [26]. A convenient
choice is

WX(ex, ep) = ex + me−x + ep + m−2e−p+2x − eE , (3.181)

where we introduced u = e−2E . This translates to the Hamilton operator

ĤX = log
(
ex + me−x + ep + m−2e−p+2x

)
. (3.182)
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Calculating the constants
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Figure 3.4: The phase space of the operator (3.182) for E = 20 and m = 1 in the x − p plane. The associated toric
diagram is up to an S L(2,Z) transformation identical to polyhedron F13 in Figure 2.2 which is the dual polytope
of the toric diagram of F2.

We begin the discussion by first calculating the constants C, B0 and B1 of the perturbative part of the
grand potential (3.149). In this course we follow the discussion in [26, 121].

To find the constants C, B0 and B1 we calculate the quantum phase space volume of local F2 analogous
to the calculation in [121] for P2. In Figure 3.4 we have depicted the phase space for the fixed values
E = 20 and m = 1 numerically. In order to find it in general we solve the spectral curve (3.181) for p
and find the two solutions

p± = log

eE 1 − ex−E − me−x−E ±
√

(1 − ex−E − me−x−E)2 − 4m−2e2x−2E

2

 . (3.183)

The two curves intersect at the zeros of the discriminant of the square root

∆root =
(
1 − ex−E − me−x−E

)2
− 4m−2e2x−2E . (3.184)

The area which is enclosed by the two curves gives the phase space volume for energies smaller then E.
To calculate its classical part we solve ∆root = 0 neglecting instanton contributions O(e−E). We find the
two solutions

x− = −E + log m , x+ = E + log(m) − log(m + 2) , (3.185)

which give the range of integration for the calculation of the phase space volume. We then find for the
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zeroth order phase space volume

vol0(E) =

∫ x+

x−
(p+(x) − p−(x))dx

= 4E2 − log2(m + 2) −
π2

3

+

∫ m/(m+2)

0

2
u

log
1 − u +

√
(1 − u)2 − 4m−2u2

2
du + O(e−E) .

(3.186)

Here we used an intermediate value x0 with −2x0 + 2E ∼ E ∼ E − x0 as in [121] to split up the integral.
This can be evaluated via comparison with the quite similar geometry of local F0 [42] and we find

vol0(E) = 4E2 −
2
3
π2 −

log
m ±

√
m2 − 4
2

2

+ O(e−E) . (3.187)

Comparing to (3.154) we find the constants

C = 4 , B0 =
π

3
−

1
2π

log2

m +
√

m2 − 4
2

 . (3.188)

Since the phase space volume equals a linear combination of the B-periods we can use the quantum
operators in (3.118) to calculate the higher order corrections in ~ [26, 121]. Translating the first operator
in (3.118) to the energy variable using u = e−2E we find up to instanton corrections O(e−E)

Leading(vol1)(E) = −
1
48
∂2

E Leading(vol0)(E) . (3.189)

Thus we find for the leading order of vol1

vol1(E) = −
1
24

C + O(e−E) . (3.190)

Comparing with (3.155) we can read off

B1 = −
1

12π
. (3.191)

Numerical calculation

To numerically calculate the energies En of the operator (3.181) we use the method described in [121].

The idea is to take an orthonormal basis of L2 functions and calculate the matrix elements of the
Hamilton operator. Since the functions are in general not the eigenfunctions of the operator the resulting
matrix will not be diagonal. By diagonalizing the matrix we obtain the eigenfunctions expressed in
terms of the basis as well as the eigenvalues. Since in practice we can only choose a finite subset of
the infinite set of basis functions the eigenfunctions and eigenvalues are not exact. Nevertheless the
accuracy increases with the number of basis functions [26].

In particular we take as a basis for the space of functions the eigenfunctions of the harmonic oscillator
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with mass m0 and frequency ω0 [121]

ψn(x) =
1
√

2nn!

(m0ω0

π~

) 1
4

e−
m0ω0 x2

2~ Hn

(√
m0ω0

~
x
)
. (3.192)

Here Hn(x) are the Hermite polynomials. The obtained numerical values are independent of the chosen
values for m0 and ω0. We choose m0ω0 = 1. We find the numerical values for local F2 given in Tables
3.5, 3.6 and 3.7 for m = 1, m = 2 and m = 5

2 respectively and the maximal supersymmetric case ~ = 2π.
To improve the numerical efficiency we performed a symplectic transformation in x and p to symmetrize
the Hamiltonian.

matrix size E0 E1 E2

460 2.82859221870841 . . . 4.22189119858874 . . . 5.2621635156509 . . .
480 2.82859221870830 . . . 4.22189119858845 . . . 5.2621635156502 . . .
500 2.82859221870824 . . . 4.22189119858831 . . . 5.2621635156498 . . .

Table 3.5: Numerical energy spectrum for the operator of local F2 in (3.181) for m = 1 and ~ = 2π. Here we give
the values for three different matrix sizes in order to find the numerical precision.

matrix size E0 E1 E2

460 2.88181542992648 . . . 4.25459152858252 . . . 5.28819530714533 . . .
480 2.88181542992638 . . . 4.25459152858225 . . . 5.28819530714475 . . .
500 2.88181542992634 . . . 4.25459152858212 . . . 5.28819530714446 . . .

Table 3.6: Numerical energy spectrum for the operator of local F2 in (3.181) for m = 2 and ~ = 2π. Here we give
the values for three different matrix sizes in order to find the numerical precision.

matrix size E0 E1 E2

460 2.90483664037330 . . . 4.26884642187458 . . . 5.29956136206400 . . .
480 2.90483664037321 . . . 4.26884642187432 . . . 5.29956136206343 . . .
500 2.90483664037316 . . . 4.26884642187420 . . . 5.29956136206316 . . .

Table 3.7: Numerical energy spectrum for the operator of local F2 in (3.181) for m = 5
2 and ~ = 2π. Here we give

the values for three different matrix sizes in order to find the numerical precision.

From (3.141) we can then calculate numerically the spectral traces and using (3.146) we can translate
these to the first canonical partition functions Z(N, ~). We find [42]

Z(1, 2π) =

√
2

16
− m

(
1

8
√

2π
−

1

32
√

2

)
Z(2, 2π) =

3
256
−

1
32π

.

(3.193)
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Analytical calculation of energy levels

To analytically calculate the energy spectrum of the operator (3.182) we need to use the quantization
condition (3.173). In the maximally supersymmetric case with ~ = 2π this translates into (3.180). To
specify this for the case of local F2 we observe from (3.122) and (3.123) that

t1 = 2tu −
1
2

log(Q2), t2 = −log(Q2) . (3.194)

From these equations and (3.161) we can read off the nonzero constants αi j and ci for local F2

c1 = 2 , c2 = 0 , α12 = −
1
2
, α22 = 1 . (3.195)

This leads to the quantization condition

4E2
eff −

4π2

3
− log2

m +
√

m2 − 4
2

 − 2
∂Finst

0

∂t1
+ 4Eeff

∂2Finst
0

∂t2
1

− 2 log Q2

∂2Finst
0

∂t1∂t2
−

1
2

∂2Finst
0

∂t2
1


= 4π2

(
s +

1
2

)
, s = 0, 1, 2, . . . .

(3.196)

Where we have to plug in ti → ciEeff + ciπi − αi j log Qm j . Here the effective energy can be calculated
via (3.163). The needed prepotential part of the free energy Finst

0 is the free energy F0,0 and can be
constructed from the instanton numbers in Table 3.3. Additionally we need the classical A-period of F2
which can be obtained from (3.119) by setting ~ = 0.

After using that fixing a value for m also fixes a value for Q2 via (3.122) we find the lowest energy
levels listed in Table 3.8.

Degree E0(m = 1) E0(m = 2) E0
(
m = 5

2

)
1 2.82843403020660 . . . 2.88162738944221 . . . 2.90462518397322 . . .
4 2.82859221734474 . . . 2.88181542693385 . . . 2.90483663616878 . . .
7 2.82859221870816 . . . 2.88181542992617 . . . 2.90483664037291 . . .
10 2.82859221870819 . . . 2.88181542992629 . . . 2.90483664037312 . . .

Numerical value 2.82859221870824 . . . 2.88181542992634 . . . 2.90483664037316 . . .

Table 3.8: First energy levels calculated analytically from the quantization condition (3.196). We use ~ = 2π and
m = 1, m = 2 and m = 5

2 . The degree denotes the order of expansion for the periods and the free energy. The
numerical values were given in Table 3.5, 3.6 and 3.7 for a matrix size of 500.

Analytical calculation of the spectral determinant

Next we want to check the proposal of [26] for the spectral determinant in more detail. For this we
calculate the spectral determinant (3.148) analytically. By a series expansion we can then extract the
partition functions Z(N, ~) and compare to the numerical values. We will again only consider the maxi-
mal supersymmetric case ~ = 2π.

To obtain the spectral determinant (3.148) we have to calculate the grand potential JX(µ, ~) and the
generalized theta function θX(µ, ~). The spectral determinant has to be expanded around κ = 0 to find
the canonical partition functions (3.145). Due to the relation κ ∼ eE the expansion leads us for m = 0 to

82



3.3 Non-perturbative completion

the Z4 orbifold point of local F2. This means that we need the periods and free energies around the Z4
orbifold point. To do the analytic continuation we use the exact representation of the derivatives of the
periods in terms of elliptic integrals [123]

∂t
∂u

= −
2

πu
√

1 − 4(2 + m)u
K

(
16u

4(2 + m)u − 1

)
(3.197)

∂2F0

∂u∂t
= −

2
u
√

1 − 4(m − 2)u
K

(
4(m + 2)u − 1
4(m − 2)u − 1

)
. (3.198)

Then we analytically continue to the orbifold coordinates ṽ and m̃

u = −i
1
ṽ2 , m = im̃ . (3.199)

Here we did not only go to the orbifold point at 1
u2 but also included a rotation around e−irθπ with θ = 1

4 .
The reason for the rotation is as in [26] to circumvent a conifold point in the moduli space. The rotation
angle θ = 1

4 is chosen such that the prepotential is real near the orbifold point [42] which simplifies the
calculations. This rotation also requires a rotation in the other quantities: Namely due to u = e−rµ we
find µ = µ̃ + θπi and similar for µeff . Also t = t̃ + rθπi. The rotated free energies are defined to be equal
to their previous values

F̃inst
0 (t̃) := Finst

0 (t) = Finst
0 (t̃ + rθπi)

F̃inst
1 (t̃) + F̃NS, inst

1 (t̃) := Finst
1 (t) + FNS, inst

1 (t) = Finst
1 (t̃ + rθπi) + FNS, inst

1 (t̃ + rθπi) .
(3.200)

We then find the orbifold periods to be

∂t̃
∂ṽ

= −
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)
√
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∂t̃D

∂ṽ
= 2
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(
4i(2+im̃)+ṽ2

4i(−2+im̃)+ṽ2

)
√

4i(−2 + im̃) + ṽ2
+

K
(

4i(−2+im̃)+ṽ2

4i(2+im̃)+ṽ2

)
√

4i(2 + im̃) + ṽ2

 .
(3.201)

Here we continued the elliptic integrals via the formula

K
(

1+4i(im̃+2)ũ
1+4i(im̃−2)ũ

)
√

1 + 4i(im̃ − 2)ũ)
=

K
(

1+4i(im̃−2)ũ
1+4i(im̃+2)ũ

)
√

1 + 4i(im̃ + 2)ũ)
+ i

K
(

16iũ
1+4i(im̃+2)ũ

)
√

1 + 4i(im̃ + 2)ũ
. (3.202)

These periods can then be combined to the flat coordinates at the Z4 orbifold point and compared to
the results in [123]. Here we just want to do an analytic continuation and keep the large radius flat
coordinates. Thus we want to calculate exactly the large radius periods at the orbifold point.

To do this we additionally need to consider potential constant terms in ṽ which can arise after inte-
grating (3.201). We can find these pure m̃ terms by calculating the periods numerically before and after
the analytic continuation and comparing them at an intermediate point. We find that the periods at the
orbifold point t̃orb and t̃orb

D obtained by integrating (3.201) differ from the rotated large radius coordinates
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by

t̃orb = t̃ + log

 m̃ +
√

m̃2 + 4
2
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.

(3.203)

Appart from the periods and the prepotential we need in the maximal supersymmetric case the free
energies at genus one F1 and FNS

1 . These can be calculated via the exact formulas [102]

F1 = −
1
2

log
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∏
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mbi
i ) ,

(3.204)

where the powers a0, b0, ai and bi can be fixed by constant genus-one maps and requiring regularity at
infinity. ∆ denotes the discriminant of the geometry which can be calculated from the elliptic functions
given in (3.116).

The phase rotation (3.199) also affects the generalized theta function θ(µ, 2π) as described in [26, 42]
by a shift in the summation index and an extra prefactor. This prefactor exactly cancels the change of the
grand potential under the phase rotation (3.199) as in [26]. Neglecting the prefactor the two functions
can then be simplified to

J̃X(µ̃, 2π) = A(2π) +
B(2π)

r
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2
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∂2
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(3.205)

Θ̃(µ̃, 2π) =
∑
n∈Z

exp
(
πi(n + θ

2 )2τ̃ + 2πi(n + θ
2 )(ξ̃ + B(2π)) −

2πi
3

(n + θ
2 )3C)

)
, (3.206)

with
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4
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∂t̃2 F̃0(t̃, m̃)
)
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∂2F̃0(t̃, m̃)
∂m̃∂t̃

)
.

(3.207)

As a crosscheck we calculate that the elliptic j-invariant (3.92) is one at the orbifold point m = 0,
u→ ∞. This leads to τ = i which is consistent with τ̃ = i at the orbifold point.

The spectral determinant is then given by the product

Ξ(µ, 2π) = eJ̃X(µ̃,2π)Θ̃(µ̃, 2π) . (3.208)
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3.3 Non-perturbative completion

Due to the rotation we find for the expansion of the spectral determinant (3.145) the rotated expansion

Ξ(ṽ, ~) = eJ̃X(µ̃,2π)Θ̃(µ̃, 2π) = 1 +
∑
N≥1

Z(N, ~)e
Nπi

4 ṽN . (3.209)

Expanding the spectral determinant we then extract with m = 0 the values

Z(1, 2π) =

√
2

16
, Z(2, 2π) =

3
256
−

1
32π

, (3.210)

which agree with the numerical values in (3.193).
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CHAPTER 4

Conclusion

In this thesis we have discussed two examples of non-perturbative physics where elliptic curves played
a central role. In Chapter 2 we first discussed F-theory. We constructed two explicit compactification
manifolds from a general base with the fiber being a hypersurface in a two dimensional toric variety.
After finding the standard model and the Pati-Salam model as the complete gauge group calculated from
the MW group and the codimension one singularities we also found the codimension two singularities
giving the matter content and the codimension three singularities leading to Yukawa couplings in com-
pactifications to four dimensions. Subsequently we have chosen the base P3 for compactifications to
four dimensions and constructed the vertical G4 flux. By imposing a family structure, D3-brane tapole
cancelation as well as integrality of the CS terms we found that the minimal amount of families is in
each case three.

The two discussed examples are connected via a Higgsing which is reflected on the geometry side
by a conifold transition. We generalized this to a complete network of all effective field theories stem-
ming from compactifications where the fiber is a hypersurface in one of the 16 two dimensional toric
fano varieties shown in Figure 2.2. This network led to interesting observations. For example we gave
a prescription to calculate the charge transformations of the Higgsing from the geometry of the fiber.
Additionally we have discussed different but equivalent Higgsings mediated by a vev in different rep-
resentations (in the discussed example we had the two multiplets (1, 2, 4) and (2, 1, 4)). The different
equivalent Higgsings led to the necessity of a redefinition of the bundle structure. Last but not least we
have found that the complete network of effective field theories as displayed in Figure 2.11 is mirror
symmetric with respect to gauge groups with rank three. Together with the identification of discrete
symmetries by Higgsing continuous symmetries this has led us to the conjecture that MW torsion and
the TS group describing the discrete symmetries are mirror dual to each other.

We then discussed the occurance of discrete symmetries in more detail in the example of XF1 . First
we discussed the gauge symmetries and spectrum of XF3 which can subsequently be Higgsed to XF1 .
In the geometry of XF3 we found a non-toric rational section leading to the first explicit example of
a singlet with charge three. After completing the discussion of XF3 by constructing the G4 flux for a
compactification to four dimensions with base P3 we have used the charge three singlet to Higgs to
the geometry XF1 . Since the singlet obtaining a vev is of non-minimal charge, this led to a discrete Z3
symmetry in XF1 which is reflected on the geometry side by the non-existence of a rational section and
the existence of a three-section. In [36] the occurance of the Z3 TS group from the Higgsing was shown
explicitly. We have then computed the matter content in a compactification to six dimensions. After
finding a “discrete Shioda map” we commented on subtleties occuring in the comparison with the field
content from the Higgsing process.

As a second example of non-perturbative physics from elliptic curves we discussed in Chapter 3
a possible non-perturbative completion of topological string theory. Since the proposal of [24–26]
includes the periods of the geometries in the NS limit we first discussed a way of calculating the so-called
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quantum periods. From a WKB expansion of brane wavefunctions we defined a quantum differential
on the Riemann surface of the B-model geometry. This can in principle be integrated around the cycles
of the respective geometry to obtain the quantum periods. Because the integration around the cycles is
highly complicated we have circumvented this calculation by finding quantum operators which sent the
classical differential to the quantum differential up to exact forms. From the examples studied so far
we found that the operators are second order differential operators in the normalizable moduli u. Thus
they are exact on the level of the periods. As a check for the quantum periods we used special geometry
in the refined case to calculate the free energy in the NS limit. We then gave the first order operators,
quantum periods and free energies for the examples of local F1, local F2 and the resolution of C3/Z5.

Next we discussed the proposed non-perturbative completion for topological string theory. The pro-
posal is based on defining a quantum mechanical problem from the spectral curve of the B-model geom-
etry. From the proposed form of the spectral determinant as a product of a generalized theta function and
the exponential of the modified grand potential we derived a non-perturbative phase space quantization
condition. We have tested this quantization condition for the geometry of local F2 in the case of ~ = 2π.

Outlook

The results obtained in this thesis are the starting point for a number of interesting questions. One
possible future direction of research starting from our results in F-theory is related to model building.
One can use tops to construct further non-Abelian gauge symmetries additional to the symmetries we
already found. For example the discussion in [124] could be combined with one of the polytopes F1,
F2 or F4 to obtain the standard model gauge group with an additional discrete gauge symmetry. The
additional discrete gauge symmetry might then for example be able to forbid proton decay operators.

A second line of research is based on the conjectured duality of MW torsion and discrete symmetries.
We conjectured this duality on the basis of three examples. In [89] another example for this duality was
found. Based on the calculation of torsional groups for complete intersection fibers in [89] one could
try to check this duality in more cases.

If the conjecture turns out to be true this would not only connect discrete symmetry and MW torsion.
Since discrete symmetries in theories of quantum gravity are always remnants of continuous symme-
tries the duality also connects MW torsion with multiplets of corresponding non-minimal charge. By
classifying the possible MW torsions for elliptic fibrations analogous to Mazur’s Lemma for elliptic
curves [48] this would also allow a classification of non-minimal charges analogous to the classification
of non-Abelian gauge symmetries by Kodaira.

From a phenomenological point of view the duality allows a more systematic construction of discrete
symmetries by constructing elliptic curves with a given MW torsion as in [54]. The problem in this
explicit application of the duality is the application of mirror symmetry on a family of tori since we
fiber a family of tori over the base and need to find the fibration of the dual family over the same base.

In the calculation of quantum periods we used second order differential operators in the normalizable
moduli u to calculate the corrections to the classical periods of the geometry. Here arises the question
if one can prove that the operators are in general of this form. Therefore a proof that the exact forms
which need to be added in the derivation of the quantum operators (see Appendix A.3) are of the form
given in (A.17) would be helpful. Insights in this directions could also lead to a way of calculating the
quantum operators directly from the elliptic parameters of the spectral curve of the geometry. Another
interesting idea is if one can find an extended PF system which directly computes the quantum periods.

Concerning the non-perturbative completion of topological string theory proposed by [24–26] there
are the following open questions. First of all the conjecture needs to be checked for other geometries
as for example the local geometries constructed from the Hirzebruch surfaces or the del Pezzo surfaces.
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These checks must also include calculations away from the maximal supersymmetric case ~ = 2π since
at other points in ~ additional corrections do appear as first found in [121]. The proposed form of these
terms [26] also needs to be checked.

A second point is the relation to other propositions of non-perturbative completions of topological
string theory. It seems that the proposal from [125] is equivalent to the proposal discussed in this thesis.
In contrast the relation to the proposal of [3, 4] is unclear. In [3] the holomorphic anomaly equation was
brought to a form such that it can be solved with a trans-series ansatz instead of a series ansatz. This
allowed to use resurgence methods to calculate the higher instanton sectors.

Last but not least from the topological string point of view there is no conceptual problem in going to
higher genus spectral curves. This can be directly seen from the calculation of the free energies in the NS
limit of the resolution of C3/Z5 in this thesis or the discussion in [119]. Nevertheless the interpretation
in terms of the discussion of [26] is unclear. For the case of a genus two spectral curve one has two
normalizable moduli u1 and u2 which need to be interpreted according to [26] as energies. This would
probably also lead to two phase space quantization conditions. In the moment the generalization is
unclear.
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APPENDIX A

Appendix

A.1 Addition law on elliptic curves

In this appendix we want to define an addition law for rational or marked points on elliptic curves E.
The addition law is important since it is an important ingredient in the definition of elliptic curves and
the MW group which gives the Abelian gauge group in F-theory.

To define an addition law which has a group structure for rational points on elliptic curves we first
introduce the chord-tangent composition law.

A rational line intersects the cubic rational curve in three points. If two of these are rational then the
third intersection point is also rational [48]. Using this one assigns to the two rational points P and Q of
the rational curve E the third intersection point (PQ) of the line through P and Q with E, see Figure A.1
for an illustration with a real curve. One obviously sees that this composition law is commutative. But

O

P+Q

(PQ)

QP

Figure A.1: Example of an elliptic curve over the field R with zero point O. The third rational intersection point
of the green line intersecting the curve E at the rational points P and Q is the chord-tangent composition (PQ).
The third intersection point of the blue line through the composed rational point (PQ) and the zero point O with
the elliptic curve E gives the added point P + Q.

it does not have a neutral element and thus does not define a group.
The group law then uses the chord-tangent composition law and an additional rational point O as

the zero point. It is defined by the third intersection point of the line through the zero point O and the
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composed point (PQ)

P + Q = O(PQ) . (A.1)

For a better demonstration of this see Figure A.1 where we have used a curve over the field R.
The addition law defined in (A.1) has the neutral element O. This can be seen since the third intersec-

tion point of the line through O and (OP) is again P, see Figure A.2. To construct the inverse element
(−P) we need the tangent at the zero point. The second intersection point of this tangent gives the point
(OO). The inverse element (−P) is then given as the third intersection point of the line through P and
(OO) with the elliptic curve E. We then have that (P(−P)) is (OO) and the third intersection point of the
line through (OO) and O is O since the line has a double intersection with the elliptic curve E at O. For
an example see Figure A.2.

(PO)

O

P (-P)(OO)

Figure A.2: Illustration of the inverse element (−P) and the neutral element O of an elliptic curve E with zero
point O. The inverse element (−P) is constructed as the third intersection point of the line through (OO) and P
with the elliptic curve E (green line). The point (OO) in this construction is the second intersection point of the
tangent to the elliptic curve at the zero point O with the elliptic curve E (red line). The composition of the point
P with the neutral element O under the chord-tangent composition law leads to the point (PO) (blue line).

We omit here the explicit prove of associativity and refer to text books as for example [48].

A.2 Nagell algorithm

In this appendix we want to discuss the Nagell algorithm. With the Nagell algorithm one can calculate
the Weierstrass or Tate form of an irreducible nonsingular cubic curve C in P2. For the algorithm to
work one needs a rational point. We will follow the discussion in [37, 49].

Let us first explain the basic idea before diving into the details. The basic idea of the algorithm [37] is
to take all lines through a rational point, see Figure A.3. Each of these lines intersects the cubic C in two
more points giving a double cover of P11. Among these lines there are four where the two additional
intersection points agree. In the course of our analysis we can shift one of these to infinity. This results

1 The P1 can be seen in this picture as all the possible slopes of the lines through the rational point.
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P

Q

Figure A.3: Basic idea of the Nagell algorithm [37]. A cubic with a rational point Q. In general one can construct
four lines through Q whose other two intersection points with the cubic agree (see (A.9)). All lines through Q
give a double cover of the rational curve.

in an order three polynomial which determines the coordinates of the tangential points. This polynomial
then gives the right hand side of the Weierstrass form.

We start with the following cubic C in P2

p = s1u3 + s2u2v + s3uv2 + s4v
3 + s5u2w + s6uvw + s7v

2w + s8uw2 + s9vw
2 . (A.2)

This is not the most general cubic in P2 (see Section 2.5.2 for a disscussion of the most general cubic).
The reason why we do not choose the most general cubic is that we need a rational point which is not
present in the general case. In this form we have the rational point P = [0, 0, 1]. Additionally we choose
the coordinates u and v such that s9 is unequal to zero. If this is not possible the curve is singular at P
which we excluded.

In a first step we want to construct an additional rational point Q such that the line through Q and P
is a tangent to C at P. To do this we split the cubic such that

p = F3(u, v) + F2(u, v)w + F1(u, v)w2 . (A.3)

The point P becomes a tangent that means a double intersection point of a line with the cubic iff F1 = 0
along the line [37, 49]. This can be seen easily in the patch w = 1. Thus the tangent is desribed by

F1 = s8u + s9v = 0 . (A.4)

The third intersection point of this line with the cubic can be found by plugging (A.4) into the polynomial
(A.3). After using the scaling relation of P2 to clear denominators we find the other intersection point
[37, 49]

Q = [−b2s9 : b2s8 : b3] . (A.5)

Here we defined the quantities bi = Fi (s9,−s8).
We observe two special cases [37]: If b2 = 0 the points Q and P are identical and thus a triple
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intersection point of the cubic with a line. On the other hand if b3 = 0 the new point Q = [−s9 , s8 , 0]
is shifted to infinity. The case where both b2 and b3 are equal to zero can obviously not exist since the
point P is not at infinity. This can also be seen from the fact that in this case p = 0 along the line and p
thus factorizes and does not give an elliptic curve.

Next we want to choose convenient coordinates [u′ , v′ , w′] such that Q = [u′ = 0 , v′ = 0 , w′]. The
reason for this choice is that we focus now on the point Q through which we construct all lines. To
perform the coordinate transformation we have to distinguish two cases. In each of these cases the
coordinate transformations are [37, 49]

b3 , 0 : u′ = u + s9
b2

b3
w , v′ = v − s8

b2

b3
w ,

b3 = 0 : u′ = u + s9w , v′ = v − s8w .

(A.6)

In this new coordinates the cubic C in P2 takes the form

p = f3(u′, v′) + f2(u′, v′)w + f1(u′, v′)w2 . (A.7)

We again used a split form to define the homogeneous functions fk(u′, v′) of degree k in (u′, v′). This
equation can now be reformulated in terms of the slopes t = v′

u′ of the lines through the point Q. To
reformulate the cubic in terms of the slopes we factor out a u′ and find [37, 49]

φ3(t)u′2 + φ2(t)u′w + φ1(t)w2 = 0 . (A.8)

Here we already canceled a factor of u′ = 0 corresponding to the intersection point of the line with slope
t and the point Q. Additionally we defined the polynomials φi(t) = fi(1, t). The two remaining solutions
for u′ give the other two intersection points of the line with slope t and the cubic.

We can now solve (A.8) for the other two points u′. Since taking a square root might lead to a field
extension we arrive after completing the square at [37]

(2φ3(t)u′ + φ2(t)w)2 = δ(t)w2, δ(t) = φ2
2(t) − 4φ1(t)φ3(t) . (A.9)

The square is a sign that we arrived at the double cover of P1. The function δ(t) is in general of fourth
order. Its zeros are the values of the slopes where the lines through Q are tangents at the cubic, see Figure
A.3. Since we already know one of these slopes t0 = −

s8
s9

from the construction of Q we can change
the coordinates such that this zero is shifted to infinity. This is done by the coordinate transformation
t = t0 + 1

τ . We then find the cubic polynomial [37, 49]

ρ(τ) = τ4δ(t0 +
1
τ

) = cτ3 + dτ2 + eτ + k . (A.10)

Identifying the quadratic term in (A.9) with the quadratic variable of the Weierstrass form up to
constants is equivalent to ρ(τ) =

y2

c2 . This identification as well as τ = x
c then leads to the Tate form

y2 = x3 + dx2 + ecx + kc2 . (A.11)

To find the coordinates in this Tate form we can go backwards through the coordinate changes in
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(A.6) and (A.10). With p = 0 in (A.7) we then find the two coordinates [37]

x = c
u + s9

b2
b3
w

v +
s8
s9

u
,

y = c
− f2

(
u + s9

b2
b3
, v − s8

b2
b3

)
w − 2 f1

(
u + s9

b2
b3
, v − s8

b2
b3

)
w2(

v +
s8
s9

u
)2 .

(A.12)

In order to find the discriminant we can complete the cube on the right hand side of (A.11) to find the
Weierstrass form

y2 = x̃3 + f x̃ + g . (A.13)

The necessary coordinate redefinition and the corresponding constants are given by

x̃ = x +
d
3

f = ec −
1
3

d2, g = kc2 +
2
27

d3 −
1
3

ecd .
(A.14)

A.3 Calculation of quantum operators

The calculation of the quantum operators can be done via a partial integration of the WKB functions
S ′n(x) (3.68). If the functions S ′m(x), m = 0, . . . , n are given the operator Dn can be calculated by the
following method.

1. First one makes a general ansatz for the operator

DnS ′0(x) = c1,n(u, ~m)ΘuS ′0(x) + c2,n(u, ~m)Θ2
uS ′0(x) . (A.15)

2. The difference between the WKB function and the operator applied to S ′0(x) (A.15) must then be
a total derivative. The general structure of the WKB function is

S ′n(x) ∼
n1(x) + n2(x)

√
f (x)

d(x) f (x)m . (A.16)

Here the factors in d(x) =
∏

k dk(x)mk are usually much simpler then f (x). An ansatz for the total
derivative which reproduces this denominator structure is given by2

S ′n −DnS ′0(x) = c +
d
dx

( ∑
k ykekx

f (x)m−1 ∏
k dk(x)mk−1

)
+

d
dx

( ∑
k ỹkekx

f (x)m−3/2 ∏
k dk(x)mk−1

)
+

n∑
m=0

n−m∑
k=1

ym,k
dk

dxk S ′m(x) .
(A.17)

3. In the next step one solves (A.17) order by order in ekx and ekx
√

f (x) for the coefficients yk, ỹk

and ym,k. After elliminating these we are left with a system of equations for c1,n and c2,n.

2 The coefficients ỹk could be set to zero in all our examples but are included in general to cancel the square root terms.
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The speed of the above mentioned procedure can be increased by first cancelling the square roots oc-
curing in S ′n−DnS ′0(x) proportional to c1,n, c2,n and 1 individually. Therefore one needs to add constant
terms as well as terms of the form dk

dxk S ′0(x) proportional to c1,n and c2,n. For the terms proportional to 1

one has to additionally include dk

dxk S ′m(x) for m , 0.
In the process of calculating the expressions for S ′m(x) one encounters factors of the form

1

(g(x) +
√

f (x))
. (A.18)

The occuring terms can be simplified considerably by multiplying with
(g(x)−

√
f (x))

(g(x)−
√

f (x))
.

Although this procedure worked in all examples it is not proven that the ansatz in (A.17) consists of
a basis of functions which span the complete space of possible total derivatives necessary for the partial
integration.

A.4 Refined matrix models

There are two main proposals for matrix models dual to the refined topological string analogously to
the duality in the unrefined case [126–128]. The first one is the β ensemble proposed in [110] (see
Section 3.2.2). The other proposal is the q-deformed matrix model introduced in [111] in a refinement
of CS theory. In this Appendix we want to briefly introduce the q-deformed matrix model of [111] and
mention some of its problems.

In [111] the q-deformed matrix model is derived for CS theory on the conifold by gluing the partition
function of CS theory on two solid tori as was done in the unrefined case in [17]. The unrefined matrix
model for CS theory on S 3 is given by

Zunref(S 3) =
1

vol(U(N))

∫ N∏
i=1

dλi

∏
i< j

(
2 sinh

(
λi − λ j

2

))2

e−
1

2gs

∑N
i=1 λ

2
i

= N

∫
dNλ

∏
i, j

(
2 sinh

(
λi − λ j

2

))
e−

1
2gs

∑N
i=1 λ

2
i .

(A.19)

The q deformation is then introduced as a deformation of the measure

∏
i, j

(
2 sinh

(
λi − λ j

2

))
=

∏
i, j

((
e
λi−λ j

2 − e−
λi−λ j

2

))
−→

β−1∏
m=0

∏
i, j

(
e
λ j−λi

2 − qme
λi−λ j

2

)
. (A.20)

Here we introduced the factor q = eigs/β 3. In the refined topological string we used the refined parame-
ters ε1 and ε2. In the case of matrix models one usually takes the parameters gs and β. The connection
between the corresponding sets of parameters is

β = −
ε2

ε1
and gs = −iε2 . (A.21)

3 Note that we redefined gs →
gs
β

compared to [111].
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Then the total partition function for the q-deformed matrix model on S 3 is given by

Zq(S 3) = N

∫
dNλ

β−1∏
m=0

∏
i, j

(
e
λ j−λi

2 − qme
λi−λ j

2

)
e−

β
2gs

∑N
i=1 λ

2
i . (A.22)

In [111] this partition function was rewritten as

Z (N, β) =

N−1∏
k=1

β−1∏
m=0

(
1 − tN−kqm

)k
, (A.23)

where we defined the parameter t = qβ. Starting from this expression for the partition function one can
calculate the free energy

F(N, β) = log (Z (N, β)) =

N−1∑
k=1

β−1∑
m=0

k log
(
1 − tN−kqm

)
= −

∞∑
`=1

N−1∑
k=1

β−1∑
m=0

k
`

t`N t−`kq`m

= −

∞∑
`=1

t` − 1
q` − 1

1
`

(
−t−`N

{
t`

(t` − 1)2 +
t`N

t` − 1
−

t`t`N

(t` − 1)2

}
t`N

)

= −

∞∑
`=1

1
`

(
t`N t`/2q−`/2

(t`/2 − t−`/2)(q`/2 − q−`/2)
−

t`/2q−`/2

(t`/2 − t−`/2)(q`/2 − q−`/2)
− N

t`

q` − 1

)
.

(A.24)

Here we expanded the logarithm in the second line and then used the geometric series to resum the
resulting expression. The first term in this series agrees with the conifold free energy derived with the
refined topological vertex [103] after the identification

Q = tN t
1
2 q−

1
2 . (A.25)

The second summand in the final expression of (A.24) which is independent of N can be neglected in
the large N limit. But the third term in (A.24) can be expanded in a gs expansion as

N
∞∑
`=1

1
`

t`

q` − 1
= N

∞∑
`=1

1
`

qβ`

q` − 1
= N

∞∑
`=1

∞∑
m=0

Bm(β)
(gs`)m−1

βm−1`m!

= N
∞∑

m=0

Bm(β)
gm−1

s

βm−1m!

∞∑
`=1

`−(2−m)

= N
∞∑

m=0

Bm(β)ζ(2 − m)
gm−1

s

βm−1m!

= N
(
g−1

s βB0(β)ζ(2) + g0
s B1(β)ζ(1) + gs

β−1

2!
B2(β)ζ(0)

−

∞∑
m=0

β−2(m+1)B2m+3(β)
B2(m+1)

2(m + 1)
g2(m+1)

s

(2m + 3)!

 .

(A.26)
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Here we have used the Bernoulli polynomials Bn(x) as well as the Riemann zeta function at odd negative
values

tetx

et − 1
=

∞∑
n=0

Bn(x)
tn

n!
, ζ(n) =

∞∑
k=1

1
kn = −

B1−n

1 − n
, n = −1,−3, . . . . (A.27)

These terms are apparently neglected in [111] although they contribute in general. Additionally the
expansion of these neglected terms does not fit in the ε1 and ε2 expansion of the topological string.

Using the gluing procedures as used in [111] to derive the q-deformed matrix model for the conifold
we can also use the same method and try to derive analogous to [17] q-deformed matrix models for Lens
spaces. With these methods we arive at the following q-deformed Lens space matrix model

Z =

∫ p∏
j=1

dN ju( j)

N j!
∆1(u( j))

p∏
j<k

∆2(u( j), u(k))e−
pβ

2gs

∑p
j=1 Tr(u( j))2

, (A.28)

with

∆1(u( j)) =

β−1∏
m=0

∏
k,n

e u( j)
k −u( j)

n
2 − qme

u( j)
n −u( j)

k
2

 ,
∆2(u( j), u(k)) =

β−1∏
m=0

∏
i,n

e u( j)
i −u(k)

n +d j,k
2 − qme

u(k)
n −u( j)

i +d j,k
2

 e u( j)
i −u(k)

n +dk, j
2 − qme

u(k)
n −u( j)

i +dk, j
2

 ,
(A.29)

where d j,k =
2πi( j−k)

p . This however leads to inconsistencies with the calculations in the dual topological
string theory [102, 129].
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