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Summary

Current driven sediment processes and their impact on the fluid system and on the

morphology is of large interest in environmental as well as in engineering sciences. Here,

the numerical simulation of the fluid flow and the related sedimentary processes helps

to widen the insights and reduces the costs. There are two main parts needed for a

successful and significant numerical simulation of a fluid sediment system. On the one

hand one needs an efficient and robust flow solver which in turn is easily adjustable to

a large variety of problems. And on the other hand a it is viable to achieve a physically

correct modelling of the sediment transport and the morphological change of the sediment

surface for an applicability to realistic examples.

In the first part of this thesis the existing three dimensional two phase Navier Stokes

solver NaSt3D is extended by a new and variable geometry handling using a level set

method. In each part of this approach the boundary conditions are set at geometries

specified by a zero contour of a level set function. During the pressure projection method

after Chorin (1968) Neumann boundary conditions are imposed at this zero contour

and incorporated into the resulting linear system which is solved by a stabilized BiCG

method. The newly developed incorporation of the Neumann boundary conditions as well

as the stabilization of the linear system are employed efficiently in the parallel algorithm.

For the velocities a new analogous discretization of the Dirichlet boundary conditions

allows a second order discretization of the fluid velocities on arbitrarily shaped domains.

Numerical convergence studies show satisfying convergence rates for the velocities as well

as for the pressure. In two numerical simulations of realistic examples the applicability

of the new approach is tested extensively.

The second part introduces a full current induced sediment model which includes the bed

load transport and the suspension load transport. From the sediment transport results

a morphological change of the sediment bed which is modellel by a bed level equation

after Exner (1925). A mass conserving interchange between both sediment models is

realized by boundary conditions as well as by sink and source terms near the boundary.



The whole model is discretized with high order finite difference schemes in space and

time. Here, the setting follows the discretization schemes used in NaSt3D. As a further

aspect a model which limits the angle of the slope is developed, discretized, and tested

numerically. The coupling of the new fluid solver and the described sediment models

including the slope limiter covers three parts. First, the sediment model is driven by the

fluid velocities from the fluid solver. Second, the impact of the sediment concentration

on the flow is realized by a Boussinesq approximation in the Navier Stokes equations.

Third and finally, the change of the sediment surface due to the transport is mapped

back onto the computational domain. To describes the sediment geometry in the fluid

solver a level set function is constructed. Numerical convergence studies shows satisfying

results for the coupled system.

Conclusively, three successive numerical examples demonstrate the wide range of app-

lications for a full fluid sediment model for single phase flows as well as for two phase

flows.
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1 Introduction

A thorough understanding of a moving fluid is essential to explain omnipresent processes.

For example, the flow of a liquid like water induces forces which cause an erosion and a

transport of the eroded material. The erosion and the transport affect the daily work in

engineering and environmental sciences. If a bridge is constructed, the prediction of the

impact of the structure on the river is crucial for the stability of the new bridge and for

the whole river section. Additionally, the fundamental research in geosciences is engaged

in the process oriented experimental research and has to identify and understand many

complex fluid processes.

Therefore, the experimental research of fluid dynamics and its related phenomena are

of importance in engineering, environmental, and industrial applications. On the one

hand experiments in flumes are used to investigate the flow and its interaction with the

surrounding under controlled conditions. On the other hand an extensive field research is

necessary to provide empirical material parameters and to validate the conclusions taken

from the flume experiments and vice versa. In both fields of research the fluid dynamics of

the related processes are on focus. The investigation of these related processes intensifies

the necessary effort. For instance, the current induced sediment transport, the resulting

bed forms, the evolution of a sand dune or the erosion near a bridge pier require a deep

understanding of the concurrently temporal and spatial processes.

In general, sediment transport consists of bed load transport and suspension load trans-

port. The bed load transport comprises all material which is transported near the sedi-

ment surface. All other material is transported in the whole fluid body and is referred to

as suspension load. If the velocities decrease, the transport decreases consequently and

the previously transported material is deposited. This deposition leads to the formation

of various morphological features. Dunes and scour marks are only two morphological

features in which the deposition and erosion of the material come into effect. Beside

the transport of the material the sediment specific angle of repose has to be taken into

account. In this situation a granular medium forms a certain critical slope angle until

1



2 1 Introduction

its slopes are stable. In all these considerations different space and time scales of the

sedimentary processes and the fluid dynamics require a massive amount of material, fi-

nancial, temporal, and personal cost. In this situation the numerical simulation is often

used as an additional tool to widen the insights or to reduce the efforts used to design and

conduct the experiments. Accompanied with that a numerical simulation is an auxiliary

tool reducing the costs for these experiments. For this purpose a fast and reliable fluid

solver in combination with a sediment model is necessary.

Fig. 1.1: Different scour marks on different scales. A scour is a depression eroded by a
fluid flow and the scales for a scour reach from a few centimeters (top left) to
several tens of centimeters (top right) to several meters (bottom).

In the first part of this work the basic numerical algorithm is builded by the two phase

Navier Stokes solver NaSt3D developed by Griebel et al. (1998), Croce et al. (2004), Croce

et al. (2009) and others. It was developed at the Institute for Numerical Simulation at the

University of Bonn in the last two decades. In detail, NaSt3D uses the pressure projection

after Chorin (1967) and high order finite difference discretization schemes to solve the
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three dimensional two phase Navier Stokes equations on a regular cartesian staggered

grid. During the projection method it is necessary to solve a discretized Poisson equation

with homogeneous Neumann boundary conditions on an arbitrarily shaped domain. The

domain and the obstacles are handled by a flag field technique which leads to a blocky

approximation of complex structures. With the chosen domain decomposition the efficient

parallelization of the algorithm is plain and simple. But the flag field approach does not

converge for the surface normals at the boundaries of an arbitrarily shaped object, which

in turn can destroy the convergence for homogeneous Neumann boundary conditions. In

the following NaSt3D is improved such that a handling of complex obstacles is feasible

and the fast and efficient implementation is retained. The idea to overcome the non

convergence of the normals for the Neumann boundary conditions is to implement a

level set representation for the obstacles to approximate the boundary normals. With

this level set formulation the discretization of the homogeneous Neumann boundary

conditions from the Poisson problem is incorporated into the matrix which arises from

its discretization. Additionally, a required null space stabilization of the linear system is

employed and solved by a stabilized BiCG method. Overall a convergence study at the

boundary as well as in the inner domain for the Poisson equation proves the functionality

of the approach. In the next step these ideas to impose the boundary conditions at an

obstacle described by a level set function are pursued. Dirichlet boundary conditions are

implemented for the velocities in the prediction and correction step of Chorin’s method.

A numerical convergence study with a spherical obstacle tests the approximation of the

boundary conditions for the velocities. Due to the absence of an analytic solution of the

Navier Stokes equations an overkill solution on a very fine grid is used as a reference

solution. A systematic testing of the numerical algorithm illustrates its capabilities in

the single phase flows as well as in the two phase flows and in combination with level set

obstacles.

The second part of this thesis discusses the sediment models, the slope angle model,

their implementations, and the coupling with the Navier Stokes solver from the first

part. First, the modeling of the morphological change of the sediment surface due to

bed load and suspension load is explained. Here, a bed level equation after Exner (1925)

models the sediment bed height which changes accordingly to the sediment mass ba-

lance. Moreover, the transport of the suspended material is described by an advection

diffusion equation for a sediment concentration. In addition to this advection diffusion

model a gravitational settling term is added. So, a settling of the particles caused by the
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gravitation is regarded. The mass interchange between both models is realized by specific

sink and source terms at the boundaries which ensure that the mass is conserved. Both

models are discretized by finite difference schemes on a staggered grid. At this point, the

implementation follows the basic setting of NaSt3D. Beside the transport of the partic-

les another phenomena correlated with granular media has to be modelled. Since it is

impossible to pile up a granular medium arbitrarily high, a gravitational movement of

the particles has to be considered. If a certain point with a specific angle of repose is

reached, surplus masses slide downhill until a specific angle of repose is formed. To model

this sliding behaviour, a heat equation is modified. In detail, the coefficient in the heat

equation depends on the angle of the slope and therefore on the gradient of the sediment

height. Thus, the heat equation transforms into a nonlinear time dependent model with

a discontinuous coefficient. After that, its discretization and implementation are discus-

sed in detail. Conclusively, a numerical convergence study verifies the implemented slope

limiting algorithm.

After the description of the Navier Stokes solver and the sediment models the coupling

between both is presented. Thereby, the coupling strategies are introduced shortly, fol-

lowed by the extensive explanation of the loose partitioned coupling of NaSt3D with the

sediment models. In this setting the time step restrictions for each instationary model in

the coupling are introduced. On the one hand the impact of the suspension concentration

on the fluid is covered by a Boussinesq approximation in the momentum equation of the

Navier Stokes equations. On the other hand the change of the sediment bed changes the

fluid domain, which is realized by a remapping of the calculated sediment surface onto

the fluid domain. The functionality and the implementation are tested in a numerical

convergence study for the fully coupled fluid sediment system with geometries treated

by the level set approach.

Conclusively, several numerical simulations show the applicability of the developed al-

gorithms to realistic phenomena from engineering as well as from geosciences. First, a

single phase flow and the evolution of a scour mark under clear water conditions are

studied. In this example the sediment bed changes due to the bed load transport that

allows to study the functionality of the mapping of a new fluid domain. To document

the wide range of the resolved features, the temporal evolution of the sediment as well as

the flow conditions are illustrated in various visualizations of the simulation. Moreover,

the magnitude of the erosion near the step and the cylindrical obstacle are presented

in time dependent plots. Second, the full sediment model including the transport of the



5

suspension load is applied to the evolution of a barchanoid dune. In this experiment an

initially cross pile of sand transforms into a crescent shaped dune body. The visualizati-

ons of the suspended material and the sediment bed demonstrate the development over

time. A qualitatively comparison of the dune cross sections with results from the litera-

ture emphasizes the plausibility of the approach. Third and finally, a two phase example

with a flow round two cylindrical and one rectangular obstacle concludes the numerical

examples. Here, a set of bridge piers serves as a model in this example. Plausible results

are taken from the simulation for the free fluid interface as well as from the simulation

for the sediment bed beneath the surface.

Outline

The remainder of this thesis is organized as follows. The first part focuses on the the solu-

tion of the two phase Navier Stokes equations on arbitrarily shaped obstacles. Here, the

projection technique after Chorin (1967) and its implementation in NaSt3D are explai-

ned in the second chapter. Therein, the used discretization schemes and the handling of

the geometry by the so called flag field approach described in Griebel et al. (1998) are re-

viewed as the basis for the improvements made in this thesis. The third chapter discusses

the solution of the Poisson equation with homogeneous Neumann boundary conditions

on an arbitrarily shaped level set domain. Following this technique an approach to im-

pose Dirichlet boundary conditions for the velocities at the obstacles is presented in the

fourth chapter. Conclusively, the fifth chapter presents an extensive numerical conver-

gence study and two numerical experiments. In the second part a full sediment model is

introduced for the bed load as well as for the suspension load. The sixth chapter descri-

bes the two models, their parameters, and the interchange of the transported material.

Moreover, the discretization of the presented sediment model is explained. Chapter seven

describes the slope limiting algorithm deduced from basic geometrical considerations and

a numerical convergence study. The loose partitioned coupling of the two phase Navier

Stokes solver from the first part with the full sediment model is discussed and investiga-

ted in the eighth chapter. Several numerical examples in the ninth chapter demonstrate

the applicability of the full algorithm to a wide range of examples. A summary and a

short outlook are given in the last chapter.





Part I

A second order discretization of the

two phase Navier Stokes equations on

arbitrarily shaped domains
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2 Discretizing and solving the Navier

Stokes equations on complex

geometries

In the following chapter the Navier Stokes equations and the discretization in NaSt3D, as

the basic fluid solver, will be described. Here, the notation follows the official description

of the problem by Fefferman (2000) from the Clay Mathematics Institute. First, the

general form of the momentum equation and the continuity equation for a single phase

fluid are introduced. Second, the two phase model for two interacting incompressible

fluids separated by a sharp interface is described. The transient incompressible Navier

Stokes equations for a single phase read as

∂ui
∂t

+
n∑
j=1

uj
∂ui
∂xj

= ν
n∑
j=1

∂2

∂x2
j

ui −
∂p

∂xi
+ fi(x, t) x ∈ Rn, 0 ≤ t (2.1)

n∑
i=1

∂ui
∂xi

= 0 x ∈ Rn, 0 ≤ t (2.2)

where x ∈ Rn describes the position, u(x, t) = (ui(x, t))1≤i≤n) ∈ Rn denotes the velocities

and p(x, t) ∈ R denotes the pressure, and the time is denoted by 0 ≤ t. Additional

forces on the fluid, for example the gravity, are described by fi. Furthermore, the initial

condition u(x, 0) = u0(x) x ∈ Rn is applied to the system of equations (2.1) and (2.2).

As the initial velocity u0(x) a C∞ divergence free velocity field is used. The parameter

ν = µ/ρ denotes the kinematic viscosity with the dynamic viscosity µ and the density

denoted by ρ. In summary, both equations result from first principles, where the equation

(2.1) represents Newton’s law for a fluid volume under the forces of fi. The second

equation (2.2) constitutes the continuity equation under the assumption of a constant

density ρ. For n = 3 the existence and uniqueness of a solution is unknown and one of the

9
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millenium problems (Fefferman, 2000). Therefore, the Navier Stokes equations have been

a challenging topic of research for the last century. With no claim of completeness, a small

selection of work in literature follows Leray (1934), Hopf (1950), Ladyzhenskaya (1969),

Kato (1972), Temam (1977), Kato (1984), Masuda (1984), Farwig (1992), Galdi (1994),

Amann (2000), Amann (2003), Farwig et al. (2007) and Feireisl & Novotný (2012).

A common practice is to use the dimensionless Navier Stokes equations for single phase

flows. Here, the reference value for the characteristic length d, the velocity u∞ and the

viscosity ν are used to dedimensionalize the Navier Stokes equations. Its dimensionless

version on a fluid domain Ωf ⊂ R3, written in vector calculus notation reads

∂u

∂t
+ (u · ∇)u =

1

Fr
g −∇p+

1

Re
∆u in Ωf ∈ R3, (2.3)

∇ · u = 0 in Ωf ∈ R3. (2.4)

Here, the gradient and the Laplace operators are defined as follows

∇ =

(
∂

∂x1

,
∂

∂x2

,
∂

∂x3

)
, ∆ = ∇ · ∇ =

3∑
i=1

∂2

∂x2
i

.

The dimenionless Reynold’s and Froude’s number are defined as

Re =
‖u∞‖2 · d

ν
, Fr =

‖u∞‖2√
‖g‖2 · d

where the characteristic length and velocity are denoted by d and u∞. And the domain Ωf

is a compact subset of R3 and has a continuous boundary ΓΩf
= Γ1∪. . .∪Γm which is the

compact union of m boundary sets Γi with i = 1 . . .m. On each of this subsets different

boundary conditions can be specified. Dirichlet boundary conditions which specify the

velocity uD at the boundary of the fluid domain Ω are defined by

u|ΓD

!
= uD. (2.5)

Setting uD = 0 results in an adhering wall, whereas uD = uin defines a velocity at the

boundary, for example inflow boundary conditions are realized in this manner. In contrast

to the Dirichlet boundary conditions, the Neumann boundary conditions determine a

value g for the gradient of the velocity u both in the normal direction n and in the
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tagential direction τ which read as

∂u

∂n

∣∣∣∣
ΓN

!
= gn

∂u

∂τ

∣∣∣∣
ΓN

!
= gτ . (2.6)

Herewith, a frictionless domain can be realized by setting gτ = 0. Another typical ex-

ample for a Neumann boundary condition is to set gn = 0 and gτ = 0 achieving an open

boundary for an inflow and outflow boundary. Beside the spatial boundary condition a

velocity field as an initial condition u(0, x) = u0 is necessary. In this setting the incom-

pressibility condition results from a constant fluid density ρ. Applying this to two fluids,

the two phase Navier Stokes equations have to include two different fluid densities and

viscosities ρl and νf respectively for the liquid phase and for the gas phase ρg and νg. The

two phase Navier Stokes equations describe two immiscibile fluids with a sharp interface

where the surface tension is active. Note here, that in the following the notation
”
liquid“

and
”
gas“ phase is used for simplicity. Independently, both phases can be every incom-

pressible fluid. Under the assumption of the immiscibility of the two fluids the Navier

Stokes equations can be applied to a system of two fluid phases interacting with each

other. Systems containing oil and water are examples for two incompressible newtonian

fluids affecting each other only by the surface tension at the interface of both fluids. This

interaction is modelled by an additional surface force depending on the curvature of the

interface and acting strictly on the interface. In summary, the two phase immiscibile

incompressible Navier Stokes equations read as follows

ρ(x)(∂tu+ (u · ∇)u) = ∇ · (µ(x)S)−∇p− σ(x)κ(x)n(x) + ρ(x)f (2.7)

∇ · u = 0 (2.8)

where the fluid stress tensor S is defined as

S := ∇u+ (∇u)T . (2.9)

Additionally, µ(x) denotes the dynamic viscosity of the fluid at the position x ∈ R3. In

contrast to the single phase Navier Stokes equations (2.3) and (2.4), the density ρ(x) also

depends on the position x in the fluid domain. The curvature κ and the surface tension

σ are intrinsic values of the fluid and the interface and act only at the interface Γf in

normal direction n(x). This method has been introduced by Brackbill et al. (1992) as
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the continuum surface force method which introduces an additional force at the interface

generated by the surface tension. With the surface tension σf for the interface between

both fluids, for instance σf = 0.072N/m for an interface between water and air, the

function σ(x) is defined as

σ(x) =

σf x ∈ Γf

0 x /∈ Γf
. (2.10)

To model two incompressible fluids the continuity equation (2.4) has to be fulfilled in

each phase. The numerical treatment of the two phase Navier Stokes equations and the

handling of the surface tension effects are discussed in numerous works, compare Mulder

et al. (1992), Sussman et al. (1994), Sussman & Puckett (2000), Croce (2002), van der

Pijl et al. (2005), Sussman et al. (2007), Croce et al. (2009), Croce (2010), or Griebel &

Klitz (2013). Moreover, the Navier Stokes equations need boundary conditions (2.5) and

(2.6) in the whole fluid domain Ωf = Ωl ∪ Ωg ∪ Γf . Hence, the Navier Stokes equations

on the fluid domain Ω with boundary conditions are summarized in the following way

ρ(x)(∂tu(x, t) + (u(x, t) · ∇)u(x, t)) = ∇ · (µ(x)S)−∇p(x, t) (2.11)

− σ(x)κ(x)n(x) + ρ(x)f(x, t)

S = ∇u(x, t) + (∇u(x, t))T (2.12)

∇ · u(x, t) = 0 (2.13)

u(x, t)|ΓD

!
= uD (2.14)

∂u(x, t)

∂n

∣∣∣∣
ΓN

!
= gn (2.15)

∂u(x, t)

∂τ

∣∣∣∣
ΓN

!
= gτ (2.16)

∀x ∈ Ωf ⊂ R3, ∀ 0 ≤ t with Ωf = Ωl ∪ Ωg ∪ Γf , and ΓΩf
= ΓD ∪ ΓN

σ(x) =

σf x ∈ Γf

0 x /∈ Γf
(2.17)

In the following the discretization and the solution of the equations (2.17) are presented,

while the handling of complex arbitrarily shaped geometries is on focus. Moreover, due to

the use of the pressure projection of Chorin (1967) a Poisson problem with homogeneous

Neumann boundary conditions has to be discretized and solved on these geometries.
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2.1 Solving the Navier Stokes equations with Chorin’s

pressure projection method

This section describes the pressure projection method for solving the Navier Stokes

equations after Chorin (1968). Here, the notation was adapted as it is used in the Navier

Stokes solver NaSt3D which is described in the next section. In the short notation all

spatial and temporal dependence are omitted. Therefore, the three dimensional two phase

equations read

ρf (∂tu+ (u · ∇)u) = ∇ · (µf (∇u+ (∇u)T ))−∇p− σκn+ ρfg (2.18)

∇ · u = 0 (2.19)

where ρf = {ρl, ρg} denotes the density and µf = {µl, µg} describes the viscosity in each

fluid phase. Given a divergence free velocity field un at the time step tn, the pressure

projection method after Chorin (1968) is sketched like

1. Set the boundary conditions for un according to (2.17).

2. Compute u∗ on Ωf

u∗ = un + dt

(
(un · ∇)un +

µf
ρf

∆un − σκn

ρf
+ g

)
(2.20)

It should be noted that the pressure p is omitted.

3. Calculate the right hand side for the Poisson problem fp = 1
dt
∇ · u∗ on Ωf .

4. Solve the Poisson problem for pn+1

∇ ·
(

1

ρf
∇pn+1

)
= fp (2.21)

on Ωf with homogeneous Neumann boundary conditions ∂p/∂n = 0 on Γ.

5. Correct u∗ with the gradient of pn+1 to achieve a divergence free velocity field un+1

on Ωf by

un+1 = u∗ − dt 1

ρf
∇pn+1. (2.22)
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Note here, that the values for the viscosity µf and the density ρf are constant in each

fluid phase and discontinious across the interface. In the second step an intermediate

velocity u∗ is calculated, where the pressure gradient ∇pn is omitted. An explicit time

integration scheme is used to predict the velocity u∗ from the old velocities from un. To

illustrate the method an explicit first order Euler scheme is used. Other schemes like

higher order Runge-Kutta schemes are possible. To correct the intermediate velocity u∗,

such that un+1 fulfills the divergence free condition, the divergence operator is applied

to

un+1 = u∗ − dt 1

ρf
∇pn+1 (2.23)

which leads to

∇ ·
(

1

ρf
∇pn+1

)
=

1

dt
∇ · u∗. (2.24)

Therefore, a Poisson problem equipped with homogeneous Neumann boundary conditions

has to be solved for the new pressure pn+1. Solving this linear system leads to pn+1 which

is used to correct the intermediate velocity u∗ such that un+1 is a divergence free velocity

field

un+1 = u∗ − dt 1

ρf
∇pn+1. (2.25)

With this approach the solution of the Navier Stokes equations is reduced to the pro-

blem of solving a linear system. The properties of the matrix depend on the discreti-

zation techniques for the Poisson problem, but for standard finite differences and finite

element discretization the resulting matrix has advantageous properties like sparsisity,

semi-definiteness or symmetry. Therefore, the application of an appropriate linear sol-

ver is the most challenging part in the solution approach for the system (2.18) and

(2.19). Here, NaSt3D provides conjugate gradient methods like a Jacobi preconditioned

CG-Method as well as a stabilized BiCG method (van der Vorst, 1992). Additionally,

an algebraic multigrid method is available which is applied as a preconditioner for the

Poisson matrix (Metsch (2013)).

2.2 Discretization and implementation

The code package NaSt3D and its further enhancements have been developed over the

last two decades. Next, the basic concepts and details are discussed. Generally, the Navier

Stokes equations (2.18), (2.19), the variables u = (u, v, w), and p are discretized with
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finite differences on a staggered cartesian grid. The velocity components are situated at

the cell faces, whereas all scalar values like the pressure p or the density ρf are situated

at the cell midpoints. A cell is defined as the volume [(i− 1)dx, i dx]× [(j− 1)dy, j dy]×
[(k − 1)dz, k dz], and the position of the variables is defined as

uijk = u(i dx, (j − 1

2
)dy, (k − 1

2
)dz) (2.26)

vijk = v((i− 1

2
)dx, j dy, (k − 1

2
)dz) (2.27)

wijk = w((i− 1

2
)dx, (j − 1

2
)dy, k dz) (2.28)

pijk = p((i− 1

2
)dx, (j − 1

2
)dy, (k − 1

2
)dz). (2.29)

Additional scalar variables are discretized at the same position like the pressure p, that

is in the middle of the cell, compare Figure (2.2). In NaSt3D the finite differences dis-

uijkui−1jk

vijk

vij−1kwijk−1

wijk

pijk

x
z

y

Fig. 2.1: Positions of the variables in the Navier Stokes equations on a three dimensional
staggered grid. The velocities are placed on the faces of the cell. All scalar values
like the pressure pijk are situated in middle of the cell.

cretization of the Navier Stokes equations on a staggered grid avoids oscillatory effects

which would lead to instabilities and unphysical behaviour. For the spatial terms in

(2.18) and (2.19) high order schemes are provided (SMART, QUICK, VONOS, WENO)

and the temporal parts are discretized by explicit time integration schemes like a first
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order Euler, a second order Adams-Bashforth, or a third order Runge-Kutta). Arbitrarily

shaped obstacles are realized by a geometry approximation which follows the rectilinear

grid cells. The so called flag field technique approximates obstacles by blocks with the

minimum size of one cell. Figure (2.2) demonstrates an exemplary approximation of an

irregular shaped obstacle by the flag field approach. The boundary conditions at the

obstacles are applied by interpolation of a value for the obstacle cells from the adjacent

fluid values. Thus, up to interpolation accuracy the conditions at the obstacle boundary

are fulfilled. Further details about the discretization and the geometry approximation

techniques used in NaSt3D are given in Griebel et al. (1998), Croce (2002), and Croce

et al. (2009). The whole algorithm is parallelized by a domain decomposition approach,

Ωf

Fig. 2.2: Approximation of a two dimensional arbitrarily shaped smooth obstacle (blue).
The gray blocks are obstacle cells. The flag field approach approximates
obstacles by grid aligned blocks. Combined with the staggered grid discreti-
zation the flow variables (u, v, w) are situated on the boundary faces of the
blocks.

where the neighboring cells has to interchange several layers of their boundary cells. The

communication routines are implemented with MPI (message parsing interface) resul-

ting in an efficient and well scaling algorithm. The scaling was investigated in several

publications, for instance Griebel & Zaspel (2010) and Griebel & Rüttgers (2014). As

a turbulence model the sub grid scale approach with a wall law is introduced which

was proposed by Smagorinsky (1963) and Van Driest (1956). For two phase flows the
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free surface is tracked by a level set function φ(x), which is a signed distance function

φ : R3 → R and is defined as

φ(x) =


< 0 x ∈ Ω1

= 0 x ∈ Γ

> 0 x ∈ Ω2

with ‖∇φ(x)‖2 = 1. (2.30)

Here, Ω1 and Ω2 define two domains separated by the zero contour of the level set

function Γ = {x ∈ Ω |φ(x) = 0}. In the case of a two phase fluid the liquid and the gas

phases are used here. The requirement ‖∇φ(x)‖2 = 1 is called Eikonal equation and

describes an intrinsic feature of a signed distance function. Given a rough estimate of a

signed distance function φ∗(x) which defines a zero contour X0 = {x ∈ Ωf |φ∗(x) = 0},
a correct level set function φ with the same zero contour can be computed by solving

the Hamilton-Jacobi equation

∂φ

∂τ
= sgn(φ0) (1− ‖∇φ‖2) with φ0 = φ∗(x), (2.31)

where τ denotes a pseudo time. This equation can be solved up to a pseudo end time

or until a fix point is reached. If a fix point is reached, the distance property and the

Eikonal equation are fulfilled. Here, the fifth order WENO scheme and the third order

Runge-Kutta method provide a robust and reliable discretization of the free surface.

Following this method a level set function φ with sufficiently good distance property is

provided by the solution of the equation (2.31).

All phase intrinsic parameters in the Navier Stokes equations, like ρ and µ, are smoothed

as follows

ρ(φ(x)) =ρ2 + (ρ1 + ρ2)h(φ(x)) (2.32)

µ(φ(x)) =µ2 + (µ1 + µ2)h(φ(x)) (2.33)

in a band near the fluid interface with bandwidth ε by a heaviside function

h(φ(x)) =


0 −φ(x) > ε

1
2

(
1 + φ(x)

ε
+ 1

π
sin(πφ(x)

ε
)
)
|φ(x)| ≤ ε

1 φ(x) > ε

. (2.34)
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This techniques and the typical level set methods used in NaSt3D are described in

Sussman et al. (1994), Osher & Fedkiw (2003), Croce et al. (2009), and Croce (2010).

For further information about the Navier Stokes solver NaSt3D and its applicability,

compare Griebel et al. (1998), Boeker et al. (2001), Croce (2002), Croce et al. (2004),

Verleye et al. (2006), Strybny et al. (2006), Croce et al. (2009), Croce (2010), Griebel

& Zaspel (2010), Zaspel & Griebel (2013), Griebel & Klitz (2013), Griebel & Rüttgers

(2014), Adelsberger et al. (2014), Klitz (2014), Burkow & Griebel (2015), Rüttgers et al.

(2015), and Zaspel (2015).

In summary, NaSt3D as a three dimensional two phase flow solver is an efficient and

well tested setting. NaSt3D was tested in many applications and applied to academic as

well as engineering questions. The idea will be to use this algorithm to solve a physically

correct fluid flow and couple it to the problem of sediment transport. Therefore, the

geometry handling in NaSt3D will be replaced by a more sophisticated approach in this

thesis. And a detailled explanation and discussion of the new handling is on focus in the

next chapters.



3 Solving the Poisson problem on

arbitrarily shaped geometries

This chapter describes the methods which are applied to solve the Poisson problem

which arises from the pressure projection method from Chorin (1968) applied to the

Navier Stokes equations described in Section (2.1). In the following the flag geometry

approximation technique as described in Griebel et al. (1998) is reviewed. As an improved

alternative the geometry approximation by a level set function is presented and compared

to flag field approach. In both techniques a linear system results from the discretization

of the Poisson problem. All considerations in this chapter are for the two dimensional

case because the extension to the three dimensional case is straight forward.

Here, the Poisson equation with Neumann boundary conditions reads as

−∆p = f on Ωf (3.1)

∂p

∂n
= 0 on ΓΩf

. (3.2)

Usually the the Poisson equation is discretized on a regular grid with finite difference

stencils for the first and second derivatives. Therefore, the discretization of the first part

of equation (3.1) is given by

∆p = −pi+1,j

dx2
+

2pi,j
dx2
− pi−1,j

dx2
− pi,j+1

dy2
+

2pi,j
dy2
− pi,j−1

dy2
. (3.3)

Using an equidistant grid (dx = dy) the system reduces to the classical five point stencil

19
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for the interior points of the Laplacian
−1

−1 4 −1

−1

 . (3.4)

The incorporation and the discretization of the Neumann boundary condition discretized

by finite differences is the major challenge in the treatment of complex obstacles and will

be explained in the following section of this chapter.

3.1 Incorporating complex geometries

The solution of the Poisson problem

∆p(x) = f x ∈ Ω (3.5)

has been of constant research interest for the last century. For Dirichlet boundary con-

ditions

p(x) = c(x) x ∈ ΓΩ, c ∈ C∞ (3.6)

a second order approach was presented by Shortley & Weller (1938). This approach

can adapt to irregular domains on a rectangular grid. Further investigations of this

discretization for Dirichlet boundary conditions were conducted by many others, for

example Batschelet (1952), Bramble & Hubbard (1965), Hackbusch (1992) or Matsunaga

& Yamamoto (2000). Several contributions were made to estimate the error of the finite

difference approximation of the Poisson problem (3.5) with other boundary conditions

on rectangular and irregular shaped domains. For example, Batschelet (1952), Bramble

& Hubbard (1965), Jomaa & Macaskill (2005), Bouchon & Peichl (2007), and Jomaa &

Macaskill (2005) regarded the Neumann boundary conditions on rectangular domains

and mixed boundary conditions on irregular shaped domains. Here, the mixed boundary

conditions are a combination of Dirichlet and Neumann boundary conditions and read

as

β
∂p(x)

∂n
+ p(x) = c β ∈ R, x ∈ ΓΩ, c ∈ C∞. (3.7)
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The error estimates for the mixed boundary conditions presented in Jomaa & Macaskill

(2010) depend on β and do not admit pure Neumann boundary conditions. Furthermo-

re, a treatment of the pure Neumann boundary conditions was regarded by Bouchon &

Peichl (2007) who used local transformations which transformed the boundary interpo-

lation problem onto a subgrid. On this subgrid a small linear system has to be solved

to calculate the boundary value. This approach needs further informations about the

grid and requests additional geometrical properties of the grid cell and the intersecting

boundary. In the following a grid aligned approximation of the boundary is described, the

so-called flag field technique. Here, the boundary is approximated by a rectangular grid,

whereas a cell can be geometry or fluid domain. On the one hand the advantage of this

approach is that boundary conditions are imposed on the grid lines and no interpolation

or averaging is needed. On the other hand the ability to resolve the geometry is limited.

After that the variable approximation of the boundary by a level set (Sussman et al.,

1994) is introduced which extends ideas for the interpolation from Batschelet (1952) to

incorporate Neumann boundary conditions on arbitrary domains into the system matrix

of the discretized operator.

3.1.1 Constant geometry approximation with the flag field

technique

For the inner points of the example from Figure (3.1) the discretization of the Poisson

problem with the stencil (3.4) leads to the inner rows of the matrix A in equation (3.9).

Additionally, the discretization of the Neumann boundary condition

∂p

∂n
=
pout − pin

dx
(3.8)

for a rectangular grid aligned to the domain leads to the first and the last four rows of

A ∈ R4+4×4+4 which results in a 12× 12 linear system.
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p2,1 p2,2

p1,1 p1,2

p0,1 p0,2

p1,0

p2,0

p1,3

p2,3

p3,1 p3,2

~n

Fig. 3.1: Discretization of the Poisson problem with Neumann boundary conditions on
a square domain. Here, the discretization with a 2× 2 grid including all boun-
dary ghostcells is demonstrated. The interpolation routine for the Neumann

boundary condition reads ∂p
∂n

= p1,1−p1,0

dx

!
= 0 and equation (3.9) presents the

corresponding linear system.

A =



−1 0 0 0 1 0 0 0 0 0 0 0

0 −1 0 0 0 1 0 0 0 0 0 0

0 0 −1 0 1 0 0 0 0 0 0 0

0 0 0 −1 0 1 0 0 0 0 0 0

1 0 1 0 −4 1 1 0 0 0 0 0

0 1 0 1 1 −4 0 1 0 0 0 0

0 0 0 0 1 0 −4 1 1 0 1 0

0 0 0 0 0 1 1 −4 0 1 0 1

0 0 0 0 0 0 1 0 −1 0 0 0

0 0 0 0 0 0 0 1 0 −1 0 0

0 0 0 0 0 0 1 0 0 0 −1 0

0 0 0 0 0 0 0 1 0 0 0 −1



·



p0,1

p0,2

p1,0

p1,3

p1,1

p1,2

p2,1

p2,2

p2,0

p2,3

p3,1

p3,2



=



0

0

0

0

f1,1

f1,2

f2,1

f2,2

0

0

0

0



(3.9)
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In the following the matrix A is used as the basic setting for the implementation of an

irregular domain Ωf . After some manipulation the stencils reduce to the following system

−1 0 0 0 1 0 0 0 0 0 0 0

0 −1 0 0 0 1 0 0 0 0 0 0

0 0 −1 0 1 0 0 0 0 0 0 0

0 0 0 −1 0 1 0 0 0 0 0 0

0 0 0 0 −2 1 1 0 0 0 0 0

0 0 0 0 1 −2 0 1 0 0 0 0

0 0 0 0 1 0 −2 1 0 0 0 0

0 0 0 0 0 1 1 −2 0 0 0 0

0 0 0 0 0 0 1 0 −1 0 0 0

0 0 0 0 0 0 0 1 0 −1 0 0

0 0 0 0 0 0 1 0 0 0 −1 0

0 0 0 0 0 0 0 1 0 0 0 −1



·



p0,1

p0,2

p1,0

p1,3

p1,1

p1,2

p2,1

p2,2

p2,0

p2,3

p3,1

p3,2



=



0

0

0

0

f1,1

f1,2

f2,1

f2,2

0

0

0

0



. (3.10)

Here, p = (p1,1, . . . , pn,n) is the solution of the linear system Aintp = f consisting of the

inner 4×4 matrix Aint ∈ Rn×n and the corresponding right hand side f = (f1,1, . . . , fn,n)

which results from the discretized Poisson problem on the given domain. With this

discretization the approximation of arbitrarily shaped domains leads to a matrix Aint

which is symmetric positive semi definite. In detail, all but one of the Eigenvalues λi ∈ R
are non zero. Therefore, the matrix has a one dimensional null space and the typical

numerical solvers like CG methods run into problems. A theoretical fact states that

if the null space does not contain the starting vector, the conjugate gradient method

solves the system Ap = f or at least minimizes ‖Ap− f‖2 (Kammerer & Nashed, 1972).

But nevertheless, the numerical computation of an iterative solution can fail due to

truncation and other numerical problems. To overcome this drawback and fix the null

space an additional condition for the linear system is necessary. Here, the fixation of a

single value or the condition ∫
Ωf

p dx = 0 (3.11)
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are possible solutions. With this additional equation the linear system transforms into an

over-determined (n+ 1)×n system and best approximation methods have to be applied.

3.1.2 Variable geometry approximation with a level set technique

To overcome the drawback of the limited geometry representation of the flag field tech-

nique, the geometry is represented by a level set function φg which is a signed distance

function defined in equation (2.30). At this point the sign of φg determines wether a

point is in the obstacle domain Ωg or in the fluid domain Ωf . Without loss of generality

a positive level set value φg(x) > 0 denotes the fluid domain, whereas a negative level

set value φg(x) < 0 denotes the geometry domain Ωg. The boundary of the obstacle is

described by the zero level set contour Xg = {x ∈ Ω |φg(x) = 0}. Because of the fact

that

n(x) =
∇φg(x)

‖∇φg(x)‖2

x ∈ Ω. (3.12)

the computation of a normal is easy and an advantage of the level set formulation. Note

that the normalisation with the euclidean norm of the gradient of the level set function

is not necessary at this point due to the Eikonal equation ‖∇φg(x)‖2 = 1. To avoid later

problems during the discretization of the gradient and the resulting normal a renormali-

sation at this point is maintained. Furthermore, a second order central difference scheme

is applied here to approximate the normals. A test of this approach on a spherical domain

should be to calculate the error of the approximated normal from the level set function.

Therefore, the error is calculated by

εn := max
x∈ΓΩf

‖nh(x)− n(x)‖2 (3.13)

with

ΓΩf
:= {x ∈ Ω |φg(x) = 0} (3.14)

where nh denotes the approximated normal and n describes the analytical normal for

an obstacle. Figure (3.3) demonstrates the errors for the approximation of the normal

for the flag field and the level set method. Here, the approximation of the normals at

an analytical given sphere is presented in Figure (3.2). Due to its design the flag field

method with its grid aligned approximation of the geometry leads to normals which are

exclusively vertical and horizontal. Thus, there is no convergence for the normals on a
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sphere in the ‖·‖∞ norm. In contrast to the flag field method the level set approximation

leads to a second order approximation of the normals. Both convergence results are

presented in Figure (3.3). This effect can not be overcome by a rearrangement of the grid

or a variation of the cells. Therefore, a convergence for the solution of the poisson problem

with Neumann boundary conditions on a irregular shaped domain can not be expected

for the flag field technique. Exceptions for certain geometries are possible. For example,

the Poisson problem can be solved with full convergence on a domain which is composed

of rectangular obstacles and therefore fully resolvable by the flag field technique. But in

general, a discretization technique has to converge for the boundary normal vectors on

every arbitrary domain. Otherwise it is not possible to get convergence for the Neumann

boundary conditions in the Poisson problem.

p2,1 p2,2

p1,1 p1,2

p0,1 p0,2

p1,0

p2,0

p1,3

p2,3

p3,1 p3,2

p2,1 p2,2

p1,1 p1,2

p0,1 p0,2

p1,0

p2,0

p1,3

p2,3

p3,1 p3,2

Fig. 3.2: Approximation of a circle and the boundary normals. Left: With a grid aligned
approximation method there are only two possible normals, this results in no
convergence for the geometry with Neumann boundary conditions. Right: The
level set approach admits the approximation of arbitrary normals. In this setting
the normals converge. See Figure (3.3).

After testing the approximation of the domain and analyzing in detail the boundary

normals by the flag field method as well as by the new level set approach, the quality of

the solution of the system (3.1) is regarded.

In the following the level set method is used to approximate the domain Ωf and to

modify the stencil (3.4) in the matrix A from (3.9) in accordance with the new geometry

representation. Figure (3.4) presents a circular domain and the approximated normals
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10−1 100

2

dx

ε2 n

ε2n

10−0.8 10−0.6 10−0.4 10−0.2 100

10−5

10−4

10−3

10−2

dx
ε n

(dx)2

εn

Fig. 3.3: Left: Approximation of the interface normal of a given spherical level set zero
contour by the flag field method. This result shows no convergence for the
normals. Note here, that the error is squared and therefore the maximum error
in this two dimensional example is

√
2. Right: Approximation of the normals at

a spherical zero level set contour Xg results in a second order approximation.

at the boundaries.

Let (i, j) be a fluid cell and without loss of generality (i− 1, j) denotes its neighbor out

of the fluid domain. The first step is to calculate a proper normal vector at the boundary

of the domain while the stencil of the fluid cell has to use the pressure value pb at xb in

the boundary cell. Therefore, it is straight forward to approximate the intersection of the

level set function on the grid line j and compute the point of intersection xs by a linear

interpolation, compare Figure (3.5). Then the normal at this position is approximated

by the gradient of φg from the neighboring level set values. Given the point xb and the

normal at this position the straight line from xb in direction of the normal intersects the

x- or the y-grid lines. This point of intersection with the grid xint is used to interpolate

the pressure value pint by linear interpolation from the neighboring pressure values. Thus,

pint is used to impose the Neumann condition

∂p

∂n
=
pb − pint
xb − xint

!
= g̃ (3.15)

for the cell out of the domain. In detail, Figure (3.5) demonstrates the discretization and

the interpolation of the Neumann boundary conditions at the zero level set contour.

In general, the algorithm is summarized as
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Fig. 3.4: Approximation of a circular domain by the level set method including boundary
normals.

1. Approximate the intersection xs

2. Approximate the normal n(xs) =
(
ni, nj, nk

)T
3. Scale n(xs) s.t ñ(xs) = c · n(xs) such that max{ñi, ñj, ñk} = dx

4. Compute the interpolation positionxint = x(pb) + ñ(xs)

5. Interpolate p(xint) from the neighboring fluid values.

6. ∂p
∂n

= pint−pb
‖ñ(xs)‖2 = g̃

For example, the Neumann condition applied for pint at xint with a geometry neighbor

pb = pi−1j at xb = xi−1j reads

∂p

∂ñ
=
pint − pi−1j

xint − xi−1j

!
= g̃. (3.16)

For homogeneous Neumann boundary conditions g̃ = 0 is set. If xint lies on the i grid
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line between j and j − 1, the interpolation for pint reads

pint = wijpij + wij−1pij−1
(3.16)⇒ (3.17)

0 = wijpij + wij−1pij−1 − pi−1j (3.18)

As an implicit incorporation into the matrix Aint the coefficients from the linear lag-

rangian interpolation are added to the stencil from (3.4). In detail, the stencil and the

entries for pi,j of the matrix reduce to
1

0 −4 + wij 1

1 + wij−1

 (3.19)

Note here, if the normal in this case is parallel to the y line, i.e. wij = 1 and wij−1 = 0, the

standard five point stencil is recovered. The north, west, and east neighbors are modified

in the same way. For the diagonal neighbors the situation changes. Here, additional

entries in the stencil emerge leading to a flexible adjustment to the normal vectors. For

example, if the normal vector from xi−1j intersects the grid line xi between yj and yj−1

the weights of the interpolation ωij and ωij−1 are added to the stencil weights −4 and 1

of the standard stencil, compare Figure (3.5). However, a normal vector at xi−1j which

intersects the grid line yj+1 between xi−1 and xi results in an additional entry in the

stencil at the diagonal position, see Figure (3.6), and the stencil reads as
wi−1j+1 1 + wij+1

0 −4 1

1

 . (3.20)

Incorporating the newly calculated stencil into the new system matrix Ãint, the symmetry

is destroyed. At least for the circular domain Ãint is centrosymmetric

ai,j = an−i+1,n−j+1 ∀i, j ≤ n A = (aij)1≤i,j≤n ∈ Rn×n (3.21)

and the Eigenvalues are complex.
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Fig. 3.5: Left: Grid points involved in the stencil, when imposing boundary conditions.
Here, the south neighbor pij−1 needs to be modified. The normal intersecting
the grid line determines which coefficients of the neighbors have to be modi-
fied. Right: The main and south coefficient of the stencil are influenced by the
boundary interpolation routine.
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Fig. 3.6: Left: Grid points involved in the stencil, while imposing boundary conditions.
Here, the north-west neighbor needs to be modified. In contrast to the previous
setting from the grid aligned discretization in Figure(3.1) the normal intersects
the grid between the north and the north west neighbor. In contrast to the case
described in Figure (3.5), non zero coefficients are affected additionally. Right:
The coefficients of the stencil influenced by the boundary interpolation routine.
In addition to the classical 5 point stencil coefficients an extra coefficients is
non zero.
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Similarly to the matrix Aint originating from the flag field method, the new matrix Ãint

contains a single null space. Regarding the example of the approximation of a circular

domain the matrix resulting from the level set method reads as

Ãint =



−3.3276 1.3276 0 0 0.7082 1.2918 0 0 0 0 . . .

1.0000 −3.1086 1.1086 0 0 0 1.0000 0 0 0 . . .

0 1.1086 −3.1086 1.0000 0 0 0 1.0000 0 0 . . .

0 0 1.3276 −3.3276 0 0 0 0 1.7082 0.2918 . . .

0 0 0 0 −3.4165 1.7082 0 0 0 0 . . .

1.0000 0 0 0 1.0000 −4.0000 1.0000 0 0 0 . . .

0 1.0000 0 0 0 1.0000 −4.0000 1.0000 0 0 . . .

0 0 1.0000 0 0 0 1.0000 −4.0000 1.0000 0 . . .

0 0 0 1.0000 0 0 0 1.0000 −4.0000 1.0000 . . .

0 0 0 0 0 0 0 0 1.7082 −3.4165 . . .
...

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .



.

The spectrum of Ãint contains a single zero Eigenvalue |λn| = 0 and is illustrated in

Figure (3.7).
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Fig. 3.7: Left: The spectrum of the modified matrix Ãint contains complex Eigenvalues
and a single |λn| = 0. Right: Visualization of the matrix Ãint with Matlab’s
spy() function. The sparsity and the band structure of the matrix are obvious.
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Fig. 3.8: Left: The stabilization leads to a non singular matrix with a spectrum which
still has complex Eigenvalues. Right: Visualization of the stabilized matrix Ãs
with Matlab’s spy() function. Except the last column which is full, the sparsity
and band structure are preserved. Obviously there is no symmetric structure
left which leads to the use of the stabilized BiCG method.

Here, the typical techniques to eliminate this null space are applied. For examples, if one

pressure value is fixed by imposing the following additional conditions

pn = p0, (3.22)

and this condition is added to all rows in the linear system the matrix has full rank.

Now, the full system reads(
Ãint + (0 . . . 0|1)

)
p =: Ãsp = f̃ + p0 (3.23)

and without any loss of generality p0 is chosen as p0 = 0. Other choices are analogous

and lead to additional terms on the right hand side f̃ . This leads to the system Ãsp = f̃ .

Applying this stabilization technique to the matrix the last column of the matrix is full

and therefore the centrosymmetric property is also lost, see Figure (3.8). The solution of

the resulting system Ãsp = f̃ is computed by a stabilized BiCG method after Sleijpen &

Fokkema (1993) which is a stabilized version of the previously presented BiCG method

from van der Vorst (1992). Other methods for the solution of systems with non symmetric
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matrices with complex Eigenvalues and other modifications of the BiCG method were

presented in Sleijpen et al. (1994).
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Fig. 3.9: Extension of the interpolation schemes to the three dimensional case. Three
different scenarios are possible where the normal intersects different faces of
the cell. In the first case only pi,j+1,k+1 as an additional entry is used in the
interpolation of the value pi−1,j,k and is added to the matrix. For the second and
third case three additional values enter the interpolation scheme and therefore
the matrix.

This stabilization of the original matrix leads to an additional overhead during the com-

putation of a solution Ãsp = f̃ on a parallel cluster grid. Applying a parallel BiCG

method requires a full communication of pn to all other processes in each matrix vector

product from the process which iterates over the n-th column in the matrix. Moreo-

ver, this communication over all processes in the cluster grid slows down processes were

the matrix vector product is already computed. Here, other processes have to wait for

the completion of the matrix vector product on the process containing pn. The general

algorithm from van der Vorst (1992) as implemented in NaSt3D is extended by an addi-

tional global communication that is necessary before every matrix vector product. Thus,

four global communication routines are added in each iteration step, which affect the

performance negatively.

But the full influence of this communication routine on the full Poisson solver can not be

divided from two facts. The arbitrary structure of the matrix Ãs and the modifications

due to the new obstacle approximation create complex Eigenvalues and a large condition

number which result in additional numerical costs.

The extension of the presented interpolation scheme and the incorporation to a three
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dimensional case is illustrated in Figure (3.9). With this sketch for pi−1,j,k all other cases

for the interpolation of a proper value along the normal n are straight forward and will

not be discussed further.

3.2 Numerical convergence test

In the following, the new approach is tested numerically at a modified two dimensio-

nal Poisson problem Ãsp = f̃ on level set domains equipped with Neumann boundary

conditions

−∆p = f on Ωf ⊂ R2 (3.24)

∂p

∂n
= 0 on Γf . (3.25)

A stabilized BiCG method is used to solve the Poisson equation on a irregular shaped

domain given by a zero level set contour Γf . For the evaluation of the new boundary

discretization approach described above, the corresponding analytical function for p is

chosen as

p = − cos
( π

50

(
(x− 15)2 + (y − 15)2

))
(x, y) ⊂ Ωf . (3.26)

With this choice the function p has its center in c = (15, 15) with ∂p
∂n

= 0 at the circle

around c with radius r = 10. Figure (3.10) illustrates the analytical solution p for the

Poisson problem from equation (3.24). Equation (3.26) is constructed such that it fulfills

the requested Neumann boundary conditions from equation (3.25). Given the analytical

p, the right hand side f can be calculated as follows

f = − 4π

100

(
2 sin

( π
50

(
(x− 15)2 + (y − 15)2

))
+ 4 · ((x− 15)2 + (y − 15)2) · cos

( π
50

(
(x− 15)2 + (y − 15)2

)))
. (3.27)

To calculate the approximation error and to derive a convergence rate the analytical

solution p is evaluated at the grid points xij of each simulated solution pij. In summary,

there are three errors calculated from the simulations, where the errors between the
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Fig. 3.10: The constructed analytical solution p from (3.26) of the Poisson problem with
Neumann boundary conditions using f from (3.27) as right hand side on a
circular domain (red).

simulated solution pij and the sampled solution pref ij = p(xij) are calculated as follows

‖ · ‖∞ := max
i,j
|pij − pref ij|, (3.28)

‖ · ‖1 :=
1

mn

m,n∑
i,j

|pij − pref ij| (3.29)

and

‖ · ‖2 :=

√√√√ 1

mn

m,n∑
i,j

(
pij − pref ij

)2

. (3.30)

Figure (3.11) shows the errors computed on Ωin = {x ∈ Ωf | dx ≤ φ(xij)} which repres-

ents the interior points with no neighbors outside of the domain Ωf . Furthermore, Figure

(3.11) illustrates the errors of the solution of the system (3.24) and (3.25) near the boun-
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dary with the domain discretized on the one hand by the original flag field approach and

on the other hand by the new level set approach. In detail, in the third and the fourth

error plot of Figure (3.11) the errors (3.28), (3.29), and (3.30) are only computed on

points xij where 0 ≤ φ(xij) ≤ dx. In the first two error plots of Figure (3.11) a second

order convergence is obvious in all three error norms for both approximation techniques

on the interior points. This analogous behaviour for both approaches matches the set-

ting of a second order approximation of the Laplacian at the interior points with the

standard five point finite difference stencil (3.4). Compared with the convergence on the

interior points, the convergence on points near the boundary for the flag field technique

is destroyed completely, compare Figure (3.11). But the new level set approach gives a

first order convergence rate. This boundary approximation in the level set approach is

realized with a linear interpolation scheme as described in equation (3.15). Therefore, the

first order convergence near the boundary is plausible and improves the old method for

arbitrarily shaped obstacles. Further interpolation schemes are not tested here. Higher

polynomial interpolation schemes would require more points inside the domain, which

would lead to an even more dense structure of the matrix. Other interpolation methods

would need additional assumptions on the solution like smoothness or derivatives which

are not at hand or have to be approximated by other points in the domain.
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Fig. 3.11: Error convergence of the Poisson problem discretized by the flag field (left)
and the level set (right) technique. All three errors show a second order error
convergence for the interior points (top). In contrast to the interior points there
is no convergence at all for the flag field technique (bottom left). But the level
set approach on the points near the boundary yields first order convergence
rates for all errors (bottom right).



4 Modified correction projection

method to solve the Navier Stokes

equations

In the following chapter the algorithm to solve the Navier Stokes equations on level set

domains is described. As a short reminder, the transient incompressible dimensionless

Navier Stokes equations for a single phase in three dimensions read as follows

∂u

∂t
+ (u · ∇)u =

1

Fr
g −∇p+

1

Re
∆u in Ωf ∈ R3, (4.1)

∇ · u = 0 in Ωf ∈ R3. (4.2)

where x ∈ Ωf ⊂ R3 describes the position, u(x, t) = (ui(x, t))1≤i≤3 ∈ R3 denotes the

velocities, p(x, t) ∈ R describes the pressure, and the time is denoted by t ≥ 0. The

parameter Re denotes the Reynold’s number and Fr the Froude’s number. For simplicity,

all additional forces are dropped fi = 0 in (2.3) and (2.4). In a next step, the modifications

in Chorin’s pressure projection are explained and discussed. In general, the correction

projection method after Chorin (1968) is well known in the literature and was investigated

and applied in numerous numerical studies, compare Temam (1968), Temam (1977),

Jamet et al. (1970), Guermond (1994), Guermond & Quartapelle (1998), Temam (2001),

and Guermond et al. (2006).

Given a divergence free velocity field un, the modified splitting scheme is sketched like

the following

1. Compute u∗ on Ωin = Ωf \ Ωε with Ωε := {x ∈ Ωf | 0 ≤ φ(x) ≤ ε}

u∗ = un + dt

(
(un · ∇)un +

1

Re
∆un

)
(4.3)

37
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Note here, that the pressure p is omitted and ε =
√
dx2 + dy2 + dz2.

2. Interpolate u∗ on x ∈ Ωε such that the boundary conditions are fulfilled

u∗ |Γ = 0 (4.4)

on the boundary Γ := ΓΩf
.

3. Calculate the right hand side for the Poisson problem fp = ∇ · u∗ on Ωin.

4. Interpolate fp on x ∈ Ωε such that the divergence free condition

∇ · u∗ = fp |Γ = 0 (4.5)

for u∗ is prescribed at the boundary Γ.

5. Solve the Poisson problem ∆pn+1 = fp on Ωf with ∂p/∂n = 0 on Γ.

6. Correct u∗ to achieve a divergence free velocity field un+1 on Ωin.

un+1 = u∗ − dt∇pn+1 (4.6)

7. Interpolate un+1 on x ∈ Ωε such that the boundary condition

un+1 |Γ = 0 (4.7)

is prescribed in close proximity to the boundary.

In the following, the details of every step in this algorithm will be explained. The modi-

fications in this approach compared to the originally proposed scheme are necessary to

handle the boundary conditions at the level set domain boundaries Γ. By calculating u∗

in Step 1 only on the interior points Ωin the preliminary velocities u∗ are available at the

interior points to impose the desired boundary conditions near Γ. Dirichlet conditions

u∗|Ωε = 0 are imposed by an appropriate interpolation scheme. In general, Neumann

boundary conditions for the velocities are not viable for this approach. Here, the stag-

gered grid discretization for the velocity components u = (u, v, w) and the Neumann

condition ∇u · n = 0 lead to additional unknowns and to an under-determined linear

system for the interpolation. In the third and fourth step analogous ideas are pursued. In
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particular in Step 3 the right hand side fp = ∇ · u∗ for the Poisson problem is computed

only on the inner domain Ωin. The boundary condition for fp on Ωε is imposed by an

interpolation scheme in Step 4, which uses the available values from the inner domain.

In the end, the new velocity field un+1 has to fulfill the divergence free condition (2.19).

Thus, a Dirichlet boundary condition fp|Γ = 0 for fp is imposed on x ∈ Ωε which con-

stitutes a divergence free field u∗ on Γ. In the fifth step the aforementioned solver for

the Poisson problem on an arbitrarily shaped level set domain is applied. Step 6 and the

seventh step are necessary to guarantee a velocity field un+1 on Ωf with the proposed

boundary conditions.

In summary, this scheme is an adapted version of the Chorin (1968) scheme, where

differences were made to impose the boundary conditions. By forcing the boundary

conditions by interpolation, it is assured that the velocity fields u∗ and un+1 as well

as the right hand side of the Poisson problem fp fulfill all boundary conditions required

in each step.

4.1 Boundary conditions for the velocities

In detail, the Dirichlet boundary reads

u∗(xΓ) = g xΓ ∈ ΓΩf
. (4.8)

Again a two dimensional example is chosen to demonstrate the algorithm. As already

mentioned in the Poisson solver the extension to a three dimensional treatment is straight

forward and all schemes apply accordingly. The boundary is represented by the zero

contour of the signed level set function φg(x) as before. Thus, the fluid domain can be

distinguished by the sign of φg. Without loss of generality the fluid domain is represented

by Ωf = {x ∈ R3 |φg(x) ≥ 0}. Following this notation, the boundary of the fluid is

defined as ΓΩf
= {x ∈ Ωf |φg(x) = 0}. To reconstruct the zero contour and its position

xΓ it is essential to use an appropriate interpolation function fint. Thus, the boundary

domain ΓΩf
is calculated by an iterative second order Newton method

xn+1 = xn −
fint(xn)

f ′int(xn)
(4.9)
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which utilises a third order polynomial interpolation to calculate fint(xn). In this setting

the interpolating polynomial fint(x) is given in its Lagrange basis formulation

fint(x) =
3∑
i=0

fiai(x) (4.10)

with

ai(x) =
∏

0≤m≤3
m6=i

x− xm
xi − xm

. (4.11)

Therefore, it is obvious to derive all factors for the derivative of the polynomial f ′int(x)

in advance to reduce the computational costs. With a reconstructed xΓ on the interface

the boundary conditions can be imposed at the interface for the intermediate velocities

u∗ as follows.

Here, the idea is to calculate u∗ on the interior points

Ωin =
{
x ∈ Ωf |φg(x) >

√
dx2 + dy2 + dz2

}
(4.12)

as given in (4.4). Therefore, the calculation only considers points which are in the fluid

domain and is represented in Figure (4.1). With the calculated values for u at this

interior points the values u(xε) at the almost interior point are determined such that

the boundary conditions are fulfilled at Γ. The velocities for the values at x̃ ∈ Ωε are

interpolated along the boundary normal. In detail, the line from xΓ along the scaled

normal ñ is used to calculate the intersection xs with the adjacent faces generated by the

interior points. With a calculated xs the linear interpolation scheme along the surface

normal for the Dirichlet boundary condition from the interior points reads as follows

u(t) =
u(xs)− g
‖xs − xΓ‖2

t+ g t ∈ [0, ‖xs − xΓ‖2]. (4.13)

The desired value for uij is set for t = (φg)ij which denotes the level set value x̃ij

and represents the distance to the zero contour φg. With the fact that ‖xs − xΓ‖2 =

‖xs − x̃ij‖2 + (φg)ij and t = (φg)ij the interpolation (4.13) reduces to

uij =
u(xs)(φg)ij + g‖xs − x̃ij‖2

‖xs − x̃ij‖2 + (φg)ij
. (4.14)
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Fig. 4.1: Left: All points involved in the calculation u∗ for uij for the interior point
xi,j ∈ Ωin. The example demonstrates the calculation for the u component in
two dimensions. Adjacent values of the v component are marked in red, whereas
the involved values of the u component are black. Here, ui−1j and vij−1 are near
boundary points. Right: The boundary condition are imposed by interpolating
the near boundary values ũ(x̃i−1j) = ui−1j along the normal from the interior
points uij+1 and uij. Note here, that these interpolation routines are applicable
for all velocity components separately.

For the calculation of u(xs) this approach applies a linear interpolation, which uses the

velocity values on the grid line. In summary, all velocities at the interior points Ωin are

calculated from known values at inner points. All other fluid points Ωε which are near

the boundary are interpolated in normal direction, such that the Dirichlet conditions are

fulfilled in every point. This method is used to impose the correct boundary conditions

on x ∈ Ωε in the prediction step u∗ (4.4) for the right hand side fp of the Poisson equation

(4.5) as well as in the correction step for the new timestep un+1 (4.7). Note here, that

the condition for the right hand side fp of the Poisson equation is given by

fp := ∇ · u∗(x) = 0 x ∈ Ωε. (4.15)

Therefore, imposing Dirichlet boundary condition for fp = 0 is reasonable. With this

choice the approximation of fp and therefore u∗ already fulfills the requested divergence

free condition from the Navier Stokes equations at the boundary.

Furthermore, the implementation of a wall boundary law for a turbulence model after

Van Driest (1956) is not discussed at this point. Due to the large variety of different tur-
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bulence modeling approaches, the choice of the turbulence model and the wall law depend

on the intended purpose. Therefore, the choice, the discussion and the implementation

of a turbulence model are omitted in this thesis and the focus is on the handling of the

complex geometries and a robust numerical implementation of the boundary conditions.

4.2 Numerical results for the Navier Stokes solver on

level set geometries

To test the new algorithm, the example in Figure (4.3) is calculated for eleven different

resolutions. Due to the absence of an analytical solution for the Navier Stokes equations

a reference solution uref = (u, v, w) is computed on a 500× 100× 100 grid which results

in a spatial grid size dx = 0.005. Three error norms L∞,L1 and L2 are calculated and

approximated, here for the u-component of uref , by

‖ · ‖∞ := max
i,j,k
|uijk − uref ijk|, (4.16)

‖ · ‖1 :=
1

imjmkm

imjmkm∑
i,j,k

|uijk − uref ijk|, (4.17)

and

‖ · ‖2 :=

√√√√ 1

imjmkm

imjmkm∑
i,j,k

(
uijk − uref ijk)

)2

(4.18)

where uijk denotes the computed solution on the coarser grid which was interpolated to

the fine grid of uref by the Matlab function interp3(). Therefore, the indices of the finest

grid are (im, jm, km) = (500, 100, 100). In general, the relative error

ε∞,1,2 :=
‖u− uref‖∞,1,2
‖uref‖∞,1,2

. (4.19)

is considered. The general setting and the parameters for this example are summarized

in Table (4.1), where the computational domain is set to (2.5m × 0.4m × 0.4m) with

a Reynold’s number Re = 500. The physical end time is set as tfin = 2.0 s. For the

temporal and spatial discretization a second order Adams Bashforth and a second order

SMART scheme are used with a time step dt = 0.25 s/m2 · dx2. Therefore, an overall
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Table 4.1: Computational parameters and setting for the benchmark problem presented
in Figure (4.3).

Dimensions Tfin Re Temporal ConvectiveTerms PoissonSolver itmax ε

2.5× 0.4× 0.4 2.0 500 AdamsBash2nd SMART BiCGStab 5000 10−12

Table 4.2: Error norms for the benchmark of the Navier Stokes solver on level set geo-
metries.

u-Component v-Component w-Component

dx max | · | ‖ · ‖1 ‖ · ‖2 max | · | ‖ · ‖1 ‖ · ‖2 max | · | ‖ · ‖1 ‖ · ‖2
0.016667 0.26847 0.068787 0.095689 1.5289 0.91615 1.0221 2.2 1.1654 1.2396

0.014286 0.23289 0.055208 0.076946 1.6157 0.73242 0.8331 2.4113 1.0397 1.1492

0.0125 0.1613 0.037338 0.051084 0.94615 0.47955 0.52207 1.4542 0.63621 0.6929

0.011111 0.13913 0.030406 0.042654 0.78024 0.39815 0.42444 1.2713 0.53618 0.5804

0.01 0.12708 0.026795 0.038289 0.77655 0.30659 0.3519 1.0827 0.49807 0.54409

0.0090909 0.065995 0.016603 0.021669 0.2915 0.16396 0.16387 0.44613 0.28129 0.267

0.0083333 0.098131 0.019346 0.027838 0.52981 0.22236 0.24848 0.8771 0.36938 0.40171

0.0076923 0.067768 0.014785 0.020187 0.36025 0.15416 0.1561 0.57066 0.28869 0.29439

0.0071429 0.05934 0.011907 0.015347 0.29615 0.13024 0.12263 0.40696 0.19897 0.18562

0.0066667 0.058899 0.012838 0.017178 0.33847 0.13894 0.13194 0.55506 0.26562 0.27941

0.00625 0.06232 0.014256 0.019086 0.17059 0.13411 0.12676 0.40697 0.22097 0.21996

Rate 1.6806 1.8263 1.8776 2.1312 2.1548 2.345 1.902 1.8069 1.9103

second order scheme is expected. As described before, a stabilized BiCG method for level

set geometries is applied with a residual error criterium of ε = 10−12. An analytical level

set function for a sphere is chosen as an obstacle and a double parabolic profile is applied

to the left inflow boundary. At the opposite face a Neumann boundary condition acts

as an inout boundary condition. Regarding the sphere as an obstacle, all directions of

the interpolation and discretization routines can be tested. Thus, the full performance

of the algorithm is examined and all three errors are presented in Table (4.2) and in

Figure (4.2). All data plots approximately show a second order convergence rate for the

algorithm. After two seconds the vortex system around the sphere has fully developed

and is visualized with streamlines and contour plots in Figure (4.3). Additionally, a

detailled zoomed view of the vortex system and the pressure situation is presented in

Figure (4.4).

In summary, this new approach presented a technique to impose Dirichlet boundary

conditions for the Navier Stokes equations which is able to resolve the geometry given by
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a zero level set. With this approach a second order discretization of the fluid velocities

was described and investigated. The interpolation schemes are easy to implement and to

extend to higher order schemes or other interpolation techniques.

4.3 Extension to two phase flows

The extension of the presented approximation for imposing Dirichlet boundary conditions

on level set obstacles to a two phase flow is straight forward. Here, the interpolation of

the continuous velocities follows the same schemes as for the single phase situation.

In the two phase flow solver the fluid level set function φ : R3 → R is used to track the

free surface of the two fluid phases, gas and liquid. Therefore, the level set function is

transported by the fluid velocities u in each time step by the transport equation

∂φ

∂t
+ u · ∇φ = 0. (4.20)

For further details on the transport of the level set function compare Croce et al. (2004),

Croce et al. (2009) and Croce (2010). Additionally, the fluid level set function has to

be reinitialized after the transportation, such that the signed distance property is recon-

structed by solving the Hamilton Jacobi equation (2.31). In both methods homogeneous

Neumann boundary conditions
∂φ

∂n
= 0 (4.21)

for a scalar φ has to be imposed at the obstacles. For such scalar values Neumann boun-

dary conditions are imposed similarly as in the Poisson solver. The interpolation routine

(3.18) is used to calculate the values for φ at the boundary such that the homogeneous

Neumann boundary conditions are fulfilled. In contrast to the implicit incorporation in-

to the local finite differences stencil, as described in the Poisson solver, the interpolated

values are set for the grid values in the interior of the obstacle. This procedure can be

extended to the transport of any scalar value. Temperature and concentration transport

are only a few examples for typical scalar transport problems in the field of fluid dyna-

mics. Likewise, the adaption of this approach to Dirichlet boundary conditions is easy

at hand and follows the ideas already presented for the velocity components in equation

(4.14).
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Fig. 4.2: The error norms for the velocity components in the benchmark problem. In each
velocity component a second order convergence is observed, which is confirmed
by the exact results for the errors presented in Table (4.2).
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Fig. 4.3: Top: Start configuration for the benchmark problem of a flow round a sphere
approximated by the level set technique. A double parabolic profile at the left
wall is set as inflow profile and the right side acts as an open end. The boundary
condition at the surface of the sphere is set by the described interpolation
scheme. Bottom: Simulated flow situation after 2 s visualized by streamlines in
ParaView. A recirculating zone behind the sphere has evolved. This stationary
vortex has a complex structure of subvortices.
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Fig. 4.4: Top: A detailed view at the streamlines demonstrating the recirculating vortex
system behind the spherical obstacle. Intersecting streamlines with the obstacle
can be considered as visualization artefacts. Bottom: Contour plot of the pres-
sure distribution on a vertical cross section. As expected, a pressure peak in
front of the obstacle emerges and at the lateral sides two low pressure zones are
formed.





5 Numerical results for the Navier

Stokes solver

To demonstrate the new geometry approach and its applicability to relevant examples

in the field of fluid dynamics, two numerical fluid simulations are presented. The first

example shows a single phase flow round a combination of objects in an elongated channel

and the second simulation presents the two phase flow round a tripodal object.

5.1 Single phase flow around complex object

At first the applicability to a real fluid flow including complex obstacles is demonstrated.

In the following the single phase model is applied to simulate the flow round several

combinations of objects which combine all possible challenges for the geometry hand-

ling. Curved surfaces, kinks, and complex unions are chosen to test the flexbility of the

approach in one example.

5.1.1 Experimental setting

The first example a combination of three obstacles is regarded. First, a tilted cylinder

is chosen which intersects the grid lines and does not follow the grid structure. Further

downstream the union of two spheres builds a second asymmetric object with sharp bends

and kinks. Third and finally, a union of two perpendicular cylinders is placed behind of the

spheres. All together, three objects placed behind each other are treated by the presented

level set geometry approach. The modified pressure projection is used to solve the Navier

Stokes equations, whereas the described new methods to treat the boundary conditions

are applied. All used parameters and the whole setting are summarized in Table (5.1)

with a spatial resolution of (150×20×20) grid cells. Figure (5.1) summarizes the starting

configuration for this example.

49
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Fig. 5.1: Top: Starting configuration for the single phase flow round complex obstacles.
The flow direction is from the left to the right and a constant velocity u = 0.45
is set to the left wall. A tilted cylinder, two intersecting spheres, and a cross
composed of two perpendicular cylinders are placed in the channel whose di-
mensions are 3.0 × 0.4 × 0.4. All obstacles are treated by the new level set
geometry approach. At the sides Dirichlet boundary conditions u = 0 are im-
posed to model the noslip walls. As in already seen in the previous examples, a
homogeneous Neumann boundary condition is set to create an open outlet at
the right end of the channel.

Table 5.1: Computational parameters and setting for the single phase problem presented
in Figure (5.1).

Dimensions Tfin Re Temporal ConvectiveTerms PoissonSolver itmax ε

3.0× 0.4× 0.4 8.0 3000 Euler 1st VONOS BiCGStab 5000 10−12

5.1.2 Evaluation and discussion of the numerical result

The described example is calculated on three nodes of the Siebengebirge HPC cluster in

the Institute for Numerical Simulation, University of Bonn. Each node consists of four

eight-core Intel Xeon 2.226 Ghz processors with 512 GB RAM. This results in 96 CPUs

total. All nodes are connected by an Infiniband 56Gb/sec network which ensures a highly

parallel computation system. The computational time for this simulation on this system

is 56 Minutes. Moreover, in Figure (5.2) the number of iterations is plotted needed by

the BiCGStab to solve the Poisson matrix in each time step up to the residual error

ε ≤ 10−12. In general the average number of iterations needed in each step is n = 1437.

Furthermore, the time step width dt is chosen adaptively during this simulation and the

mean time step is dt = 0.004797. Figure (5.4) demonstrates the temporal evolution of

the flow field in the channel, where the first three images present the initial first second.
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After an initial phase the flow stabilizes and only small differences occur. The vortices

behind the cylinder and the spheres evolve during the first 0.5 s of the simulation and

become steady, while the lateral flow passing the cross and the complex eddy behind the

cross forms gradually. After 1.4 s the vortex construct containing eight contrarotating

vortices has developed at the back of the cross and persists in its basic form for the rest

of the simulation, compare Figure (5.5) and Figure (5.6).
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Fig. 5.2: Numbers of iterations needed in the BiCGStab solver to solve the Poisson matrix
in each time step up to ε ≤ 10−12. The average number of iterations to solve
the problem is n = 1437 with an average time step width dt = 0.004797.

5.1.3 Conclusion

The numerical simulation with the level set geometry approximation provides satisfac-

tory results despite the complex structure of the obstacles and this relatively coarse

resolution. The complex union of the spheres and the not grid aligned obstacles are re-

solved sufficiently in this resolution. In detail, Figure (5.7) shows a zoomed view of the

flow near the spheres. Fine structures near the geometry surface like vortices and the

flow separation are well resolved. Furthermore, regarding the resolution of the obstacles

the level set approach has considerable advantages in comparison to the flag field geo-

metry approach. Figure (5.3) compares the same geometrical setting in both techniques.

On the one hand the geometry is resolved by the flag field approach and on the other

handled by the described level set geometry technique. Obviously the flag field technique
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is not able to reproduce crucial properties of the obstacles. Bent surfaces and not grid

aligned straight parts are only captured by the new level set approximation. Moreover,

the new algorithm to impose the boundary conditions leads to an exact interpolation of

the boundary values up to the order of the interpolation scheme.

In summary, a single phase simulation of a flow round arbitrarily shaped obstacles is

feasible with the presented geometry approximation and leads to satisfactory results

even on coarse grid resolutions.

Fig. 5.3: Direct comparison between the flag field technique (top) and the new developed
level set approach (bottom) to discretize the obstacle on the same grid resolu-
tion. Obviously the flag field technique is not able to resolve the bent surfaces,
kinks, or straights which are not grid aligned. Here, the level set approach suffi-
ciently resolves all obstacles and provides a robust method to simulate the flow
round arbitrarily shaped objects on coarse resolutions.
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Fig. 5.4: Temporal evolution of the flow field and the streamlines in the channel. The
simulation time steps t = {0.2 s, 0.5 s, 1.0 s, 8.0 s} from top to bottom illustrate
the unfolding of the current. After 0.5 s the eddy system has established be-
hind the first two obstacles. Further downstream the current splits to pass the
cross. Behind that cross there develops a complex symmetric vortex. For a more
detailled description of this vortex see Figure (5.6).
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Fig. 5.5: Top: Streamlines visualisation of the flow at t = 1.4s. A complex vortex and flow structure evolves around
the level set obstacles. The flow direction is from the left to the right. Due to the tilted arrangement of the
cylinder an upward vortex develops behind the first obstacle. The spheres affect the flow, such that it forms a
recirculating vortex zone which transitions into the upstream flow of the cross. Here, the flow separates into four
parts. Each part passes through one quarter of the cross and forms two contrarotating vortices. Consequently,
a vortex system consisting of eight subvortices arises when the flow combines behind the obstacle.
Bottom: The visualisation of the velocity vectors on a slice through all obstacles demonstrates the recirculating
zones behind the obstacles of the lateral flows. Here, an acceleration of the lateral flows is observed.
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Fig. 5.6: Visualisation of the flow field near the level set obstacles at the time step t =
1.4 s from the right (top) and the left (bottom). After passing the tilted cylinder
and the spheres the flow separates to flow round the cross composed of two
cylinders. Behind the cross eight contrarotating vortices form a complicated
flow structure. In each quarter of the region there are two vortices that rotate
in opposite directions.
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Fig. 5.7: Surface LIC visualisation of the velocity field near the union of the spheres. The
slice cuts the spheres in their middle. In the upper left corner a vortex is visible.
Similarly, small scale structures have emerged in the lower right section of the
slice. Additionally, the three dimensional velocity vectors at the cut of the slice
with the flow field highlight the complex flow situation near the obstacle.

5.2 Two-phase flow round tripodal complex object

In contrast to the single phase example before, a two phase flow needs a sufficiently well

transported free surface. Here, the geometry approach shows its advantages in a coarse

resolution for the boundary condition treatment of the free surface level set function

φf . Inspired from the flow over a weir, and the flow round an obstacle the example is

composed as follows.

5.2.1 Experimental setting

The obstacle is constructed from three tilted cylinders which underpin a spherical obstacle.

Thus, a union of four level set obstacles results in a tripodal obstacle which is positioned
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Table 5.2: Computational parameters and setting for the two phase flow problem and
the flow round the tripodal object presented in Figure (5.8).

Dimensions Temporal scheme Convective scheme PoissonSolver itmax ε

12.0m× 3.6m× 4.0m AdamsBashforth 2nd QUICK BiCGStab 3200 10−9

surface tension σ µl µg ρl ρg Tfin

7.2 · 10−2 N/m 10−3 kg/(m · s) 1.7 · 10−5 kg/(m · s) 1000 kg/m3 1.3 kg/m3 20.0 s

in the middle of a channel such that the free surface of the fluid intersects at the middle

of the sphere. Additionally, a backward facing step is placed at the inflow inlet of the

channel. This step is fully resolved by the flag field technique. The use of this step is

to create a recirculating vortex such that a realistic flow situation can evolve. Here, the

spatial dimensions are 12m×3.6m×4.0m with a grid resolution of 120×36×40 which

results in an equidistant grid size dx = dy = dz = 0.1m. The inflow velocity is set to

1m/s. All density and viscosity values are chosen such that a realistic air and water sys-

tem is realized. The surface tension σ = 7.2 · 10−2N/m is chosen likewise. All numerical

and physical parameters are listed in Table (5.2).

5.2.2 Evaluation and discussion of the numerical results

The numerical simulation is calculated on six nodes of the Atcama HPC cluster in the

Institute for Numerical simulation, University of Bonn. Each node consists of 4 Intel(R)

Xeon(R) CPU E5-2650v2 with 2.60GHz which are quad core CPUs with 64GB RAM.

This results in 96 CPUs total. The nodes are connected by an Infiniband 56Gb/s network

which ensures a highly parallel computation system. The computational time for the

simulation on this system is 7h with an average time step width of dt = 0.003907. For

the solution of the Poisson equation an average number of iterations is calculated as

n = 1704.

In Figure 5.9 the temporal evolution of the free surface and the vortex system in the

liquid phase are presented. A wake near the tripod is visible and generates waves and

disturbances at the side and behind of the obstacle. A symmetric vortex in the liquid

phase establishes and a symmetric wake of the surface round the obstacle. In the liquid

phase two counter rotating vortices evolve behind the tripod. This symmetric wake pat-

tern passes the obstacle during the simulation. A similar evolution of the vortex system

in the liquid phase is visualized by streamlines. Here, the symmetric vortex emerges as
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Fig. 5.8: Top: Starting configuration for the two phase flow round a tripodal obstacle
treated by the level set geometry approach. Initially the liquid phase and the
gas phase in the domain are in rest. With a constant inflow velocity from the
left to the right a flow establishes near the obstacle.
Bottom: Final simulated flow situation after 20 s. A symmetric wake at the
obstacle has evolved. For simplicity the inflow profile is not visualized again,
because it is constant over time.

observed in the free surface. After the initial phase both visualisations show a steady

flow adjusting round the obstacle.

5.2.3 Conclusion

Similar to the single phase flow example, a flow round a complex level set obstacle is

simulated. But in this example the interaction of a two phase flow is also studied. A

correct boundary handling for the transport of the level set function and the reinitialisa-

tion process is demonstrated. Additionally, the computational resolution of the domain

is moderate. Due to the presented obstacle handling approach by a level set technique

the tripodal obstacle and the flow are well resolved. Furthermore, a realistic water and

air flow simulation is presented in a manageable grid resolution.
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Fig. 5.9: Visualisation of the flow field around the tripodal level set obstacles at the time
steps t = {3.70 s, 4.95 s, 7.45 s, 9.95 s}. The flow is into the viewers direction.
On the left the free surface is colored in the velocity magnitude of the surface
velocity vectors. The right column shows the free surface and the streamlines
visualisation of the flow in the liquid body (water).





Part II

Sediment transport models for two

phase fluid flows
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6 Sediment models for the suspension

and the bed load transport

In the following chapter the Navier Stokes solver on arbitrary domains from the first part

is used to simulate current driven sediment transport processes. In this connection two

sediment models are introduced and used to model the two major parts of the sediment

transport caused by a moving fluid. Both models arise from first principles. In general,

the sediment transport is separated into the bed load and the suspension load. On the

one hand the bed load transport comprises the material which is transported near the

sediment bed and has at least periodical contact with the sediment bed. On the other

hand every other material which is in motion and has no contact to the sediment bed is

collectively termed as suspension load. In the bed load equation the balancing of incoming

and outgoing masses results in a changing sediment surface. Likewise, the conservation

of mass is the main idea for an advection diffusion equation to model the suspension

concentration transport. With the aid of empirically derived formulas and parameters

the fluid velocity is the main input value in both models. In both equations the fluid

velocity represents a transport velocity and with the transported material the sediment

surface changes over time. Furthermore, the interchange of the masses between both

models by the source and the sink terms, and also all the necessary boundary conditions

are discussed.

6.1 Bed load model

The bed load as the first part of the sediment transport is described by transport for-

mulas. These formulas are derived from experimental and field work and have ranges of

applicability. Beside these ranges of applicability the shear stress is an important factor

in these transport formulas. Both, the concept of shear stress and the transport formulas

are empirically derived or equipped with empirical constants. As a consequence of the

63
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bed load transport the sediment surface changes and typical bedforms evolve. The follo-

wing section discusses the temporal evolution of the sediment surface which is described

and modelled by Exner’s bed level equation. After that selected transport formulas and

shear stress models are presented.

6.1.1 Exners bed level equation

The sediment bed beneath a running water is modelled as an elevation level from an

underlying plane P =
{

(xi)i={1,2,3} ∈ R3 |x2 = 0
}

. Every point x = (xi)i={1,2,3} on the

sediment surface Ωs defines a distance or in this case a height h(xp) from the point

xp ∈ P . The sediment surface Ωs represents the interface between the sediment body

and the fluid body. This height h is defined as

h(xp) = x2 h : R2 −→ R, (6.1)

i.e. the length of the perpendicular line from P to the sediment surface is given by the

second coordinate x2. Thus, the sediment surface Ωs is defined as

Ωs =
{
x ∈ R3 |x = (x1, h(xp), x3) with xp = (x1, x3)

}
. (6.2)

Figure (6.1) illustrates the bed level setting for the sediment surface.

In the following, the temporal evolution of the height function h will be modelled by the

bed level equation from Exner (1925). In this model the change of the height h is caused

by a difference of the incoming and outgoing sediment masses in a control volume. From

the conservation of mass, Exner (1925) derived the following equation

∂h

∂t
= −∇ · qs(τ(u)) ∀x ∈ P (6.3)

where h denotes the aforementioned height function and qs represents the transport

formula which depends on the shear stress τ(u). Furthermore, the shear stress depends on

the fluid velocity u. In the literature several derivations of equation (6.3) were presented,

compare Exner (1925), Van Rijn (1984), Knighton (1998), or Zanke (2002). Coleman &

Nikora (2009) derived the bed level equation (6.3) starting from a temporal and spatial

averaging process. A lot of previous morphological and sedimentary studies used Exner’s

equation to predict or calculate the morphological changes of the sediment bed due to
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Fig. 6.1: Schematic view of the sediment surface Ωs with the underlying plane P . The
height value h(xp) represents the distance from the point xp from Ωs.

sediment transport. Without any claim of completeness in the following studies Exner’s

bed level equation was used as the morphological model, compare Parker (2004), Paola &

Voller (2005), Zhang et al. (2005), Roulund et al. (2005), Kubatko et al. (2006), Kubatko

& Westerink (2007), Long et al. (2008), Khosronejad et al. (2011), Khosronejad et al.

(2012), and Dixen et al. (2013).

In equation (6.3) the possibility to introduce source and sink terms was omitted. However,

if two additional terms Qb and Sb are added on the right hand side of the bed level

equation, the coupling of the bed surface model with a suspension load model and vice

versa is achieved. Note here, that two terms are added. One term Qb represents the

sources and the second term Sb denotes the sinks. Therefore, the sign of the terms is

fixed and both terms are positive.

A typical choice for the boundary condition is the homogenous Neumann boundary

condition which reflects the natural behaviour of the sediment in a box. The bed level
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equation extended by Qb and Sb and the related boundary conditions read as

∂h

∂t
= −∇ · qs(τ(u)) +Qb − Sb 0 ≤ Qb, Sb,∀x ∈ P (6.4)

∂h

∂n
= 0 ∀x ∈ ΓP (6.5)

where the boundary normal is denoted by n. The sink Sb and the source Qb are discussed

in detail in Section (6.3).

Table 6.1: Grain size categories after DIN 4022

Size terms Diameter

in mm

Boulders boulders 200 < d

cobbles 63 < d < 200

coarse 20 < d < 63

Pebbles medium 6, 3 < d < 20

fine 2 < d < 6, 3

coarse 0, 63 < d < 2

Sand medium 0, 2 < d < 0, 63

fine 0, 063 < d < 0, 2

coarse 0, 02 < d < 0, 063

Silt medium 0, 0063 < d < 0, 02

fine 0, 002 < d < 0, 0063

coarse 0, 00063 < d < 0, 002

Clay medium 0, 0002 < d < 0, 00063

fine 0 < d < 0, 0002

6.1.2 Transport formulas

The transport formulas qs which determine the amount of bed load transported by a

certain velocity are a topic of extensive research for decades (e.g. Shields (1936), Meyer-

Peter & Müller (1948), Einstein (1950), Engelund & Hansen (1967), Bagnold (1966),

Yang (1972), Ackers & White (1973), Van Rijn (1984), and Pacheco-Ceballos (1989)).

Therefore, numerous transport formulas for various different application types are availa-
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ble. A comprehensive summary can not be presented here, but a few hydraulic enginee-

ring standard references are named, where a detailled discussion of the different bed

load formulas is presented (Van Rijn (1993), Knighton (1998), Roberson et al. (1998),

Chanson (1999), Zanke (2002), White (2003), and Sedimentation & River Hydraulics

Group (2006)). Many authors of transport formulas use the concept of a critical shear

stress value τc that determines the limit for a motion of the sediment, e.g. Shields (1936),

Meyer-Peter & Müller (1948), Van Rijn (1993), and Zanke (2002). When the shear stress

τ reaches the critical value τc the transport starts and the sediment is transported. This

value for τc depends on several intrinsic factors. The size, the shape, the roughness, the

packing structure, cohesive forces and other biological components change τc in the fluid.

Here, the empirical character of the models is conveyed. The concept of a critical shear

stress is closely related to a critical velocity acting on the sediment surface. In Figure

(6.2) the empirically derived Hjulstroem diagram (Hjulstroem, 1955) presents the depen-

dence of the transport state of a particle on the velocity and the medium grain size d50.

Moreover, Julien (1995) collected different values for the size categories of the sediment

particles which are summarized in Table (6.2).

Table 6.2: Critical shear stress for the grain size categories, compare Julien (1995). Note
here, the differences in each category are caused by different shape, roughness,
density, and other parameters.

0, 029

0, 033 0, 047

Clay 0, 165 Silt 0, 048 Sand 0, 044 Pebbles 0, 052 Cobbles 0, 054

0, 250 0, 072 0, 042 0, 050

0, 109 0, 039

The transport model after Meyer-Peter & Müller (1948) is the first transport formula

which is discussed in detail. The formula was empirically derived from experimental data

by Meyer-Peter & Müller (1948). In its commonly used form the Meyer-Peter & Müller

formula reads as follows

qs =


√

(s− 1)gd3
s ·
(

4τ
ρ(s−1)gds

− τc
) 3

2
τc ≤ τ

0 else
, (6.6)

where τ denotes the shear stress, ds describes the medium grain size, ρ denotes the
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Fig. 6.2: The Hjulstroem diagram describes the transport state resulting from the velo-
city in correlation to the grain size. On the x-axis the grain size is given in mm,
whereas on the y-axis the mean velocity is given in cm/s, compare Hjulstroem
(1955). The dashed line represents the settling velocity of particles of a certain
grain size. Above that line particles are transported. Accordingly the deposition
starts when the mean velocity drops below. Note, that silt particles are moved
with the lowest velocity. In contrast, smaller clay particles form more stable
phases due to cohesive effects.

fluid density and s = ρs/ρ defines the ratio of the sediment density ρs and the fluid

density. Additionally, the gravity is denoted by g and the critical shear stress by τc.

Furthermore, the concept of a critical threshold for the motion of particles is obvious

in equation (6.6). The Meyer-Peter & Müller formula was used as transport formula in

previous morphological studies to calculate the bed load. For example, Mewis (2002),

Zhang et al. (2005), Link (2006), Bechteler (2008), and Mewis (2009) calculated the bed

load with the Meyer-Peter & Müller formula and investigated the sedimentary processes

under various situations, like the scouring at obstacles or the redeposition of entrained

material. In contrast to the Meyer-Peter & Müller formula, Engelund & Hansen (1967)

proposed a formula which does not incorporate a concept for a critical shear stress. In a
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natural river the grain size distribution comprises all grain size categories and therefore

a constant movement of single particles is present at any velocity. To this end, the range

of application of this model is different in scale and property of the sediment compared

to the Meyer-Peter & Müller formula. The Engelund & Hansen formula reads

qs =
0.1

feh
·
(

τ · ρf
gds(ρs − ρf )

) 5
2

(6.7)

where τ denotes the shear stress, the fluid and the sediment densities are in turn described

by ρf and ρs. The medium grain size is denoted by ds and the gravity by g. Additionally,

a friction coefficient after Engelund & Hansen (1967) is denoted by feh which choice is

empirically. The usage of the Engelund & Hansen formula was widely investigated and

validated, compare Heathershaw (1981), Van Rijn (1993) Bayram et al. (2001), and Wu

& Julien (2004). In summary, the Engelund & Hansen formula acts as one alternative

draft in the wide range of approaches to transport formulas which use the concept of a

critical shear stress.

6.1.3 Shear stress models

The shear stress τ is calculated as the gradient of the velocity in the normal direction

n to the surface evaluated at the boundary. In general, given the fluid viscosity µ, the

shear stress τ is defined as

τ(x) = µ
∂u

∂n
∀x ∈ Ωs. (6.8)

While the experimental measurement of the shear stresses is not feasible on the bed at

any location, the computation of the shear stress is an major issue in the calculation

of the sediment transport. Therefore, several approaches for estimating τ in a water

body were presented in the literature. Knighton (1998), Roberson et al. (1998), Chanson

(1999), and Zanke (2002) present different empirical or semi empirical models. Here, the

shear stress model after Chanson (1999) is exemplary and demonstrates the difficulties

accompanied with the usage of these empirical models. The approach reads as

τ(x) =
1

8
ρff‖u‖2

2 (6.9)

where the fluid density is given by ρf and f denotes an empirical factor which is presented

in Table (6.3).
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Table 6.3: Empirical models for the friction coefficient f given by Chanson (1999), p 77.
Reynold’s number Re is the main component in these models. The terms ’tur-
bulent conditions’ and ’more turbulent conditions’ illustrate the dependence
of this empirical derived model to the experience of the users of the formula.
Here, R denotes the hydraulic radius and ks the friction factor after Manning
(1891) and Strickler (1923).

Re < 2000 f = 64
Re

Re < 10000 f = 0.3164

Re
1
4

Re > 10000 1√
f

= 2.0 · log10

(
Re · √f

)
− 0.8

’turbulent conditions’ 1√
f

= 2.0 · log10

(
ks

3.71·R + 2.51
Re·√f

)
’strong turbulent conditions’ 1√

f
= 2.0 · log10

(
R
ks

)
+ 1.14

In the following, due to its locality property and the easy calculation of the gradient at the

boundary, equation (6.8) is used to calculate τ . This represents a significant advantage

in comparison to empirical approaches like the equation (6.9).

6.2 Suspension load model

The suspension load as the second major part in the total amount of the transported ma-

terial comprises all material which is transported in the whole fluid. Here, the distinction

between bed load and suspension load is unclear. Jumping particles leaving the sediment

surface for a short time and settling down again after some distance travelled are part

of the bed load even if these particles leave the original bed load layer. An advection

diffusion model is used to describe the transport of the suspended material. Moreover, a

gravitational term describes the settling of particles due to gravity forces.

6.2.1 Advection diffusion model

Since only very fine grains are transported as suspended material, the common approach

to model suspension load is to regard all the entrained material as a concentration of

mass c in the fluid domain. Similar to the bed level equation, the advection diffusion

model for the suspended material can be derived from the conservation of mass and
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momentum. Malcherek (2004) presents a suspension model as follows

∂c

∂t
+ u · ∇c+ wg

∂c

∂y
= K∆c c(x, t) : Ωf × [0 : T ] −→ R

∂c

∂n
= 0 x ∈ ΓΩf

c = cref x ∈ Ωs

(6.10)

where the fluid velocity is denoted by u, the diffusion coefficient is described by K.

Typical values for K are very small. Officer (1982) deduced values in the magnitude of

10−7m2/s from experimental studies. To take a gravitational transport of particles into

account a velocity wg is added as an additional advection velocity component. On the

one hand the Neumann boundary condition in equation (6.10) models a closed border of

the fluid domain Ωf . On the other hand the boundary condition at the sediment surface

Ωs reflects the idea that the layer next to the sediment body has a concentration cref

which is the maximum concentration near Ωs. This model and similar forms were used to

model the transport and the diffusion of the suspended material in various applications

and experimental approaches, compare Campos (2001), Marek (2001), Wu et al. (2005),

Yoon & Kang (2005), Sedimentation & River Hydraulics Group (2006), Kantoush et al.

(2008), Razmi et al. (2009), and James et al. (2010). In all this considerations a single

phase flow is regarded.

To extend the advection diffusion model to a two phase flow system with a free surface

one needs a model which allows a transport of a concentration across this free surface. A

change in the density or the viscosity of the fluids across the interface could be treated by

a smooth transition function like the heaviside function (2.34) which was already used in

the Navier Stokes solver (Croce, 2002). Nevertheless, the influence of a concentration on

the surface tension and the resulting forces cannot be described by this smoothing func-

tion. A short selection from several approaches in the literature studying the adsorption

and desorption of surfactants from the bulk into the surface can be found in Diamant

et al. (2001), Teigen et al. (2011), Garcke et al. (2014), and Barrett et al. (2015). Based

on the lack of a model for the adsorption of a sediment concentration, the suspension

model is only used in single phase flows which covers most of the practical applications.
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6.2.2 Gravitational component

In the advection diffusion equation (6.10) the settling of single particles and its impact

on the transport is modelled by a velocity wg which results from particles settling due to

the gravitational forces. A particle is modelled as a falling sphere in a fluid. With Stokes’

law as stated in Daintith (2009) a terminal velocity for fine spherical particles can be

calculated from

wg =
(ρs − ρf )/ρfgd2

s

C1ν
, (6.11)

where ρf and ρs denote the material densities. The gravity, the viscosity, and the grain

size are denoted by g, ν, and ds. Furthermore, the theoretical constant C1 = 18 is

only valid for perfect spheres. Additionally, Stokes’ law is only valid in low Reynold’s

number regimes, i.e. Re ≤ 1. Therefore, many authors developed experimental formulas

for different shapes, roughnesses, and velocity regimes, e.g. Hallermeier (1981), Dietrich

(1982), Van Rijn (1993), Cheng (1997), and Ferguson & Church (2004). In the following

a semi empirical formula presented by Ferguson & Church (2004) is used which reads as

wg =
(ρs − ρf )/ρf · g · d2

s

C1ν +
√

0.75 · C2 · (ρs − ρf )/ρf · g · d3
s

. (6.12)

This model is an extension of Stokes’ law and was fitted to real experimental data from

Raudkivi (1998) and Hallermeier (1981). After Ferguson & Church (2004) the second

constant C2 is an asymptotic value for the drag coefficient of the particle. Furthermore,

experiments showed that C2 can reach from 0.4 to 1.2 for shapes varying from spherical

to naturally shaped particles. It was tested for different combinations of both constants

and in regimes for a higher Reynold’s number, i.e. Re ≥ 1000. For natural sand grains

Ferguson & Church (2004) suggest C1 = 18 and C2 = 1.0 but also hint for a maximum

limit of C1 = 24 and C2 = 1.2 for extremely angular grains. With this approach the

gravitational velocity is constant in the whole fluid domain and the term ∂(wgc)

∂y
reduces

to wg
∂c
∂y

as presented in equation (6.10). This term is added to a plain advection diffusion

equation and leads to model (6.10).
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6.3 Interchange between bed load and suspension load

In the complete sediment transport model the masses have to be conserved during the

interchange between the bed load and the suspension load depending on the velocity. This

interchange is modelled as a source term respectively a sink term in the bed level model.

For the advection diffusion equation (6.10) the boundary conditions have to be modified.

Here, the concept of a conserving interchange leads to source and sink terms in the bed

level equation (6.3). The sink term is motivated by calculating the masses entrained into

the suspension load by a velocity vn normal to the boundary Γs. A calculation of this

mass leads to a volume which can be recalculated directly into a height difference. A

modified approach for the mass flux from the sediment bed into the concentration model

proposed by Malcherek (2004) is used here, which reads as

Sb = M · (τ − τc)
τ

(ρs − ρf )gd
[
kg/(s ·m2)

]
, (6.13)

where M = 2.2 · 10−3s/m denotes an empirical material parameter. Therefore, a mass

which is set as an source term in the suspension model causes a height loss in the bed

level model. This source term is only active if the shear stress τ is bigger than the critical

shear stress τc. The reverse direction is modelled from the idea that a maximum reference

concentration cref has adjusted in the layer near the boundary. Consequently, the sink

term Qb for the suspension model is defined as

Qb = max(c(x, t)− cref , 0)
[
kg/m3

]
. (6.14)

If the difference between the ambient concentration c(x, t) and the reference concentra-

tion is positive, the height difference hset for the bed level equation due to settled or

entrained sediment results from the calculation

hset = Qb · dx · dy · dz/(ρs · dx · dz) = Qb · dy/ρs [m] . (6.15)

where the control volume is calculated by dx · dy · dz.

Both terms are applied only near the boundary. The concept of a maximum concentration

near the boundary is valid under the assumption that only the surplus mass Qb can settle

down from the fluid and this consequently results in a height difference hset. Vice versa the

reference concentration prevails as long as the sediment bed Ωs is erodible. Therefore,
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the Dirichlet boundary condition in equation (6.10) is introduced. Furthermore, it is

common to add a source term in the concentration model from the mass flux Sb with

the velocity vn in normal direction. Thus, the system in (6.10) including the source and

sink terms reads as

∂c

∂t
+ u · ∇c+ wg

∂c

∂y
= K∆c c(x, t) : Ωf × [0 : T ] −→ R

∂c

∂n
= 0 x ∈ ΓΩf

c = cref +
Sb
|vn|
−Qb x ∈ Ωs

(6.16)

In summary, an advection diffusion equation is used to model the transport of a concen-

tration of suspended material. This advection diffusion model is equipped with Neumann

boundary conditions at the non sediment boundary domains and modified Dirichlet boun-

dary conditions including sink and source terms at the sediment boundary. With this

model the interchange between both transport stages is realized and the bed load and

the suspension load can transition into each other. An empirically derived diffusion co-

efficient K, the modelling of the settling velocity wg, and the empirical mass flux Sb

reflect the empirical influence in this model which has to be taken into account during

the simulation of the transport process.

6.4 Discretization of the sediment model

This section presents shortly the used discretization techniques. Additionally the resul-

ting time step restrictions and other details of the used schemes are explained.

6.4.1 Exner’s bed level equation

The bed level equation and the transport equation are discretized on the same staggered

grid like the Navier Stokes solver NaSt3D. The height h is located in the middle of the

cell and the fluxes

qs =

qsx
qsy

 (6.17)
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are situated on the faces of the cells. Figure (6.3) summarizes the locations for the

variables.

hi,j

qsxi,j
qsxi−1,j

qsyi,j

qsyi,j−1

Fig. 6.3: Discretization of the variables h (red) and qs (blue) from the bed level equation
on a staggered grid. The surface height h is located at the cell center, whereas
the normal transport fluxes qs are situated at the edges of the cell.

With this setting the finite differences schemes from the fluid solver are easily applicable.

The spatial schemes are restricted to a two dimensional setting, whereas the temporal

schemes are applied in the same way as in the discretization of the Navier Stokes equati-

ons. For the spatial terms there are schemes like donor cell, SMART, QUICK, or VONOS

available. Likewise, an Adams-Bashforth second order time stepping method is applied.

For a detailled description of the applied schemes implemented in the setting in NaSt3D

compare Griebel et al. (1998) and Croce (2002). As a time step restriction for the explicit

Adams-Bashforth scheme the most restrictive CFL condition is used, such that

dt =
dx2 + dy2

maxij ‖qs‖2

, (6.18)

where dx and dy are the spatial grid sizes in case of graded grids. Other less restrictive

choices for the time step are discussed in Deriaz (2012). This combination provides a

robust full second order method for the bed level equation.
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6.4.2 Suspension load model

As already mentioned before, the suspension load model is a modified advection diffusion

equation with an additional settling term. As before, the setting from the Navier Stokes

is equally applicable. On the one hand the full spectrum of the convective schemes

from NaSt3D can be used for the advection term. On the other hand the diffusion term

is discretized by the standard laplacian for scalars. Reusing the staggered grid in full

three dimensions leads to the same setting as for the bed level equation or the Navier

Stokes equations. The scalar concentration c is situated in the cell center, whereas the

advection velocity u and the gravitational settling velocity wg are located at the cell faces.

Furthermore, a second order explicit Adams-Bashforth scheme is applied for the time

discretization. Choosing this explicit scheme leads to the typical time step restriction for

an advection diffusion equation extended by the time step induced by the gravitational

settling velocity wg

dt = min
(
dtadv, dtdiff , dtwg

)
. (6.19)

Here,

dtadv =
dx

umax
, dtwg =

dx

maxwg
(6.20)

denote the CFL conditions for the advection term and the time step influenced by the

additional settling term. The diffusive CFL condition with the diffusion coefficient K is

denoted by

dtdiff =
1

2K
· 1(

1
dx2 + 1

dy2 + 1
dz2

) . (6.21)

In case of an equidistant grid this condition reduces to

dtdiff =
dx2

6K
(6.22)

Note, that the time step restriction arising from the advection term dtadv is the same as

the CFL condition for the fluid velocity u.

In summary, a full sediment transport model is developed, discretized, and available.

Mass interchanges are modelled by sink and source terms which allow a mass conserving

transformation into each other.
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Beside the transport of the particles the critical angle of repose of the sediment has to

be modelled. This material specific slope angle denotes a stability criteria for a granular

medium. Here, a time dependent diffusion model with a non linear discontinuous coeffi-

cient is discretized and solved to obtain a stationary solution for the morphology which

obeys all slope limits. In the following a PDE model is developed which describes the

change in the surface caused by the sliding of masses following the gradient. On the ba-

sis of this slide model a slope limiting model is constructed. Furthermore, the numerical

discretization and the solution of the model are discussed.

7.1 Slope properties of granular media

Sand and any other granular media cannot be piled up arbitrarily high. Furthermore,

sand or gravel consist of loose particles which follow a force resulting from gravitational

and frictional forces. At a certain point the failure of the pile is unavoidable and the

masses slide down and form the slopes of the pile of sand. During this process a critical

angle of repose αc evolves and limits the slope angle α, compare Figure (7.1). There are

several factors determining αc, the grain size, the shape of the grain, the roughness and

the moisture, to name but a few. Typical values for the angle of repose can be found in

Möller et al. (2002) and are summarized in Table (7.1)

Table 7.1: Typical values for the angle of repose depending on the size, the shape and
the wetness of the particles following Möller et al. (2002)

Sand
dry 20− 30◦

wet 20− 45◦

Pebbles roundness 30− 50◦

Silt and clay shape and surface properties 20− 60◦

77
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In the following all considerations are restricted to an underlying x–z plane P . The

function

H(x) : P ⊂ R2 −→ R (7.1)

defines a height function which represents the surface of the granular media. Here, H(x)

represents the distance of this surface to the underlying plane P . Consequently, the

gradient of H is defined as

∇H(x) : Ω ⊂ R2 −→ R2. (7.2)

The norm of the gradient ∇H(x) is a measure for the slope of the scalar field H(x) at

the point x. Therefore, the angle α can be derived from

‖∇H‖2 = tan(α) ⇒ α = arctan(‖∇H‖2) (7.3)

where ‖ · ‖2 denotes the euclidean length of the vectors. Figure (7.1) illustrates the

calculation of the slope angle α.

xx̃ xm

∇H(x, τ)

α|H
(x
,τ
)
−
H
(x̃
,τ
)|

Fig. 7.1: Calculation of α in the x–z plane from the gradient ∇H(x, τ) at the point (x, τ)
from the tangent of α.
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7.2 PDE–Slope Limiter Model

From the conservation of mass a mathematical model for the slope failure process is

deduced from first principles. This model is deduced generally and does not depend on

a fluid flow which transports the sediment masses.

Starting with a given initial surface height function

Hinit(x) : P −→ R (7.4)

which does not necessarily obey the critical angle condition

α(x) ≤ αc ∀x ∈ P. (7.5)

For every point x ∈ P the angle α is given by equation (7.3). Therefore,

S := {x ∈ P |αc < α} (7.6)

is defined as the set which comprises all points x ∈ P violating the critical angle condition

(7.5) and thus

αc ≤ arctan (‖∇Hinit(x)‖2) ∀x ∈ S. (7.7)

With an artificial time τ a temporal evolution of the surface can be regarded as follows.

The function

H(x, τ) : P × [0, T ] −→ R (7.8)

describes the surface height at an artificial time τ . For τ = 0 the initial surface height

is used as H(x, 0) = Hinit(x). Given an underlying plane the height H is a conserved

quantity and therefore the continuity equation

∂H

∂τ
+∇ · F = 0 (7.9)

has to be fulfilled in every control volume Pi with
⋃
i

Pi = P . Here, F denotes the total

flux into the control volumes Pi. And the total flux F is defined as

F := −c∇H + vH (7.10)

where c is the diffusive coefficient and v denotes an advective velocity. In the setting



80 7 Slope limiter models

that the sediment surface only evolves due to gravitational processes following the slope,

there is no advection which acts on the surface. Therefore, v = 0 and with equation

(7.10) equation (7.9) transforms into a diffusion equation with variable coefficient and

reads as
∂H

∂τ
−∇ · (c∇H) = 0. (7.11)

This model describes the general temporal evolution of the height H(x, τ). By definition

the conservation of mass is ensured at every time τ . In the following the diffusive coef-

ficient c is modified to incorporate the angle of repose αc into this model. Furthermore,

the slope angle α is incorporated into c by setting

c (∇H(x, τ)) :=

 1 0 ≤ αc − α
0 αc − α ≤ 0

with α = arctan(‖∇H(x, τ)‖2). (7.12)

With this choice for c the diffusive coefficient depends on the gradient ∇H(x, τ) of the

surface which results in a nonlinear model and a discontinuous coefficient. And having

reached a steady state at time T the angle α is limited by the angle of repose αc

α(x) ≤ αc ∀x ∈ P, τ = T. (7.13)

For a well posed problem boundary conditions at the boundary of a closed domain ΓP are

required. Thus, there should be no flux across the boundary. Consequently, homogenous

Neumann boundary conditions

∂H

∂n
(x) = 0 ∀x ∈ ΓP (7.14)

are imposed at the boundaries of P which ensures that no flux across the border is

possible. The full partial differential equation including the boundary conditions in dis-

tributional sense reads as

∂H

∂τ
−∇ · (c (∇H(x, τ))∇H) = 0 ∀x ∈ Ω, τ ∈ [0, T ] (7.15)

∂H

∂n
(x, τ) = 0 ∀x ∈ ΓΩ, τ ∈ [0, T ], (7.16)

where c (∇H(x, τ)) is defined as in equation (7.12). Accordingly a nonlinear diffusive

model with discontinuous diffusion coefficients has to be solved. Given an initial value
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Hinit(x, 0) with S 6= ∅ the steady state solution of the system (7.15) and (7.16) is reached

at time τ = T , where T is defined as

T := inf{τ ∈ [0,∞) : S = ∅}. (7.17)

Having reached τ = T the diffusive coefficient in (7.15) vanishes and H(x, τ) has reached

a steady state solution and all gradients obey the angle condition (7.5) with S = ∅.

7.3 Discretization and Implementation of the hill slope

model

In the following the implementation and discretization of the equations (7.15) and (7.16)

are described. Here, the hill slope model is discretized with finite differences on a rec-

tangular grid. Within this setting the finite difference approach can also be regarded as

a finite volume discretization on rectangular cells.

First, this approximation chooses a linearization which uses the old time step Hn to

calculate the gradient on each edge of the cell (i ± 1
2
, j ± 1

2
). With a first order explicit

Euler time stepping scheme the discretized equation reads as

Hn+1 −Hn

dτ
−∇ · (c (∇Hn(x, τ))∇Hn) = 0. (7.18)

Second, the diffusive term is discretized with a central scheme and the full discretization

is
Hn+1 −Hn

dτ
=

(
Fi+ 1

2
,j − Fi− 1

2
,j

dx
+
Fi,j+ 1

2
− Fi,j− 1

2

dy

)
, (7.19)

where the fluxes Fi± 1
2
,j and Fi,j± 1

2
are defined as follows

Fi± 1
2
,j = ci± 1

2
,j

Hi± 1
2
,j −Hi,j

xi± 1
2
− xi

Fi,j± 1
2

= ci,j± 1
2

Hi,j± 1
2
−Hi,j

yj± 1
2
− yj

. (7.20)

Both coefficients are set ci± 1
2
,j and ci,j± 1

2
as in (7.12). This slope condition is calculated

at each edge of the cell, where an interpolation for the gradient ∇Hn
i± 1

2
,j± 1

2

is needed.

Therefore,∇Hn
i± 1

2
,j± 1

2

is approximated by linear interpolation from all six adjacent values.
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For example, ∇Hn
i+ 1

2
,j

is approximated by

∇Hn
i+ 1

2
,j

=

 Hi+1,j−Hi,j

dx(
Hi+1,j+1+Hi,j+1

2
− Hi+1,j−1+Hi,j−1

2

)
/(2dx)

 . (7.21)

Note here, that the direct neighbors cancel out during the interpolation and discreti-

zation. In addition, an illustration of this interpolation and discretization is presented

in Figure (7.2). Furthermore, the jumps in the gradient of the height function ∇H(x)

and the coefficient c are smoothed out by a heaviside function comparable to Equation

(2.34). Herewith, continuously differentiable gradients and coefficients are achieved and

enter the hillslope model (7.18).

hi−1,j hi,j hi+1,j

hi,j+1

hi,j−1

∇Hi+ 1
2
,j

Fi+ 1
2
,jFi− 1

2
,j

Fi,j+ 1
2

Fi,j− 1
2

Fig. 7.2: Discretization of the hill slope model on a rectangular grid

7.4 Numerical Tests

In this section a convergence test for the presented slope limiter is designed and the

results are discussed. In the following, αc denotes the angle of repose as stated above

in equation (7.5). Beside the slope limiting property, a major requirement on our slope

limiter algorithm is the conservation of mass. A test situation constructs a pile of sand

which has a conical shape. Therefore, the initial starting configuration is a given volume

Vc which is piled up with its center at xm. This example mimics the rilling of sand from

an outlet. A typical example is illustrated in Figure (7.3).
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Fig. 7.3: Sand rilling from an outlet. A typical conical pile evolves and forms the critical
angle of repose, which could be extracted from this experiment.
(Source: http://i.ytimg.com/vi/SIkRUv39SoI/maxresdefault.jpg)

Given a critical angle 0◦ < αc < 90◦ and the volume of the cone Vc, the shape of a conical

pile of sand is calculated from basic geometric consideration. The volume Vc of the cone

in Figure (7.4) is calulated by

Vc =
1

3
· A · hc, (7.22)

where hc denotes the height of the cone and A the base area. The base area is calculated

by

A = π · r2. (7.23)

With the critical angle αc the radius r of the cone is defined as

r =
hc

tan(αc)
. (7.24)

Substituting both equations into equation (7.22) yields

Vc =
1

3
· π · h3

c

tan2(αc)
. (7.25)
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Furthermore, the height h(x) is calculated by the intercept theorem (Figure 7.4)

h(x) = hc −
hc
r
‖x− xm‖2 (7.26)

where x, xm ∈ P and hc, r ∈ R are lengths.

xm

hc

x

h(x)

r

α

Fig. 7.4: Calculation of a reference solution h(x) by the intercept theorem. hc
r

= h(x)
r−‖x−xm‖2

With this construction a comparison of the analytical solution to the numerical solution

is possible. For example, given a volume Vc and a critical angle for the sand, a computed

surface h′ can be compared to h(x). For simplicity h(x) is extended to the whole domain

by setting h(x) to a reference value href outside of the cone as base level. The analytical

surface reads as

h(x) =

hc − hc
r
‖x− xm‖2 + href ‖x− xm‖2 ≤ r

href else
(7.27)

Without loss of generality this reference height is set as href = 1. From the Volume Vc

the height of the cone hc can be calculated from equation the (7.22). In the following

three different errors are calculated for this problem. First, the error of the tip of cone

is calculated by

εhtip := |h′c − hc|, (7.28)

where h′ denotes the simulated surface. Additionally, the L1 and L2 norms are approxi-
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mated by

‖ · ‖1 :=
1

nm

n,m∑
i,j

|h′i,j − h(xi, yj)| (7.29)

and

‖ · ‖2 :=

√√√√ 1

nm

n,m∑
i,j

(
h′i,j − h(xi, yj)

)2
(7.30)

where h(xi, yj) denotes the reference value at

(xi, yj) :=

(
(i− 1

2
)dx, (j − 1

2
)dy

)
. (7.31)

To ensure stability the time step is chosen as dt = (dx)3. Figure (7.6) shows the con-

vergence error and the number of iterations of the algorithm. An symptotic first order

for the sediment height is obvious and the number of iterations needed to reach the fix

point grows with dx3. In all computations the error in the mass conservation is below

0.1% and is not of further interest.

In this chapter, a model is developed which limits all angles and conserves the sediment

mass. A heat equation is modified such that a non linear model with discontinuous

coefficients emerges. In a numerical convergence study a first order convergence for the

presented approach is found.
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Fig. 7.5: Reference solution of a conical pile of sand with the volume Vc = 0.01, href = 1,
and an angle of repose αc = 45◦
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Fig. 7.6: Convergence results of the central difference discretization of (7.19) for Vc = 0.01
and αc = 45◦. Top: The errors were computed following (7.29) and (7.30). Here,
the error of the first order time discretization dominates asymptotically.
Bottom: The number of iterations needed to reach a steady state scales linearly
with the time step ∆t = ∆x3.





8 Coupling to the Navier Stokes

equation

After the modelling and the description of the sediment and the fluid models, the bed

load, the suspension load, the slope limiter, and the Navier Stokes equations on arbitrary

domains should be coupled with the sediment models. First, the coupling of the suspen-

sion load with the Navier Stokes equations by a gravitational source term is presented.

Here, the suspension load exerts an additional force onto the momentum equation of the

Navier Stokes. Second, the temporal evolution of the sediment surface changes the com-

putational domain and has to be taken into account. Altogether, a loosely partitioned

coupling technique is chosen, which leads to a robust coupling of the presented models.

8.1 Suspension induced gravitational volume forces on

the fluid

The next step is to incorporate the bidirectional coupling of the suspension load and the

fluid. Here, a buoyancy term formulation for an additional force is chosen. This additional

term results in a new local density

ρ̃ := ρf + c (8.1)

where ρf represents the fluid density and c := c(x, t) denotes the suspension load con-

centration. By multiplying the gravity force terms g in the Navier Stokes equations with

ρ̃/ρf a Boussinesq approximation for a buoyancy term

g̃ =
ρ̃

ρf
g. (8.2)

89
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is incorporated into the Navier Stokes momentum equation. This approximation was pre-

viously introduced by Boussinesq (1903) for temperature driven currents which resulted

from density differences due to temperature differences. The Boussinesq approximation

assumes only small differences between the density ρ̃ and the original density ρf . Thus,

the idea here is that only the gravity term in the system is influenced by the change of

the density. In all other terms of the momentum equation and the continuity equation

the fluid density ρf is assumed to be constant. This assumption justifies the retention of

the continuity equation ∇·u = 0 for an incompressible fluid. The usage of this approach

and its application to gravity currents was widely investigated over the last century, com-

pare Spiegel & Veronis (1960), Benjamin (1968), Mahr (1986), Bonnecaze et al. (1993),

D’Alessio et al. (1996), and Shin et al. (2004). A typical suspension load concentrati-

on is in the range of 10−4 − 10−1kg/m3 (Rolinski, 1999). Therefore, the assumption of

small density differences is valid and justifies the use of the Boussinesq approximation

for density changes. In the following, the approximation for gravity currents presented in

Moodie (2002) is used. The experimental analysis of the coupling is presented in Figure

(8.1). Here, a spherical volume of suspended material is placed in a closed cubical domain

without any velocity inducing conditions, like inflow or outflow boundary conditions. The

suspended material spreads due to the self induced velocities in the domain and settles

down. After the settling of the material at the bottom all velocities decrease.

8.2 Temporal evolution of the sediment–fluid domain

The sediment surface Ωs changes over time. These changes result from the forces exerted

by the fluid on the sediment surface which results in a transport capacity. With this

transport the sediment masses are redistributed and therefore the sediment surface Ωs(t)

is time dependent. The full system consisting of the Navier Stokes equations (2.17) and

the sediment models (6.3) and (6.10) including their boundary conditions reads as

ρ(∂tu+ (u · ∇)u) = ∇ · (µS)−∇p− σκn+ ρg̃ ∀(x, t) ∈ Ωf × [0, T ) (8.3)

S = ∇u+ (∇u)T (8.4)

∇ · u = 0 (8.5)

∂c

∂t
+ u · ∇c+ wg

∂c

∂y
= K∆c ∀(x, t) ∈ Ωf × [0, T ) (8.6)
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Fig. 8.1: Settling of the suspension load starting from a spherical volume of fine grained
particles. The coupling of the suspension load model with the momentum equa-
tion of the Navier Stokes equations induces the velocities. After the settling of
the material the velocities decrease and fade out.

∂h

∂t
= −∇ · qs(τ(u)) +Qb − Sb ∀(x, t) ∈ P × [0, T ) (8.7)

u|ΓD
= uD,

∂u

∂n

∣∣∣∣
ΓN

= gn,
∂u

∂τ

∣∣∣∣
ΓN

= gτ (8.8)

∂c

∂n
= 0 x ∈ ΓΩf

(8.9)

c = cref +
Sb
|vn|
−Qb x ∈ Ωs (8.10)

∂h

∂n
= 0 x ∈ ΓP . (8.11)

In this notation the spatial and temporal dependence of the variables u, p, h, and c

are omitted. All other parameters, for instance ρ and µ, are also presented without x

and t in the notation. Additionally, the distinction between the tangential component τ

in the boundary condition and the shear stress τ(u) in the sediment model is obvious

and needs no further explanation. In detail, the used domains are denoted by Ωf =

Ωl ∪ Ωg ∪ Γf for the fluid phases, liquid and gas, Ωs denotes the sediment surface, and
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the plane P is described for the sediment bed level equation (8.7). To solve the coupled

system (8.3 - 8.11) different approaches in literature are described, compare Felippa &

Geers (1988), Farhat et al. (1995), Felippa et al. (2001), Matthies & Steindorf (2003),

Borazjani et al. (2008), and Brenk et al. (2008). For time dependent fluid domains the

typical approaches are partitioned coupling algorithms (Felippa & Geers (1988), Brenk

et al. (2008), Borazjani et al. (2008), Yang et al. (2008), Yang & Stern (2009), and

Khosronejad et al. (2011)). There are two types of partitioned algorithms the loose or

explicit partitioned algorithm and the strong or implicit partitioned algorithm. In detail,

the fluid model as well as the sediment models are spatially and temporally dependent.

Fluid

Sediment
tn tn+1 tn+2

u
Ωs

u
Ωs

tn tn+1 tn+2

u Ωs u Ωs u Ωs

Fig. 8.2: A schematic view of the partitioned coupling algorithms modified after Brenk
et al. (2008) and Wall et al. (2007). Left: In the loose or explicit coupled algo-
rithm each solver is used successively after each other. Here, the Navier Stokes
solver calculates the flow variables (u, p)tn on the domain Ωf (t

n). With the
velocity u the sediment model is solved, which results in a new fluid domain
Ωf (t

n+1) for the Navier Stokes solver in the next step tn+1.
Right: The strong coupled approach solves simultaneously both models at the
time step tn. Therefore, a sub iterative method is needed, which iterates during
a time step until the convergence for all variables and the fluid domain Ωf (t

n)
is reached.

For both equations the numerical solutions are given on the domains Ωf and P which

influence each other. The Navier Stokes equations are solved on Ωf for one single time

step tn+1 and after this the data from the solution (u, p)tn+1 is used as input parame-

ter for the sediment models for the same time step. With the solution of the sediment

model (h, c)tn+1 the new sediment surface Ωs and the Boussinesq term g̃ in the Navier

Stokes equations can be computed. Here, a stepwise coupling is called loose or explicit

partitioned coupling algorithm. In contrast to that a strong or implicit approach sol-

ves the full system with an iterative scheme (Matthies & Steindorf (2003), Wall et al.

(2007),Vierendeels et al. (2008), Degroote et al. (2009)). On the one hand the loosely

coupled approach tends to produce instabilities (Degroote et al., 2008), but the approach
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Navier Stokes Exner equationSuspension model

u

u

g̃
Sb

Qb

Ωs

Fig. 8.3: Flow chart of the loosely partitioned coupling algorithm in each time step, the
velocities from NaSt3D are used to calculate the new sediment height h which
determines the new Ωf and therefore the new fluid domain.

is easily applicable to existing black box solver. On the other hand strongly coupled algo-

rithms are stable (Degroote et al., 2008) but need a fully integrated iterative algorithm

which solves the Navier Stokes equations and the sediment models simultaneously. Figu-

re (8.2) summarizes the basic ideas and differences between the strong and loose coupled

approaches. In a schematic view in Figure (8.3) the applied loose coupling of the Navier

Stokes solver with the sediment model in each time step is described. Here, the velocities

calculated by the Navier Stokes solver are used in both sediment models. In these mo-

dels the new sediment height is computed. At this point the coupling is realized by the

boundary conditions as described before. When the new sediment height h is computed,

the new sediment surface Ωs is generated and mapped back to the fluid domain. The

Navier Stokes equations are solved on this updated fluid domain Ωf (t
n+1). During the

next time step the buoyancy term g̃ of the Boussinesq approximation is modelled by the

density differences caused by the suspension load model of the time step tn. Therefore,

the coupling between the Navier Stokes solver and the suspension load model is realized

with the loose approach. For the coupling between the sediment models the loose ap-

proach is also chosen. The suspension model calculates the source term Qb for Exner’s

bed level equation and its sink term Sb in step tn. Both terms are used in the boundary

conditions during tn+1.

In summary, the full temporal loose coupling of the fluid solver with the sediment models

is presented in Figure (8.4). The time step restriction dtc for the fully coupled system is
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NaSt3D

Exner

Suspension

tn tn+1 tn+2

u u

Ωs

Sb

Qbg̃

u u

Ωs

Sb

Qbg̃

Fig. 8.4: Full temporal loose coupling of the Navier Stokes solver with both sediment mo-
dels. At first the computed velocities from the fluid solver are used in the Exner
equation and in the suspension model. Both models are solved simultaneously.
The newly generated sediment surface Ωs is mapped on fluid domain Ωf for the
time step tn+1. The buoyancy term for the Navier Stokes equations in the step
tn+1 is computed by the suspension load model as well. The sediment models
are also coupled explicitly with each other, where the source term Qb and the
sink term Sb are calculated for the next step tn+1.

calculated by

dtc = min (dtNaSt3D, dtExner, dtSusp) (8.12)

where each time step denotes the time step restrictions from the involved discretized

systems. In practice, the Navier Stokes time step dtNaSt3D dominates the others, and is

therefore sufficient for the sediment models.

8.3 Mapping and reconstruction of the new fluid domain

For the correct coupling of the sediment model and the fluid model a correct and efficient

remapping of the new fluid domain Ωf is necessary. Here, the new sediment domain Ωs

is written as three dimensional points x ∈ R3. With this information a new level set

function φg for the geometry is computed, which has a zero level set contour Xg =

{x ∈ Ω | (x1, x3) ∈ P and x2 = h(x1, x3)} containing the points on the sediment surface.

The first approach is to calculate the minimal euclidean distance from each point x ∈ Ω

to the set Xg

φg(x) = min
xg∈Xg

‖x− xg‖2. (8.13)
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With this choice a full distance relation for every point x to all points on the surface

xg is calculated in each step. During the parallelisation this procedure would require a

full communication of all points xg for each x. To reduce this enormous computational

costs in this approach the reinitialisation scheme for the Hamilton-Jacobi equation (2.31)

is reused. Here, the reinitialisation iterates over an initial guess φ0
g and reconstructs φg

including its distance properties. Thus, the reinitialisation process does not change the

zero level set contour of the initial guess of the correct distance function beside numerical

errors. The major aim for an initial guess for φg is to achieve an adequate approximation

of this contour. The distance properties and the computation of the normals are corrected

by the iterative reinitialisation afterwards. For the initial guess a local approximation of

the distance to the surface h is computed by

φ0
g(x) = min

xg∈Ωl
dx(x)
‖x− xg‖2 x ∈ Ω (8.14)

where the minimum is computed in the local neighborhood of (x1, h(x1, x3), x3)

Ωl
dx(xg) = {x′ ∈ Xg | ‖Π(x′)− Π(xg)‖∞ ≤ ldx} . (8.15)

Here, Π : R3 7→ R2 denotes the projection of x to the underlying plane P by Π(x) :=

(x1, x3) = xp and l denotes the amount of cells in the neighborhood used to calculate

φ0
g(x). Throughout this work the neighborhood relation is set to l = 1. If l is chosen large

enough, the approximation tends to the full approach from (8.13). Finally, the sign of

the level set function φg(x)0 is determined by

sgn(φ0
g(x)) =

 1 h(x1, x3) ≤ x2

−1 else
(8.16)

With this new approach an initial approximation of the distance function and a sufficient

estimate of the zero level set contour are constructed and can be used for the reinitia-

lisation. This reinitialisation corrects the errors near the zero contour during the first

iteration steps. Therefore, the level set function near the zero contour is well approached

after a few iterations. Note that, due to the choice of the mapping the representation of

an
”
overlapping“ level domains is not viable. Nevertheless, the slope limiting algorithm

should preserve such unphysical phenomena concerning sediments.
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Table 8.1: Computational parameters and setting for the numerical convergence study
in Figure (8.5).

NaSt3D

Dimensions Tfin Re itmax ε PoissonSolver spatial temporal

243m× 162m× 162m 1 100 10000 10−10 BiCGStab VONOS Adams Bash. 2nd

Exner

Transp.Formula fh d50 αc spatial temporal

Engelund Hansen 10−10 0.1mm 30◦ Central Adams Bash. 2nd

8.4 Numerical convergence of the fully coupled system

The described coupling of the bed level equation with the Navier Stokes equations is

tested by a numerical convergence study. Due to the lack of an analytical solution for

the Navier Stokes equations, a solution for the coupled fluid sediment system is also not

available. Therefore, an overkill solution for the coupled Navier Stokes equations with

the sediment models will be calculated on a very fine grid. The following example for

the numerical convergence consists of a rectangular channel with two steps and a half

cylindre as obstacles. All obstacles are treated by the level set geometry approach. All

fluid and sediment parameters and the full setting including all used grid resolutions are

described in Figure (8.5), Table (8.1), and Table (8.2).

Note, all parameters are purely artificial and are only chosen for the purpose to create

an example suitable for a numerical convergence study and not to reproduce a physically

correct and realistic experiment. The simulation ends after 1 s, and the sediment surface

on each resolution is interpolated to the finest grid. After the interpolation the error is

computed in the regarded rectangular domain demonstrated in Figure (8.5).

With thisrestriction to the red rectangle the extrapolation error in areas next to the

obstacle is avoided. For the sediment surface h the error is approximated by

‖ · ‖1 :=
1

imkm

imkm∑
i,k

|hik − href ik|, (8.17)

where hik denotes the computed solution on the coarser grid which is interpolated to the

fine grid of the overkill solution href by the Matlab function interp2().

Here, the relative error

ε1 :=
‖h− href‖1

‖href‖1

. (8.18)
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Fig. 8.5: The starting configuration for the numerical convergence study. The rectangular
domain in the middle of the sediment surface is used to calculate the errors.
This setting is simulated in all grid resolutions given in Table (8.2). Here, the
obstacles and the sediment surface are discretized by the level set approach.

is considered.

For the finest grid resolution the simulation is carried out on a 300× 200× 200 grid with

dx = 0.81. The L1 error follows an overall order of 1.4165. On the coarser grids the error

rather follows a first order which is substantiated by a regression on the first four grids

with a regression coefficient for the order of 0.9605. However, a second order is observed

on the finer grids. Here, the regression analysis on the eight finest grids leads to 2.0139.

This convergence rate is a substantial improvement of the algorithm in comparison to a

geometry handling by the flag field approach. In Burkow & Griebel (2016) the geometries

and the sediment surface are treated by the flag field approach, and an experiment similar

to the setting presented in Figure (8.5) yielded an overall order of 0.818.
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Table 8.2: Computational grid resolutions and corresponding spatial grid sizes for the
numerical convergence study in Figure (8.5).

Grids

Gridpoints 30× 20× 20 48× 32× 32 60× 40× 40 72× 48× 48 90× 60× 60

dx 8.1 5.0625 4.05 3.375 2.7

Gridpoints 108× 72× 72 120× 80× 80 135× 90× 90 150× 100× 100 162× 108× 108

dx 2.25 2.025 1.8 1.62 1.5

Gridpoints 180× 120× 120 192× 128× 128 210× 140× 140 240× 160× 160 270× 180× 180

dx 1.35 1.2656 1.1571 1.0125 0.9

In summary, the fully coupled algorithm leads to a convergence order between first and

second order. Here, the benefits of the new level set geometry handling in comparison

with the flag field are obvious. An improvement of almost a full order has been observed

in this convergence experiment compared to the handling of the geometry by the flag

field technique.

Fig. 8.6: The sediment surface after 1 s on the finest grid. Complex patterns of erosional
and depositional site have emerged.
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Fig. 8.7: Relative error of the numerical convergence study for the full fluid sediment
model. Here, the L1 norm of the error follows on the coarser grid a first order
and on the finer grids a second order convergence.





9 Numerical results for the coupled

sediment-fluid model

The numerical examples for the Navier Stokes solver demonstrated the new geometry

approach and its applicability to relevant examples. In the following examples the full

coupling of the new Navier Stokes solver with the aforementioned sediment model is on

focus. The examples are split into two parts. In the first part the full sediment model is

used in two single phase flow examples. First, a numerical simulation of a fluvial obstacle

mark caused by the bed load transport is depicted. Second, the simulation of a barchanoid

dune demonstrates the ability of the full sediment model, where the interaction of the

suspension load and the bed load transport drives the temporal evolution of the dune. In

the second part the bed load model in combination with a two phase flow is presented and

showcases the wide range of field of two phase flows where sediment transport is present.

Despite the lack of a turbulence model the numerical simulations all three examples are

chosen to adapt phyiscally correct flows.

9.1 Single phase bed load transport example - Fluvial

obstacle mark

In the first example the Navier Stokes solver is coupled with the bed level equation.

Here, only the single phase flow solver for the complex obstacles treated by the level

set approach is applied. The idea is to reproduce two basic features from the field of

hydraulic engineering. On the one hand a flow over a backward facing step creates a

recirculating vortex, which erodes the sediment bed behind the step. On the other hand

the evolution of a fluvial obstacle mark at a cylinder with a hemisphere placed further

downstream is simulated. This fluvial obstacle mark consists of an erosional site and a

depositional site. At this point the erosion due to the horseshoe vortex system leads to

101
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Table 9.1: Computational parameters and setting for the scour mark simulation presen-
ted in Figure (9.1).

NaSt3D

Dimensions Tfin Re itmax ε PoissonSolver spatial temporal

4.5m× 0.4m× 1.2m 240.0 10000 5000 10−8 BiCGStab VONOS Adams Bash. 2nd

Exner

Transp.Formula fh d50 αc spatial temporal

Engelund Hansen 10−8 1mm 40◦ Central Adams Bash. 2nd

a scour and a deposition site near the obstacle. The formation of this obstacle marks

is dominated by the bed load transport. Thus, clear water conditions prevail and the

bed load transport is the driving force, the suspension load can be neglected, compare

Zanke (2002), Euler & Herget (2012), and Euler & Herget (2011). In the following the

obstacle is fully submerged, such that the flow overflows the obstacle in addition to the

flow round the obstacle.

9.1.1 Experimental setting

An elongated rectangular channel with 4.5m × 0.4m × 1.2m is used as the compu-

tational domain which is resolved by a 450 × 40 × 120 grid and the computational

grid size is dx = 0.01m. The basic obstacles in this experiment are a rectangular step

(0.2m× 0.2m× 1.2m) at the inflow wall and a cylinder with a hemisphere which is pla-

ced further downstream. In detail, the cylindrical obstacle is composed of a cylinder with

radius r = 0.06m and height hcyl = 0.2m and a hemisphere with radius 0.06m on top

of the cylinder. Thereby, the full obstacle has a spherical cap and a full height of 0.26m

and is placed in the middle of the channel. An inflow velocity of uin = 0.45m/s is set

above the step, and an open end at the outflow wall is imposed by Neumann boundary

conditions. At the other four walls Neumann boundary conditions are imposed to model

frictionless walls. The step is equipped with no slip boundary conditions. Further, the

simulation starts with an initially resting fluid (u = 0) and an initially flat sediment sur-

face. A sediment layer of h = 0.1m with a particle diameter of d = 0.001m is prescribed

as sediment starting configuration. Additionally, the transport formula after Engelund &

Hansen (1967) is chosen with fh = 10−8. All other numerical and experimental parame-

ters are presented in Table (9.1). The starting configuration of the fluid and the obstacle
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geometry in the domain are presented in Figure (9.1).

Fig. 9.1: Top: The starting configuration for the single phase flow simulation of the flu-
vial obstacle mark. The flow direction is from the left to the right. A constant
velocity u = 0.45m/s is set to the left wall above the step. In the middle of the
channel a cylinder with hemisphere is situated, which causes the formation of
the scour near the obstacle.
Bottom: Final sediment bed after 240 s. A complex scour mark near the cylin-
drical obstacle has evolved. Additionally, behind the step another erosion site
is visible. Here, the recirculating vortex leads to a downward flow, which erodes
the sediment over the temporal evolution. Figure (9.4) demonstrates the growth
of both erosional features over time.

9.1.2 Evaluation and discussion of the numerical result

Figure (9.4) shows the close up visualisation of the fluvial obstacle mark near the cylin-

der and the erosion site behind the rectangular step. The four time steps illustrate the

sediment surface and the flow fields at the time t = {0.5 s, 25 s, 100 s, 200 s}. The three

dimensional flow round the cylindrical obstacle evolves at the beginning and causes a

continuous transport of the sediment, which leads to lateral depressions and a deposition
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in front of the obstacle. These depressions and the depositional ridge build up with the

ongoing transport during the simulation. Here, an intense erosional phase at the begin-

ning is followed by a constant amplification of the initially developed bed forms. The

deposited material in front of the obstacle originates from the general bed load trans-

port from further upstream. In this region, the transport is caused by the recirculation

zone behind the step, which forms a downward flow eroding the sediment surface. This

recirculating zone builds up in the first 3 s of the simulation, which are presented in

Figure (9.2). Over time the erosion site deepens and forms a three dimensional sedimen-

tary structure in the zone where the downward flow reattaches with the sediment bed.

A temporal evolution of the maximum and minimum surface height of the bed forms

Fig. 9.2: Visualisation of the evolution of the recirculating zone behind the step. On a
two dimensional cross section streamlines demonstrate the propagation of the
vortex until a steady state is reached after the first 3 s.

is given in Figure (9.3). On the one hand a constant erosion of the sediment surface is
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identified by the decreasing minimum surface height near the step. On the other hand the

maximum height remains constant, which leads to the explanation that the material is

transported downstream. This material is moved down the channel, where it accumulates

in front of the cylindrical obstacle. This accumulation is visible in the maximum surface

height in the second plot in Figure (9.3). Here, the initial build up phase is followed by

a decreasing accumulation rate over time. The rest of the transported material entering

the lateral scours leads to a constant depth of the depression, visible in the minimum

height progress near the obstacle. These observations match qualitatively experimental

observations, compare Euler & Herget (2011) and Tafarojnoruz et al. (2012).
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Fig. 9.3: Temporal evolution of the maximum and minimum surface height near the step
(left) and the scour (right). For the evolution of the scour depth a qualitative
comparison matches the results obtained in Euler & Herget (2011) or Tafaro-
jnoruz et al. (2012).

The basic features of a fluvial obstacle mark and the erosion of the sediment behind

the step are well captured by the simulation. A complex system of scours and ridges

is recovered by the simulation and the concurrent flow patterns are resolved. Even the

temporal evolution of the sedimentary features a qualitative comparison with experiment

results. All expected features are well recovered and confirm the applicability of the solver

to realistic phenomena in erosional tests.
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Fig. 9.4: Close up streamline and glyphs visualisation of the temporal evolution of the
fluvial obstacle mark, the three dimensional sedimentary structures, and the
corresponding flow fields at the time t = {0.5 s, 25 s, 100 s, 200 s}.
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9.2 Single phase full sediment transport example -

Barchanoid dune

In the second example the full sediment model including the suspension load model

is applied in a numerical simulation, whereas in the first example only the bed load

transport was regarded. Here, the bed load model and the suspension load model are

applied simultaneously to simulate the complex transport processes, which lead to the

evolution of a barchanoid dune. For the interchange the mass conserving coupling of both

models by sink and source terms is used as explained in Section (6.3).

9.2.1 Experimental setting

The basic setting for this example is to use a channel with 20m × 5m × 10m and a

spatial resolution of 200 × 50 × 100, which results in a spatial grid size of dx = 0.1m.

On the left inflow face a velocity of u = 5m/s is set. As in the previous examples a

solid step is placed at the inflow to avoid an unintended and uncontrollable sediment

movement during the initial phase of the simulation. Likewise in the examples before

Neumann boundary conditions at the right wall are used to model an open end. All

other walls are modelled as frictionless surfaces by imposing slip boundary conditions.

For the starting configuration a sand layer of 1m for the sediment surface is chosen with

an initial elongated conical pile of sand. Here, the pile acts as the base material from

which the dune develops. The top of this pile reaches up to 3.35m. Before the start of

the simulation the slope limiter algorithm is applied to ensure that the slope angle of

the pile is below the critical angle of repose (αc = 40◦). At the right face an outflow

condition is used to design an open end. The particle size for the bed load transport is

d50 = 0.001m and for the suspension load ds = 0.00002m. For the bed load transport the

Meyer-Peter & Müller formula is used with τc = 0.047. Further, a reference concentration

in the suspension load model cref = 2.0 · 10−5kg/l is chosen. In this large scale example,

the diffusion of the suspension load is neglected K = 0 and sole transport is regarded.

In summary, all used parameters and the whole setting are presented in Table (9.2) and

in Figure (9.5).
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Fig. 9.5: The starting configuration for the single phase flow and the temporal evolution
of the barchanoid dune. Flow direction is from the left to the right and a constant
velocity u = 5m/s is set to the left wall. In the middle of the channel there is
an initial elongated sediment pile which is transported over the time and forms
the dune in the channel (20m× 5m× 10m).

9.2.2 Evaluation and discussion of the numerical result

In Figure (9.6) the typical shape of a barchanoid dune is presented after 250 s of the

simulation. The typical morphology of a barchanoid dune is defined as that the whole

dune body is crescent shaped and the luv side of the body is sloping upwards, whereas the

lee side is dominated by the angle of repose. In detail, the flow transports the particles

over the dune body. Reaching the crest of the dune the particles slide down the lee

slope and form the specific angle of repose. Additionally, the lateral parts of the dune

body, the horns, advance faster than the inner parts, which results in the typical crescent

shape with preceding dune horns. Due to the uniform inflow profile in this example a

barchanoid dune can evolve. The inverse form of the crescent shaped dune is called a

parabolic dune and is characterised by horns travelling slower than the inner parts of the

sand body. In general, a parabolic dune usually develops if the velocity and therefore the

transport is slower at the sides.
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Table 9.2: Computational parameters and setting for the numerical simulation of a bar-
chanoid dune presented in Figure (9.5).

NaSt3D

Dimensions Tfin Re PoissonSolver itmax ε

20.0× 5.0× 10.0 250 1000 BiCGStab 1000 10−8

Exner + Suspension

Transp.Formula τc d50 ds αc K

Meyer-Peter-M. 0.047 1mm 0.02mm 40◦ 0

NaSt3D Exner Suspension

spatial temporal spatial temporal spatial temporal

QUICK AdamsBash 2nd Donor Cell AdamsBash 2nd Donor Cell AdamsBash 2nd

The evolution of the dune from the initial pile of sand is demonstrated in Figure (9.7).

Here, the transition from a pile with symmetric slopes to a crescent shaped dune with

different luv and lee slope angles is obvious. The initial forming of the lateral horns is

caused by the uniform velocity profile where there is no friction on the lateral walls. A

steady bed transport leads to an asymmetric cross section of the dune body with a slightly

increasing luv slope and a lee slope limited by the angle of repose. Additionally, in Figure

(9.7) the chronology of the suspension load transport is visualised on a cross section in

the middle of the domain which intersects the sediment body. The erosion of the material

from the sediment surface and the entrainment into suspension starts at the crest of the

dune. At this point the shear stress surpasses the critical value first, and therefore the

material is eroded and transported into the fluid body. With the ongoing simulation

the interaction of the flow with the sediment surface and the suspended material gets

complicated and multi-layered. On the one hand the flow forms the moving sediment

surface into the typical shape of a barchanoid dune. On the other hand the erosion from

the surface into the suspension load interacts with the flow by the gravitational source

term coupled by the Boussinesq approximation. Figure (9.7) compares the suspension

load and the velocities on the same cross section at the same time steps. When the

velocities are high enough, the suspension load is transported away, but in zones where

the velocity and the transport capacity decreases, e.g. in the wake of the dune, the

suspension load distributes all over the fluid. Behind the dune a recirculation zone is

obviously visible in Figure (9.7). In this recirculation zone the transport capacity is high

enough and sufficiently moderate to carry some suspended material with the flow.
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Fig. 9.6: Top: A visualisation of the final sediment surface with height isocontours indicating same height levels. The
typical crescent shape is well reproduced. Additionally, the asymmetric cross profile of the dune is also well
recovered.
Bottom: Illustration of the velocity field on a cross section through the middle of the domain (left). A visuali-
sation of the suspended material on the same cross section as for the velocities (right). Here, the recirculation
zone behind the dune is obvious.
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Fig. 9.7: Temporal evolution of the flow field (left) and suspension load (right) at the
time steps t = {2 s, 5 s, 25 s, 75 s, 150 s}. The visualisation of the dune surface
is enhanced by isocontours for the height in both sequences.
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Fig. 9.8: Top: A qualitative comparison between a barchanoid dune from a dune field in
Namibia (Flood, undated) (left) and the simulated dune (right). Bottom: Sand
blowing off a real (Destefano, 2011) (left) and a simulated (right) dune crest.

Furthermore, Figure (9.7) illustrates the velocities on the cross section cut through the

dune. Moreover, the reshaping of the sediment is represented by the visualised height

function h. A qualitative comparison with real dunes confirms the realism of the simulated

results, compare Figure (9.8) Here, the crescent shape an the trailing horns are well

recovered. From the visualised suspension load near the dune it is obvious that the

transport processes are in good agreement with the observations from field experiments,

compare Sauermann et al. (2000), Sauermann et al. (2001), and Schwämmle & Herrmann

(2003). Especially the temporal evolution follows the observation from field experiment,

and the comparison of the suspension load blasting from the crest with a field example

qualitatively confirms the numerical simulation.

Figure (9.9) presents the temporal evolution of four cross profiles of a classical dune

from Groh et al. (2009) and four cross profiles from the numerical simulation. Despite
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Fig. 9.9: Lateral view of a dune profile from an experiment from (Groh et al., 2009)
(top) and the numerical simulation (bottom). In both experiments the dune
evolves from an initially symmetric pile of sand over time. The classical dune
geometry of a leeside limited by the angle of repose and a slightly increasing
luvside is visible. Despite the fact that the numerical setting is different in size
and physical time compared to the experimental data, the basic features of the
real experiments are recovered and comparable.

of different parameters it reproduces the formation of the asymmetric shape of the dune

over time. Both experimental assemblies start at the beginning with a symmetric pile

of sand with identical leeside and luvside slope angles. This symmetric sand body is

transformed into an asymmetric dune body with a slightly increasing luvside and a steep

leeside slope. A further quantitative direct comparison in this case is not possible due to

computational limitations.

In conclusion, the full numerical fluid sediment model is able to reproduce the complex

transport processes leading to the formation of dunes. The transport of the suspended

material as well as the morphological changes are sufficiently resolved. A further vali-
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dation of the numerical model with experimental data needs more computational time

on the one hand and additional informations about experimental setup in Groh et al.

(2009) on the other hand.

9.3 Two phase bed load transport example - Flow round

a set of bridge piers

The third and final example for the developed numerical algorithm demonstrates a two

phase water and air flow round three obstacles in combination with a sediment bed

which changes due to the transport. As a two phase flow is regarded the suspension load

model has to be omitted because of the lack of a handling of a suspension transport

across the fluid interface available. Therefore, only bed load transport is regarded and

the suspended material is neglected. Nevertheless, the phase simulation with an erodible

sediment bed gives some indication of the erosional and the depositional processes under

a moving free fluid surface.

9.3.1 Experimental setting

Similar to the examples above, a channel with 6m × 1.75m × 2m is filled with water,

air, a step and three obstacles. With a spatial resolution of 240 × 70 × 80 the grid size

results in dx = 0.025m. The step next to the left wall and the rectangular obstacle

in the middle are exactly resolved by the flag field approach, whereas both cylinders

further downstream are handled by the level set geometry approach, compare Figure

(9.10). With the beginning of the simulation the flow is driven by an inflow velocity of

u = 1m/s above the step for the water phase and the air phase is in rest. At all obstacles

Dirichlet boundary conditions are imposed and at all other walls homogeneous Neumann

boundary conditions simulate frictionless slip walls. Both, the viscosity and the density

of the fluids are chosen to mimic a realistic water and air fluid system. Accordingly, the

surface tension for water and air is chosen as σ = 7.2 · 10−2N/m. The simulation ends

after 8 s physical time. In this time the evolution of the flow as well as the sediment bed

is studied. For the sediment bed a grain size of d = 0.001m is used. This grain size is

in the range of a fine sand. The Engelund Hansen transport model is chosen to compute

the bed load transport with fh = 3 · 10−4. Equally to the other examples the critical
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angle of repose is set to αc = 40◦. The geometric setting in Figure (9.10) and the choice

of the parameters in Table (9.3) simulate a flow system near a set of bridge piers with a

bed of fine sand at the bottom of the domain.

Fig. 9.10: Starting configuration for the two phase flow round three obstacles with an
erodible sediment bed. The flow direction is from the left to the right. A
constant velocity u = 1m/s is set in the water phase above a rectangular step.
The channel dimensions are 6m× 1.75m× 2m. In the middle of the channel
one rectangular and two cylindrical obstacles are placed to simulate bridge
piers. Table (9.3) summarises the chosen parameters to reproduce a realistic
water and air system.

9.3.2 Evaluation and discussion of the numerical result

Figure (9.13) demonstrates the temporal evolution of the free surface in comparison with

the underlying and changing sediment bed. During the initial phase a wave flows round

the three obstacles and forms a wake system which decreases with progressing time. This

wave is caused by the inflow velocity at the left wall in combination with an initially

resting fluid. After that a complex combination of several wakes establishes near the

bridge piers. At the same time the originally flat sediment bed is transformed. Several

erosional and depositional sites develop near the obstacles. These complicated scours and

ridges influence and interact with each other. In front of the piers a deposition of the
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Table 9.3: Computational parameters and setting for the two phase flow and the sediment
simulation presented in Figure (9.10).

NaSt3D

Dimensions Temporal scheme Convective scheme PoissonSolver itmax ε

6.0m× 1.75m× 2.0m AdamsBashforth 2nd QUICK BiCGStab 12000 10−8

surface tension σ µl µg ρl ρg Tfin

7.2 · 10−2N/m 10−3kg/(m · s) 1.7 · 10−5kg/(m · s) 1000kg/m3 1.3kg/m3 8.0s

Exner

Transp.Formula temporal spatial fh d50 αc

Engelund Hansen AdamsBashforth 2nd central diff. 3 · 10−4 1mm 40◦

transported material is visible. Adjacent to the depositional site three deeper depressions

build up at the side of the cylindrical obstacles. Here, the deepest point is found between

both cylinders and immediately behind the rectangular pier. This depression combines

the lateral erosional sites of the cylinders and the rear scour of the rectangular pier.

Three depositional ridges are observed further downstream. These forms are built by

the eroded material from the scours. A snapshot of the free surface at time t = 6 s is

visualised in Figure (9.11).

Fig. 9.11: A visualisation of the free fluid surface and the sediment bed height after
6 s. A wake system forms near the piers and the sediment bed is transformed
simultaneously by a the flow induced transport.
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The free surface visualisation in Figure (9.13) illustrates a wake evolving near the bridge

piers. This wake passes the three obstacles and resolves behind the cylinders. Moreover,

the morphology of the sediment bed shows the various combinations of depressions and

ridges. Figure (9.12) demonstrates the flow system and the resulting sediment transport

rates. Here, the visualisation of the velocities presents the complex flow patterns and the

vortices next to the obstacles. Furthermore, a symmetric flow round the rectangular pier

separates and transitions into two vortex systems near both cylinders. A combination of

upward and downward flows at varying speeds develops behind these cylinders.

Fig. 9.12: The illustration of the the flow situation and the resulting transport rate at
t = 6 s. Top: Illustration of the flow field round the obstacle. The Glyph() filter
provided in Paraview is used to visualise the velocities near the bridge piers.
Only the flow field round the obstacles and further downstream is illustrated.
Bottom: A vector visualisation of the transport rates calculated from the ve-
locity field at the bottom.
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The second illustration in Figure (9.12) shows a Glyph() visualisation of the sediment

transport rates which result from the described flow and the velocity field. Therefore,

a similar vortex situation for the transport rates arises as in the fluid velocities. Equal-

ly, a symmetric transport of the sediment at the rectangular pier transitions into two

symmetric sediment transport regimes. Behind the obstacles the magnitude of the trans-

port varies with the maxima near the lateral walls. Two transport patterns behind the

cylinder are similar to the vortex street known from the flow itself. These patterns are

symmetric and show a sinusoidal characteristic.

In summary, the fully coupled algorithm is applied to a two phase flow round arbitrarily

shaped obstacles with a movable sediment surface. Accordingly, the evolution of the

free surface in interaction with the simultaneously changing sediment surface during the

flow is well recovered. The typical erosional features like the scours and the ridges are

reproduced by the simulation. An extensive comparison with engineering fluid studies

is necessary to validate the presented approach and to further investigate the range of

applicability to a two phase flow simulation including the sediment transport.

In conclusion, this example is designed to demonstrate all parts developed in this thesis

together in one simulation. First, the Navier Stokes solver for a two phase flow on a level

set bounded fluid domain yields a sufficiently well resolved flow and velocities which

are used to calculate the transport rates, compare Figure (9.12). Second, the transport

rates enter into the bed level equation which in turn determines the new sediment height

which is mapped back onto the new fluid domain for the Navier Stokes solver. Third,

the slope limiter algorithm ensures the strict observance of the critical angle of repose

for the sediment.
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Fig. 9.13: The temporal evolution of the two phase interface with the underlying
sediment bed (left) and sediment height (right) at the time steps t =
{1.25 s, 2.75 s, 4.25 s, 5.75 s, 7.25 s}. For a better visibility of the sediment
height the obstacles are presented as wireframe geometries.
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The introduction outlined the focus of this thesis: The aim was to provide a numerical

algorithm which is able to simulate the flow of two fluids and the sedimentary processes

driven by this flow. A sophisticated treatment of a flow with complex geometries and

the physically correct simulation of the concurrent sediment transport was necessary.

Therefore, the theory and the implementation of these two major parts were discussed.

On the one hand it was able to expand the two phase flow solver NaSt3D for the in-

compressible Navier Stokes equations by a treatment for the level set geometries. On

the other hand it was possible to implement a full sediment transport model and the

coupling with NaSt3D.

In the first part of this thesis the main topic was to improve the geometry handling in

the fluid solver NaSt3D. The existing flag field approach could be replaced by a level

set formulation for the geometries. With this setting it was possible to reformulate the

pressure projection method used in NaSt3D in two major positions.

First, the Poisson equation with homogeneous Neumann boundary conditions on the

prescribed level set geometries had to be solved. The presented approach utilized the

boundary normals given by the gradient of the level set function to formulate an appro-

priate interpolation and discretization scheme for the Neumann boundary conditions. At

this point the resulting discretization of the gradient of the level set function was of se-

cond order which supersedes the previous geometry handling by the flag field approach.

With the new interpolation of the boundary conditions it was able to achieve a new and

flexible incorporation of the Neumann boundary conditions into the discretized Poisson

system matrix. Here, it was significant to stabilize the resulting linear system including

the adapted Poisson matrix and to solve the system efficiently by a stabilized BiCG

solver. At this point the stabilization technique preserved the efficient parallelization of

the solver. Convergence results for an analytical test function showed a second order

convergence inside the domain and a first order convergence near the boundary.

Second, it was possible to construct a technique which allows to impose Dirichlet boun-

121
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dary conditions for the fluid velocities at the level set geometries. With a near boundary

interpolation technique following the normals, a finite difference discretization of the Di-

richlet boundary conditions was prescribed for the velocity components in the prediction

and projection steps. In the computation of the right hand side of the Poisson problem,

the implementation of the Dirichlet conditions was applied to the divergence of the pre-

dicted velocities. With this step the divergence free condition on the predicted velocities

was implicitly fulfilled beside the intrinsic interpolation error. It was able to conduct a

convergence study for a three dimensional flow round a spherical obstacle, which yielded

a second order convergence for the velocity components.

The second part of this thesis introduced a detailed description of a full sediment trans-

port model and its coupling to the aforementioned fluid solver on the level set geometries.

First, the evolution of the morphology of the sediment bed was modelled by the bed level

equation from Exner (1925). Here, the bed load transport was calculated either by the

formulas after Meyer-Peter & Müller (1948) or Engelund & Hansen (1967). Moreover,

the suspension load transport was described by an advection diffusion model with an

additional term to take any gravitational settling into account. In detail, for this gravi-

tational settling a model for a spherical particle was used to predict the settling velocity

of the particles, which entered the suspension load model. It was managed to realize a

mass conserving interchange of the material between the bed load and the suspension

load models by the source and the sink terms near the sediment bed boundary. Both

models were discretized on a staggered grid with second order finite difference schemes

in space and time. The third part in the sediment modeling focused on the limiting of

the slope angles. Here, it was essential to develop a non linear heat equation with dis-

continuous coefficients and to solve the model on the same grid as the sediment model.

A finite difference discretization with central differences was applied and yielded a first

order convergence for an analytical convergence test case.

Second, the described sediment model allowed a coupling with the previously developed

fluid solver on the level set geometries. Both the bed load and the suspension load

transport model used the fluid velocities from the solver to calculate the transport of the

material or the new sediment height. The opposite direction in the coupling involved the

effects of the sediment concentration on the fluid and the change of the fluid domain. A

Boussinesq approximation was used to calculate an additional force in the momentum

equation of the Navier Stokes equations which results from a buoyancy force in the term

for the volume forces. Furthermore, it was possible to construct a remapping of the new
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sediment surface and its level set formuation of the fluid domain. Here, a local initial

approximation of the distance property was improved by a reinitialization procedure

leading to a new level set function for the fluid domain. All the three parts of this

computation, the fluid velocities, the buoyancy term, and the new sediment surface,

were fully coupled by a loosely partitionend coupling approach. This lead to an explicit

coupling formulation for the full system consisting of a flow solver, the bed level equation,

and the suspension load model. Herein, the smallest time step restriction of all three parts

was used for the full approach. Equally to all other newly developed parts in this thesis

a convergence study for the fully coupled system yielded a pre-asymptotic first order

convergence which seems to improve into an asymptotic second order convergence.

Overall, a series of numerical simulations brought this thesis to a conclusion introducing

different parts of the full algorithm step by step. Erosional and depositional features

without any suspension load were tested numerically and analysed in a first single phase

example with a flow round a cylindrical obstacle with hemisphere. Further, it was able

to simulate the temporal evolution of a barchanoid dune from a initial cross pile of

sand with the full model. Here, it was possible to compare qualitatively the numerical

simulation with laboratory results from the literature. Finally, a simulation of a two

phase flow round obstacles imitating a set of bridge piers was demonstrated the ability

of the algorithm to simulate complex two phase flows with a moveable sediment bed

beneath the fluid surface.

In summary, a new three dimensional model for a fluid sediment system was developed,

discretized, and solved in this thesis. The numerical simulation of a flow through level set

geometries and a sediment model were developed, implemented, and tested successfully.

The morphological change, the transport of a sediment concentration, the interchange

of mass, the slope behaviour, and the fluid flow itself were well recovered and produced

convincing results. Each part was tested numerically and showed satisfying convergence

rates. All together the numerical examples proved the applicability of the presented

algorithm to realistic phenomena from engineering and geosciences.

Outlook

Following the presented algorithm there are a lot of conceivable applications, improve-

ments, and extensions.

First, all the modeling which had not been tackled in this thesis are possible extensions for
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future projects. For example a model for the interchange of suspended material across the

fluid interface would be a challenging and interesting topic that would widen the range of

applicability. Ecological, oceanic or meteorological sciences show a strong interest in the

transition from dust particles from the air into the ocean and its deposition or transport.

Related topics like the fertilization of the ocean and its nutrient cycle or the deposition

of contaminamts in the body of water are possible practical applications. Furthermore,

the coupling of the concentration transport with the Navier Stokes equations is limited

to small density differences. Here, the density dependence of the Navier Stokes equation

and an appropriate coupling would offer the possibility to simulate gravity currents like

underwater avalanches or turbidity currents on the seafloor. In this context the water

saturated sediment could be modelled and simulated as a non newtonian fluid. The first

step how to add a non newtonian model to NaSt3D was described by Griebel & Rüttgers

(2014). Additionally, a model to couple the slope limiter with the Navier Stokes system

could include the forces acting on the fluid during the sliding of the sediment and vice

versa.

Second, the improvements of the applied discretization schemes and techniques in the

Navier Stokes equations as well as in the sediment models are always desirable. Espe-

cially, stable higher order schemes would enhance the performance of the algorithm in

general. In detail, higher order discretization schemes for the slope limiter algorithm

could possibly increase the rate of the full algorithm in the pre-asymptotic regime, since

the slope limiter influences the simulation on coarse grids more than on fine grids. In

general, the most computational time is spent in the Poisson solver. Therefore, a full ana-

lysis of the possible stabilization techniques for the Poisson solver could lead to a more

sophisticated understanding of the iteration behaviour and to the possible performance

enhancements.

Third, there is an enormous variety of further applications. Engineers and technicians

would benefit from a numerical simulation of the erosion and the sediment transport

under coastal waves. A wave generator was previously realised in NaSt3D by Peuker

(2014) and could be added to the presented algorithm from this thesis. In this context,

an optimization study concerning the shape of structures could be tackled. Shape opti-

mization studies were previously conducted with NaSt3D by Behm (2014). Generally, a

full fluid structure interaction as presented in Croce (2010) could enable a wide range of

engineering applications. Moreover, a quantification of the uncertainty in the parameters

in this context was presented by Zaspel (2015) and would be applicable to the sediment
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and the fluid parameters as well. Other topics like soil erosion, pollutant deposition,

the reconstruction of the genesis of morphological features, and many other applications

from different disciplines are worth to reflect more closely.

All in all, the introduced tools could be easily adapted to a large variety of problems and

fields. Someone just has to pick up the existing threads.
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Rüttgers and Peter Zaspel. Both provided a very helpful proof reading and endless hours

of great discussions over the last years. Moreover, the biggest thanks go to Hanna who

carefully read the whole thesis and almost became exasperated with the
”
math stuff“.

Moreover, all numerical simulations were impossible without the great students and

Ralph Thesen from our IT–Team who maintained the workstations and the cluster system

at the INS. Thanks a lot.

Last but not least, I thank my family for the all the support and encouragement.

At this point I would like to express my deep gratitude to Hanna for all her patience,

encouragement, and support in every situation.





Literature

Ackers, P., & White, W. (1973). Sediment transport: New approach and analysis. Journal

of the Hydraulics Division, 99 (11), 2041–2060.

Adelsberger, J., Esser, P., Griebel, M., Groß, S., Klitz, M., & Rüttgers, A. (2014). 3D
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