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#### Abstract

It has been noticed that many real world signals are sparse or compressible (approximately sparse) in a certain basis or frame. This observation has led to the theory of compressive sensing which enables the recovery of sparse vectors from a number of measurements smaller than the vector length via efficient algorithms. Since solving the affine sparse minimization problem $$
\min _{\mathbf{x}}\|\mathbf{x}\|_{0}=\#\{i: \mathbf{x}(i) \neq 0\} \leq s \quad \text { s.t. } \quad \mathbf{y}=\mathbf{A} \mathbf{x},
$$ is in general NP-hard, tractable alternatives have been suggested and analyzed. Recovery algorithms include optimization methods such as $\ell_{1}$-minimization (also known as basis pursuit) and quadratically constrained $\ell_{1}$-minimization (also called basis pursuit denoising), greedy methods such as orthogonal matching pursuit (OMP) and compressive sampling matching pursuit (CoSaMP), and thresholding-based methods which include iterative hard thresholding algorithm (IHT) and fast iterative shrinkage-thresholding algorithm (FISTA). The concept of compressive sensing extends to recovery of two-dimensional signals where the aim is to reconstruct a low-rank matrix from an underdetermined linear system. This extension is not just theoretically interesting, but has also been applied to various engineering problems where the signal is of low-rank. For example, this problem arises in quantum state tomography, computer vision, collaborative filtering, and matrix completion (where a task is to recover a low-rank matrix from few known entries). Since the affine rank minimization problem is NP-hard to solve, the idea of $\ell_{1}$-minimization for sparse vector recovery has been extended to nuclear norm minimization for low-rank matrix recovery (where the nuclear norm of a matrix is the sum of its singular values). Several other algorithms have been adapted to the matrix scenario including iterative hard thresholding algorithm (IHT), iteratively reweighted least squares minimization (IRLS), and Atomic Decomposition for Minimium Rank Approximation (ADMiRA) which extends CoSaMP for sparse vector recovery. Additionally, other approaches and algorithms have been suggested including the alternating projections algorithm and approaches developed particularly for matrix completion involving the left and right singular vectors along the Grassman manifold.

Both sparse vector and low-rank matrix recovery have been extensively investigated. Several efficient algorithms - we emphasize that the above lists are highly incomplete - have been provided together with theoretical guarantees on the convergence of the algorithms and the (often optimal, or optimal up to log factors) bounds on the number of measurements required for successful signal recovery.

However, in many applications such as machine learning, video compression, and seismology, the signals of interest are tensors. In particular, in seismology a signal is a five dimensional object with two spatial coordinates, two receiver coordinates, and a time coordinate, see for example 38. In this thesis, we consider a further extension of compressive sensing to low-rank tensor recovery.


The aim is to reconstruct a $d$ th order low-rank tensor from a number of linear measurements much smaller than the ambient dimension of the tensor. Several approaches to low-rank tensor recovery have been suggested to this end. However, presently there is no completely satisfactory theory available for these methods. That is, the method is either not tractable, or the recovery results quantifying the minimal number of measurements are non-optimal or even non-existent. This is due to the several difficulties that arise when passing from matrices to higher order tensors. We describe these difficulties in detail below.

We first discuss several tensor decompositions and corresponding notions of tensor rank that have been introduced in the literature. The decomposition which arises naturally when passing from two-dimensional to $d$-dimensional objects is the canonical decomposition (or CPdecomposition). One defines the CP-rank of an order- $d$ tensor $\mathbf{X} \in \mathbb{R}^{n_{1} \times n_{2} \times \cdots \times n_{d}}$ - similarly to the matrix scenario - as the minimal number of rank one tensors (which are outer products of $d$ vectors of appropriate dimensions) that sum up to the original tensor $\mathbf{X}$. Additionally, one can define a tensor nuclear norm as the analog of the matrix nuclear norm, i.e., for $\mathbf{X} \in \mathbb{R}^{n_{1} \times n_{2} \times \cdots \times n_{d}}$

$$
\begin{aligned}
&\|\mathbf{X}\|_{*}=\min \left\{\sum_{k=1}^{r}\left|c_{k}\right|: \mathbf{X}=\sum_{k=1}^{r} c_{k} \mathbf{u}_{k}^{1} \otimes \mathbf{u}_{k}^{2} \otimes \cdots \otimes \mathbf{u}_{k}^{d}, r \in \mathbb{N}\right. \\
&\left.\left\|\mathbf{u}_{k}^{i}\right\|_{2}=1, \text { for all } i \in\{1,2, \ldots, d\}, k \in\{1,2, \ldots, r\}\right\}
\end{aligned}
$$

Unfortunately, the set or rank- $r$ tensors is not closed (for $r>1$ ) and thus computing the tensor rank, the canonical decomposition, and the nuclear norm of a tensor is in general NP-hard. In particular, in contrast to the matrix case, the affine tensor nuclear norm minimization is NP-hard to solve and therefore one needs to develop different approaches to low-rank tensor recovery.

The Tucker decomposition, the tensor train (TT) decomposition, and the hierarchical Tucker (HT) decomposition are tensor decompositions which, in contrast to the CP decomposition, can be computed efficiently via sequential singular value decompositions.

The Tucker decomposition and its normalized version, called the higher-order singular value decomposition (HOSVD), have been applied for example in chemical analysis, psychometrics, signal processing, and computer vision. Here a $d$-th order tensor $\mathbf{X} \in \mathbb{R}^{n_{1} \times n_{2} \times \cdots \times n_{d}}$ is represented as

$$
\mathbf{X}\left(i_{1}, i_{2}, \ldots, i_{d}\right)=\sum_{k_{1}=1}^{r_{1}} \sum_{k_{2}=1}^{r_{2}} \ldots \sum_{k_{d}=1}^{r_{d}} \mathbf{C}\left(k_{1}, k_{2}, \ldots, k_{d}\right) \mathbf{U}_{1}\left(i_{1}, k_{1}\right) \mathbf{U}_{2}\left(i_{2}, k_{2}\right) \cdots \mathbf{U}_{d}\left(i_{d}, k_{d}\right)
$$

where $\mathbf{C} \in \mathbb{R}^{r_{1} \times r_{2} \times \cdots \times r_{d}}$ is a $d$-th order tensor and $\mathbf{U}_{i} \in \mathbb{R}^{n_{i} \times r_{i}}$, with $r_{i}<n_{i}$ for all $i \in\{1,2, \ldots, d\}$ are matrices. Recall that the rank of a matrix equals the number of its independent columns (or rows). For a $d$ th order tensor, we call a vector obtained by fixing all the entries of the tensor except the $k$-th one, the mode-k fiber. (For $d=2$, the mode- 1 fibers are columns and the mode- 2 fibers are rows of the matrix.) However, in the tensor scenario, the number of independent mode- $k$ fibers, denoted by $r_{k}$, is in general different for different $k \in\{1,2, \ldots, d\}$. Thus, the Tucker-rank (or HOSVD rank) of an order- $d$ tensor is a $d$-dimensional vector $\mathbf{r}=\left(r_{1}, r_{2}, \ldots, r_{d}\right)$. A downside of this decomposition is its storage complexity $\mathcal{O}\left(n d r+r^{d}\right)$ where $n=\max \left\{n_{i}: i \in\{1,2, \ldots, d\}\right\}$ and $r=\max \left\{r_{i}: i \in\{1,2, \ldots, d\}\right\}$, i.e., it suffers from the curse of dimensionality (the exponential dependence in $d$ ). Thus, without further sparsity of the core tensor, the Tucker format is only useful for low order tensors (i.e., for tensors of order three).

A recently introduced decomposition that can be considered as a compromise between the canonical and the Tucker format is the Hierarchical Tucker decomposition (HT-decomposition). An HT-decomposition is induced by a binary dimension tree $T_{I}$, which can be described as follows. The root of a $T_{I}$ is a set $t_{D}=\{1,2, \ldots, d\}$ and every non-leaf node $t$ has exactly two sons - the left son $t_{1}$ and the right son $t_{2}$ - satisfying $t=t_{1} \dot{\cup} t_{2}$. Additionally, for all $s_{1} \in t_{1}, s_{2} \in t_{2}$ it holds that $s_{1}<s_{2}$. A special case of the HT-decomposition, where every non-leaf node of the binary dimension tree has a left son which is a leaf, is the Tensor train decomposition (TTdecomposition). Both TT and HT-decompositions are computable and do not suffer from the curse of dimensionality. In particular, the TT-decomposition of an order-d tensor $\mathbf{X} \in \mathbb{R}^{n_{1} \times n_{2} \times \cdots \times n_{d}}$ consists of $d-1$ order- 3 tensors $\mathbf{G}_{i} \in \mathbb{R}^{r_{i-1} \times n_{i} \times r_{i}}$ with $i \in\{1,2, \ldots, d-1\}$ and $r_{0}=r_{d}:=1$, or element-wise

$$
\mathbf{X}\left(i_{1}, i_{2}, \ldots, i_{d}\right)=\sum_{k_{1}=1}^{r_{1}} \sum_{k_{2}=1}^{r_{2}} \ldots \sum_{k_{d-1}=1}^{r_{d-1}} \mathbf{G}_{1}\left(i_{1}, k_{1}\right) \mathbf{G}_{2}\left(k_{1}, i_{2}, k_{2}\right) \cdots \mathbf{G}_{d}\left(k_{d-1}, i_{d}\right) .
$$

In quantum physics the TT-decomposition is known under the name matrix product states (MPS). The TT-rank of an order-d tensor $\mathbf{X} \in \mathbb{R}^{n_{1} \times n_{2} \times \cdots \times n_{d}}$ is a $(d-1)$-dimensional vector $\mathbf{r}=$ $\left(r_{1}, r_{2}, \ldots, r_{d-1}\right)$, where $r_{i}$ is a rank of the specific tensor matricization. To be precise, $r_{i}=$ $\operatorname{rank}\left(\mathbf{X}^{\{1,2, \ldots, i\}}\right)$, where the first $i$ indexes enumerate the rows and the last $d-i$ indexes enumerate the columns of the matrix $\mathbf{X}^{\{1,2, \ldots, i\}}$. The general HT-decomposition is slightly more complicated and considers different tensor matricizations. However, often it is assumed that the corresponding dimension binary tree is a balanced tree. That is, each non-leaf mode $t$ has two sons $t_{1}$ and $t_{2}$ of almost the same size. In particular, without loss of generality, one assumes that $\left|t_{1}\right|=\left\lceil\frac{|t|}{2}\right\rceil$ and $\left|t_{2}\right|=\left\lfloor\frac{|t|}{2}\right\rfloor$. The corresponding HT-rank is the set of $2 d-2$ ranks $r_{i}$ of the corresponding matricizations. Let $r$ be the largest rank in this set (i.e., $r=\max \left\{r_{i}: i \in\{1,2, \ldots, 2 d-2\}\right\}$ ) and let $n:=\max \left\{n_{i}: i \in\{1,2, \ldots, d\}\right\}$. For an order- $d$ tensor $\mathbf{X} \in \mathbb{R}^{n_{1} \times n_{2} \times \cdots \times n_{d}}$, the overall complexity for storing the required data is $\mathcal{O}\left(n d r+d r^{3}\right)$ for an HT-decomposition with a balanced tree, as opposed to $\mathcal{O}\left(d n r^{2}\right)$ for the TT-decomposition.

Recall that the canonical tensor decomposition would be a natural generalization of the matrix singular value decomposition. However, it is in general NP-hard to compute, and therefore other tensor decompositions have been developed. Although Tucker, TT, and HT-decompositions can be computed efficiently (via sequential singular value decompositions) and the corresponding tensor ranks are well-defined quantities, they suffer from several disadvantages that cause problems in analyses of the algorithms for low-rank tensor recovery. For example, it is unknown how to obtain the best rank-r approximation of a given tensor $\mathbf{X} \in \mathbb{R}^{n_{1} \times n_{2} \times \cdots \times n_{d}}$. However, it is possible to compute a quasi-best rank-r approximation $\mathcal{H}_{\mathbf{r}}(\mathbf{X})$ satisfying

$$
\begin{equation*}
\left\|\mathbf{X}-\mathcal{H}_{\mathbf{r}}(\mathbf{X})\right\|_{F} \leq \mathcal{O}(\sqrt{d}) \inf \left\{\|\mathbf{X}-\mathbf{Y}\|_{F}: \operatorname{rank}(\mathbf{Y}) \leq \mathbf{r}\right\} \tag{0.1}
\end{equation*}
$$

This approximation is obtained via truncation procedures.
In the analysis of the algorithms for sparse vector recovery and low-rank matrix recovery, it is often used (directly or implicitly) that we know how to obtain the best $s$-sparse approximation and the best rank-r approximation of a given vector or a matrix, respectively. Additionally, it is often used that a $2 s$-sparse vector and a $2 r$-rank matrix can be represented as a sum of two mutually orthogonal $s$-sparse vectors and two mutually orthogonal rank- $r$ matrices, respectively.

So far, the best known result for tensors states that an HOSVD-rank $2 \mathbf{r}$ tensor can be represented as a sum of $2^{d}$ pairwise orthogonal rank-r tensors. For TT and HT decompositions - to the best of our knowledge - an analogous result is unavailable. Recall that a computable complete analog of the matrix singular value decomposition for tensors does not exist and we can only obtain a quasi-best rank-r approximation of a given tensor. These tensor peculiarities cause problems in the analysis of algorithms for low-rank tensor recovery. They also give an insight into why there are no completely satisfactory results available for low-rank tensor recovery to this end and why there is a need for new methods when passing from matrix to tensor scenario.

Two new approaches to low-rank tensor recovery are presented in this thesis. The first approach is a convex optimization approach that could be considered as a tractable higher-order generalization of $\ell_{1}$-minimization for sparse vector recovery and nuclear norm minimization for low-rank matrix recovery. It is based on theta bodies, a recent tool developed in real algebraic geometry. It requires computing the reduced Gröbner basis with respect to the graded reverse lexicographic (grevlex) ordering of the polynomial ideal $\mathcal{J}_{d}$ in $\mathbb{R}\left[x_{11 \ldots 1}, x_{11 \ldots 2}, \ldots, x_{n_{1} n_{2} \ldots n_{d}}\right]$ whose real algebraic variety (the set of points where the ideal vanishes) $\nu_{\mathbb{R}}\left(\mathcal{J}_{d}\right)$ consists of all rank-one Frobenius-norm-one tensors in $\mathbb{R}^{n_{1} \times n_{2} \times \cdots \times n_{d}}$. Here, each variable represents a tensor entry. We consider the canonical tensor format and the corresponding tensor nuclear norm which are in general NP-hard to compute, as already mentioned. Notice that the convex hull of $\nu_{\mathbb{R}}\left(\mathcal{J}_{d}\right)$ corresponds to the unit-tensor-nuclear-norm ball. Theta bodies provide sum-of-squares hierarchical relaxations of this convex set. The $\theta_{k}$-norms are defined via their unit balls and they are nested, i.e., they satisfy $\|\mathbf{X}\|_{*} \geq \cdots \geq\|\mathbf{X}\|_{\theta_{k}} \geq\|\mathbf{X}\|_{\theta_{k-1}} \geq \cdots \geq\|\mathbf{X}\|_{\theta_{1}}$, for all $\mathbf{X} \in \mathbb{R}^{n_{1} \times n_{2} \times \cdots \times n_{d}}$. These norms can be computed via semidefinite programming. First we compute the reduced Gröbner basis with respect to the grevlex ordering of the ideal $\mathcal{J}_{d}$ - and in particular of $\mathcal{J}_{3}$. Then the semidefinite program for computing the tensor $\theta_{1}$-norm of an order- 3 tensor as well as the semidefinite program for a low-rank third order tensor recovery via $\theta_{1}$-norm minimization are provided explicitly. We perform numerical experiments for third-order tensor recovery with Gaussian measurement ensembles via $\theta_{1}$-norm minimization. In our experiments, rank-one and rank-two tensors could always be recovered from a number of measurements significantly smaller than the ambient dimension of the corresponding tensor. Thus, our new theta-body approach seems to be very promising. In future, we would like to provide the theoretical guarantees for low-rank tensor recovery via $\theta_{k}$-norm minimization.

The theta body method can also be applied to the vector and the matrix scenario. That is, the corresponding unit $\theta_{k}$-norm balls form a hierarchical set of relaxations of the unit $\ell_{1}$-norm ball (in the vector scenario) and of the unit matrix nuclear norm ball (in the matrix scenario). However, in these cases, the method does not lead to new vector and matrix norms, respectively. In particular, we show that for a vector $\mathbf{x} \in \mathbb{R}^{n}$ and the corresponding $\theta_{k}$-norms denoted by $\|\cdot\|_{\theta_{k}, v}$ it holds that $\|\mathbf{x}\|_{1}=\|\mathbf{x}\|_{\theta_{k}, v}$, for all $k$. Similarly, for a matrix $\mathbf{X} \in \mathbb{R}^{n_{1} \times n_{2}}$ and the corresponding $\theta_{k}$-norms denoted by $\|\cdot\|_{\theta_{k}, m}$ it holds that $\|\mathbf{X}\|_{*}=\|\mathbf{X}\|_{\theta_{k}, m}$, for all $k$.

In the above approach we focused on the polynomial ideals $\mathcal{J}_{d}$ whose real algebraic variety $\nu_{\mathbb{R}}\left(\mathcal{J}_{d}\right)$ consists of all order- $d$ rank-one Frobenius-norm-one tensors. Omitting the last condition (i.e., the tensor normalization), leads to ideals $\mathcal{I}_{2, d}$ that - to the best of our knowledge - have not been considered before. These ideals can be seen as the natural generalization of the determinantal ideal $\mathcal{I}_{2}$ to tensors. A determinantal ideal $\mathcal{I}_{t}$ is a polynomial ideal generated by all order- $t$ minors
of the matrix of indeterminates (matrix of unknowns). Equivalently, the real algebraic variety of determinantal ideal $\mathcal{I}_{t}$ contains all rank- $(t-1)$ matrices. Determinantal ideals and objects related to them have been widely studied in real algebraic geometry and commutative algebra for the last three decades. Recall that we have computed the reduced Gröbner basis $\mathcal{G}_{d}$ of the polynomial ideal $\mathcal{J}_{d}$ with respect to the grevlex ordering. Directly from this result, we obtain the reduced Gröbner basis of the polynomial ideal $\mathcal{I}_{2, d}$. To be precise, the leading term of the polynomial $g_{d}=x_{11 \ldots 1}^{2}+x_{11 \ldots 2}^{2}+\cdots+x_{n_{1} n_{2} \cdots n_{d}}^{2}-1 \in \mathcal{G}_{d}$ which promotes the Frobenius-norm-one constraint is relatively prime with the leading term of every other polynomial in $\mathcal{G}_{d} \backslash\left\{g_{d}\right\}$. Consequently, the set $\mathcal{G}_{d} \backslash\left\{g_{d}\right\}$ is the reduced Gröbner basis with respect to the grevlex ordering of the higherorder determinantal ideal $\mathcal{I}_{2, d}$. In other words, our computation of the reduced Gröbner basis of polynomial ideal $\mathcal{J}_{d}$ could be considered as the first result on higher-order determinantal ideals $\mathcal{I}_{t, d}$ (whose real algebraic variety contains all rank- $(t-1)$ order- $d$ tensors), where $d \geq 3$.

Our second approach to low-rank tensor recovery is a generalization of the iterative hard thresholding algorithm (IHT) for sparse vectors and low-rank matrices to the tensor setting. We consider recovery of tensors which are of low-rank in the HOSVD, the TT, and more generally the HT format. The analyses of these algorithms are based on an appropriate notion of the restricted isometry property for tensors (tensor RIP or TRIP). We show that subgaussian measurement ensembles satisfy TRIP with high probability under an (almost) optimal condition on the number of measurements. This includes Gaussian and Bernoulli measurement ensembles. Additionally, we show that partial Fourier maps combined with random sign flips of the tensor entries also satisfy TRIP with high probability. The crucial step in IHT algorithms consists in computing the projection of the current iterate onto the manifold of low-rank matrices/tensors or space of sparse vectors. In contrast to the vector/matrix case, it is NP-hard to compute the projection (best approximation) exactly - regardless of the choice of tensor format. Thus, we compute its quasi-best approximation $\mathcal{H}_{\mathbf{r}}(\mathbf{X})$ introduced in 0.1) by a truncation procedure. Due to the tensor peculiarities discussed above, we obtain a partial convergence result with an additional assumption on the tensor truncation operator. To illustrate our theoretical results, we perform numerical experiments for recovery of randomly generated low HOSVD-rank third order tensors via the classical tensor IHT algorithm and the normalized tensor IHT algorithm. In our experiments, we consider Gaussian maps, tensor completion, and partial Fourier maps combined with random sign flips of the tensor entries. Our numerical results indicate that the tensor IHT algorithm in practice performs better than our theory can currently guarantee.
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## CHAPTER 1

## Introduction to compressive sensing and low-rank matrix recovery

In this chapter we introduce compressive sensing (sparse vector recovery) and its generalization to matrices, i.e., low-rank matrix recovery. We introduce three criteria that ensure successful recovery in compressive sensing including its versions adapted to matrix scenario - namely, the restricted isometry property, the null space property, and the coherence. In the compressive sensing scenario we concentrate on two algorithms: $\ell_{1}$-minimization which is a convex optimization approach and iterative hard thresholding algorithm which is an iterative thresholding based method. In Section 1.2 we introduce the generalizations of these algorithms to matrices - namely, nuclear norm minimization and matrix iterative hard thresholding algorithm. Later on, in Chapter 4 and Chapter 5 we extend these algorithms to the tensor scenario. However, either the generalization of the algorithm is not straightforward (in the convex optimization case) or the proof of complete convergence of the algorithm is not straightforward (in the iterative hard thresholding case). In fact, for the iterative hard thresholding algorithm we have a convergence guarantee with an additional assumption on thresholding operator. Even more, so far there is no complete theory available for low-rank tensor recovery. Either the methods are not tractable, or the recovery results quantifying the minimal number of measurements are non-optimal or even non-existent. That is why, throughout this chapter, we are going to put an emphasis on certain vector and matrix properties which play a crucial role in the proofs of convergence of above mentioned algorithms. Additionally, we stress why the proofs can not be easily extended to tensor scenario due to the properties of tensors and why there is consequently a need for new approaches in low-rank tensor recovery.

### 1.1. Recovery of $s$-sparse vectors

Compressive sensing (also known as compressed sensing or compressive sampling) is a recently introduced technique for efficiently acquiring and reconstructing signals from linear measurements. In the most basic setting, the observed data $\mathbf{y} \in \mathbb{C}^{m}$ is connected to the signal $\mathbf{x} \in \mathbb{C}^{N}$ via

$$
\mathbf{y}=\mathbf{A} \mathbf{x}
$$

For example, in signal and image processing application, $\mathbf{x}$ is a signal that one would like to reconstruct from measured data. Traditional reconstruction techniques suggest that the number of measurements $m$ should be at least as large as the signal length $N$. If $m<N$, then it is known from classical linear algebra that the above linear system is underdetermined and that there are infinitely many solutions. This is also connected to the Shannon sampling theorem, which states that the sampling rate of a continuous-time signal must be twice its highest frequency in order to ensure reconstruction, see [140].

However, many real-world signals are sparse (most of its components are zero) or compressible (approximately sparse) in a certain basis or frame. Compression techniques such as JPEG, MPEG, and MP3 are based on this observation. In essence, these techniques store a compressed version of the measured signal by only retaining the locations and the magnitude of the components that are not zero (or above some threshold). The theory of compressive sensing uses the knowledge of sparsity (or compressibility) of the signal and reconstructs the signal (or its compressed version) via significantly fewer measurements than the ambient dimension of the signal (i.e., $m \ll N$ ). Thus, the main difficulty lies in locating the nonzero entries of the signal (or signal entries above some threshold), since they are not known in advance.

Two main questions arise in compressive sensing theory:

- Which measurement matrices $\mathbf{A} \in \mathbb{C}^{m \times N}$ are suitable for compressive sensing?
- How can we efficiently reconstruct sparse or approximately sparse signals $\mathbf{x} \in \mathbb{C}^{N}$ from $\mathbf{y}=\mathbf{A x}$ ?

Throughout, let $\mathbb{K}$ denote either $\mathbb{R}$ or $\mathbb{C}$. A vector $\mathbf{x} \in \mathbb{K}^{N}$ is an $s$-sparse vector if at most $s$ of its entries are different from zero, i.e., if $\|\mathbf{x}\|_{0}:=|\{i: \mathbf{x}(i) \neq 0\}| \leq s$. The goal of compressive sensing is to reconstruct a sparse vector $\mathbf{x} \in \mathbb{K}^{N}$ from the measurement vector $\mathbf{y} \in \mathbb{K}^{m}$ given by $\mathbf{y}=\mathbf{A x}$ and a measurement matrix $\mathbf{A} \in \mathbb{K}^{m \times N}$ with $m \ll N$. Unfortunately, the natural approach for reconstructing the signal $\mathbf{x}$ by solving the optimization problem

$$
\begin{equation*}
\min _{\mathbf{z} \in \mathbb{K}^{N}}\|\mathbf{z}\|_{0} \quad \text { s.t. } \quad \mathbf{A} \mathbf{z}=\mathbf{y} \tag{1.1}
\end{equation*}
$$

is a combinatorial problem known to be NP-hard in general.
In the last decades, several algorithms have been introduced to solve the above problem in special cases. In particular, as we will see later, the recovery guarantees depend on both the choice of the reconstruction algorithm, as well as the choice of the measurement ensemble. Presently, the best known recovery guarantees are always achieved for random measurement ensembles.

Let us first focus on a convex optimization approach serving as proxy for 1.1 . It has been shown that the convex optimization problem (also called basis pursuit)

$$
\begin{equation*}
\min _{\mathbf{z} \in \mathbb{K}^{N}}\|\mathbf{z}\|_{1} \text { s.t. } \quad \mathbf{A} \mathbf{z}=\mathbf{y} \tag{1.2}
\end{equation*}
$$

where $\|\mathbf{z}\|_{1}=\sum_{i=1}^{N}\left|z_{i}\right|$ denotes the $\ell_{1}$-norm of the vector $\mathbf{z}$, reconstructs $\mathbf{x}$ exactly under suitable conditions on $\mathbf{A}$. In fact, this approach has been popularized in signal processing by Donoho et al. [33], even though similar ideas existed earlier in other areas of research, see for example [138]. For an intuitive understanding why $\ell_{1}$-norm promotes sparsity (instead of the $\ell_{2}$-norm and the $\ell_{\infty}$-norm) see Figure 1.1. In mathematical terms, the figure presents a solution of the problem

$$
\underset{\mathbf{z} \in \mathbb{K}^{N}}{\arg \min }\|\mathbf{z}\|_{p} \quad \text { s.t. } \quad \mathbf{A} \mathbf{z}=\mathbf{y}
$$

where $p=1$ in Figure 1.1a, $p=2$ in Figure 1.1b, and $p=\infty$ in Figure 1.1c. That is, the reconstructed vector $\hat{\mathbf{x}}$ is among all the vectors in the set $\mathcal{H}_{\mathbf{A}, \mathbf{y}}:=\{\mathbf{x}: \mathbf{A x}=\mathbf{y}\}$ the one with the smallest $\ell_{p}$-norm. As it can be seen from the figures, the vector $\hat{\mathbf{x}}$ is a sparse vector only in the $\ell_{1}$-norm case. In particular, in $\mathbb{R}^{2}$ a sparse vector is a solution of $\ell_{2}$-minimization only in the case when $\mathcal{H}_{\mathbf{A}, \mathbf{y}}$ is parallel to the coordinate axis. In the $\ell_{\infty}$ scenario, either a sparse vector is not a solution or it is not a unique solution of $\ell_{\infty}$-minimization (when $\mathcal{H}_{\mathbf{A}, \mathbf{y}}$ is parallel to the coordinate


Figure 1.1. Best approximation of a point $\mathbf{x} \in \mathbb{R}^{2 \times 2}$ by one dimensional subspace using the $\ell_{p}$-norm.
axis). Thus, the figures suggest that the $\ell_{1}$-norm promotes sparsity, whereas the $\ell_{2}$-norm as well as the $\ell_{\infty}$-norm do not.

Notice that the constraint in $(1.2)$ will be satisfied for every vector $\mathbf{z}=\mathbf{x}+\mathbf{v}$, where $\mathbf{v} \in \operatorname{ker}(\mathbf{A})$ since

$$
\mathbf{A z}=\mathbf{A} \mathbf{x}+\mathbf{A v}=\mathbf{y}+\mathbf{0}=\mathbf{y}
$$

Thus, to ensure that $\mathbf{x}$ is the unique solution of (1.2), we need to pose certain restrictions on the null space (kernel) of $\mathbf{A}$. Let $\mathcal{S} \subseteq[N]=\{1, \ldots, N\}$ be a set of cardinality $|\mathcal{S}|=s \leq N$. With $\mathbf{v}_{\mathcal{S}} \in \mathbb{K}^{N}$ we denote a vector which coincides with $\mathbf{v} \in \mathbb{K}^{N}$ on the entries in the set $\mathcal{S}$ and is extended to zero outside $\mathcal{S}$. In addition, $\mathbf{A}_{\mathcal{S}} \in \mathbb{K}^{m \times s}$ denotes the submatrix containing the columns of $\mathbf{A} \in \mathbb{K}^{m \times N}$ indexed by $\mathcal{S}$.

Definition $1.1([25,60])$. A matrix $\mathbf{A} \in \mathbb{K}^{m \times N}$ is said to satisfy the null space property (NSP) relative to a set $\mathcal{S} \subset[N]$ if

$$
\left\|\mathbf{v}_{\mathcal{S}}\right\|_{1}<\left\|\mathbf{v}_{\mathcal{S}^{c}}\right\|_{1}, \quad \text { for all } \mathbf{v} \in \operatorname{ker}(\mathbf{A}) \backslash\{\mathbf{0}\}
$$

where $\mathcal{S}^{c}$ denotes the complement of the set $\mathcal{S}$. A matrix $\mathbf{A}$ satisfies the null space property of order $s$ if it satisfies the null space property relative to any set $\mathcal{S} \subset[N]$ with $|\boldsymbol{\mathcal { S }}| \leq s$.

The following theorem states that the null space property is a necessary and sufficient condition for exact recovery of all sparse vectors via basis pursuit.

Theorem $1.2([60])$. Given a matrix $\mathbf{A} \in \mathbb{K}^{m \times N}$, every $s$-sparse vector $\mathbf{x} \in \mathbb{K}^{N}$ is the unique solution of 1.2 with $\mathbf{y}=\mathbf{A x}$ if and only if $\mathbf{A}$ satisfies the null space property of order $s$.

This condition or a version of this condition is often used to establish uniform recovery results, see for example [35, 71, 89, 146. However, in practice, it is difficult to check whether a given matrix A satisfies the null space property. In the following, we present another criterion - introduced for the first time in [26] - which guarantees signal recovery.

Definition 1.3 (RIP, [26]). Let $\mathbf{A} \in \mathbb{K}^{m \times N}$ be a measurement matrix. The restricted isometry constant (RIC) $\delta_{s}$ of a matrix $\mathbf{A}$ is the smallest $0<\delta \leq 1$ such that

$$
\begin{equation*}
(1-\delta)\|\mathbf{x}\|_{2}^{2} \leq\|\mathbf{A} \mathbf{x}\|_{2}^{2} \leq(1+\delta)\|\mathbf{x}\|_{2}^{2}, \quad \text { for all } s \text {-sparse vectors } \mathbf{x} . \tag{1.3}
\end{equation*}
$$

We say that $\mathbf{A}$ satisfies the RIP (restricted isometry property) at sparsity level $s$ if $\delta_{s}$ is bounded by a sufficiently small constant.

By definition, the sequence of restricted isometry constants is nondecreasing, that is

$$
\delta_{1} \leq \delta_{2} \leq \ldots \leq \delta_{s} \leq \delta_{s+1} \leq \ldots \leq \delta_{N}
$$

Equivalently, the RIC is given by

$$
\begin{equation*}
\delta_{s}=\max _{\mathcal{S} \subset[N],|\mathcal{S}| \leq s}\left\|\mathbf{A}_{\mathcal{S}}^{*} \mathbf{A}_{\mathcal{S}}-\mathbf{I}\right\|_{2 \rightarrow 2} \tag{1.4}
\end{equation*}
$$

where $\|\cdot\|_{2 \rightarrow 2}$ denotes the operator norm. This notion of the RIP is often used in deriving recovery guarantees for compressive sensing algorithms.

To show the equivalence of $(1.3)$ and $(1.4)$, we start with the following observation

$$
\begin{aligned}
&(1-\delta)\|\mathbf{x}\|_{2}^{2} \leq\|\mathbf{A} \mathbf{x}\|_{2}^{2} \leq(1+\delta)\|\mathbf{x}\|_{2}^{2} \text { for all } s \text {-sparse vectors } \\
& \Leftrightarrow\left|\|\mathbf{A} \mathbf{x}\|_{2}^{2}-\|\mathbf{x}\|_{2}^{2}\right| \leq \delta\|\mathbf{x}\|_{2}^{2} \\
& \text { for all } s \text {-sparse vectors } \\
& \Leftrightarrow\left|\left\|\mathbf{A}_{\mathcal{S}} \mathbf{x}\right\|_{2}^{2}-\|\mathbf{x}\|_{2}^{2}\right| \leq \delta\|\mathbf{x}\|_{2}^{2} \text { for all } \mathcal{S} \subset[N],|\mathcal{S}| \leq s, \text { and for all } \mathbf{x} \in \mathbb{K}^{s} .
\end{aligned}
$$

Fix any $\mathcal{S} \subset[N]$ with $|\mathcal{S}|=s$. Expanding the left hand side in the above inequality gives for all $\mathbf{x} \in \mathbb{K}^{s}$

$$
\left\|\mathbf{A}_{\mathcal{S}} \mathbf{x}\right\|_{2}^{2}-\|\mathbf{x}\|_{2}^{2}=\left\langle\mathbf{A}_{\mathcal{S}} \mathbf{x}, \mathbf{A}_{\mathcal{S}} \mathbf{x}\right\rangle-\langle\mathbf{x}, \mathbf{x}\rangle=\left\langle\left(\mathbf{A}_{\mathcal{S}}^{*} \mathbf{A}_{\mathcal{S}}-\mathbf{I}\right) \mathbf{x}, \mathbf{x}\right\rangle
$$

Since the operator $\mathbf{A}_{\mathcal{S}}^{*} \mathbf{A}_{\mathcal{S}}-\mathbf{I}$ is Hermitian,

$$
\left\|\mathbf{A}_{\mathcal{S}}^{*} \mathbf{A}_{\mathcal{S}}-\mathbf{I}\right\|_{2 \rightarrow 2}=\max _{\mathbf{x} \in \mathbb{K}^{s} \backslash\{\mathbf{0}\}} \frac{\left\langle\left(\mathbf{A}_{\mathcal{S}}^{*} \mathbf{A}_{\mathcal{S}}-\mathbf{I}\right) \mathbf{x}, \mathbf{x}\right\rangle}{\|\mathbf{x}\|_{2}^{2}} \leq \delta
$$

The equality holds, as $\delta_{s}$ is the smallest such $\delta$.
Next, we present a result showing the importance of the RIP in sparse vector recovery.
Theorem $1.4\left([26)\right.$. Suppose that the $2 s$-th restricted isometry constant of a matrix $\mathbf{A} \in \mathbb{K}^{m \times N}$ satisfies $\delta_{2 s}<1$. Let $\mathbf{x}_{0}$ be any $s$-sparse vector and let $\mathbf{y}:=\mathbf{A} \mathbf{x}_{0}$. Then $\mathbf{x}_{0}$ is the only $s$-sparse vector satisfying $\mathbf{A x}=\mathbf{y}$.

Proof. We prove the theorem by contradiction. Assume that there exists an $s$-sparse vector $\mathbf{x}$ different from $\mathbf{x}_{0}$ and satisfying $\mathbf{A x}=\mathbf{y}$. Then $\mathbf{z}:=\mathbf{x}-\mathbf{x}_{0} \in \operatorname{ker}(\mathbf{A}) \backslash\{\mathbf{0}\}$ and $\mathbf{z}$ is $2 s$-sparse. But then

$$
0=\|\mathbf{A} \mathbf{z}\|_{2}^{2} \geq\left(1-\delta_{2 s}\right)\|\mathbf{z}\|_{2}^{2}>0
$$

which is a contradiction.
The following theorem on sparse vector recovery via basis pursuit under the RIP assumption is stated without proof.

Theorem 1.5 ( 18,170$]$ ). Suppose that the $2 s$-th restricted isometry constant of the matrix $\mathbf{A} \in \mathbb{K}^{m \times N}$ satisfies

$$
\delta_{2 s}<\frac{1}{\sqrt{2}}
$$

Then every $s$-sparse vector $\mathbf{x} \in \mathbb{K}^{N}$ is the unique solution of

$$
\min _{\mathbf{z} \in \mathbb{K}^{N}}\|\mathbf{z}\|_{1} \quad \text { such that } \quad \mathbf{A z}=\mathbf{A} \mathbf{x}
$$

So far, we have seen that matrices $\mathbf{A} \in \mathbb{K}^{m \times N}$ satisfying the RIP condition are suitable measurement matrices for compressive sensing. In the following we argue that such matrices exist.

In particular, random subgaussian matrices satisfy the RIP condition on sparsity level $s$ with high probability when $m \geq s \ln (e N / s)$. On the other hand, all known deterministic constructions of matrices satisfying the RIP require that $m \gtrsim s^{2}$ (see for example [47, 84]) or at least $m \gtrsim s^{2-\varepsilon}$ for some small constant $\varepsilon>0$, see [13, 14].

Definition $1.6(60])$. Let $\mathbf{A} \in \mathbb{R}^{m \times N}$ be a random matrix, i.e., a matrix having random variables as its entries.
(1) If the entries of $\mathbf{A}$ are independent Rademacher variables (taking values $\pm 1$ with equal probability), then $\mathbf{A}$ is called a Bernoulli random matrix.
(2) If the entries of $\mathbf{A}$ are independent standard Gaussian random variables, then $\mathbf{A}$ is called a Gaussian random matrix.
(3) If the entries of $\mathbf{A}$ are independent mean-zero subgaussian random variables with variance 1 and the same subgaussian parameters $\beta, \kappa$, i.e.,

$$
\mathbb{P}(|\mathbf{A}(j, k)| \geq t) \leq \beta e^{-\kappa t^{2}}, \quad \text { for all } t>0, j \in[m], k \in[N]
$$

then $\mathbf{A}$ is called a subgaussian random matrix. Equivalently, $\mathbf{A}$ is a subgaussian random matrix if for some constant $c$ independent of $j, k$ and $N$ it holds that

$$
\mathbb{E}\left[e^{\theta \mathbf{A}(j, k)}\right] \leq e^{c \theta^{2}}, \quad \text { for all } \theta \in \mathbb{K}, j \in[m], k \in[N]
$$

Clearly, Gaussian and Bernoulli random matrices are subgaussian random matrices. The following theorem states that Gaussian and Bernoulli random matrices $\mathbf{A} \in \mathbb{C}^{m \times N}$ satisfy the RIP condition with high probability if the number of rows $m$ is large enough.

Theorem $1.7(60)$. Let A be an $m \times N$ Gaussian or Bernoulli random matrix. Then there exists a universal constant $C>0$ such that the restricted isometry constant of $\frac{1}{\sqrt{m}} \mathbf{A}$ satisfies $\delta_{s} \leq \delta$ with probability at least $1-\varepsilon$ provided

$$
\begin{equation*}
m \geq C \delta^{-2}\left(s \ln (e N / s)+\ln \left(2 \varepsilon^{-1}\right)\right) \tag{1.5}
\end{equation*}
$$

If the locations of non-zero entries in an $s$-sparse vector $\mathbf{x}$ are known, one needs only $s$ independent measurements to recover $\mathbf{x}$. Thus, the factor $s$ is necessary in the above bound. However, in general, these locations are not known. Even more, the bound (1.5) on the number of measurements for sparse vector recovery is in fact optimal. That is, the logarithmic factor $\ln (N / s)$ cannot be improved, see [59, 63].

For practical purposes, one would like to obtain matrices A with structure satisfying RIP with high probability (with optimal or almost optimal bounds) which are also efficient in the sense that only $O(N \log N)$ operations are required to compute $\mathbf{A x}$. In particular, it is known that random partial Fourier matrices $\mathbb{C}^{m \times N}$ (obtained by randomly choosing $m$ rows of the $N \times N$ discrete Fourier matrix) satisfy the RIP with high probability if $m \gtrsim s \log ^{2}(s) \log (N)$, see [12, 77]. In 95] it has been shown that a random partial circulant matrix generated by a Rademacher vector $\varepsilon$ satisfies the RIP with high probability provided that $m \gtrsim s \log ^{2}(s) \log ^{2}(N)$. For the definition of partial Fourier and partial circulant matrices see Subsection A.1. In [2] the authors construct RIPoptimal efficient matrices for the regime $m \leq N^{1 / 2-\mu}$ (for an arbitrarily small $\mu$ ). In particular, their construction of an RIP matrix is of the form

$$
\mathbf{A}=\mathbf{B H D}_{1} \mathbf{H D}_{2} \cdots \mathbf{H} \mathbf{D}_{r}
$$

where $\mathbf{H}$ is a Hadamard or a Fourier transform, $\mathbf{D}_{i}$ is a diagonal matrix with random $\{+1,-1\}$ on the diagonal for all $i$, and $\mathbf{B}$ is any $m \times N$ matrix with orthonormal rows.

So far we have introduced the null space property (NSP), which is a necessary and sufficient condition for sparse vector recovery, and the restricted isometry property (RIP), which is a sufficient condition for sparse vector recovery. Verifying whether a given matrix $\mathbf{A} \in \mathbb{C}^{m \times N}$ satisfies the RIP or NSP property is in general NP-hard, see [155. However, we have shown how to generate a random matrix which will satisfy the RIP condition with high probability. We now introduce the coherence which is another criterion that leads to recovery guarantees. It is a very simple measure of suitability of the measurement matrix. The coherence of a given matrix is easily computable which is an advantage in comparison to other two conditions. In general, the smaller the coherence, the better the recovery algorithm performs.

Definition $1.8([60])$. Let $\mathbf{A} \in \mathbb{K}^{m \times N}$ be a matrix with $\ell_{2}$-normalized columns $\mathbf{a} \cdot 1, \mathbf{a}_{2}, \ldots, \mathbf{a}_{N}$, i.e., $\left\|\mathbf{a}_{.}\right\|_{2}=1$ for all $i \in[N]$. The coherence $\mu=\mu(\mathbf{A})$ of the matrix $\mathbf{A}$ is defined as

$$
\mu:=\max _{1 \leq i \neq j \leq N}\left|\left\langle\mathbf{a}_{\cdot i}, \mathbf{a}_{\cdot j}\right\rangle\right| .
$$

The coherence $\mu$ of the matrix $\mathbf{A} \in \mathbb{K}^{m \times N}$ with $\ell_{2}$-normalized columns satisfies

$$
\sqrt{\frac{N-m}{m(N-1)}} \leq \mu \leq 1
$$

The upper bound follows since $\left|\left\langle\mathbf{a}_{\cdot i}, \mathbf{a}_{\cdot j}\right\rangle\right| \leq\left\|\mathbf{a}_{\cdot i}\right\|_{2}\left\|\mathbf{a}_{\cdot j}\right\|_{2}$ and the columns are unit normed. For the bound below, we refer the interested reader to 60] and we note that the bound is tight. In particular, it is achieved if and only if the columns of the matrix form an equiangular tight frame. However, for most pairs $(m, N)$, constructing such a frame is an open problem [148, 165].

Next, we introduce the more general concept of $\ell_{1}$-coherence function which includes the usual coherence for the parameter $s=1$.

Definition 1.9 ( 60$]$. Let $\mathbf{A} \in \mathbb{C}^{m \times N}$ be a matrix with $\ell_{2}$-normalized columns $\mathbf{a}_{1}, \mathbf{a}_{2}, \ldots, \mathbf{a}_{N}$, i.e., $\left\|\mathbf{a}_{\cdot i}\right\|_{2}=1$ for all $i \in[N]$. The $\ell_{1}$-coherence function $\mu_{1}$ of the matrix $\mathbf{A}$ is defined for $s \in[N-1]$ by

$$
\mu_{1}(s):=\max _{i \in[N]} \max \left\{\sum_{j \in \mathcal{S}}\left|\left\langle\mathbf{a}_{\cdot i}, \mathbf{a}_{\cdot j}\right\rangle\right|: \mathcal{S} \subset[N],|\boldsymbol{\mathcal { S }}|=s, i \notin \mathcal{S}\right\}
$$

Notice that for $s \in[N-1]$

$$
\mu \leq \mu_{1}(s) \leq s \mu
$$

and more generally that for $s, t \in[N-1]$ with $s+t \leq N-1$,

$$
\max \left\{\mu_{1}(s), \mu_{1}(t)\right\} \leq \mu_{1}(s+t) \leq \mu_{1}(s)+\mu_{1}(t)
$$

The following theorem gives a recovery guarantee under the assumption that the $\ell_{1}$-coherence function of the measurement matrix is small enough.

Theorem $1.10(60])$. Let $\mathbf{A} \in \mathbb{K}^{m \times N}$ be a matrix with $\ell_{2}$-normalized columns. If

$$
\mu_{1}(s)+\mu_{1}(s-1)<1
$$

then every $s$-sparse vector $\mathbf{x} \in \mathbb{K}^{N}$ is exactly recovered from the measurement vector $\mathbf{y}=\mathbf{A x}$ via basis pursuit.

Since $\mu_{1}(s) \leq s \mu$, the above theorem is true also if coherence $\mu$ of the measurement matrix $\mathbf{A}$ with $\ell_{2}$-normalized columns satisfies $\mu(2 s-1)<1$. The next lemma connects the RIP and the coherence property.

Lemma 1.11 ([42]). If $\mathbf{A} \in \mathbb{C}^{m \times N}$ has unit-norm columns and coherence $\mu$, then $\mathbf{A}$ satisfies the RIP of order $s$ with $\delta_{s}=(s-1) \mu$, for all $s<1 / \mu+1$.

In particular, if $\mathbf{A} \in \mathbb{C}^{m \times N}$ has unit norm columns and coherence $\mu<1$, then $\mathbf{A}$ satisfies the RIP of order two with $\delta_{2}=\mu$. A consequence of the above lemma and Theorem 1.5 is that the coherence is also a sufficient condition for sparse vector recovery.

In more realistic scenarios, the signals we aim to recover are not sparse, but approximately sparse. In such cases, we would like to recover a signal with an error controlled by its distance to $s$-sparse vectors. In the literature, this property is usually called stability of reconstruction scheme with respect to sparsity defect. In particular, it is known that the basis pursuit is stable under a slightly strengthened version of the null space property.

Definition 1.12. A matrix $\mathbf{A} \in \mathbb{C}^{m \times N}$ is said to satisfy the stable null space property with constant $0<\rho<1$ relative to a set $\mathcal{S} \subset[N]$ if

$$
\left\|\mathbf{v}_{\mathcal{S}}\right\|_{1} \leq \rho\left\|\mathbf{v}_{\mathcal{S}^{c}}\right\|_{1} \quad \text { for all } \mathbf{v} \in \operatorname{ker}(\mathbf{A})
$$

A matrix A satisfies the stable null space property of order $s$ with constant $0<\rho<1$ if it satisfies the stable null space property with constant $0<\rho<1$ relative to any set $\mathcal{S} \subset[N]$ with $|\mathcal{S}| \leq s$.

The following theorem is a well-known stability result for basis pursuit.
Theorem $1.13(60])$. Suppose that $\mathbf{A} \in \mathbb{C}^{m \times N}$ satisfies the stable null space property of order $s$ with constant $0<\rho<1$. Then, for any $\mathbf{x} \in \mathbb{C}^{N}$, a solution $\mathbf{x}^{\#}$ of

$$
\min _{\mathbf{z}}\|\mathbf{z}\|_{1} \quad \text { s.t. } \quad \mathbf{A} \mathbf{z}=\mathbf{A} \mathbf{x}
$$

approximates the vector $\mathbf{x}$ with $\ell_{1}$-error

$$
\left\|\mathbf{x}-\mathbf{x}^{\#}\right\|_{1} \leq \frac{2(1+\rho)}{(1-\rho)} \sigma_{s}(\mathbf{x})_{1}
$$

where $\sigma_{s}(\mathbf{x})_{1}=\inf \left\{\|\mathbf{w}-\mathbf{x}\|_{1}: \mathbf{w} \in \mathbb{C}^{N},\|\mathbf{w}\|_{0} \leq s\right\}$.
Additionally, in real applications, measured data will be corrupted by noise since sensing devices do not have infinite precision. As a consequence, the measurement vector $\mathbf{y} \in \mathbb{C}^{m}$ is only an approximation to $\mathbf{A x} \in \mathbb{C}^{m}$, with

$$
\|\mathbf{A} \mathbf{x}-\mathbf{y}\| \leq \eta
$$

for some $\eta \geq 0$ and some norm $\|\cdot\|$ on $\mathbb{C}^{m}$ - typically the $\ell_{1}$-norm or the $\ell_{2}$-norm. In such situations, we would like the reconstruction algorithm to recover a signal whose distance to output vector $\mathbf{x}^{\#}$ is controlled by measurement error $\eta \geq 0$. It is well-known that robustness of the convex optimization problem

$$
\min _{\mathbf{z} \in \mathbb{C}^{N}}\|\mathbf{z}\|_{1} \text { s.t. }\|\mathbf{A} \mathbf{z}-\mathbf{y}\| \leq \eta
$$

is guaranteed under the following additional strengthening of the null space property.
Definition 1.14. A matrix $\mathbf{A} \in \mathbb{C}^{m \times N}$ is said to satisfy the robust null space property (with respect to $\|\cdot\|)$ with constants $0<\rho<1$ and $\tau>0$ relative to a set $\mathcal{S} \subset[N]$ if

A matrix A satisfies the robust null space property of order $s$ with constants $0<\rho<1$ and $\tau>0$ if it satisfies the robust null space property with constants $\rho, \tau$ relative to any set $\mathcal{S} \subset[N]$ with $|\mathcal{S}| \leq s$.

The following theorem includes Theorem 1.13 as the special noiseless case, i.e., when $\eta=0$.
Theorem 1.15 ( 60$]$ ). Suppose that matrix $\mathbf{A} \in \mathbb{C}^{m \times N}$ satisfies the robust null space property of order $s$ with constants $0<\rho<1$ and $\tau>0$. Then, for any $\mathbf{x} \in \mathbb{C}^{N}$, a solution $\mathbf{x}^{\#}$ of

$$
\min _{\mathbf{z} \in \mathbb{C}^{N}}\|\mathbf{z}\|_{1} \text { s.t. }\|\mathbf{A} \mathbf{z}-\mathbf{y}\| \leq \eta
$$

where $\mathbf{y}=\mathbf{A x}+\mathbf{e}$, and $\|\mathbf{e}\| \leq \eta$ approximates the vector $\mathbf{x}$ with $\ell_{1}$-error

$$
\left\|\mathbf{x}-\mathbf{x}^{\#}\right\|_{1} \leq \frac{2(1+\rho)}{(1-\rho)} \sigma_{s}(\mathbf{x})_{1}+\frac{4 \tau}{1-\rho} \eta
$$

Finally, we present a compressible vector recovery result with noisy measurements under the assumption that the measurement matrix $\mathbf{A}$ satisfies the RIP. Thus, the $\ell_{1}$-minimization is robust to noise also under the RIP assumption.

Theorem 1.16 (60]). Suppose that the $2 s$ th restricted isometry constant of the matrix $\mathbf{A} \in$ $\mathbb{C}^{m \times N}$ satisfies

$$
\delta_{2 s}<\frac{4}{\sqrt{41}} \approx 0.6246
$$

Then, for any $\mathbf{x} \in \mathbb{C}^{N}$ and $\mathbf{y} \in \mathbb{C}^{m}$ with $\|\mathbf{A x}-\mathbf{y}\|_{2} \leq \eta$, a solution $\mathbf{x}^{*}$ of

$$
\min _{\mathbf{z} \in \mathbb{C}^{N}}\|\mathbf{z}\|_{1} \quad \text { s.t. } \quad\|\mathbf{A} \mathbf{z}-\mathbf{y}\|_{2} \leq \eta
$$

approximates the vector $\mathbf{x}$ with error

$$
\left\|\mathbf{x}-\mathbf{x}^{*}\right\|_{1} \leq C \sigma_{s}(\mathbf{x})_{1}+D \sqrt{s} \eta
$$

where constants $C, D>0$ depend only on $\delta_{2 s}$.
So far we have focused on the $\ell_{1}$-minimization approach to sparse vector recovery. However, many algorithms have been developed to solve the sparse vector recovery problem. In fact, recovery algorithms for compressed sensing problem can be roughly divided in three categories: convex optimization methods, greedy methods, and thresholding based methods.

Optimization algorithms include $\ell_{1}$-minimization (also called basis pursuit) [33] and quadratically constrained $\ell_{1}$-minimization (also called basis pursuit denoising) [154. These minimization problems can be solved by standard methods from convex optimization, such as interior-point methods, see [15, 121]. Additionally, specialized numerical methods have been developed for solving $\ell_{1}$-minimization problems such as Homotopy method or modified LARS [50, 55, 122, 123], Chambolle and Pock's Primal-Dual Algorithm [31], and iteratively reweighted least squares algorithm 41].

Orthogonal matching pursuit (OMP) [157] is a greedy method which builds the support of the reconstructed $s$-sparse vector iteratively by adding one index to the current support set at each iteration. Needell and Tropp in [118] introduced another greedy method called Compressive sampling matching pursuit algorithm (CoSaMP). Greedy methods include also regularized orthogonal matching pursuit [119, 120, subspace pursuit algorithm [39], and others.

Finally, thresholding based methods include iterative hard thresholding algorithm [10], iterative soft thresholding algorithm - also called iterative shrinkage-thresholding algorithm (ISTA) [40, 56, 57], fast iterative shrinkage thresholding algorithm (FISTA) [6], and others. In the next subsection we analyze in detail iterative hard thresholding algorithm and its normalized version introduced by the same authors in [11. In Chapter 5 we focus on versions of this algorithm adapted to the tensor scenario.

Before passing to the iterative hard thresholding algorithm we remark that there are two types of results available in compressive sensing for random measurement matrices. Uniform recovery results state that with high probability on the choice of the random matrix, all sparse signals can be recovered using the same matrix. On the other hand, nonuniform recovery results state that a fixed sparse signal can be recovered with high probability using a random draw of the measurement matrix. In this chapter and throughout this thesis, the theory of compressed sensing is presented in more detail with the focus on uniform recovery. For nonuniform recovery results, we refer the interested reader to 3, 24, 32.
1.1.1. Iterative hard thresholding algorithm. The iterative hard thresholding (IHT) algorithm is an iterative method for solving the system $\mathbf{A z}=\mathbf{y}$ knowing that the solution is $s$-sparse, see Algorithm 1.1. Instead of solving $\mathbf{A z}=\mathbf{y}$, the algorithm is solving the quadratic system $\mathbf{A}^{*} \mathbf{A z}=\mathbf{A}^{*} \mathbf{y}$ which can be interpreted as the fixed point equation

$$
\mathbf{z}=\mathbf{z}-\mathbf{A}^{*} \mathbf{A} \mathbf{z}+\mathbf{A}^{*} \mathbf{y}=\mathbf{z}+\mathbf{A}^{*}(\mathbf{y}-\mathbf{A} \mathbf{z})
$$

Since we search for an $s$-sparse solution, in the $j$ th iteration of the algorithm we compute the best $s$-sparse approximation of the vector $\mathbf{u}^{j}:=\mathbf{x}^{j}+\mathbf{A}^{*}\left(\mathbf{y}-\mathbf{A} \mathbf{x}^{j}\right)$ - denoted by $\mathcal{H}_{s}\left(\mathbf{u}^{j}\right)$. The best $s$-sparse approximation $\mathcal{H}_{s}(\mathbf{x})$ of a vector $\mathbf{x}$ is obtained by keeping the $s$ largest in magnitude (absolute values) entries of $\mathbf{x}$. Therefore, in the $j$ th iteration of the algorithm we obtain the vector $\mathbf{x}^{j+1}=\mathcal{H}_{s}\left(\mathbf{u}^{j}\right)$.

Algorithm 1.1. Iterative hard thresholding (IHT) algorithm

```
Input: Measurement matrix \(\mathbf{A} \in \mathbb{K}^{m \times N}\), measurement vector \(\mathbf{y} \in \mathbb{K}^{m}\),
        sparsity level \(s\).
Initialization: sparse vector \(\mathbf{x}^{0}\), typically \(\mathbf{x}^{0}=\mathbf{0}, j=0\).
Iteration: repeat until the stopping criterion is met at \(j=\bar{j}\)
    \(\mathbf{x}^{j+1}=\mathcal{H}_{s}\left(\mathbf{x}^{j}+\mathbf{A}^{*}\left(\mathbf{y}-\mathbf{A} \mathbf{x}^{j}\right)\right)\)
    \(j=j+1\)
Output: \(s\)-sparse vector \(\mathbf{x}^{\#}=\mathbf{x}^{\bar{j}}\)
```

A typical stopping criterion for both the IHT (see Algorithm 1.1) and the normalized IHT (NIHT) algorithm (see Algorithm 1.2 is $\left\|\mathbf{y}-\mathbf{A} \mathbf{x}^{\bar{j}}\right\|_{2} \leq \varepsilon$, for a chosen tolerance $\varepsilon>0$.

The following result gives a criterion for the convergence of the IHT algorithm under the assumption that the measurement matrix satisfies the RIP condition.

Theorem $1.17(\boxed{60})$. For $a \in(0,1)$, let $\mathbf{A} \in \mathbb{K}^{m \times N}$ satisfy the restricted isometry property with

$$
\begin{equation*}
\delta_{3 s}<\frac{a}{2} \tag{1.6}
\end{equation*}
$$

and let $\mathbf{x} \in \mathbb{K}^{N}$ be $s$-sparse. Given noisy measurements $\mathbf{y}=\mathbf{A x}+\mathbf{e}$, the vector $\mathbf{x}^{j+1}$ obtained in the $j$-th iteration of the IHT algorithm satisfies

$$
\left\|\mathbf{x}^{j+1}-\mathbf{x}\right\|_{2} \leq a^{j+1}\left\|\mathbf{x}^{0}-\mathbf{x}\right\|_{2}+\frac{b(a)}{1-a}\|\mathbf{e}\|_{2}
$$

where $b(a)=2 \sqrt{1+\frac{a}{2}}$. Consequently, if $\mathbf{e} \neq 0$ then after at most $j^{*}=\left\lceil\log _{1 / a}\left(\left\|\mathbf{x}^{0}-\mathbf{x}\right\|_{2} /\|\mathbf{e}\|_{2}\right)\right\rceil$ iterations, $\mathbf{x}^{j+1}$ estimates $\mathbf{x}$ with accuracy

$$
\begin{equation*}
\left\|\mathbf{x}^{j+1}-\mathbf{x}\right\|_{F} \leq \frac{1+a+b(a)}{1-a}\|\mathbf{e}\|_{2} \tag{1.7}
\end{equation*}
$$

Proof. It is enough to show that $\mathbf{x}^{j+1}$ obtained in iteration $j$ satisfies

$$
\left\|\mathbf{x}^{j+1}-\mathbf{x}\right\|_{2} \leq a\left\|\mathbf{x}^{j}-\mathbf{x}\right\|_{2}+b\|\mathbf{e}\|_{2}, \quad j \geq 0
$$

Since $\mathbf{x}^{j+1}$ is the best $s$-sparse approximation to the vector $\mathbf{u}^{j}=\mathbf{x}^{j}+\mathbf{A}^{*}\left(\mathbf{y}-\mathbf{A} \mathbf{x}^{j}\right)=\mathbf{x}^{j}+$ $\mathbf{A}^{*} \mathbf{A}\left(\mathbf{x}-\mathbf{x}^{j}\right)+\mathbf{A}^{*} \mathbf{e}$,

$$
\begin{equation*}
\left\|\mathbf{u}^{j}-\mathbf{x}^{j+1}\right\|_{2}^{2} \leq\left\|\mathbf{u}^{j}-\mathbf{x}\right\|_{2}^{2} \tag{1.8}
\end{equation*}
$$

Expanding the left hand side we obtain

$$
\begin{align*}
\left\|\mathbf{u}^{j}-\mathbf{x}^{j+1}\right\|_{2}^{2} & =\left\|\left(\mathbf{u}^{j}-\mathbf{x}\right)-\left(\mathbf{x}^{j+1}-\mathbf{x}\right)\right\|_{2}^{2} \\
& =\left\|\mathbf{u}^{j}-\mathbf{x}\right\|_{2}^{2}+\left\|\mathbf{x}^{j+1}-\mathbf{x}\right\|_{2}^{2}-2 \operatorname{Re}\left\langle\mathbf{u}^{j}-\mathbf{x}, \mathbf{x}^{j+1}-\mathbf{x}\right\rangle \tag{1.9}
\end{align*}
$$

Let $\mathcal{T}$ denote the union of the support sets of the vectors $\mathbf{x}^{j}-\mathbf{x}$ and $\mathbf{x}^{j+1}-\mathbf{x}$, i.e.,

$$
\mathcal{T}:=\operatorname{supp}\left(\mathbf{x}^{j}-\mathbf{x}\right) \cup \operatorname{supp}\left(\mathbf{x}^{j+1}-\mathbf{x}\right) \quad \text { and } \quad|\mathcal{T}| \leq 3 s
$$

In the following $\mathbf{v} \boldsymbol{\mathcal { T }} \in \mathbb{C}^{|\boldsymbol{\mathcal { T }}|}$ denotes the restriction of a vector $\mathbf{v} \in \mathbb{C}^{N}$ to indices in $\mathcal{T}$. From 1.8) and 1.9 it follows that

$$
\begin{aligned}
\left\|\mathbf{x}^{j+1}-\mathbf{x}\right\|_{2}^{2} & \leq 2 \operatorname{Re}\left\langle\mathbf{u}^{j}-\mathbf{x}, \mathbf{x}^{j+1}-\mathbf{x}\right\rangle=2 \operatorname{Re}\left\langle\left(\mathbf{I}-\mathbf{A}^{*} \mathbf{A}\right)\left(\mathbf{x}^{j}-\mathbf{x}\right)+\mathbf{A}^{*} \mathbf{e}, \mathbf{x}^{j+1}-\mathbf{x}\right\rangle \\
& \leq 2\left|\left\langle\left(\mathbf{I}-\mathbf{A}^{*} \mathbf{A}\right)\left(\mathbf{x}^{j}-\mathbf{x}\right), \mathbf{x}^{j+1}-\mathbf{x}\right\rangle\right|+2\left|\left\langle\mathbf{A}^{*} \mathbf{e}, \mathbf{x}^{j+1}-\mathbf{x}\right\rangle\right| \\
& =2\left|\left\langle\mathbf{x}^{j}-\mathbf{x}, \mathbf{x}^{j+1}-\mathbf{x}\right\rangle-\left\langle\mathbf{A}\left(\mathbf{x}^{j}-\mathbf{x}\right), \mathbf{A}\left(\mathbf{x}^{j+1}-\mathbf{x}\right)\right\rangle\right|+2\left|\left\langle\mathbf{e}, \mathbf{A}\left(\mathbf{x}^{j+1}-\mathbf{x}\right)\right\rangle\right| \\
& =2\left|\left\langle\left(\mathbf{x}^{j}-\mathbf{x}\right)_{\mathcal{T}},\left(\mathbf{x}^{j+1}-\mathbf{x}\right)_{\mathcal{T}}\right\rangle-\left\langle\mathbf{A}_{\mathcal{T}}\left(\mathbf{x}^{j}-\mathbf{x}\right)_{\mathcal{T}}, \mathbf{A}_{\mathcal{T}}\left(\mathbf{x}^{j+1}-\mathbf{x}\right)_{\mathcal{T}}\right\rangle\right| \\
& +2\left|\left\langle\mathbf{e}, \mathbf{A}_{\mathcal{T}}\left(\mathbf{x}^{j+1}-\mathbf{x}\right)\right\rangle\right| \\
& =2\left|\left\langle\left(\mathbf{x}^{j}-\mathbf{x}\right)_{\mathcal{T}},\left(\mathbf{I}-\mathbf{A}_{\mathcal{T}}^{*} \mathbf{A}_{\mathcal{T}}\right)\left(\mathbf{x}^{j+1}-\mathbf{x}\right)_{\mathcal{T}}\right\rangle\right|+2\left|\left\langle\mathbf{e}, \mathbf{A}_{\mathcal{T}}\left(\mathbf{x}^{j+1}-\mathbf{x}\right)\right\rangle\right| \\
& \leq 2\left\|\left(\mathbf{x}^{j}-\mathbf{x}\right)_{\mathcal{T}}\right\|_{2}\left\|\mathbf{I}-\mathbf{A}_{\mathcal{T}}^{*} \mathbf{A}_{\mathcal{T}}\right\|_{2 \rightarrow 2}\left\|\left(\mathbf{x}^{j+1}-\mathbf{x}\right)_{\mathcal{T}}\right\|_{2}+2\|\mathbf{e}\|_{2}\left\|\mathbf{A}_{\mathcal{T}}\left(\mathbf{x}^{j+1}-\mathbf{x}\right)\right\|_{2} \\
& \leq 2 \delta_{3 s}\left\|\mathbf{x}^{j}-\mathbf{x}\right\|_{2}\left\|\mathbf{x}^{j+1}-\mathbf{x}\right\|_{2}+2 \sqrt{1+\delta_{3 s}}\|\mathbf{e}\|_{2}\left\|\mathbf{x}^{j+1}-\mathbf{x}\right\|_{2},
\end{aligned}
$$

where the last inequality follows from $|\boldsymbol{T}| \leq 3 s$ and 1.4 . If $\left\|\mathbf{x}^{j+1}-\mathbf{x}\right\|_{2}>0$, then dividing the above inequality by $\left\|\mathbf{x}^{j+1}-\mathbf{x}\right\|_{2}$, we obtain

$$
\left\|\mathbf{x}^{j+1}-\mathbf{x}\right\|_{2} \leq 2 \delta_{3 s}\left\|\mathbf{x}^{j}-\mathbf{x}\right\|_{2}+2 \sqrt{1+\delta_{3 s}}\|\mathbf{e}\|_{2}
$$

This concludes the proof (since $2 \delta_{3 s}<a$ by assumption (1.6)).
Remark 1.18. This theorem also applies in a case where the vector $\mathbf{x}$ is compressible (i.e., approximately $s$-sparse). By splitting $\mathbf{x}=\mathbf{x}_{s}+\mathbf{x}_{c}$ into the best $s$-sparse approximation $\mathbf{x}_{s}$ and a remainder term $\mathbf{x}_{c}$, we obtain

$$
\mathbf{y}=\mathbf{A} \mathbf{x}+\mathbf{e}=\mathbf{A} \mathbf{x}_{s}+\mathbf{A} \mathbf{x}_{c}+\mathbf{e}=\mathbf{A} \mathbf{x}_{s}+\widetilde{\mathbf{e}}
$$

where $\widetilde{\mathbf{e}}=\mathbf{A} \mathbf{x}_{c}+\mathbf{e}$. Then the theorem is applied to $\widetilde{\mathbf{e}}$ instead of $\mathbf{e}$ and (1.7) results in the error estimate

$$
\begin{equation*}
\left\|\mathbf{x}^{j+1}-\mathbf{x}_{s}\right\|_{F} \leq \frac{1+a+b(a)}{1-a}\left\|\mathbf{A} \mathbf{x}_{c}+\mathbf{e}\right\|_{2} \tag{1.10}
\end{equation*}
$$

We can further estimate the right hand side of 1.10 . To obtain a better estimate, we have to consider $2 s$-sparse vectors. This leads us to the following theorem.

Theorem $1.19(\boxed{60})$. For $a \in(0,1)$, let $\mathbf{A} \in \mathbb{K}^{m \times N}$ satisfy the restricted isometry property with

$$
\delta_{6 s}<\frac{a}{2}
$$

Then for all $\mathbf{x} \in \mathbb{C}^{N}, \mathbf{e} \in \mathbb{C}^{N}$, the sequence $\left(\mathbf{x}^{j}\right)_{j}$ defined by the IHT algorithm with $\mathbf{y}=\mathbf{A x}+\mathbf{e}$, $\mathbf{x}^{0}=\mathbf{0}$, and $\mathcal{H}_{s}$ replaced by $\mathcal{H}_{2 s}$ satisfies

$$
\begin{equation*}
\left\|\mathbf{x}-\mathbf{x}^{j+1}\right\|_{2} \leq \frac{C}{\sqrt{s}} \sigma_{s}(\mathbf{x})_{1}+D\|\mathbf{e}\|_{2}+2 \rho^{j+1}\|\mathbf{x}\|_{2} \tag{1.11}
\end{equation*}
$$

where constants $C, D>0$, and $\rho \in(0,1)$ depend only on $a$.
The following lemma is used in the above proof.
Lemma 1.20 (60). Suppose $\mathbf{A} \in \mathbb{C}^{m \times N}$ has restricted isometry constant $\delta_{s}<1$. Given $\tau>0$, $\xi \geq 0$, and $\mathbf{e} \in \mathbb{C}^{m}$, assume that two vectors $\mathbf{x}, \mathbf{x}^{\prime} \in \mathbb{C}^{N}$ satisfy

$$
\left\|\mathbf{x}^{\prime}\right\|_{0} \leq 2 s \quad \text { and } \quad\left\|\mathbf{x}_{\mathcal{T}}-\mathbf{x}^{\prime}\right\|_{2} \leq \tau\left\|\mathbf{A x}_{\mathcal{T}^{c}}+\mathbf{e}\right\|_{2}+\xi
$$

where $\boldsymbol{\mathcal { T }}$ denotes an index set of $2 s$ largest in magnitude entries of $\mathbf{x}$. Then

$$
\left\|\mathbf{x}-\mathbf{x}^{\prime}\right\|_{2} \leq \frac{C}{\sqrt{s}} \sigma_{s}(\mathbf{x})_{1}+\tau\|\mathbf{e}\|_{2}+\xi
$$

where $C=1+\sqrt{2} \tau$.
Proof.

$$
\begin{align*}
\left\|\mathbf{x}-\mathbf{x}^{\prime}\right\|_{2} & =\left\|\mathbf{x}_{\mathcal{T}^{c}}+\mathbf{x}_{\boldsymbol{T}}-\mathbf{x}^{\prime}\right\|_{2} \leq\left\|\mathbf{x}_{\mathcal{T}^{c}}\right\|_{2}+\left\|\mathbf{x}_{\boldsymbol{T}}-\mathbf{x}^{\prime}\right\|_{2} \leq\left\|\mathbf{x}_{\mathcal{T}^{c}}\right\|_{2}+\tau\left\|\mathbf{A} \mathbf{x}_{\boldsymbol{T}^{c}}+\mathbf{e}\right\|_{2}+\xi \\
& \leq\left\|\mathbf{x}_{\mathcal{T}^{c}}\right\|_{2}+\tau\left\|\mathbf{A} \mathbf{x}_{\mathcal{T}^{c}}\right\|_{2}+\tau\|\mathbf{e}\|_{2}+\xi \tag{1.12}
\end{align*}
$$

Let $\mathcal{S} \subset \mathcal{T}$ denote the index set of $s$ largest absolute entries of $\mathbf{x}$. Then

$$
\begin{equation*}
\left\|\mathbf{x}_{\mathcal{T}^{c}}\right\|_{2}=\sigma_{s}\left(\mathbf{x}_{\mathcal{S}^{c}}\right)_{2} \leq \frac{1}{\sqrt{s}}\left\|\mathbf{x}_{\mathcal{S}^{c}}\right\|_{1}=\frac{1}{\sqrt{s}} \sigma_{s}(\mathbf{x})_{1} \tag{1.13}
\end{equation*}
$$

where the above inequality follows from the following observation. Let $\mathrm{x}^{*}$ denote the nonincreasing rearrangement of the vector $\mathbf{x}$. That is, $x_{1}^{*} \geq x_{2}^{*} \geq \cdots \geq x_{N}^{*} \geq 0$ and there exists a permutation $\pi:[N] \rightarrow[N]$ with $x_{j}^{*}=\left|x_{\pi(j)}\right|$, for all $j \in[N]$. Then it holds

$$
\sigma_{s}\left(\mathbf{x}_{\mathcal{S}^{c}}\right)_{2}^{2}=\sum_{j=2 s+1}^{N}\left(x_{j}^{*}\right)^{2} \leq x_{2 s}^{*} \sum_{j=2 s+1}^{N} x_{j}^{*} \leq x_{2 s}^{*}\left\|\mathbf{x}_{\mathcal{S}^{c}}\right\|_{1} \leq \frac{1}{s} \sum_{j=s+1}^{2 s} x_{j}^{*}\left\|\mathbf{x}_{\mathcal{S}^{c}}\right\|_{1} \leq \frac{1}{s}\left\|\mathbf{x}_{\mathcal{S}^{c}}\right\|_{1}^{2}
$$

Set $\mathcal{S}_{1}:=\boldsymbol{\mathcal { T }} \backslash \mathcal{S}$. Let us partition the complement of $\boldsymbol{\mathcal { T }}$ as $\boldsymbol{T}^{c}=\mathcal{S}_{2} \cup \mathcal{S}_{3} \cup \ldots$ as

$$
\begin{aligned}
& \mathcal{S}_{2}:=\text { index set of } s \text { largest absolute entries of } \mathbf{x} \text { in } \boldsymbol{T}^{c} \\
& \mathcal{S}_{3}:=\text { index set of } s \text { largest absolute entries of } \mathbf{x} \text { in }\left(\mathcal{T} \cup \mathcal{S}_{2}\right)^{c}, \text { etc. }
\end{aligned}
$$

Applying the RIP assumption, we obtain the estimate

$$
\begin{equation*}
\left\|\mathbf{A} \mathbf{x}_{\boldsymbol{\tau}^{c}}\right\|_{2} \leq \sum_{k \geq 2}\left\|\mathbf{A} \mathbf{x}_{\boldsymbol{\mathcal { S }}_{k}}\right\|_{2} \leq \sqrt{1+\delta_{s}} \sum_{k \geq 2}\left\|\mathbf{x}_{\boldsymbol{\mathcal { S }}_{k}}\right\|_{2} \tag{1.14}
\end{equation*}
$$

Since

$$
\begin{equation*}
\frac{1}{\sqrt{s}}\left\|\mathbf{x}_{\boldsymbol{\mathcal { S }}_{k}}\right\|_{2}=\left[\frac{1}{s} \sum_{\ell \in \boldsymbol{\mathcal { S }}_{k}} x_{\ell}^{2}\right]^{1 / 2} \leq \max _{\ell \in \boldsymbol{\mathcal { S }}_{k}}\left|x_{\ell}\right| \leq \min _{p \in \boldsymbol{\mathcal { S }}_{k-1}}\left|x_{p}\right| \leq \frac{1}{s} \sum_{p \in \boldsymbol{\mathcal { S }}_{k-1}}\left|x_{p}\right|=\frac{1}{s}\left\|\mathbf{x}_{\boldsymbol{\mathcal { S }}_{k-1}}\right\|_{1} \tag{1.15}
\end{equation*}
$$

we have

$$
\begin{equation*}
\sum_{k \geq 2}\left\|\mathbf{x}_{\boldsymbol{\mathcal { S }}_{k}}\right\|_{2} \leq \sum_{\ell \geq 1} \frac{1}{\sqrt{s}}\left\|\mathbf{x}_{\boldsymbol{\mathcal { S }}_{\ell}}\right\|_{1}=\frac{1}{\sqrt{s}}\left\|\mathbf{x}_{\mathcal{S}^{c}}\right\|_{1}=\frac{1}{\sqrt{s}} \sigma_{s}(\mathbf{x})_{1} \tag{1.16}
\end{equation*}
$$

Plugging 1.16 in 1.14 leads to the estimate

$$
\begin{equation*}
\left\|\mathbf{A} \mathbf{x}_{\boldsymbol{\tau}^{c}}\right\|_{2} \leq \frac{\sqrt{1+\delta_{s}}}{\sqrt{s}} \sigma_{s}(\mathbf{x})_{1} \leq \frac{\sqrt{2}}{\sqrt{s}} \sigma_{s}(\mathbf{x})_{1} \tag{1.17}
\end{equation*}
$$

Substituting (1.13) and 1.17 in 1.12 we obtain the estimate

$$
\left\|\mathbf{x}-\mathbf{x}^{\prime}\right\|_{2} \leq \frac{1}{\sqrt{s}} \sigma_{s}(\mathbf{x})_{1}+\tau \frac{\sqrt{2}}{\sqrt{s}} \sigma_{s}(\mathbf{x})_{1}+\tau\|\mathbf{e}\|_{2}+\xi=\frac{1}{\sqrt{s}}(1+\sqrt{2} \tau) \sigma_{s}(\mathbf{x})_{1}+\tau\|\mathbf{e}\|_{2}+\xi
$$

Proof of Theorem 1.19. Theorem 1.17 implies that there exists $0<\rho<1$ and $\tau>0$ depending only on $a$ such that, for any $j \geq 0$,

$$
\left\|\mathbf{x}_{\mathcal{T}}-\mathbf{x}^{j+1}\right\|_{2} \leq \tau\left\|\mathbf{A} \mathbf{x}_{\mathcal{T}^{c}}+\mathbf{e}\right\|_{2}+\rho^{j+1}\left\|\mathbf{x}_{\mathcal{T}}\right\|_{2}
$$

where $\mathcal{T}$ denotes an index set of $2 s$ largest in magnitude entries of $\mathbf{x}$. Then Lemma 1.20 with $\mathbf{x}^{\prime}=\mathbf{x}^{j+1}$ and $\xi=\rho^{j+1}\left\|\mathbf{x}_{\mathcal{T}}\right\|_{2} \leq \rho^{j+1}\|\mathbf{x}\|_{2}$, implies that

$$
\begin{equation*}
\left\|\mathbf{x}-\mathbf{x}^{j+1}\right\|_{2} \leq \frac{C}{\sqrt{s}} \sigma_{s}(\mathbf{x})_{1}+D\|\mathbf{e}\|_{2}+2 \rho^{j+1}\|\mathbf{x}\|_{2} \tag{1.18}
\end{equation*}
$$

where $C, D>0$ depend only on $\tau$, hence only on $\delta_{6 s}$.
The crucial point in the proof of Theorem 1.17 is step 1.8 . That is, the fact that we know how to obtain the best $s$-sparse approximation of a given vector $\mathbf{x} \in \mathbb{K}^{N}$. As it will be seen later, in the tensor case it is not known how to efficiently obtain the best rank-r approximation of a given tensor - regardless of the choice of tensor rank. We present another recovery result for the IHT algorithm without a proof. Essentially, small coherence of the measurement matrix guarantees the success of the IHT algorithm.

Theorem $1.21(\underline{60}])$. Let $\mathbf{A} \in \mathbb{K}^{m \times N}$ be a matrix with $\ell_{2}$-normalized columns and $\mathbf{y}=\mathbf{A x}$. If

$$
\mu_{1}(2 s)<1 / 2-\text { in particular if } \mu<\frac{1}{4 s}
$$

then for every $s$-sparse vector $\mathbf{x} \in \mathbb{K}^{N}$, the sequence $\left(\mathbf{x}^{j}\right)_{j}$ generated by the IHT algorithm convergences linearly to $\mathbf{x}$.

The normalized iterative hard thresholding (NIHT) algorithm (see Algorithm 1.2) is a version of the IHT algorithm with a different stepsize. In particular, the vector update in the $j$ th iteration is of the form

$$
\mathbf{x}^{j+1}=\mathcal{H}_{s}\left(\mathbf{x}^{j}+\mu_{j} \mathbf{A}^{*}\left(\mathbf{y}-\mathbf{A} \mathbf{x}^{j}\right)\right)
$$

for a precisely defined stepsize $\mu_{j}$. To motivate the stepsize in the NIHT algorithm, we recall the original sparse approximation problem we want to solve. Assume we are given a measurement matrix $\mathbf{A} \in \mathbb{C}^{m \times N}$ and a measurement vector $\mathbf{y}=\mathbf{A x}$ knowing that the signal $\mathbf{x}$ we want to recover is at most $s$-sparse (or is well approximated by an $s$-sparse vector). This leads to the following $s$-sparse constrained optimization problem which is NP-hard in general

$$
\min _{\mathbf{x}} \frac{1}{2}\|\mathbf{y}-\mathbf{A} \mathbf{x}\|_{2}^{2} \quad \text { s.t. } \quad\|\mathbf{x}\|_{0} \leq s
$$

Gradient descent methods can be used to solve $f(\mathbf{x})=\frac{1}{2}\|\mathbf{y}-\mathbf{A x}\|_{2}^{2}$. Starting with an initial guess $\overline{\mathbf{x}}_{0}$, the gradient $\nabla f(x)=\mathbf{A}^{*}(\mathbf{A x}-\mathbf{y})$, and adding a stepsize $\mu_{j}$ leads to the sequence $\left(\overline{\mathbf{x}}^{j}\right)_{j}$

$$
\overline{\mathbf{x}}^{j+1}=\overline{\mathbf{x}}^{j}+\mu_{j} \mathbf{A}^{*}\left(\mathbf{y}-\mathbf{A} \mathbf{x}^{j}\right)
$$

Thus, iterative hard thresholding algorithm could be considered as a gradient descent method. Since the signal $\mathbf{x}$ we seek to recover is $s$-sparse and a current iterate is not necessary $s$-sparse, we additionally apply the thresholding operator $\mathcal{H}_{s}$ on the iterates. This leads to the sequence $\left(\mathbf{x}^{j}\right)_{j}$ of the more generalized IHT algorithm with

$$
\mathbf{x}^{j+1}=\mathcal{H}_{s}\left(\mathbf{x}^{j}+\mu_{j} \mathbf{A}^{*}\left(\mathbf{y}-\mathbf{A} \mathbf{x}^{j}\right)\right)
$$

As already mentioned, if $\mu_{j}=1$ for all iterations $j$ we get the IHT algorithm presented as Algorithm 1.1. However, one can try to improve the performance of the algorithm by choosing carefully the parameter $\mu_{j}$ in each step of the algorithm.

Let us assume that in iteration $j$ we have identified the correct support $\boldsymbol{\mathcal { U }}_{j}$. That is, $\boldsymbol{\mathcal { U }}_{j}$ is the support of the best $s$-term approximation to $\mathbf{x}$. Since the support in this case is fixed, we can calculate the optimal stepsize (i.e., the stepsize that maximally reduces the error $\frac{1}{2}\left\|\mathbf{y}-\mathbf{A} \mathbf{x}^{j}\right\|_{2}^{2}$ in each iteration) 66 and obtain

$$
\mu_{j}=\frac{\left\|\mathbf{A}_{\mathcal{U}_{j}}^{*}\left(\mathbf{y}-\mathbf{A} \mathbf{x}^{j}\right)\right\|_{2}^{2}}{\left\|\mathbf{A}_{\mathcal{U}_{j}} \mathbf{A}_{\mathcal{U}_{j}}^{*}\left(\mathbf{y}-\mathbf{A} \mathbf{x}^{j}\right)\right\|_{2}^{2}}
$$

This stepsize is then used for the NIHT algorithm, see Algorithm 1.2. The NIHT algorithm was introduced in [11] by the same authors who introduced the IHT algorithm.

Similar convergence guarantees are available also for the NIHT algorithm. We present here a recovery result under the assumption that the measurement matrix satisfies the RIP.

Theorem 1.22. For $a \in(0,1)$, let $\mathbf{A} \in \mathbb{K}^{m \times N}$ satisfy the restricted isometry property with

$$
\delta_{3 s}<\frac{a}{a+4}
$$

and let $\mathbf{x} \in \mathbb{K}^{N}$ be $s$-sparse vector. Given noisy measurements $\mathbf{y}=\mathbf{A x}+\mathbf{e}$, the vector $\mathbf{x}^{j+1}$ obtained in the $j$-th iteration of the NIHT algorithm satisfies

$$
\left\|\mathbf{x}^{j+1}-\mathbf{x}\right\|_{2} \leq a^{j+1}\left\|\mathbf{x}^{0}-\mathbf{x}\right\|_{2}+\frac{b(a)}{1-a}\|\mathbf{e}\|_{2}
$$

where $b(a)=2 \frac{\sqrt{1+\delta_{3 s}}}{1-\delta_{s}}$. Consequently, if $\mathbf{e} \neq 0$ then after at most $j^{*}=\left\lceil\log _{1 / a}\left(\left\|\mathbf{x}^{0}-\mathbf{x}\right\|_{2} /\|\mathbf{e}\|_{2}\right)\right\rceil$ iterations, $\mathbf{x}^{j+1}$ estimates $\mathbf{x}$ with accuracy

$$
\left\|\mathbf{x}^{j+1}-\mathbf{x}\right\|_{F} \leq \frac{1+a+b(a)}{1-a}\|\mathbf{e}\|_{2}
$$

Proof. The proof of the theorem is analogous to the proof of Theorem 1.17. In particular, we get the estimate

$$
\left\|\mathbf{x}^{j+1}-\mathbf{x}\right\|_{2} \leq 2\left\|\mathbf{I}-\mu_{j} \mathbf{A}_{\mathcal{T}}^{*} \mathbf{A}_{\mathcal{T}}\right\|_{2 \rightarrow 2}\left\|\mathbf{x}^{j}-\mathbf{x}\right\|_{2}+2 \mu_{j} \sqrt{1+\delta_{3 s}}\|\mathbf{e}\|_{2} .
$$

It remains to bound terms $\left\|\mathbf{I}-\mu_{j} \mathbf{A}_{\mathcal{T}}^{*} \mathbf{A}_{\mathcal{T}}\right\|_{2 \rightarrow 2}$ and $\mu_{j}$. This is done analogously as in the proof of Theorem 1.41 .

Algorithm 1.2. Normalized iterative hard thresholding (NIHT) algorithm

```
Input: Measurement matrix \(\mathbf{A} \in \mathbb{K}^{m \times N}\), measurement vector \(\mathbf{y} \in \mathbb{K}^{m}\),
    sparsity level \(s\).
    Initialization: sparse vector \(\mathbf{x}^{0}\), typically \(\mathbf{x}^{0}=\mathbf{0}, \mathcal{U}^{0}=\operatorname{supp}\left(\mathcal{H}_{s}\left(\mathbf{A}^{*}(\mathbf{y})\right)\right), j=0\).
    Iteration: repeat until the stopping criterion is met at \(j=\bar{j}\)
    \(\mu_{j}=\frac{\left\|\mathbf{A}_{\boldsymbol{U}_{j}}^{*}\left(\mathbf{y}-\mathbf{A} \mathbf{x}^{j}\right)\right\|_{2}^{2}}{\left\|\mathbf{A} \boldsymbol{u}_{j} \mathbf{A}_{\boldsymbol{U}_{j}}^{*}\left(\mathbf{y}-\mathbf{A} \mathbf{x}^{j}\right)\right\|_{2}^{2}}\).
    \(\mathbf{x}^{j+1}=\mathcal{H}_{s}\left(\mathbf{x}^{j}+\mu_{j} \mathbf{A}^{*}\left(\mathbf{y}-\mathbf{A} \mathbf{x}^{j}\right)\right)\)
    \(\mathcal{U}^{j+1}=\operatorname{supp}\left(\mathbf{x}^{j+1}\right)\)
    \(j=j+1\)
    Output: \(s\)-sparse vector \(\mathbf{x}^{\#}=\mathbf{x}^{\bar{j}}\)
```

Remark 1.23. In 112 extensive numerical experiments have been conducted regarding the iterative hard thresholding algorithm. In particular, the authors considered versions of the IHT algorithm with iterates defined via

$$
\mathbf{x}^{j+1}=\mathcal{H}_{s}\left(\mathbf{x}^{j}+\mu \mathbf{A}^{*}\left(\mathbf{y}-\mathbf{A} \mathbf{x}^{j}\right)\right)
$$

with a fixed stepsize $\mu$. The authors suggest setting the parameter $\mu=0.65$ since they obtained the best performance of IHT for this stepsize.

An undesirable property of the IHT algorithm is that it is sensitive to scaling of the matrix $\mathbf{A}$. This has also been supported by extensive numerical experiments in [11. However, the NIHT algorithm is invariant under arbitrary scaling of the matrix $\mathbf{A}$. Even more, the numerical experiments conducted in [11] suggest that the NIHT algorithm also has better average performance.

### 1.2. Low-rank matrix recovery

Low-rank matrix recovery builds on ideas from the theory of compressive sensing. The goal of low-rank matrix recovery is to reconstruct a matrix $\mathbf{X} \in \mathbb{R}^{n_{1} \times n_{2}}$ of rank at most $r \leq \min \left\{n_{1}, n_{2}\right\}$ from the measurement vector $\mathbf{y}=\mathcal{A}(\mathbf{X})$, where $\mathcal{A}: \mathbb{R}^{n_{1} \times n_{2}} \rightarrow \mathbb{R}^{m}$ is a known linear operator with $m \ll n_{1} n_{2}$. This problem appears in many applications, namely recommender systems [135, 144] (which includes also the famous Netflix Prize [7]), quantum state tomography [74], phase retrieval [21, 73, 100] etc. We remark that by the Riesz representation theorem, for any
linear operator $\mathcal{A}: \mathbb{K}^{n_{1} \times n_{2}} \rightarrow \mathbb{K}^{m}$, there exist a unique set of matrices $\left\{\mathbf{A}_{i} \in \mathbb{K}^{n_{1} \times n_{2}}\right\}_{i=1}^{m}$ such that $(\mathcal{A}(\mathbf{X}))_{i}=\operatorname{tr}\left(\mathbf{X} \mathbf{A}_{i}^{*}\right)$, for all $i \in[m]$ and for all $\mathbf{X} \in \mathbb{R}^{n_{1} \times n_{2}}$. We refer to the matrices $\left\{\mathbf{A}_{i}\right\}_{i=1}^{m}$ as sensing matrices of the linear operator $\mathcal{A}$.

Similarly to the sparse vector recovery, the natural approach of finding the solution of the optimization problem

$$
\min _{\mathbf{Z} \in \mathbb{R}^{n_{1} \times n_{2}}} \operatorname{rank}(\mathbf{Z}) \text { s.t. } \mathcal{A}(\mathbf{Z})=\mathbf{y}
$$

is NP-hard in general. Let $\boldsymbol{\sigma}$ denote the vector of singular values of a matrix $\mathbf{Z}$. Notice that $\|\boldsymbol{\sigma}\|_{0}=\operatorname{rank}(\mathbf{Z})$. The theory of compressive sensing suggests that the $\ell_{1}$-norm minimization is a good proxy for the $\ell_{0}$-minimization problem. This results in $\|\boldsymbol{\sigma}\|_{1}=\|\mathbf{Z}\|_{*}$, where $\|\mathbf{Z}\|_{*}=$ $\operatorname{tr}\left(\sqrt{\mathbf{Z}^{*} \mathbf{Z}}\right)$ denotes the nuclear norm (also known as the trace norm or the Schatten 1-norm) of a matrix Z. Even more, it has been shown that solving the convex optimization problem

$$
\begin{equation*}
\min _{\mathbf{Z} \in \mathbb{R}^{n_{1} \times n_{2}}}\|\mathbf{Z}\|_{*} \quad \text { s.t. } \mathcal{A}(\mathbf{Z})=\mathbf{y} \tag{1.19}
\end{equation*}
$$

reconstructs $\mathbf{X}$ exactly under suitable conditions on $\mathcal{A}$. The required number of measurements scales as $m \geq C r \max \left\{n_{1}, n_{2}\right\}$ for Gaussian measurement ensembles [22, 133. Much more generally, this bound holds also for ensembles with four finite moments, i.e., it is enough to require that the sensing matrices $\left\{\mathbf{A}_{k}\right\}_{k=1}^{m}$ are independent copies of a random matrix $\mathbf{A}$ satisfying $\mathbb{E}[\mathbf{A}(i, j)]=0, \mathbb{E}\left[\mathbf{A}^{2}(i, j)\right]=1$, and $\mathbb{E}\left[\mathbf{A}^{4}(i, j)\right] \leq C_{4}$ for all $i, j$ and some constant $C_{4}$, see 88. Additionally, this bound is optimal since $n_{1} r+n_{2} r-r^{2} \sim C r \max \left\{n_{1}, n_{2}\right\}$ is the number of degrees of freedom to describe a rank- $r$ matrix of dimensions $n_{1} \times n_{2}$.

The existence of the singular value decomposition (SVD) of matrices plays a crucial role in the proofs of convergence of the algorithms designed for low-rank matrix recovery. In particular, unlike in the general tensor case, due to the existence of the SVD the best rank- $r$ approximation of a given matrix can be computed efficiently and a $2 r$-rank matrix can be decomposed into a sum of two mutually orthogonal rank- $r$ matrices.

Recall that for compressive sensing we introduced three different concepts which guarantee recovery via efficient algorithms: the restricted isometry property (RIP), the null space property (NSP), and the coherence. In the following we introduce analogous conditions for low-rank matrix recovery, followed by the corresponding recovery guarantees for nuclear norm minimization.

Definition 1.24 (Matrix-RIP, [133]). Let $\mathcal{A}: \mathbb{R}^{n_{1} \times n_{2}} \rightarrow \mathbb{R}^{m}$ be a linear measurement map. For every integer $r$ with $1 \leq r \leq \min \left\{n_{1}, n_{2}\right\}$ the $r$-th matrix restricted isometry constant $\delta_{r}$ of $\mathcal{A}$ is the smallest $0<\delta_{r}$ such that

$$
\left(1-\delta_{r}\right)\|\mathbf{X}\|_{F}^{2} \leq\|\mathcal{A}(\mathbf{X})\|_{2}^{2} \leq\left(1+\delta_{r}\right)\|\mathbf{X}\|_{F}^{2}
$$

holds for all matrices $\mathbf{X} \in \mathbb{R}^{n_{1} \times n_{2}}$ of rank at most $r$. We say that $\mathcal{A}$ satisfies the matrix-RIP at rank $r$ and level $\delta_{r}$ if $\delta_{r}$ is sufficiently small.

The following two recovery theorems present the power of the matrix-RIP. The first theorem is an analogue of Theorem 1.4 for sparse vector recovery.

Theorem $1.25\left([133)\right.$. Let $\mathcal{A}: \mathbb{R}^{n_{1} \times n_{2}} \rightarrow \mathbb{R}^{m}$ be a linear map satisfying $\delta_{2 r}<1$ and let $\mathbf{y}:=\mathcal{A}\left(\mathbf{X}_{0}\right)$. Then $\mathbf{X}_{0}$ is the only rank- $r$ matrix satisfying $\mathcal{A}(\mathbf{X})=\mathbf{y}$.

Proof. We prove the theorem by contradiction. Thus, assume that there exists a rank- $r$ matrix $\mathbf{X}$ different from $\mathbf{X}_{0}$ satisfying $\mathcal{A}(\mathbf{X})=\mathbf{y}$. Then $\mathbf{Z}:=\mathbf{X}_{0}-\mathbf{X} \in \operatorname{ker}(\mathcal{A}) \backslash\{\mathbf{0}\}$ and $\operatorname{rank}(\mathbf{Z}) \leq 2 r$. But then

$$
0=\|\mathcal{A}(\mathbf{Z})\|_{2}^{2} \geq\left(1-\delta_{2 r}\right)\|\mathbf{Z}\|_{F}^{2}>0
$$

which is a contradiction.

The proof of the following theorem is presented in details. We will emphasize the importance of the existence of the singular value decomposition in obtaining the desired result. As it will be seen later in Chapter 2, such a decomposition does not exist for tensors, at least not one that can be computed efficiently. This causes significant difficulties in extending the theory to low-rank tensor recovery.

Theorem $1.26(133)$. Let $\mathcal{A}: \mathbb{R}^{n_{1} \times n_{2}} \rightarrow \mathbb{R}^{m}$ be a linear map with $\delta_{5 r}<\frac{1}{5}$ and let $\mathbf{y}:=\mathcal{A}\left(\mathbf{X}_{0}\right)$. Then $\mathbf{X}_{0}$ is the unique solution of

$$
\begin{equation*}
\underset{\mathbf{Z} \in \mathbb{R}^{n_{1} \times n_{2}}}{\arg \min }\|\mathbf{Z}\|_{*} \quad \text { s.t. } \quad \mathcal{A}(\mathbf{Z})=\mathbf{y} \tag{1.20}
\end{equation*}
$$

Remark 1.27. We remark that the bound $\delta_{5 r}<\frac{1}{5}$ in Theorem 1.26 is not optimal. In fact, it is known that the optimal bound which guarantees that the nuclear norm minimization stably recovers a low-rank matrix is $\delta_{2 r}<1 / \sqrt{2}$, see 18 .

To prove the theorem we use the following technical lemma.

Lemma 1.28 ([133]). Let $\mathbf{A}$ and $\mathbf{B}$ be matrices of dimensions $m \times n$ with $\operatorname{rank}(\mathbf{A})<\min \{m, n\}$.
Then there exist matrices $\mathbf{B}_{1}$ and $\mathbf{B}_{2}$ such that
P.1: $\mathbf{B}=\mathbf{B}_{1}+\mathbf{B}_{2}$
P.2: $\operatorname{rank}\left(\mathbf{B}_{1}\right) \leq 2 \operatorname{rank}(\mathbf{A})$
P.3: $\mathbf{A B}_{2}^{T}=\mathbf{0}$ and $\mathbf{A}^{T} \mathbf{B}_{2}=\mathbf{0}$
P.4: $\left\langle\mathbf{B}_{1}, \mathbf{B}_{2}\right\rangle=0$
P.5: $\left\|\mathbf{A}+\mathbf{B}_{2}\right\|_{*}=\|\mathbf{A}\|_{*}+\left\|\mathbf{B}_{2}\right\|_{*}$.

Proof. Let

$$
\mathbf{A}=\mathbf{U}\left(\begin{array}{ll}
\boldsymbol{\Sigma} & \mathbf{0} \\
\mathbf{0} & \mathbf{0}
\end{array}\right) \mathbf{V}^{T}
$$

be the singular value decomposition of the matrix $\mathbf{A}$ and define

$$
\hat{\mathbf{B}}:=\mathbf{U}^{T} \mathbf{B} \mathbf{V}=\left(\begin{array}{ll}
\hat{\mathbf{B}}_{11} & \hat{\mathbf{B}}_{12} \\
\hat{\mathbf{B}}_{21} & \hat{\mathbf{B}}_{22}
\end{array}\right)
$$

where $\hat{\mathbf{B}}_{11}$ is of the same size as $\boldsymbol{\Sigma}$. It can be easily verified that matrices

$$
\mathbf{B}_{1}:=\mathbf{U}\left(\begin{array}{cc}
\hat{\mathbf{B}}_{11} & \hat{\mathbf{B}}_{12} \\
\hat{\mathbf{B}}_{21} & \mathbf{0}
\end{array}\right) \mathbf{V}^{T} \quad \text { and } \quad \mathbf{B}_{2}:=\mathbf{U}\left(\begin{array}{cc}
\mathbf{0} & \mathbf{0} \\
\mathbf{0} & \hat{\mathbf{B}}_{22}
\end{array}\right) \mathbf{V}^{T}
$$

satisfy the conditions P.1: P.4:
Let $\mathbf{A}=\mathbf{U}_{1} \boldsymbol{\Sigma} \mathbf{V}_{1}^{T}$ with $\operatorname{rank}(\mathbf{A})=r_{1}$ and $\mathbf{B}_{2}=\mathbf{W} \boldsymbol{\Gamma} \mathbf{Z}^{T}$ with $\operatorname{rank}\left(\mathbf{B}_{2}\right)=r_{2}$ be the reduced singular value decomposition of the matrices $\mathbf{A}$ and $\mathbf{B}_{2}$, respectively.

Let $\mathbf{u}_{\cdot i}, \mathbf{v}_{\cdot i}, \mathbf{w}_{\cdot i}, \mathbf{z}_{\cdot i}$ denote the columns of matrices $\mathbf{U}, \mathbf{V}, \mathbf{W}$, and $\mathbf{Z}$, respectively. By P.3:

$$
\mathbf{0}=\mathbf{A B}_{2}^{T}=\sum_{i=1}^{r_{1}} \sum_{j=1}^{r_{2}} \sigma_{i} \gamma_{j}\left(\mathbf{v}_{\cdot i}^{T} \mathbf{z}_{\cdot j}\right) \mathbf{u}_{\cdot i} \mathbf{w}_{\cdot j}^{T} .
$$

Since the matrices $\left\{\mathbf{u}_{\cdot i} \mathbf{w}_{\cdot j}^{T}: i \in\left[r_{1}\right], j \in\left[r_{2}\right]\right\}$ are pairwise orthonormal, it follows that $\mathbf{v}_{\cdot i}^{T} \mathbf{z}_{\cdot j}=\mathbf{0}$, for all $i \in\left[r_{1}\right], j \in\left[r_{2}\right]$. Similarly, from $\mathbf{A}^{T} \mathbf{B}_{2}=\mathbf{0}$ we obtain that $\mathbf{u}_{\cdot i}^{T} \mathbf{w}_{\cdot j}=0$, for all $i \in\left[r_{1}\right]$, $j \in\left[r_{2}\right]$. Thus

$$
\mathbf{A}+\mathbf{B}_{2}=\left(\begin{array}{ll}
\mathbf{U}_{1} & \mathbf{W}
\end{array}\right)\left(\begin{array}{cc}
\boldsymbol{\Sigma} & \mathbf{0} \\
\mathbf{0} & \boldsymbol{\Gamma}
\end{array}\right)\left(\begin{array}{ll}
\mathbf{V}_{1} & \mathbf{Z}
\end{array}\right)^{T}
$$

forms the singular value decomposition of the matrix $\mathbf{A}+\mathbf{B}_{2}$ and $\left\|\mathbf{A}+\mathbf{B}_{2}\right\|_{*}=\|\mathbf{A}\|_{*}+\left\|\mathbf{B}_{2}\right\|_{*}$.

Notice that the proof of the above lemma relies heavily on the existence of the singular value decomposition (SVD). Already in the first step of the proof we assume that such a decomposition exists.

Proof of Theorem 1.26. Let $\mathbf{X}_{*}$ be any solution of 1.20 . Then by optimality of $\mathbf{X}_{*}$, we have $\left\|\mathbf{X}_{0}\right\|_{*} \geq\left\|\mathbf{X}_{*}\right\|_{*}$. Let $\mathbf{R}:=\mathbf{X}_{*}-\mathbf{X}_{0} \in \operatorname{ker}(\mathcal{A})$. Applying Lemma 1.28 to the matrices $\mathbf{X}_{0}$ and $\mathbf{R}$, it follows that there exist two matrices $\mathbf{R}_{0}$ and $\mathbf{R}_{c}$ such that
S.1: $\mathbf{R}=\mathbf{R}_{0}+\mathbf{R}_{c}$
S.2: $\operatorname{rank}\left(\mathbf{R}_{0}\right) \leq 2 \operatorname{rank}\left(\mathbf{X}_{0}\right)=2 r$
S.3: $\mathbf{X}_{0} \mathbf{R}_{c}^{T}=\mathbf{0}, \mathbf{X}_{0}^{T} \mathbf{R}_{c}=\mathbf{0}$
S.4: $\left\langle\mathbf{R}_{0}, \mathbf{R}_{c}\right\rangle=0$
S.5: $\left\|\mathbf{X}_{0}+\mathbf{R}_{c}\right\|_{*}=\left\|\mathbf{X}_{0}\right\|_{*}+\left\|\mathbf{R}_{c}\right\|_{*}$.

Then

$$
\left\|\mathbf{X}_{0}\right\|_{*} \geq\left\|\mathbf{X}_{*}\right\|_{*}=\left\|\mathbf{X}_{0}+\mathbf{R}\right\|_{*} \geq\left\|\mathbf{X}_{0}+\mathbf{R}_{c}\right\|_{*}-\left\|\mathbf{R}_{0}\right\|_{*}=\left\|\mathbf{X}_{0}\right\|_{*}+\left\|\mathbf{R}_{c}\right\|_{*}-\left\|\mathbf{R}_{0}\right\|_{*}
$$

where in the last equality we applied S.5: Subtracting $\left\|\mathbf{X}_{0}\right\|_{*}$ in the above inequality leads to

$$
\begin{equation*}
\left\|\mathbf{R}_{0}\right\|_{*} \geq\left\|\mathbf{R}_{c}\right\|_{*} \tag{1.21}
\end{equation*}
$$

Next we partition $\mathbf{R}_{c}$ into a sum of matrices $\mathbf{R}_{1}, \mathbf{R}_{2}, \ldots$ each of rank at most $3 r$. Let $\mathbf{R}_{c}=$ $\mathbf{U} \operatorname{diag}(\boldsymbol{\sigma}) \mathbf{V}^{T}$ be the singular value decomposition of the matrix $\mathbf{R}_{c}$, where $\boldsymbol{\sigma}$ is a vector of the corresponding singular values in descending order. For each $i \geq 1$ define the index set $\boldsymbol{\mathcal { I }}_{i}=$ $\{3 r(i-1)+1, \ldots, 3 r i\}$ and let $\mathbf{R}_{i}:=\mathbf{U}_{\mathcal{I}_{i}} \operatorname{diag}\left(\boldsymbol{\sigma}_{\mathcal{I}_{i}}\right) \mathbf{V}_{\mathcal{I}_{i}}^{T}$ (notice that additionally, $\left\langle\mathbf{R}_{i}, \mathbf{R}_{j}\right\rangle=0$, whenever $i \neq j$ ). By construction, we have

$$
\sigma_{k} \leq \frac{1}{3 r} \sum_{j \in \boldsymbol{I}_{i}} \boldsymbol{\sigma}_{\mathcal{I}_{i}}(j), \quad \text { for all } k \in \boldsymbol{\mathcal { I }}_{i+1}
$$

which implies $\left\|\mathbf{R}_{i+1}\right\|_{F}^{2} \leq \frac{1}{3 r}\left\|\mathbf{R}_{i}\right\|_{*}^{2}$. We can then compute bound

$$
\sum_{j \geq 2}\left\|\mathbf{R}_{j}\right\|_{F} \leq \frac{1}{\sqrt{3 r}} \sum_{j \geq 1}\left\|\mathbf{R}_{j}\right\|_{*}=\frac{1}{\sqrt{3 r}}\left\|\mathbf{R}_{c}\right\|_{*} \leq \frac{1}{\sqrt{3 r}}\left\|\mathbf{R}_{0}\right\|_{*} \leq \frac{\sqrt{2 r}}{\sqrt{3 r}}\left\|\mathbf{R}_{0}\right\|_{F}
$$

where the last inequality follows from S.2:

Noticing that rank $\left(\mathbf{R}_{0}+\mathbf{R}_{1}\right) \leq 5 r$ and putting our estimates together, we obtain the inequality

$$
\begin{aligned}
0=\|\mathcal{A}(\mathbf{R})\|_{2} & \geq\left\|\mathcal{A}\left(\mathbf{R}_{0}+\mathbf{R}_{1}\right)\right\|_{2}-\sum_{j \geq 2}\left\|\mathcal{A}\left(\mathbf{R}_{j}\right)\right\|_{2} \\
& \geq \sqrt{1-\delta_{5 r}}\left\|\mathbf{R}_{0}+\mathbf{R}_{1}\right\|_{F}-\sqrt{1+\delta_{3 r}} \sum_{j \geq 2}\left\|\mathbf{R}_{j}\right\|_{F} \\
& \geq\left(\sqrt{1-\delta_{5 r}}-\sqrt{\frac{2}{3}} \sqrt{1+\delta_{3 r}}\right)\left\|\mathbf{R}_{0}\right\|_{F}
\end{aligned}
$$

Therefore, if the factor on the right hand side is positive, then $\left\|\mathbf{R}_{0}\right\|_{F}=0$, that is $\mathbf{R}_{0}=\mathbf{0}$, which by 1.21) further implies that $\mathbf{R}_{c}=\mathbf{0}$. Thus $\mathbf{X}_{*}=\mathbf{X}_{0}$. The right hand side is positive when

$$
3 \delta_{3 r}+2 \delta_{5 r}<1
$$

Since $\delta_{3 r} \leq \delta_{5 r}$ and by assumption $\delta_{5 r}<\frac{1}{5}$, the statement follows.

The construction of the $\mathbf{R}_{i}$ 's above is again based on the existence of the singular value decomposition. In the following we show that linear operators satisfying the matrix-RIP exist. In particular, we can construct linear operators $\mathcal{A}: \mathbb{R}^{n_{1} \times n_{2}} \rightarrow \mathbb{R}^{m}$ that, with high probability, satisfy the RIP with optimal bounds on $m$. Together with Theorem 1.26 , this implies that the low-rank matrix recovery is possible via nuclear norm minimization, i.e., via 1.19.

Definition 1.29. A linear map $\mathcal{A}: \mathbb{R}^{n_{1} \times n_{2}} \rightarrow \mathbb{R}^{m}$ with a corresponding matrix representation $\mathbf{A} \in \mathbb{R}^{m \times n_{1} n_{2}}$ is a Gaussian measurement ensemble if each row $\mathbf{a}_{i}$. of $\mathbf{A}$ contains independent identically distributed $\mathcal{N}(0,1 / m)$ entries (and the $\mathbf{a}_{i}$.'s are independent from each other).

Theorem $1.30([22])$. Fix $0 \leq \delta<1$ and let $\mathcal{A}$ be a random measurement ensemble obeying the following condition: for any given $\mathbf{X} \in \mathbb{R}^{n_{1} \times n_{2}}$ and any fixed $0<t<1$,

$$
\begin{equation*}
\mathbb{P}\left(\left|\|\mathcal{A}(\mathbf{X})\|_{2}^{2}-\|\mathbf{X}\|_{F}^{2}\right|>t\|\mathbf{X}\|_{F}^{2}\right) \leq C e^{-c t^{2} m} \tag{1.22}
\end{equation*}
$$

for fixed constants $C, c>0$. Then there exist constants $D, d>0$ (which may depend on $t$ ) so that, if $m \geq D \max \left\{n_{1}, n_{2}\right\} r$, the measurement ensemble $\mathcal{A}$ satisfies $\delta_{r} \leq \delta$ with probability exceeding $1-C e^{-d \delta^{2} m}$.

The concentration bound 1.22 is valid for various random measurement ensembles. For example, if $\mathcal{A}$ is Gaussian measurement ensemble, we have (see [22 for details)

$$
\begin{equation*}
\mathbb{P}\left(\left|\|\mathcal{A}(\mathbf{X})\|_{2}^{2}-\|\mathbf{X}\|_{F}^{2}\right|>t\|\mathbf{X}\|_{F}^{2}\right) \leq 2 e^{-\frac{m}{2}\left(t^{2} / 2-t^{3} / 2\right)} \tag{1.23}
\end{equation*}
$$

As a consequence, a Gaussian measurement ensemble satisfies the matrix-RIP with constant $\delta_{r} \leq$ $\delta \in(0,1)$ with high probability provided

$$
m \geq C_{\delta} \max \left\{n_{1}, n_{2}\right\} r, \quad \text { with } C_{\delta} \sim C \delta^{-2}
$$

where $C_{\delta}$ denotes a constant depending on $\delta$. Together, with Theorem 1.26, we obtain an exact low-rank matrix recovery result via nuclear norm minimization. Additionally, a linear map $\mathcal{A}$ satisfies the inequality 1.23 in the case where each row $\mathbf{a}_{i}$. has i.i.d. entries that take values $\pm \frac{1}{\sqrt{m}}$ with equal probability, or if $\mathcal{A}$ is a random projection [1, 133. Further, $\mathcal{A}$ satisfies 1.22)
if the rows $\mathbf{a}_{i}$. contain subgaussian entries (properly normalized) [162, although in this case the constants involved depend on the parameters of the subgaussian entries.

The proof of Theorem 1.30 uses a covering argument and, in particular, $\varepsilon$-nets.
Definition $1.31\left([163)\right.$. A set $\mathcal{N}_{\mathcal{E}}^{\mathcal{X}} \subset \mathcal{X}$, where $\mathcal{X}$ is a subset of a normed space, is called an $\varepsilon$-net of $\boldsymbol{\mathcal { X }}$ with respect to the norm $\|\cdot\|$ if for each $v \in \mathcal{X}$, there exists $v_{0} \in \mathcal{N}_{\varepsilon}^{\mathcal{X}}$ with $\left\|v_{0}-v\right\| \leq \varepsilon$. The minimal cardinality of an $\varepsilon$-net of $\boldsymbol{\mathcal { X }}$ with respect to the norm $\|\cdot\|$ is denoted by $\mathcal{N}(\boldsymbol{\mathcal { X }},\|\cdot\|, \varepsilon)$ and is called the covering number of $\mathcal{X}$ (at scale $\varepsilon$ ).

In the proof of Theorem 1.30 the following result on $\varepsilon$-nets is used.
Lemma 1.32 ( $\boxed{163})$. Let $\varepsilon \in(0,1)$. For any set $\mathcal{X}$ there always exists an $\varepsilon$-net $\mathcal{N}_{\varepsilon}^{\mathcal{X}}$ with respect to a norm $\|\cdot\|$ satisfying $\mathcal{N}_{\varepsilon}^{\mathcal{X}} \subset \mathcal{X}$ and

$$
\left|\mathcal{N}_{\varepsilon}^{\mathcal{X}}\right| \leq \frac{\operatorname{Vol}\left(\boldsymbol{\mathcal { X }}+\frac{\varepsilon}{2} \mathcal{B}\right)}{\operatorname{Vol}\left(\frac{\varepsilon}{2} \mathcal{B}\right)}
$$

where $\frac{\varepsilon}{2} \mathcal{B}$ is an $\varepsilon / 2$ ball with respect to the norm $\|\cdot\|$ and $\boldsymbol{\mathcal { X }}+\frac{\varepsilon}{2} \mathcal{B}=\left\{x+y: x \in \mathcal{N}_{\varepsilon}^{\mathcal{X}}, y \in \frac{\varepsilon}{2} \mathcal{B}\right\}$. Specifically, if $\boldsymbol{\mathcal { X }}$ is a subset of the unit ball in $d$ dimensions then $\boldsymbol{\mathcal { X }}+\frac{\varepsilon}{2} \mathcal{B}$ is contained in the $\left(1+\frac{\varepsilon}{2}\right)$-ball and thus

$$
\left|\mathcal{N}_{\varepsilon}^{\mathcal{X}}\right| \leq \frac{(1+\varepsilon / 2)^{d}}{(\varepsilon / 2)^{d}}=\left(1+\frac{2}{\varepsilon}\right)^{d}<(3 / \varepsilon)^{d}
$$

where the last inequality follows since $\varepsilon<1$. We always require that $\mathcal{N}_{\varepsilon}^{\mathcal{X}} \subset \mathcal{X}$.
The first step in the proof of Theorem 1.30 is to compute a covering number of rank- $r$ matrices, for a fixed rank $r$.

Lemma 1.33 (Covering number for low-rank matrices, [22]). Let

$$
\mathcal{S}_{r}=\left\{\mathbf{X} \in \mathbb{R}^{n_{1} \times n_{2}}: \operatorname{rank}(\mathbf{X}) \leq r,\|\mathbf{X}\|_{F}=1\right\}
$$

Then there exists an $\varepsilon$-net $\mathcal{N}_{\varepsilon}^{\mathcal{S}_{r}}$ for the Frobenius norm obeying

$$
\mathcal{N}\left(\mathcal{S}_{r},\|\cdot\|_{F}, \varepsilon\right) \leq(9 / \varepsilon)^{\left(n_{1}+n_{2}+1\right) r}
$$

Proof. For a matrix $\mathbf{X} \in \boldsymbol{\mathcal { S }}_{r}$, let $\mathbf{X}=\mathbf{U} \boldsymbol{\Sigma} \mathbf{V}^{*}$ denote the reduced singular value decomposition. Since $\|\mathbf{X}\|_{F}=1$, it follows that also $\|\boldsymbol{\Sigma}\|_{F}=1$. Our argument constructs an $\varepsilon$-net for $\mathcal{S}_{r}$ by covering the set of permissible $\mathbf{U}, \mathbf{V}$, and $\boldsymbol{\Sigma}$. We work in the simpler case where $n_{1}=n_{2}=n$ since the general case is a straightforward modification.

Let $\mathcal{D}=\left\{\mathbf{D} \in \mathbb{R}^{r \times r}: \mathbf{D}\right.$ diagonal, $\|\mathbf{D}\|_{F}=1, \mathbf{D}(i, i) \geq 0$ for all $\left.i \in[n]\right\}$. We take $\mathcal{N}_{\varepsilon / 3}^{\mathcal{D}}$ to be an $\varepsilon / 3$-net for $\mathcal{D}$ with $\mathcal{N}\left(\mathcal{D},\|\cdot\|_{F}, \varepsilon / 3\right) \leq(9 / \varepsilon)^{r}$. Next, let $\mathcal{O}_{n, r}=\left\{\mathbf{U} \in \mathbb{R}^{n \times r}: \mathbf{U}^{*} \mathbf{U}=\mathbf{I}\right\}$. To cover $\mathcal{O}_{n, r}$, it is beneficial to use the norm $\|\cdot\|_{1,2}$ defined as

$$
\|\mathbf{X}\|_{1,2}=\max _{i}\left\|\mathbf{x}_{\cdot i}\right\|_{2}
$$

where $\mathbf{x}_{\cdot i}$ denotes the $i$ th column of $\mathbf{X}$. Let $\mathcal{Q}_{n, r}=\left\{\mathbf{X} \in \mathbb{R}^{n \times r}:\|\mathbf{X}\|_{1,2} \leq 1\right\}$. It is easy to see that $\mathcal{O}_{n, r} \subset \mathcal{Q}_{n, r}$ since the columns of an orthogonal matrix are unit normed. We have seen that there is an $\varepsilon / 3$-net $\mathcal{N}_{\varepsilon / 3}^{\boldsymbol{\mathcal { O }}_{n, r}}$ for $\boldsymbol{\mathcal { O }}_{n, r}$ obeying $\mathcal{N}\left(\boldsymbol{\mathcal { O }}_{n, r},\|\cdot\|_{1,2}, \varepsilon / 3\right) \leq(9 / \varepsilon)^{n r}$.

We now let $\overline{\mathcal{S}}_{r}=\left\{\overline{\mathbf{U}} \overline{\boldsymbol{\Sigma}} \overline{\mathbf{V}}^{*}: \overline{\mathbf{U}}, \overline{\mathbf{V}} \in \mathcal{N}_{\varepsilon / 3}^{\boldsymbol{\mathcal { O }}_{n, r}}, \overline{\boldsymbol{\Sigma}} \in \mathcal{N}_{\varepsilon / 3}^{\mathcal{D}}\right\}$ and remark that

$$
\left|\overline{\mathcal{S}}_{r}\right| \leq\left[\mathcal{N}\left(\boldsymbol{\mathcal { O }}_{n, r},\|\cdot\|_{1,2}, \varepsilon / 3\right)\right]^{2} \mathcal{N}\left(\mathcal{D},\|\cdot\|_{F}, \varepsilon / 3\right) \leq(9 / \varepsilon)^{(2 n+1) r}
$$

If we show that for all $\mathbf{X} \in \boldsymbol{\mathcal { S }}_{r}$ there exists $\overline{\mathbf{X}} \in \overline{\boldsymbol{\mathcal { S }}}_{r}$ with $\|\mathbf{X}-\overline{\mathbf{X}}\|_{F} \leq \varepsilon$ then $\overline{\boldsymbol{\mathcal { S }}}_{r}$ is an $\varepsilon$-net set for $\mathcal{S}_{r}$ and thus, $\mathcal{N}\left(\boldsymbol{\mathcal { S }}_{r},\|\cdot\|_{F}, \varepsilon\right) \leq\left|\overline{\boldsymbol{\mathcal { S }}}_{r}\right| \leq(9 / \varepsilon)^{(2 n+1) r}$.

Fix $\mathbf{X} \in \boldsymbol{\mathcal { S }}_{r}$ and let $\mathbf{X}=\mathbf{U} \boldsymbol{\Sigma}^{*}$ be its singular value decomposition. Then there exists $\overline{\mathbf{X}}=\overline{\mathbf{U}} \overline{\boldsymbol{\Sigma}} \overline{\mathbf{V}}^{*} \in \overline{\mathcal{S}}_{r}$ with $\overline{\mathbf{U}}, \overline{\mathbf{V}} \in \mathcal{N}_{\varepsilon / 3}^{\mathcal{O}_{n, r}}, \overline{\boldsymbol{\Sigma}} \in \mathcal{N}_{\varepsilon / 3}^{\mathcal{D}}$ obeying $\|\mathbf{U}-\overline{\mathbf{U}}\|_{1,2} \leq \varepsilon / 3,\|\mathbf{V}-\overline{\mathbf{V}}\|_{1,2} \leq \varepsilon / 3$, and $\|\boldsymbol{\Sigma}-\overline{\boldsymbol{\Sigma}}\|_{F} \leq \varepsilon / 3$. This gives

$$
\begin{aligned}
\|\mathbf{X}-\overline{\mathbf{X}}\|_{F} & =\left\|\mathbf{U} \boldsymbol{\Sigma} \mathbf{V}^{*}-\overline{\mathbf{U}} \overline{\boldsymbol{\Sigma}} \overline{\mathbf{V}}^{*}\right\|_{F} \\
& =\left\|\mathbf{U} \boldsymbol{\Sigma} \mathbf{V}^{*}-\overline{\mathbf{U}} \boldsymbol{\Sigma} \mathbf{V}^{*}+\overline{\mathbf{U}} \boldsymbol{\Sigma} \mathbf{V}^{*}-\overline{\mathbf{U}} \overline{\boldsymbol{\Sigma}} \mathbf{V}^{*}+\overline{\mathbf{U}} \overline{\boldsymbol{\Sigma}} \mathbf{V}^{*}-\overline{\mathbf{U}} \overline{\boldsymbol{\Sigma}} \overline{\mathbf{V}}^{*}\right\|_{F} \\
& \leq\left\|(\mathbf{U}-\overline{\mathbf{U}}) \boldsymbol{\Sigma} \mathbf{V}^{*}\right\|_{F}+\left\|\overline{\mathbf{U}}(\boldsymbol{\Sigma}-\overline{\boldsymbol{\Sigma}}) \mathbf{V}^{*}\right\|_{F}+\left\|\overline{\mathbf{U}} \overline{\boldsymbol{\Sigma}}(\mathbf{V}-\overline{\mathbf{V}})^{*}\right\|_{F} .
\end{aligned}
$$

For the first term, note that since $\mathbf{V}$ is an orthogonal matrix, $\left\|(\mathbf{U}-\overline{\mathbf{U}}) \boldsymbol{\Sigma} \mathbf{V}^{*}\right\|_{F}=\|(\mathbf{U}-\overline{\mathbf{U}}) \boldsymbol{\Sigma}\|_{F}$ and

$$
\|(\mathbf{U}-\overline{\mathbf{U}}) \boldsymbol{\Sigma}\|_{F}^{2}=\sum_{1 \leq i \leq r} \boldsymbol{\Sigma}(i, i)^{2}\left\|\overline{\mathbf{u}}_{\cdot i}-\mathbf{u}_{\cdot i}\right\|_{2}^{2} \leq\|\boldsymbol{\Sigma}\|_{F}^{2}\|\mathbf{U}-\overline{\mathbf{U}}\|_{1,2}^{2} \leq(\varepsilon / 3)^{2}
$$

Hence, $\left\|(\mathbf{U}-\overline{\mathbf{U}}) \boldsymbol{\Sigma} \mathbf{V}^{*}\right\|_{F} \leq \varepsilon / 3$. The same argument gives $\left\|\overline{\mathbf{U}} \overline{\boldsymbol{\Sigma}}(\mathbf{V}-\overline{\mathbf{V}})^{*}\right\|_{F} \leq \varepsilon / 3$. To bound the middle term, observe that $\left\|\overline{\mathbf{U}}(\boldsymbol{\Sigma}-\overline{\boldsymbol{\Sigma}}) \mathbf{V}^{*}\right\|_{F}=\|\boldsymbol{\Sigma}-\overline{\boldsymbol{\Sigma}}\|_{F} \leq \varepsilon / 3$. This completes the proof.

We are now ready to present the proof of Theorem 1.30 .

Proof of Theorem 1.30. The proof is essentially the same as the proof of Lemma 4.3 in [133]. We begin by showing that with high probability $\mathcal{A}$ is an approximate isometry on a net for $\mathcal{S}_{r}$. Lemma 1.33 with $\varepsilon=\delta /(4 \sqrt{2})$ gives

$$
\mathcal{N}\left(\mathcal{S}_{r},\|\cdot\|_{F},(\delta / 4 \sqrt{2})\right) \leq(36 \sqrt{2} / \delta)^{\left(n_{1}+n_{2}+1\right) r}
$$

Then it follows from $\sqrt{1.22}$ together with the union bound that

$$
\begin{aligned}
\mathbb{P}\left(\max _{\overline{\mathbf{X}} \in \mathcal{N}_{\delta / 4 \sqrt{2}}^{\boldsymbol{s}}}\left|\|\mathcal{A}(\overline{\mathbf{X}})\|_{2}^{2}-\|\overline{\mathbf{X}}\|_{F}^{2}\right|>\delta / 2\right) & \leq\left|\overline{\mathcal{S}}_{r}\right| C e^{-c \delta^{2} m} \\
& \leq(36 \sqrt{2} / \delta)^{\left(n_{1}+n_{2}+1\right) r} C e^{-c \delta^{2} m} \\
& =C e^{\left(n_{1}+n_{2}+1\right) r \log (36 \sqrt{2} / \delta)-c \delta^{2} m} \\
& \leq C e^{-d m}
\end{aligned}
$$

where $d=c-\frac{\log (36 \sqrt{2} / \delta)}{\bar{D}}>0$ if we choose $\bar{D}>\log (36 \sqrt{2} / \delta) / c$ and $m \geq D \delta^{-2} \max \left\{n_{1}, n_{2}\right\} r \geq$ $\bar{D} \delta^{-2}\left(n_{1}+n_{2}+1\right) r$ (if we choose for example $D=3 \bar{D}$ for constant).

Now suppose that

$$
\begin{equation*}
\max _{\overline{\mathbf{X}} \in \mathcal{N}_{\delta / 4 \sqrt{2}}^{s, s}}\left|\|\mathcal{A}(\overline{\mathbf{X}})\|_{2}^{2}-\|\overline{\mathbf{X}}\|_{F}^{2}\right| \leq \delta / 2 \tag{1.24}
\end{equation*}
$$

(which occurs with probability at least $1-C e^{-d m}$ ). We begin by showing that the upper bound in the RIP condition holds. Set

$$
\kappa_{r}=\sup _{\mathbf{X} \in \mathcal{S}_{r}}\|\mathcal{A}(\mathbf{X})\|_{2}
$$

For any $\mathbf{X} \in \mathcal{S}_{r}$, there exists $\overline{\mathbf{X}} \in \mathcal{N}_{\delta / 4 \sqrt{2}}^{\boldsymbol{\mathcal { S }}_{r}}$ with $\|\mathbf{X}-\overline{\mathbf{X}}\|_{F} \leq \delta /(4 \sqrt{2})$ and, therefore, by 1.24

$$
\begin{equation*}
\|\mathcal{A}(\mathbf{X})\|_{2} \leq\|\mathcal{A}(\mathbf{X}-\overline{\mathbf{X}})\|_{2}+\|\mathcal{A}(\overline{\mathbf{X}})\|_{2} \leq\|\mathcal{A}(\mathbf{X}-\overline{\mathbf{X}})\|_{2}+1+\delta / 2 \tag{1.25}
\end{equation*}
$$

Put $\Delta \mathbf{X}=\mathbf{X}-\overline{\mathbf{X}}$ and note that $\operatorname{rank}(\Delta \mathbf{X}) \leq 2 r$. Write $\Delta \mathbf{X}=\Delta \mathbf{X}_{1}+\Delta \mathbf{X}_{2}$, where $\left\langle\Delta \mathbf{X}_{1}, \Delta \mathbf{X}_{2}\right\rangle=$ 0 and $\operatorname{rank}\left(\Delta \mathbf{X}_{i}\right) \leq r$ for $i=1,2$ (for example by splitting the SVD). Note that $\Delta \mathbf{X}_{1} /\left\|\Delta \mathbf{X}_{1}\right\|_{F}$, $\Delta \mathbf{X}_{2} /\left\|\Delta \mathbf{X}_{2}\right\|_{F} \in \mathcal{S}_{r}$. Thus

$$
\begin{equation*}
\|\mathcal{A}(\Delta \mathbf{X})\|_{2} \leq\left\|\mathcal{A}\left(\Delta \mathbf{X}_{1}\right)\right\|_{2}+\left\|\mathcal{A}\left(\Delta \mathbf{X}_{2}\right)\right\|_{2} \leq \kappa_{r}\left(\left\|\Delta \mathbf{X}_{1}\right\|_{F}+\left\|\Delta \mathbf{X}_{2}\right\|_{F}\right) \tag{1.26}
\end{equation*}
$$

Now $\left\|\Delta \mathbf{X}_{1}\right\|_{F}+\left\|\Delta \mathbf{X}_{2}\right\|_{F} \leq \sqrt{2}\|\Delta \mathbf{X}\|_{F}$ which follows from $\left\|\Delta \mathbf{X}_{1}\right\|_{F}^{2}+\left\|\Delta \mathbf{X}_{2}\right\|_{F}^{2}=\|\Delta \mathbf{X}\|_{F}^{2}$. Also, $\|\Delta \mathbf{X}\|_{F} \leq \delta /(4 \sqrt{2})$ leading to $\|\mathcal{A}(\Delta \mathbf{X})\|_{2} \leq \kappa_{r} \delta / 4$. Plugging this into 1.25) leads to

$$
\|\mathcal{A}(\mathbf{X})\|_{2} \leq \kappa_{r} \delta / 4+1+\delta / 2
$$

Since this holds for all $\mathbf{X} \in \mathcal{S}_{r}$, we have $\kappa_{r} \leq \kappa_{r} \delta / 4+1+\delta / 2$. Thus, $\kappa_{r} \leq(1+\delta / 2) /(1-\delta / 4) \leq$ $1+\delta$, where in the last inequality we used that $\delta \in(0,1)$, which essentially completes the upper bound. Now that this is established, the lower bound follows from

$$
\|\mathcal{A}(\mathbf{X})\|_{2} \geq\|\mathcal{A}(\overline{\mathbf{X}})\|_{2}-\|\mathcal{A}(\Delta \mathbf{X})\|_{2} \geq 1-\delta / 2-(1+\delta) \delta / 4 \geq 1-\delta
$$

Thus, we have shown that for all $\mathbf{X} \in \mathcal{S}_{\mathbf{r}}$ holds

$$
(1-\delta)\|\mathbf{X}\|_{F} \leq\|\mathcal{A}(\mathbf{X})\|_{2} \leq(1+\delta)\|\mathbf{X}\|_{F}
$$

which can easily be translated into the desired version of the RIP bound by taking squares and renaming $\delta$.

Notice that, right after the inequality 1.25 the following property of the matrices is used. For any $2 r$-rank matrix $\mathbf{X}$ there exist two matrices $\mathbf{X}_{1}$ and $\mathbf{X}_{2}$ such that
(1) $\mathbf{X}=\mathbf{X}_{1}+\mathbf{X}_{2}$
(2) $\operatorname{rank}\left(\mathbf{X}_{1}\right)=\operatorname{rank}\left(\mathbf{X}_{2}\right)=r$
(3) $\left\langle\mathbf{X}_{1}, \mathbf{X}_{2}\right\rangle=0$.

Additionally, if $\mathbf{X}=\sum_{i=1}^{2 r} \sigma_{i} \mathbf{u}_{\cdot i} \mathbf{v}_{\cdot i}^{*}$ is the singular value decomposition of a matrix $\mathbf{X}$, then the matrices

$$
\mathbf{X}_{1}=\sum_{i=1}^{r} \sigma_{i} \mathbf{u}_{\cdot i} \mathbf{v}_{\cdot i}^{*} \quad \text { and } \quad \mathbf{X}_{2}=\sum_{i=r+1}^{2 r} \sigma_{i} \mathbf{u}_{\cdot i} \mathbf{v}_{\cdot i}^{*}
$$

satisfy the conditions (1)-(3). This again shows the power of the singular value decomposition.

Remark 1.34. We remark that the proofs of the RIP for random linear maps $\mathcal{A}: \mathbb{R}^{n_{1} \times n_{2}} \rightarrow \mathbb{R}^{m}$ and random matrices $\mathbf{A} \in \mathbb{R}^{m \times N}$ via generic chaining do not use the above properties of matrices and the analogue properties of vectors, respectively. For more details, see for example [48, 95, 127. Even more, in Chapter 5 to show that certain measurement maps $\mathcal{A}: \mathbb{R}^{n_{1} \times n_{2} \times \cdots \times n_{d}} \rightarrow \mathbb{R}^{m}$ satisfy the notion of RIP for tensors we use the results obtained in [48, 95, 127 .

We continue with a matrix analogue of the null space property introduced in Definition 1.1 which guarantees efficient recovery of low-rank matrices via nuclear norm minimization.

Definition 1.35 ( 60$]$ ). A linear map $\mathcal{A}: \mathbb{K}^{n_{1} \times n_{2}} \rightarrow \mathbb{K}^{m}$ is said to satisfy the stable rank null space property of order $r$ with constant $0<\rho<1$ if

$$
\sum_{j=1}^{r} \sigma_{j}(\mathbf{M})<\rho \sum_{j=r+1}^{\min \left\{n_{1}, n_{2}\right\}} \sigma_{j}(\mathbf{M}), \quad \text { for all } \mathbf{M} \in \operatorname{ker}(\mathcal{A}) \backslash\{\mathbf{0}\}
$$

where $\sigma_{1}(\mathbf{M}) \geq \ldots \geq \sigma_{\min \left\{n_{1}, n_{2}\right\}}(\mathbf{M}) \geq 0$ denote the singular values of a matrix $\mathbf{M}$.
If $\rho=1$, we say that $\mathcal{A}$ satisfies the rank null space property of order $r$.
We remark that the rank null space property of order $r$ is defined through the singular value decomposition of matrices in the kernel of $\mathcal{A}$. The following recovery theorems display the power of the rank null space property for low-rank matrix recovery. We present the results without proofs.

Theorem 1.36 ( 60$]$ ). Given a linear map $\mathcal{A}: \mathbb{K}^{n_{1} \times n_{2}} \rightarrow \mathbb{K}^{m}$ every matrix $\mathbf{X} \in \mathbb{K}^{n_{1} \times n_{2}}$ of rank at most $r$ is the unique solution of

$$
\begin{equation*}
\min _{\mathbf{Z} \in \mathbb{K}^{n_{1} \times n_{2}}}\|\mathbf{Z}\|_{*} \quad \text { such that } \quad \mathcal{A}(\mathbf{Z})=\mathcal{A}(\mathbf{X}) \tag{1.27}
\end{equation*}
$$

if and only if $\mathcal{A}$ satisfies the rank null space property of order $r$.
The following theorem gives a recovery guarantee for the nuclear norm minimization problem under the assumption that the linear operator satisfies the stable rank null space property of order $r$.

Theorem $1.37([60])$. Let $\mathcal{A}: \mathbb{K}^{n_{1} \times n_{2}} \rightarrow \mathbb{K}^{m}$ be a linear measurement map satisfying the stable rank null space property of order $r$ with constant $0<\rho<1$. Let $\mathbf{X}^{\#}$ be a solution of the nuclear norm minimization problem 1.27 . Then

$$
\left\|\mathbf{X}-\mathbf{X}^{\#}\right\|_{*} \leq \frac{2(1+\rho)}{1-\rho} \sum_{\ell=r+1}^{\min \left\{n_{1}, n_{2}\right\}} \sigma_{\ell}(\mathbf{X})
$$

Recovery algorithms with the assumption that the corresponding linear operator satisfies the (stable) rank null space property or a version of it have been studied in several papers. For example, in the papers [58] and [114] different versions of the iterative reweighted least squares algorithm have been analyzed. In the paper [27] the matrix completion problem has been treated. This problem is a special case of the nuclear norm minimization problem, namely

$$
\min _{\mathbf{Z} \in \mathbb{R}^{n_{1} \times n_{2}}}\|\mathbf{Z}\|_{*} \quad \text { such that } \quad \mathcal{P}_{\mathcal{M}}(\mathbf{Z})=\mathcal{P}_{\mathcal{M}}(\mathbf{X})
$$

where $\mathcal{P}_{\mathcal{M}}: \mathbb{R}^{n_{1} \times n_{2}} \rightarrow \mathbb{R}^{n_{1} \times n_{2}}$ denotes the orthogonal projection onto the subspace of matrices which vanish outside of $\boldsymbol{\mathcal { M }}$. That is, $\mathbf{Y}=\mathcal{P}_{\boldsymbol{\mathcal { M }}}(\mathbf{X})$ is defined as

$$
\mathbf{Y}(i, j)= \begin{cases}\mathbf{X}(i, j), & \text { if }(i, j) \in \boldsymbol{\mathcal { M }} \\ 0, & \text { otherwise }\end{cases}
$$

Similarly to the vector case, a version of the coherence for low-rank matrix recovery has been introduced.

Definition $1.38([23])$. Let $\mathbf{U}$ be a subspace of $\mathbb{K}^{n}$ of dimension $r$ and $\mathbf{P}_{\mathbf{U}}$ be the orthogonal projection onto $\mathbf{U}$. Then the coherence of $\mathbf{U}$ (relative to the standard basis $\left(\mathbf{e}_{i}\right)$ ) is defined to be

$$
\mu(\mathbf{U}):=\frac{n}{r} \max _{1 \leq i \leq n}\left\|\mathbf{P}_{\mathbf{U}} \mathbf{e}_{i}\right\|_{2}^{2}
$$

To state the main result of the paper [23], we introduce two assumptions about an $n_{1} \times n_{2}$ matrix $\mathbf{X}$ whose SVD is given by $\mathbf{X}=\mathbf{U} \boldsymbol{\Sigma} \mathbf{V}^{*}=\sum_{i=1}^{r} \sigma_{i} \mathbf{u}_{\cdot i} \mathbf{v}_{. i}^{*}$.

N1 The coherences obey $\max (\mu(\mathbf{U}), \mu(\mathbf{V})) \leq \mu_{0}$, for some positive $\mu_{0}$.
$\mathbf{N 2}$ The $n_{1} \times n_{2}$ matrix $\sum_{i=1}^{r} \mathbf{u}_{\cdot i} \mathbf{v}_{\cdot i}^{*}$ has a maximum entry bounded by $\mu_{1} \sqrt{r /\left(n_{1} n_{2}\right)}$ in absolute value for some positive $\mu_{1}$.

The parameters $\mu_{0}$ and $\mu_{1}$ may depend on $r, n_{1}$, and $n_{2}$. Moreover, note that $\mathbf{N} 2$ always holds with $\mu_{1}=\mu_{0} \sqrt{r}$ (to see this, apply the Cauchy-Schwarz inequality to the entries of $\sum_{i=1}^{r} \mathbf{u}_{\cdot i} \mathbf{v}_{\cdot i}^{*}$ ).

The following recovery result is stated under the coherence assumption without a proof.
Theorem 1.39 ([23]). Let $\mathbf{X}$ be an $n_{1} \times n_{2}$ matrix of rank $r$ obeying $\mathbf{N} 1$ and $\mathbf{N} 2$ and let $n=\max \left\{n_{1}, n_{2}\right\}$. Suppose that we observe $m$ entries of $\mathbf{X}$ whose locations are sampled uniformly at random. Then there exist constants $C, c$ such that if

$$
m \geq C \max \left\{\mu_{1}^{2}, \mu_{0}^{1 / 2} \mu_{1}, \mu_{0} n^{1 / 4}\right\} n r(\beta \log n)
$$

for some $\beta>2$, then the minimizer of the problem

$$
\min _{\mathbf{Z}}\|\mathbf{Z}\|_{*} \quad \text { subject to } \quad \mathbf{Z}(i, j)=\mathbf{X}(i, j),(i, j) \in \boldsymbol{\mathcal { M }}
$$

is unique and equal to $\mathbf{X}$ with probability at least $1-c n^{-\beta}$. For $r \leq \mu_{0}^{-1} n^{1 / 5}$ this estimate can be improved to

$$
m \geq C \mu_{0} n^{6 / 5} r(\beta \log n)
$$

with the same probability of success.
Several subsequent papers analyzing matrix completion appeared under the assumption that the coherence (or a version of the coherence) of the low-rank matrix we want to recover is small enough. For example, the approach in paper [27] is based on a slightly different assumption on the matrix $\mathbf{X}$ called the strong incoherence property. In addition, papers [34, 72] present provable matrix completion results for incoherent matrices under a uniform sampling model via nuclear norm minimization.

Other algorithms applied to low-rank matrix recovery have followed, including the local descent method [91, the alternating projections algorithm [86], and the Atomic Decomposition for Minimum Rank Approximation (ADMiRA) [103].

Algorithm 1.3. Iterative hard thresholding algorithm for matrices

```
1: Input: Measurement map \(\mathcal{A}: \mathbb{K}^{n_{1} \times n_{2}} \rightarrow \mathbb{K}^{m}\), measurement vector \(\mathbf{y} \in \mathbb{K}^{m}\),
        rank \(r\).
Initialization: low-rank matrix \(\mathbf{X}^{0}\), typically \(\mathbf{X}^{0}=\mathcal{H}_{r}^{M}\left(\mathcal{A}^{*}(\mathbf{y})\right), j=0\).
Repeat until the stopping criterion is met at \(j=\bar{j}\)
        \(\mathbf{X}^{j+1}=\mathcal{H}_{r}^{M}\left(\mathbf{X}^{j}+\mathcal{A}^{*}\left(\mathbf{y}-\mathcal{A}\left(\mathbf{X}^{j}\right)\right)\right)\)
        \(j=j+1\)
Output: rank- \(r\) matrix \(\mathbf{X}^{\#}=\mathbf{X}^{\bar{j}}\)
```

1.2.1. Matrix iterative hard thresholding algorithm. In this subsection we introduce several versions of the IHT algorithm adapted matrix scenario. The thresholding operator $\mathcal{H}_{r}^{M}$

Algorithm 1.4. Normalized iterative hard thresholding algorithm for matrices

```
Input: Measurement \(\operatorname{map} \mathcal{A}: \mathbb{K}^{n_{1} \times n_{2}} \rightarrow \mathbb{K}^{m}\), measurement vector \(\mathbf{y} \in \mathbb{K}^{m}\),
    rank \(r\).
Initialization: low-rank matrix \(\mathbf{X}^{0}\), typically \(\mathbf{X}^{0}=\mathcal{H}_{r}^{M}\left(\mathcal{A}^{*}(\mathbf{y})\right), j=0\).
Repeat until the stopping criterion is met at \(j=\bar{j}\)
    Set the projection operator \(\mathbf{P}_{\mathbf{U}}^{j}:=\mathbf{U}_{j} \mathbf{U}_{j}^{*}\)
    Compute the stepsize \(\mu_{j}^{\mathbf{U}}:=\frac{\left\|\mathbf{P}_{\mathbf{U}}^{j} \mathcal{A}^{*}\left(\mathbf{y}-\mathcal{A}\left(\mathbf{X}^{j}\right)\right)\right\|_{F}^{2}}{\left\|\mathcal{A}\left(\mathbf{P}_{\mathbf{U}}^{j} \mathcal{A}^{*}\left(\mathbf{y}-\mathcal{A}\left(\mathbf{X}^{j}\right)\right)\right)\right\|_{2}^{2}}\)
    \(\mathbf{X}^{j+1}=\mathcal{H}_{r}^{M}\left(\mathbf{X}^{j}+\mu_{j}^{\mathbf{U}} \mathcal{A}^{*}\left(\mathbf{y}-\mathcal{A}\left(\mathbf{X}^{j}\right)\right)\right)\)
    Let \(\mathbf{U}_{j+1}\) be the top \(r\) left singular vectors of \(\mathbf{X}^{j+1}\)
    \(j=j+1\)
Output: rank- \(r\) matrix \(\mathbf{X}^{\#}=\mathbf{X}^{\bar{j}}\)
```

returns the best rank-r approximation of a given matrix. If $\mathbf{X}=\sum_{i=1}^{\min \left\{n_{1}, n_{2}\right\}} \sigma_{i} \mathbf{u}_{\cdot i} \mathbf{V}_{\cdot i}^{T}$ is the singular value decomposition of a matrix $\mathbf{X}$, with singular values $\left\{\sigma_{i}\right\}_{i=1}^{\min \left\{n_{1}, n_{2}\right\}}$ arranged in decreasing order, then by the Eckart-Young theorem [54, 87] the best rank- $r$ approximation of the matrix $\mathbf{X}$ is $\mathcal{H}_{r}^{M}(\mathbf{X})=\sum_{i=1}^{r} \sigma_{i} \mathbf{u}_{\cdot i} \mathbf{v}_{\cdot i}^{T}$. The matrix IHT algorithm is presented in Algorithm 1.3 .

Matrix NIHT algorithm is motivated similarly to the NIHT algorithm for compressive sensing. When the matrix IHT algorithm is converging to a minimum rank solution $\mathbf{X}^{\#}$, each of the singular values and singular vectors of the current estimate must also be converging to the singular values and singular vectors of $\mathbf{X}^{\#}$. If the singular vectors of the iterate $\mathbf{X}^{j}$ have been correctly identified, then the update is being used to improve the singular values. Let $\mathbf{X}^{j}=\mathbf{U}_{j} \boldsymbol{\Sigma}_{j} \mathbf{V}_{j}^{*}$ be the singular value decomposition of the rank- $r$ iterate $\mathbf{X}^{j}$ and let $\mathbf{P}_{\mathbf{U}}^{j}:=\mathbf{U}_{j} \mathbf{U}_{j}^{*}$ and $\mathbf{P}_{\mathbf{V}}^{j}:=\mathbf{V}_{j} \mathbf{V}_{j}^{*}$ denote the projection onto the left and right singular vector spaces, respectively. A search direction can be projected onto the span of singular vectors by applying $\mathbf{P}_{\mathbf{U}}^{j}$ from the left and by applying $\mathbf{P}_{\mathbf{V}}^{j}$ from the right. For instance, the projective negative gradient descent direction is given by $\mathbf{W}_{j}^{\mathbf{U V}}:=\mathbf{P}_{\mathbf{U}}^{j} \mathcal{A}^{*}\left(\mathbf{y}-\mathcal{A}\left(\mathbf{X}^{j}\right)\right) \mathbf{P}_{\mathbf{V}}^{j}$. Alternatively, a search direction can be projected to the span of just left or right singular vectors leading to the search directions $\mathbf{W}_{j}^{\mathbf{U}}:=\mathbf{P}_{\mathbf{U}}^{j} \mathcal{A}^{*}\left(\mathbf{y}-\mathcal{A}\left(\mathbf{X}^{j}\right)\right)$ and $\mathbf{W}_{j}^{\mathbf{V}}:=\mathcal{A}^{*}\left(\mathbf{y}-\mathcal{A}\left(\mathbf{X}^{j}\right)\right) \mathbf{P}_{\mathbf{V}}^{j}$, respectively. This projected directions should not be used as the update direction since they would not allow the iterates to converge to the lowest rank solution unless the projected directions are already correctly identified. However, as in the case of NIHT for compressive sensing, we use them for selecting the stepsize. Thus, this leads to three choices for the stepsize - namely, $\mu_{j}^{\mathbf{U}}:=\frac{\left\|\mathbf{P}_{\mathbf{U}}^{j} \mathcal{A}^{*}\left(\mathbf{y}-\mathcal{A}\left(\mathbf{X}^{j}\right)\right)\right\|_{F}^{2}}{\left\|\mathcal{A}\left(\mathbf{P}_{\mathbf{U}}^{j} \mathcal{A}^{*}\left(\mathbf{y}-\mathcal{A}\left(\mathbf{X}^{j}\right)\right)\right)\right\|_{2}^{2}}, \mu_{j}^{\mathbf{V}}:=\frac{\left\|\mathcal{A}^{*}\left(\mathbf{y}-\mathcal{A}\left(\mathbf{X}^{j}\right)\right) \mathbf{P}_{\mathbf{V}}^{j}\right\|_{F}^{2}}{\left\|\mathcal{A}\left(\mathcal{A}^{*}\left(\mathbf{y}-\mathcal{A}\left(\mathbf{X}^{j}\right)\right) \mathbf{P}_{\mathbf{V}}^{j}\right)\right\|_{2}^{2}}$, and $\mu_{j}^{\mathbf{U V}}:=\frac{\left\|\mathbf{P}_{\mathbf{U}}^{j} \mathcal{A}^{*}\left(\mathbf{y}-\mathcal{A}\left(\mathbf{X}^{j}\right)\right) \mathbf{P}_{\mathbf{V}}^{j}\right\|_{F}^{2}}{\left\|\mathcal{A}\left(\mathbf{P}_{\mathbf{U}}^{j} \mathcal{A}^{*}\left(\mathbf{y}-\mathcal{A}\left(\mathbf{X}^{j}\right)\right) \mathbf{P}_{\mathbf{V}}^{j}\right)\right\|_{2}^{2}}$.

Remark 1.40. In paper 152 numerical experiments on matrix completion have been performed comparing the three versions of the NIHT algorithm. Their numerical results suggest that in general, the version of NIHT with stepsize $\mu_{j}^{\mathbf{U}}$ outperforms the other two variants. In particular, the version of NIHT with this stepsize was able to recover matrices of the same or larger rank than the other two variants. Thus, in the following we focus on NIHT with stepsize $\mu_{j}^{\mathbf{U}}$ presented in Algorithm 1.4 which in the following we just refer to as NIHT algorithm. However, we remark that the convergence guarantees of the other variants can be obtained analogously.

The following theorem gives a convergence criterion for the normalized IHT algorithm, presented in Algorithm 1.4, under the matrix-RIP assumption.

Theorem $1.41(\boxed{152})$. For $a \in(0,1)$, let $\mathcal{A}: \mathbb{K}^{n_{1} \times n_{2}} \rightarrow \mathbb{K}^{m}$ satisfy the matrix RIP with

$$
\delta_{3 r}<\frac{a}{a+4}
$$

and let $\mathbf{X} \in \mathbb{K}^{n_{1} \times n_{2}}$ be a matrix of rank at most $r$. Given measurements $\mathbf{y}=\mathcal{A}(\mathbf{X})$, matrix $\mathbf{X}^{j+1}$ obtained in the $j$-th iteration of matrix NIHT algorithm satisfies

$$
\left\|\mathbf{X}^{j+1}-\mathbf{X}\right\|_{F} \leq a^{j}\left\|\mathbf{X}^{0}-\mathbf{X}\right\|_{F}
$$

In other words, the sequence $\left(\mathbf{X}^{j}\right)_{j}$ produced by matrix NIHT algortihm converges linearly to $\mathbf{X}$.
Proof. Let $\mathbf{X}_{0}$ be the original rank $r$ matrix, i.e. $\mathbf{y}=\mathcal{A}\left(\mathbf{X}_{0}\right)$. With $\mathbf{W}^{j}:=\mathbf{X}^{j}+\mu_{j}^{\mathbf{U}} \mathcal{A}^{*}\left(\mathbf{y}-\mathcal{A}\left(\mathbf{X}^{j}\right)\right)$ we denote the intermediate update to $\mathbf{X}^{j}$ in NIHT.

By Eckart-Young theorem,

$$
\left\|\mathbf{W}^{j}-\mathbf{X}^{j+1}\right\|_{F}^{2} \leq\left\|\mathbf{W}^{j}-\mathbf{X}_{0}\right\|_{F}^{2}
$$

Expanding the left hand side we obtain

$$
\begin{aligned}
\left\|\mathbf{W}^{j}-\mathbf{X}_{0}\right\|_{F}^{2} \geq\left\|\mathbf{W}^{j}-\mathbf{X}^{j+1}\right\|_{F}^{2} & =\left\|\mathbf{W}^{j}-\mathbf{X}_{0}+\mathbf{X}_{0}-\mathbf{X}^{j+1}\right\|_{F}^{2} \\
& =\left\|\mathbf{W}^{j}-\mathbf{X}_{0}\right\|_{F}^{2}+\left\|\mathbf{X}_{0}-\mathbf{X}^{j+1}\right\|_{F}^{2}+2\left\langle\mathbf{W}^{j}-\mathbf{X}_{0}, \mathbf{X}_{0}-\mathbf{X}^{j+1}\right\rangle
\end{aligned}
$$

Canceling the term $\left\|\mathbf{W}^{j}-\mathbf{X}_{0}\right\|_{F}$ in the above inequality leads to

$$
\begin{align*}
\left\|\mathbf{X}_{0}-\mathbf{X}^{j+1}\right\|_{F}^{2} & \leq 2\left\langle\mathbf{W}^{j}-\mathbf{X}_{0}, \mathbf{X}^{j+1}-\mathbf{X}_{0}\right\rangle \\
& =2\left\langle\mathbf{X}^{j}+\mu_{j}^{\mathbf{U}} \mathcal{A}^{*}\left(\mathbf{y}-\mathcal{A}\left(\mathbf{X}^{j}\right)\right)-\mathbf{X}_{0}, \mathbf{X}^{j+1}-\mathbf{X}_{0}\right\rangle \\
& =2\left\langle\mathbf{X}^{j}-\mathbf{X}_{0}, \mathbf{X}^{j+1}-\mathbf{X}_{0}\right\rangle-2 \mu_{j}^{\mathbf{U}}\left\langle\mathcal{A}^{*}\left(\mathcal{A}\left(\mathbf{X}^{j}\right)-\mathbf{y}\right), \mathbf{X}^{j+1}-\mathbf{X}_{0}\right\rangle \\
& =2\left\langle\mathbf{X}^{j}-\mathbf{X}_{0}, \mathbf{X}^{j+1}-\mathbf{X}_{0}\right\rangle-2 \mu_{j}^{\mathbf{U}}\left\langle\mathcal{A}^{*} \mathcal{A}\left(\mathbf{X}^{j}-\mathbf{X}_{0}\right), \mathbf{X}^{j+1}-\mathbf{X}_{0}\right\rangle \\
& =2\left\langle\mathbf{X}^{j}-\mathbf{X}_{0}, \mathbf{X}^{j+1}-\mathbf{X}_{0}\right\rangle-2 \mu_{j}^{\mathbf{U}}\left\langle\mathcal{A}\left(\mathbf{X}^{j}-\mathbf{X}_{0}\right), \mathcal{A}\left(\mathbf{X}^{j+1}-\mathbf{X}_{0}\right)\right\rangle . \tag{1.28}
\end{align*}
$$

Let $\mathbf{Q}_{j} \in \mathbb{K}^{m \times 3 r}$ be a matrix whose columns form orthonormal basis of the space spanned by the columns spaces of $\mathbf{X}_{0}, \mathbf{X}^{j}, \mathbf{X}^{j+1}$ and let $\mathbf{P}_{\mathbf{Q}}^{j}:=\mathbf{Q}_{j} \mathbf{Q}_{j}^{*}$ be a projection operator onto a column space of $\mathbf{Q}_{j}$. Thus, $\mathbf{P}_{\mathbf{Q}}^{j} \mathbf{X}_{0}=\mathbf{X}_{0}, \mathbf{P}_{\mathbf{Q}}^{j} \mathbf{X}^{j}=\mathbf{X}^{j}$, and $\mathbf{P}_{\mathbf{Q}}^{j} \mathbf{X}^{j+1}=\mathbf{X}^{j+1}$.

Next, we define a linear operator $\mathcal{A}_{\mathbf{Q}}^{j}(\mathbf{Z})=\mathcal{A}\left(\mathbf{P}_{\mathbf{Q}}^{j} \mathbf{Z}\right)$ which is obtained by replacing the sensing matrices $\left\{\mathbf{A}_{\ell}\right\}_{\ell=1}^{m}$ of $\mathcal{A}$ with the sensing matrices $\left\{\mathbf{P}_{\mathbf{Q}}^{j} \mathbf{A}_{\ell}\right\}_{\ell=1}^{m}$ and the corresponding adjoint

$$
\mathcal{A}_{\mathbf{Q}}^{j *}(\mathbf{y})=\sum_{\ell=1}^{m} \mathbf{y}(\ell)\left(\mathbf{P}_{\mathbf{Q}}^{j} \mathbf{A}_{\ell}\right)
$$

We continue the estimation 1.28

$$
\begin{aligned}
\left\|\mathbf{X}^{j+1}-\mathbf{X}_{0}\right\|_{F}^{2} & \leq 2\left\langle\mathbf{X}^{j}-\mathbf{X}_{0}, \mathbf{X}^{j+1}-\mathbf{X}_{0}\right\rangle-2 \mu_{j}^{\mathbf{U}}\left\langle\mathcal{A}\left(\mathbf{X}^{j}-\mathbf{X}_{0}\right), \mathcal{A}\left(\mathbf{X}^{j+1}-\mathbf{X}_{0}\right)\right\rangle \\
& =2\left\langle\mathbf{X}^{j}-\mathbf{X}_{0}, \mathbf{X}^{j+1}-\mathbf{X}_{0}\right\rangle-2 \mu_{j}^{\mathbf{U}}\left\langle\mathcal{A}_{\mathbf{Q}}^{j}\left(\mathbf{X}^{j}-\mathbf{X}_{0}\right), \mathcal{A}_{\mathbf{Q}}^{j}\left(\mathbf{X}^{j+1}-\mathbf{X}_{0}\right)\right\rangle \\
& =2\left\langle\mathbf{X}^{j}-\mathbf{X}_{0},\left(\mathbf{X}^{j+1}-\mathbf{X}_{0}\right)-\mu_{j}^{\mathbf{U}} \mathcal{A}_{\mathbf{Q}}^{j *} \mathcal{A}_{\mathbf{Q}}^{j}\left(\mathbf{X}^{j+1}-\mathbf{X}_{0}\right)\right\rangle \\
& =2\left\langle\mathbf{X}^{j}-\mathbf{X}_{0},\left(\mathbf{I}-\mu_{j}^{\mathbf{U}} \mathcal{A}_{\mathbf{Q}}^{j *} \mathcal{A}_{\mathbf{Q}}^{j}\right)\left(\mathbf{X}^{j+1}-\mathbf{X}_{0}\right)\right\rangle
\end{aligned}
$$

$$
\leq 2\left\|\mathbf{I}-\mu_{j}^{\mathbf{U}} \mathcal{A}_{\mathbf{Q}}^{j *} \mathcal{A}_{\mathbf{Q}}^{j}\right\|_{2 \rightarrow 2}\left\|\mathbf{X}^{j}-\mathbf{X}_{0}\right\|_{F}\left\|\mathbf{X}^{j+1}-\mathbf{X}_{0}\right\|_{F}
$$

Canceling the term $\left\|\mathbf{X}^{j+1}-\mathbf{X}_{0}\right\|_{F}$ in the above inequality leads to

$$
\begin{equation*}
\left\|\mathbf{X}^{j+1}-\mathbf{X}_{0}\right\|_{F} \leq 2\left\|\mathbf{I}-\mu_{j}^{\mathbf{U}} \mathcal{A}_{\mathbf{Q}}^{j *} \mathcal{A}_{\mathbf{Q}}^{j}\right\|_{2 \rightarrow 2}\left\|\mathbf{X}^{j}-\mathbf{X}_{0}\right\|_{F} \tag{1.29}
\end{equation*}
$$

It remains to bound the term $\left\|\mathbf{I}-\mu_{j}^{\mathbf{U}} \mathcal{A}_{\mathbf{Q}}^{j *} \mathcal{A}_{\mathbf{Q}}^{j}\right\|_{2 \rightarrow 2}$ by a constant smaller than $a / 2$. Since $\mathbf{P}_{\mathbf{Q}}^{j}$ maps onto rank- $3 r$ matrices, the matrix RIP implies that every eigenvalue of the self-adjoint operator $\mathcal{A}_{\mathbf{Q}}^{j *} \mathcal{A}_{\mathbf{Q}}^{j}$ is contained in the interval $\left[1-\delta_{3 r}, 1+\delta_{3 r}\right]$.

Additionally, we can bound the stepsize $\mu_{j}^{\mathbf{U}}$

$$
\frac{1}{1+\delta_{r}} \leq \mu_{j}^{\mathbf{U}}=\frac{\left\|\mathbf{P}_{\mathbf{U}}^{j} \mathcal{A}^{*}\left(\mathbf{y}-\mathcal{A}\left(\mathbf{X}^{j}\right)\right)\right\|_{F}^{2}}{\left\|\mathcal{A}\left(\mathbf{P}_{\mathbf{U}}^{j} \mathcal{A}^{*}\left(\mathbf{y}-\mathcal{A}\left(\mathbf{X}^{j}\right)\right)\right)\right\|_{2}^{2}} \leq \frac{1}{1-\delta_{r}}
$$

Therefore, every eigenvalue of operator $\mathbf{I}-\mu_{j}^{\mathbf{U}} \mathcal{A}_{\mathbf{Q}}^{j *} \mathcal{A}_{\mathbf{Q}}^{j}$ is contained in $\left[1-\frac{1+\delta_{3 r}}{1-\delta_{r}}, 1-\frac{1-\delta_{3 r}}{1+\delta_{r}}\right]$. Since the magnitude of the lower bound is greater than the upper bound and since $\delta_{3 r}<\frac{a}{a+4}$ it follows that

$$
\left\|\mathbf{I}-\mu_{j}^{\mathbf{U}} \mathcal{A}_{\mathbf{Q}}^{j *} \mathcal{A}_{\mathbf{Q}}^{j}\right\|_{2 \rightarrow 2} \leq \frac{1+\delta_{3 r}}{1-\delta_{r}}-1<\frac{a}{2}
$$

which concludes the proof.

Remark 1.42. Let $a \in(0,1)$. The proof that matrix IHT algorithm (Algorithm 1.3) recovers any rank- $r$ matrix under the assumption that the isometry constant of $\mathcal{A}$ satisfies $\delta_{3 r}<a / 2$ can be done in an analogous way. To be more precise, the proof is the same as the proof of Theorem 1.41 up to (1.29). As before, one has to bound the term $\left\|\mathbf{I}-\mu_{j}^{\mathbf{U}} \mathcal{A}_{\mathbf{Q}}^{j *} \mathcal{A}_{\mathbf{Q}}^{j}\right\|_{2 \rightarrow 2}$ by a constant smaller than $\frac{a}{2}$, where $\mu_{j}^{\mathbf{U}}=1$. However, notice that

$$
\begin{aligned}
\left\|\mathbf{I}-\mathcal{A}_{\mathbf{Q}}^{j *} \mathcal{A}_{\mathbf{Q}}^{j}\right\|_{2 \rightarrow 2} & =\sup _{\|\mathbf{X}\|_{F}=1}\left|\left\langle\left(\mathbf{I}-\mathcal{A}_{\mathbf{Q}}^{j *} \mathcal{A}_{\mathbf{Q}}^{j}\right) \mathbf{X}, \mathbf{X}\right\rangle\right|=\sup _{\|\mathbf{X}\|_{F}=1}\left|\|\mathbf{X}\|_{F}^{2}-\left\|\mathcal{A}_{\mathbf{Q}}^{j}(\mathbf{X})\right\|_{2}^{2}\right| \\
& \leq \sup _{\|\mathbf{X}\|_{F}=1, \operatorname{rank}(\mathbf{X}) \leq 3 r}\left|\|\mathbf{X}\|_{F}^{2}-\|\mathcal{A}(\mathbf{X})\|_{2}^{2}\right|=\delta_{3 r}
\end{aligned}
$$

Applying the assumption $\delta_{3 r}<\frac{a}{2}$ concludes the proof.

Theorem 1.41 can also be extended to the more general setting, with noisy measurements.

Theorem 1.43. For $a \in(0,1)$, let $\mathcal{A}: \mathbb{K}^{n_{1} \times n_{2}} \rightarrow \mathbb{K}^{m}$ satisfy the matrix RIP with

$$
\delta_{3 r}<\frac{a}{a+4}
$$

and let $\mathbf{X} \in \mathbb{K}^{n_{1} \times n_{2}}$ be a matrix of rank at most $r$. Given the noisy measurements $\mathbf{y}=\mathcal{A}(\mathbf{X})+\mathbf{e}$ for some $\mathbf{e} \in \mathbb{K}^{m}$, the matrix $\mathbf{X}^{j+1}$ produced by matrix NIHT algortihm in $j$ th iteration satisfies

$$
\left\|\mathbf{X}^{j+1}-\mathbf{X}\right\|_{F} \leq a^{j}\left\|\mathbf{X}^{0}-\mathbf{X}\right\|_{F}+\frac{b(a)}{1-a}\|\mathbf{e}\|_{2}
$$

where $b(a):=2 \frac{\sqrt{1+a / 2}}{1-a / 2}$. Consequently, if $\mathbf{e} \neq \mathbf{0}$ then after at most $j^{*}=\left\lceil\log _{1 / a}\left(\left\|\mathbf{X}^{0}-\mathbf{X}\right\|_{F} /\|\mathbf{e}\|_{2}\right)\right.$ iterations, $\mathbf{X}^{j+1}$ estimates $\mathbf{X}$ with accuracy

$$
\left\|\mathbf{X}^{j^{*}+1}-\mathbf{X}\right\|_{F} \leq \frac{1+a+b(a)}{1-a}\|\mathbf{e}\|_{2}
$$

The proof of this theorem is analogous to the proof of Theorem 1.41. In estimate (1.28) we get an additional term $2 \mu_{j}^{\mathrm{U}}\left\langle\mathcal{A}^{*} \mathbf{e}, \mathbf{X}^{j+1}-\mathbf{X}_{0}\right\rangle$. Estimating this term leads to

$$
\begin{aligned}
\left\langle\mathcal{A}^{*} \mathbf{e}, \mathbf{X}^{j+1}-\mathbf{X}_{0}\right\rangle & =\left\langle\mathbf{e}, \mathcal{A}\left(\mathbf{X}^{j+1}-\mathbf{X}_{0}\right)\right\rangle \leq\left\|\mathcal{A}\left(\mathbf{X}^{j+1}-\mathbf{X}_{0}\right)\right\|_{F}\|\mathbf{e}\|_{2} \\
& \leq \sqrt{1+\delta_{3 r}}\left\|\mathbf{X}^{j+1}-\mathbf{X}\right\|_{F}\|\mathbf{e}\|_{2}
\end{aligned}
$$

Finally, the estimate 1.29 translates into

$$
\left\|\mathbf{X}^{j+1}-\mathbf{X}_{0}\right\|_{F} \leq 2\left\|\mathbf{I}-\mu_{j}^{\mathbf{U}} \mathcal{A}_{\mathbf{Q}}^{j *} \mathcal{A}_{\mathbf{Q}}^{j}\right\|_{2 \rightarrow 2}\left\|\mathbf{X}^{j}-\mathbf{X}_{0}\right\|_{F}+2 \mu_{j}^{\mathbf{U}} \sqrt{1+\delta_{3 r}}\|\mathbf{e}\|_{2}
$$

Plugging into all the assumptions leads to the stated result.
Similarly to the vector scenario, we can state a result also if the tensor $\mathbf{X}$ is not necessarily rank-r.

Theorem 1.44. Fix $a \in(0,1)$. Let $\mathcal{A}: \mathbb{K}^{n_{1} \times n_{2}} \rightarrow \mathbb{K}^{m}$ satisfy the matrix RIP with

$$
\delta_{6 s}<\frac{a}{a+4}
$$

and let $\mathbf{X} \in \mathbb{K}^{n_{1} \times n_{2}}$. Then for all $\mathbf{X} \in \mathbb{K}^{n_{1} \times n_{2}}, \mathbf{e} \in \mathbb{C}^{m}$, the sequence $\left(\mathbf{X}^{j}\right)_{j}$ defined by NIHT algorithm, with $\mathbf{y}=\mathcal{A}(\mathbf{X})+\mathbf{e}, \mathbf{X}^{0}=\mathbf{0}$, and $\mathcal{H}_{\mathbf{r}}^{M}$ replaced by $\mathcal{H}_{\mathbf{2 r}}^{M}$ satisfies

$$
\left\|\mathbf{X}-\mathbf{X}^{j+1}\right\|_{F} \leq \frac{C}{\sqrt{s}}\left\|\mathbf{X}-\mathbf{X}_{\mathbf{r}}\right\|_{*}+D\|\mathbf{e}\|_{2}+2 \rho^{j+1}\|\mathbf{X}\|_{F}
$$

where constants $C, D>0$ and $\rho \in(0,1)$ depend only on $a$.
The theorem is a consequence of Theorem 1.43 and the following lemma.
Lemma 1.45. Suppose $\mathcal{A}: \mathbb{K}^{n_{1} \times n_{2}} \rightarrow \mathbb{K}^{N}$ has restricted isometry constants $\delta_{s}<1$. Given $\tau>0$, $\xi \geq 0$, and $\mathbf{e} \in \mathbb{K}^{m}$ assume that two matrices $\mathbf{X}, \mathbf{X}^{\prime} \in \mathbb{K}^{n_{1} \times n_{2}}$ satisfy

$$
\operatorname{rank}\left(\mathbf{X}^{\prime}\right) \leq 2 r \quad \text { and } \quad\left\|\mathbf{X}_{2 r}-\mathbf{X}^{\prime}\right\|_{F} \leq \tau\left\|\mathcal{A}\left(\mathbf{X}_{c, 2 r}\right)+\mathbf{e}\right\|_{2}+\xi
$$

where $\mathbf{X}_{2 r}$ denotes the best rank- $2 r$ approximation to $\mathbf{X}$ and $\mathbf{X}_{c, 2 r}=\mathbf{X}-\mathbf{X}_{2 r}$. Then

$$
\begin{equation*}
\left\|\mathbf{X}-\mathbf{X}^{\prime}\right\|_{F} \leq \frac{C}{\sqrt{r}}\left\|\mathbf{X}-\mathbf{X}_{r}\right\|_{*}+\tau\|\mathbf{e}\|_{2}+\xi \tag{1.30}
\end{equation*}
$$

where $\mathbf{X}_{r}$ denotes the best rank- $r$ approximation to $\mathbf{X}$ and constant $C=1+\sqrt{2} \tau$.

Proof. The proof is analogous to the proof of Lemma 1.20

In paper [85] a slightly more generalized version of the matrix IHT algorithm is presented under the name Singular Value Projection (SVP). In the SVP algorithm a stepsize $\mu_{j}$ is given in advance and often is a fixed constant $\mu$. Thus, the matrix IHT algorithm is a special case of the SVP algorithm with $\mu_{j}=1$, for all iterations $j$. The stopping criterion is met in iteration $j$ if

$$
\left\|\mathcal{A}\left(\mathbf{X}^{j+1}\right)-\mathbf{y}\right\|_{2}^{2} \leq \varepsilon
$$

where a fixed tolerance $\varepsilon>0$ is chosen beforehand. The main result of the paper is presented next.

Theorem 1.46 ([85]). Fix tolerance $\varepsilon \geq 0$. Suppose that isometry constant of $\mathcal{A}$ satisfies $\delta_{2 r}<\frac{1}{3}$ and let $\mathbf{y}=\mathcal{A}(\mathbf{X})+\mathbf{e}$ for a rank- $r$ matrix $\mathbf{X}$ and error vector $\mathbf{e} \in \mathbb{R}^{m}$. Then SVP with stepsize
$\mu_{j}=\frac{1}{1+\delta_{2 r}}$ outputs a matrix $\mathbf{X}^{*}$ of rank at most $r$ satisfying

$$
\left\|\mathcal{A}\left(\mathbf{X}^{*}\right)-\mathbf{y}\right\|_{2}^{2} \leq C\|\mathbf{e}\|^{2}+\varepsilon \quad \text { and } \quad\left\|\mathbf{X}-\mathbf{X}^{*}\right\|_{F}^{2} \leq \frac{C\|\mathbf{e}\|^{2}+\varepsilon}{1-\delta_{2 r}}
$$

in at most $\left\lceil\frac{1}{\log (1 / D)} \log \frac{\|\mathbf{y}\|^{2}}{2\left(C\|\mathbf{e}\|^{2}+\varepsilon\right)}\right\rceil$ iterations for universal constants $C, D$.
Remark 1.47. Notice that theoretical guarantees are better for the SVP algorithm (including the IHT algorithm) than for the matrix NIHT algorithm. Additionally, every iteration of the NIHT algorithm requires computing an additional singular value decomposition to obtain the parameter $\mu_{j}$, which consequently makes each iteration of the algorithm slower compared to the alternative versions of the matrix IHT. However, in paper [152] several numerical experiments concerning matrix completion have been performed comparing these algorithms. Recall that extensive numerical experiments for the IHT algorithm for compressive sensing suggest to fix the stepsize $\mu_{j}=0.65$, see 112 . This choice of the stepsize has been shown to be effective also in matrix completion, see [152]. Thus, the authors compare the SVP algorithm with $\mu_{j}=0.65$ and the matrix NIHT algorithm. They observed that the matrix NIHT algorithm is typically able to recover the same or larger rank than SVP with $\mu_{j}=0.65$ for the same stopping criteria, and that NIHT converges faster than SVP (except for ranks when SVP is not able to recover the matrix and NIHT successfully recovers it). In other words, numerical experiments suggest that matrix NIHT algorithm typically performs better than the SVP. However, to recover matrices of large rank (larger than it is possible for SVP), comes with the cost of very slow convergence and thus, there is a need for accelerated variants of NIHT.

### 1.3. Low-rank tensor recovery

So far we have seen several results for sparse vector recovery and low-rank matrix recovery. In both scenarios we have presented some known results. In particularly, we have put an emphasis on convex optimization approach $-\ell_{1}$-minimization and nuclear norm minimization, respectively - and on iterative approach - (normalized) iterative hard thresholding algorithm and its matrix variant. However, there is a significant interest in going one step further and extending the theory to low-rank tensor recovery. Applications include image and video inpainting [108, reflectance data recovery [108], and machine learning [136]. The goal of low-rank tensor recovery is to reconstruct a low-rank $d$ th order tensor $\mathbf{X} \in \mathbb{R}^{n_{1} \times n_{2} \times \cdots \times n_{d}}$ from the linear measurement $\operatorname{map} \mathcal{A}: \mathbb{R}^{n_{1} \times n_{2} \times \cdots \times n_{d}} \rightarrow \mathbb{R}^{m}$ and the measurement vector $\mathbf{y}=\mathcal{A}(\mathbf{X})$, with $m \ll n_{1} n_{2} \cdots n_{d}$. In particular, we want to solve the optimization problem

$$
\begin{equation*}
\min _{\mathbf{Z} \in \mathbb{R}^{n_{1} \times n_{2} \times \cdots \times n_{d}}} \operatorname{rank}(\mathbf{Z}) \quad \text { s.t. } \quad \mathcal{A}(\mathbf{Z})=\mathbf{y} . \tag{1.31}
\end{equation*}
$$

Unlike in the matrix case, there are different notions of tensor rank which are induced by different tensor decompositions, see Chapter 2. One possibility is to define a rank of a $d$ th order tensor analogously to the matrix case - as the minimal number of rank-one order- $d$ tensors that sum up to the original tensor. A tensor $\mathbf{Y} \in \mathbb{R}^{n_{1} \times n_{2} \times \cdots \times n_{d}}$ is a rank-one tensor if there exist $d$ vectors $\mathbf{u}_{i} \in \mathbb{R}^{n_{i}}$ such that $\mathbf{Y}\left(i_{1}, i_{2}, \ldots, i_{d}\right)=\mathbf{u}_{1}\left(i_{1}\right) \mathbf{u}_{2}\left(i_{2}\right) \cdots \mathbf{u}_{d}\left(i_{d}\right)$, for all $i_{k} \in\left[n_{k}\right]$ and $k \in[d]$. This notion of tensor rank is called the CP-rank or canonical rank. In addition, one can also define the corresponding notion of the tensor nuclear norm, denoted by $\|\cdot\|_{*}$. Inspired by the matrix case,
one would expect that solving the minimization problem

$$
\begin{equation*}
\min _{\mathbf{Z} \in \mathbb{R}^{n_{1} \times n_{2} \times \cdots \times n_{d}}}\|\mathbf{Z}\|_{*} \quad \text { s.t. } \quad \mathcal{A}(\mathbf{Z})=\mathbf{y} \tag{1.32}
\end{equation*}
$$

would be a good proxy for 1.31 under certain assumptions on linear operator $\mathcal{A}$. However, computing the CP-rank of a tensor is already NP-hard in general, see 61, 82. In particular, the set of rank- $r$ tensors is not closed for $r \geq 2$, 81, 101. Thus, not only solving the optimization problem 1.31, but also solving 1.32 is NP-hard in general. Therefore, although one could analyze the tensor nuclear norm minimization problem (which has been done in [169), this is not particularly interesting from the computational point of view. Additionally, one could define the null space property in an analogous way as in the matrix scenario, however this leads to the same problem since the CP-decomposition is in general NP-hard to compute. Several generalizations of the coherence/incoherence condition have been introduced in 4, 83, 169 to provide recovery results for tensor completion. A variety of approaches to low-rank tensor recovery already well known in the community are discussed in Chapter 3 .

In Chapter 4 we develop a new convex optimization approach to low-rank tensor recovery. We present - to the best of our knowledge - new tensor norms called theta norms. These norms are based on a recent tool in the real algebraic geometry - theta bodies - which in general provide a sum-of-square nested closed convex relaxations of a given convex set. In our scenario, this convex set is a unit-tensor-nuclear-norm ball. Thus, this method will lead to a set $\left(\boldsymbol{\mathcal { B }}_{\theta_{k}}\right)_{k}$ satisfying

$$
\boldsymbol{\mathcal { B }}_{\theta_{1}} \supseteq \boldsymbol{\mathcal { B }}_{\theta_{2}} \supseteq \cdots \supseteq \boldsymbol{\mathcal { B }}_{\theta_{k}} \supseteq \boldsymbol{\mathcal { B }}_{\theta_{k+1}} \supseteq \cdots \supseteq\left\{\mathbf{X} \in \mathbb{R}^{n_{1} \times n_{2} \times \cdots \times n_{d}}:\|\mathbf{X}\|_{*} \leq 1\right\} .
$$

We define the $\theta_{k}$-norms via its unit-norm balls. More precisely, the set $\boldsymbol{\mathcal { B }}_{\theta_{k}}$ is a unit-tensor- $\theta_{k}$-norm ball, i.e.,

$$
\left\{\mathbf{X} \in \mathbb{R}^{n_{1} \times n_{2} \times \cdots \times n_{d}}:\|\mathbf{X}\|_{\theta_{k}} \leq 1\right\}=\mathcal{B}_{\theta_{k}} \quad \text { for all } k
$$

By the theory already developed for theta bodies, it is known that for a given order- $d$ tensor its $\theta_{k}$-norm can be computed via semidefinite programming. However for simplicity, we only derive a semidefinite programming for computing a $\theta_{1}$-norm for a $d$-th order tensor. We also give a semidefinite program for low-rank tensor recovery via $\theta_{1}$-norm minimization. Our numerical experiments show that $\theta_{1}$-norm minimization successfully recovers a low-rank tensor from few linear measurements and therefore, seems to be a promising approach. However, presently we do not have any theoretical guarantees. That is, the minimal number of measurements that ensures the recovery of a low-rank tensor via $\theta_{k}$-norm minimization, still remains an open question.

In Chapter5 we analyze several versions of the iterative hard thresholding algorithm for tensors (TIHT algorithms). As will be seen later in Chapter 2, to compute the best rank-r approximation of a given tensor is in general NP-hard - independently of the notion of tensor rank. (Here, we do not treat the CP-decomposition since it is already in general NP-hard to compute it). This causes significant difficulties in the analyses of the algorithms. Recall that in compressive sensing and low-rank matrix recovery the operators $\mathcal{H}_{s}$ and $\mathcal{H}_{r}^{M}$ give the best $s$-sparse approximation and the best rank- $r$ approximation of a given vector and matrix, respectively. This is exploited in the convergence proofs of the corresponding IHT algorithms. In the tensor scenario, however, we can only compute a rank-r approximation $\mathcal{H}_{\mathbf{r}}(\mathbf{X})$ of a tensor $\mathbf{X}$ satisfying

$$
\left\|\mathbf{X}-\mathcal{H}_{\mathbf{r}}(\mathbf{X})\right\|_{F} \leq C(d)\left\|\mathbf{X}-\mathbf{X}_{\mathrm{BEST}}\right\|_{F} \quad \text { with } C(d)=\mathcal{O}(\sqrt{d})
$$

where $\|\cdot\|_{F}$ denotes the Frobenius norm and $\mathbf{X}_{\text {BEST }}$ denotes the best rank-r approximation of a tensor $\mathbf{X}$. In addition, in the proof of Theorem 1.30, in step 1.26 Lemma 1.28 was applied. For the HOSVD-format, we provide a similar result, see Lemma A.5. However, the number of tensors needed to decompose an HOSVD-2r rank tensor into a sum of rank-r tensors scales exponentially in the dimension. This leads to significantly worse convergence bounds than in the matrix scenario. For other tensor decompositions (TT-format and HT-format) - to the best of our knowledge - it is unknown how to obtain an analogous result. Thus, we use another tool developed in 95] and later improved in 49] to provide a partial convergence result for TIHT and normalized TIHT algorithm (and for HOSVD, TT, and HT-decomposition). That is, assuming that in every iteration $j$ of the TIHT algorithm we have

$$
\left\|\mathbf{Y}^{j}-\mathcal{H}_{\mathbf{r}}\left(\mathbf{Y}^{j}\right)\right\|_{F} \leq(1+\varepsilon)\left\|\mathbf{X}-\mathbf{Y}^{j}\right\|_{F}
$$

where $\mathbf{X}$ denotes the original tensor satisfying $\mathcal{A}(\mathbf{X})=\mathbf{y}$ and $\varepsilon \in[0,1)$ is small enough, we prove a linear convergence of the algorithm. The analysis is based on an appropriate notion of the tensor restricted isometry property (TRIP) - similarly to the matrix scenario. Additionally, we show that subgaussian measurement ensembles and partial Fourier ensembles combined with random sign flips of the tensor entries satisfy TRIP with high probability. Lastly, we present numerical results for low HOSVD-rank order-3 tensor recovery via Partial Fourier map combined with random sign flips of the tensor entries, Gaussian map, and tensor completion.

## CHAPTER 2

## Tensors

In this chapter several tensor decompositions are introduced - namely, the canonical (CP or CANDECOMP/PARAFAC) decomposition, the Tucker decomposition, the tensor train decomposition (TT-decomposition), and more generally the hierarchical Tucker (HT) decomposition. As already mentioned in the previous chapter, several difficulties arise when one considers tensors of order $d \geq 3$. For example, a tractable decomposition - which would be analogous to the singular value decomposition for matrices - does not exist for tensors. This causes significant difficulties in analyzing the algorithms for the low-rank tensor recovery and providing theoretical guarantees for the convergence of the algorithms.

In this section, we will often use the MATLAB notion for better readability. That is, for a matrix $\mathbf{U} \in \mathbb{R}^{n_{1} \times n_{2}}$, its $i$ th row and $j$ th column are denoted by $\mathbf{U}(i,:)$ and $\mathbf{U}(:, j)$, respectively. In addition, the set $\{1,2 \ldots, n\}$ will be denoted by $[n]$.

Here, a slightly more extensive introduction to tensors is provided than in our book chapter [130].

### 2.1. Tensor product spaces

We start with some preliminaries. In the sequel, we consider mainly the real field $\mathbb{K}=\mathbb{R}$, although most parts are easy to extend to the complex case. We confine ourselves to finite dimensional linear spaces $V_{i}=\mathbb{R}^{n_{i}}$ from which the tensor product space

$$
\mathcal{H}_{d}=\bigotimes_{i=1}^{d} V_{i}:=\bigotimes_{i=1}^{d} \mathbb{R}^{n_{i}}
$$

is built [75]. If it is not stated explicitly, the $V_{i}=\mathbb{R}^{n_{i}}$ are supplied with the canonical basis $\left\{\mathbf{e}_{1}^{i}, \ldots, \mathbf{e}_{n_{i}}^{i}\right\}$ of the vector space $\mathbb{R}^{n_{i}}$. Then any $\mathbf{X} \in \mathcal{H}_{d}$ can be represented as

$$
\mathbf{X}=\sum_{\mu_{1}=1}^{n_{1}} \sum_{\mu_{2}=1}^{n_{2}} \ldots \sum_{\mu_{d}=1}^{n_{d}} \mathbf{X}\left(\mu_{1}, \mu_{2}, \ldots, \mu_{d}\right) \mathbf{e}_{\mu_{1}}^{1} \otimes \mathbf{e}_{\mu_{2}}^{2} \otimes \cdots \otimes \mathbf{e}_{\mu_{d}}^{d}
$$

The tensor $\mathbf{X}$ is called $d$ th order tensor or order-d tensor. Using this basis, with a slight abuse of notation, we can identify $\mathbf{X} \in \mathcal{H}_{d}$ with its representation by a $d$-variate function, often called hyper matrix,

$$
\boldsymbol{\mu}=\left(\mu_{1}, \mu_{2}, \ldots, \mu_{d}\right) \mapsto \mathbf{X}\left(\mu_{1}, \mu_{2}, \ldots, \mu_{d}\right) \in \mathbb{R}, \quad \mu_{i} \in\left[n_{i}\right], i \in[d]
$$

depending on discrete variables, usually called indices $\mu_{i}$, and $\boldsymbol{\mu}$ is called a multi-index. The actual representation of $\mathbf{X} \in \mathcal{H}_{d}$ clearly depends on the chosen bases of $V_{1}, \ldots, V_{d}$. The number of possibly nonzero entries in the representation of $\mathbf{X}$ is $n_{1} n_{2} \cdots n_{d}=\mathcal{O}\left(n^{d}\right)$, with $n=\max \left\{n_{i}: i \in[d]\right\}$. That is, it grows exponentially in the dimension $d$. This is often referred to as the curse of dimensions. We equip the linear space $\mathcal{H}_{d}$ with the $\ell_{2}$-norm (also called Frobenius norm) $\|\mathbf{X}\|_{F}=\sqrt{\langle\mathbf{X}, \mathbf{X}\rangle}$
induced by the inner product

$$
\langle\mathbf{X}, \mathbf{Y}\rangle:=\sum_{\mu_{1}=1}^{n_{1}} \sum_{\mu_{2}=1}^{n_{2}} \cdots \sum_{\mu_{d}=1}^{n_{d}} \mathbf{X}\left(\mu_{1}, \mu_{2}, \ldots, \mu_{d}\right) \mathbf{Y}\left(\mu_{1}, \mu_{2}, \ldots, \mu_{d}\right)
$$

Throughout this chapter, all tensor contractions or various tensor-tensor products are either defined explicitly, by summation over the corresponding indices, or by introducing the corresponding tensor matricizations and performing matrix-matrix products.

The vectorization of a tensor $\mathbf{X} \in \mathbb{R}^{n_{1} \times n_{2} \times \cdots \times n_{d}}$ is a linear transformation that converts a tensor into a column vector. Its result is denoted by $\operatorname{vec}(\mathbf{X}) \in \mathbb{R}^{n_{1} n_{2} \cdots n_{d} \times 1}$. The ordering of an elements in vec $(\mathbf{X})$ is not important as long as it is consistent.

The matricization (also called flattening) is an operation that transforms a tensor into a matrix. For a $d$ th order tensor $\mathbf{X} \in \mathbb{R}^{n_{1} \times n_{2} \times \cdots \times n_{d}}$ and an ordered subset $\mathcal{S} \subseteq[d]$, an $\mathcal{S}$-matricization $\mathbf{X}^{\mathcal{S}} \in \mathbb{R}^{\Pi_{k \in \mathcal{S}} n_{k} \times \prod_{\ell \in \mathcal{S}^{c}} n_{\ell}}$ is defined element-wise as

$$
\mathbf{X}^{\mathcal{S}}\left(\left(i_{k}\right)_{k \in \mathcal{S}} ;\left(i_{\ell}\right)_{\ell \in \mathcal{S}^{c}}\right)=\mathbf{X}\left(i_{1}, i_{2}, \ldots, i_{d}\right)
$$

That is, the indexes in the set $\boldsymbol{\mathcal { S }}$ define the rows of a matrix and the indexes in the set $\boldsymbol{\mathcal { S }}^{c}=[d] \backslash \boldsymbol{\mathcal { S }}$ define the columns.

For a singleton $\mathcal{S}=\{i\}$ (for $i \in[d]$ ), the $\{i\}$-matricization is called the $i$-th unfolding.
Fibers are a higher order analogue of matrix rows and columns. For $k \in[d]$, the mode-k fiber $\mathbf{x}_{i_{1} \ldots i_{k-1} i_{k+1} \ldots i_{d}} \in \mathbb{R}^{n_{k}}$ of a $d$ th order tensor is defined element-wise as

$$
\mathbf{x}_{i_{1} \ldots i_{k-1} i_{k+1} \ldots i_{d}}\left(i_{k}\right)=\mathbf{X}\left(i_{1}, i_{2}, \ldots, i_{d}\right), \quad \text { for all } k \in\left[n_{k}\right]
$$

Next, we introduce the $k$-th mode product which is a product between a tensor and a matrix of appropriate dimensions.

Definition 2.1 ( $k$-mode product). For a tensor $\mathbf{X} \in \mathbb{R}^{n_{1} \times n_{2} \times \cdots \times n_{d}}$, a matrix $\mathbf{A} \in \mathbb{R}^{J \times n_{k}}$, and $k \in[d]$, the $k$-mode product of $\mathbf{X}$ and $\mathbf{A}$

$$
\mathbf{X} \times_{k} \mathbf{A} \in \mathbb{R}^{n_{1} \times n_{2} \times \cdots \times n_{k-1} \times J \times n_{k+1} \times \cdots \times n_{d}}
$$

is defined element-wise as

$$
\left(\mathbf{X} \times_{k} \mathbf{A}\right)\left(i_{1}, \ldots, i_{k-1}, j, i_{k+1}, \ldots, i_{d}\right)=\sum_{i_{k}=1}^{n_{k}} \mathbf{X}\left(i_{1}, i_{2}, \ldots, i_{d}\right) \mathbf{A}\left(j, i_{k}\right)
$$

For a tensor $\mathbf{X} \in \mathbb{R}^{n_{1} \times n_{2} \times \cdots \times n_{d}}$ and matrices $\mathbf{A} \in \mathbb{R}^{J \times n_{j}}, \mathbf{B} \in \mathbb{R}^{K \times n_{k}}, \mathbf{C} \in \mathbb{R}^{L \times K}$ it holds

$$
\begin{aligned}
& \mathbf{X} \times_{j} \mathbf{A} \times_{k} \mathbf{B}=\mathbf{X} \times_{k} \mathbf{B} \times_{j} \mathbf{A}, \quad \text { whenever } j \neq k \\
& \mathbf{X} \times_{k} \mathbf{B} \times_{k} \mathbf{C}=\mathbf{X} \times_{k} \mathbf{C B}
\end{aligned}
$$

Notice that the singular value decomposition (SVD decomposition) of a matrix $\mathbf{X} \in \mathbb{R}^{n_{1} \times n_{2}}$ can be written using the above notation as $\mathbf{X}=\mathbf{U} \boldsymbol{\Sigma} \mathbf{V}^{T}=\boldsymbol{\Sigma} \times_{1} \mathbf{U} \times_{2} \mathbf{V}$.
2.1.1. Subspace approximation. The essence of the classical Tucker format is that, given a tensor $\mathbf{X}$ and a rank-tuple $\mathbf{r}=\left(r_{1}, r_{2}, \ldots, r_{d}\right)$, one is searching for optimal subspaces $U_{i} \subset \mathbb{R}^{n_{i}}$ such that

$$
\|\mathbf{X}-\mathbf{Y}\|_{F}, \text { where } \mathbf{Y} \in U_{1} \otimes \cdots \otimes U_{d}
$$

is minimized over $U_{1}, \ldots, U_{d}$ with $\operatorname{dim} U_{i}=r_{i}$, for all $i \in[d]$. Equivalently, we are looking for the corresponding basis $\left\{\mathbf{u}_{k_{i}}^{i}\right\}_{k_{i}}$ of $U_{i}$, which can be written in the form

$$
\begin{equation*}
\mathbf{u}_{k_{i}}^{i}:=\sum_{\mu_{i}=1}^{n_{i}} \mathbf{U}_{i}\left(\mu_{i}, k_{i}\right) \mathbf{e}_{\mu_{i}}^{i}, \quad k_{i} \in\left[r_{i}\right], r_{i}<n_{i} \tag{2.1}
\end{equation*}
$$

where $\mathbf{U}_{i}\left(\mu_{i}, k_{i}\right) \in \mathbb{R}$, for each coordinate direction $i \in[d]$. The matrix $\mathbf{U}_{i}$ is the matrix representation of the subspace $U_{i}$. With a slight abuse of notation we often identify the basis vector with its representation

$$
\mathbf{u}_{k_{i}}^{i} \simeq\left(\mu_{i} \mapsto \mathbf{U}_{i}\left(\mu_{i}, k_{i}\right)\right), \quad \mu_{i} \in\left[n_{i}\right], \quad k_{i} \in\left[r_{i}\right]
$$

i.e., a discrete function or an $n_{i}$-tuple. This concept of subspace approximation can be used for an approximation of a single tensor $\mathbf{X}$ in tensor product spaces. Given the bases $\left\{\mathbf{u}_{k_{i}}^{i}\right\}_{k_{i}}$, the tensor $\mathbf{X}$ can be represented by

$$
\begin{equation*}
\mathbf{X}=\sum_{k_{1}=1}^{r_{1}} \ldots \sum_{k_{d}=1}^{r_{d}} \mathbf{C}\left(k_{1}, \ldots, k_{d}\right) \mathbf{u}_{k_{1}}^{1} \otimes \cdots \otimes \mathbf{u}_{k_{d}}^{d} \in \bigotimes_{i=1}^{d} U_{i} \subset \mathcal{H}_{d}=\bigotimes_{i=1}^{d} \mathbb{R}^{n_{i}} \tag{2.2}
\end{equation*}
$$

This representation can be written using the $k$-mode product (see Definition 2.1) as

$$
\mathbf{X}=\mathbf{C} \times_{1} \mathbf{U}_{1} \times_{2} \mathbf{U}_{2} \times \cdots \times_{d} \mathbf{U}_{d}
$$

where $\mathbf{U}_{k}$ is the matrix representation of the subspace $U_{k}$.
In case where $\left\{\mathbf{u}_{k_{i}}^{i}\right\}_{k_{i}}$ 's form orthonormal bases, the core tensor $\mathbf{C} \in \bigotimes_{i=1}^{d} \mathbb{R}^{r_{i}}$ is given entrywise by

$$
\mathbf{C}\left(k_{1}, \ldots, k_{d}\right)=\left\langle\mathbf{X}, \mathbf{u}_{k_{1}}^{1} \otimes \cdots \otimes \mathbf{u}_{k_{d}}^{d}\right\rangle
$$

We call a representation of the form $(2.2)$ with some $\mathbf{u}_{k_{i}}^{i}$, and tensor $\mathbf{C}$ the Tucker representation, and the Tucker representations the Tucker format. In this formal parametrization, the upper limit of the sums may be larger than the ranks and $\left\{\mathbf{u}_{k_{i}}^{i}\right\}_{k_{i}}$ may not be linearly independent. Noticing that the Tucker representation of a tensor is not uniquely defined, we are interested in some normal form, see Subsection 2.1.5.
2.1.2. Hierarchical tensor representation. The hierarchical Tucker format (HT) in the form introduced by Hackbusch and Kühn in [76], extends the idea of subspace approximation to a hierarchical or multi-level framework. Let us proceed in a hierarchical way. We first consider $V_{1} \otimes V_{2}=\mathbb{R}^{n_{1}} \otimes \mathbb{R}^{n_{2}}$ or preferably the subspaces $U_{1} \otimes U_{2}$ introduced in the previous section. For the approximation of $\mathbf{X} \in \mathcal{H}_{d}$ we only need a subspace $U_{\{1,2\}} \subset U_{1} \otimes U_{2}$ with dimension $r_{\{1,2\}}<r_{1} r_{2}$. Indeed, $V_{\{1,2\}}$ is defined through a new basis

$$
V_{\{1,2\}}=\operatorname{span}\left\{\mathbf{u}_{k_{\{1,2\}}}^{\{1,2\}}: k_{\{1,2\}} \in\left[r_{\{1,2\}}\right]\right\},
$$

with basis vectors given by

$$
\mathbf{u}_{k_{\{1,2\}}}^{\{1,2\}}=\sum_{k_{1}=1}^{r_{1}} \sum_{k_{2}=1}^{r_{2}} \mathbf{u}^{\{1,2\}}\left(k_{\{1,2\}}, k_{1}, k_{2}\right) \mathbf{u}_{k_{1}}^{1} \otimes \mathbf{u}_{k_{2}}^{2}, \quad k_{\{1,2\}} \in\left[r_{\{1,2\}}\right] .
$$

One may continue in several ways, e.g., by building a subspace $U_{\{1,2,3\}} \subset U_{\{1,2\}} \otimes U_{3} \subset U_{1} \otimes U_{2} \otimes$ $U_{3} \subset V_{1} \otimes V_{2} \otimes V_{3}$, or $U_{\{1,2,3,4\}} \subset U_{\{1,2\}} \otimes U_{\{3,4\}}$, where $U_{\{3,4\}}$ is defined analogously to $U_{\{1,2\}}$ and so on.

For a systematic treatment, this approach can be cast into the framework of a partition tree, with leaves $\{1\}, \ldots,\{d\}$ (simply abbreviated here by $1, \ldots, d$ ), root $D:=\{1,2, \ldots, d\}$ (often denoted also as $t_{\text {root }}$ ), and vertices $t \subset D:=\{1, \ldots, d\}$, corresponding to the partition $t=t_{1} \cup t_{2}$, $t_{1} \cap t_{2}=\emptyset$. Without loss of generality, we can assume that $i<j$, for all $i \in t_{1}, j \in t_{2}$. We call $t_{1}, t_{2}$ the sons of the father $t$ and $D$ is called the root of the tree. In the example above we have $t=\{1,2,3\}=t_{1} \cup t_{2}=\{1,2\} \cup\{3\}$, where $t_{1}=\{1,2\}$ and $t_{2}=\{3\}$.

Restricting the partition tree to a binary tree so that every interior node $t$ (i.e. $t \neq\{i\}$ ) contains two sons is often the common choice, which leads to TT, and more generally HT format. Let $t_{1}, t_{2} \subset D$ be the two sons of $t \subset D$. Then $U_{t} \subset U_{t_{1}} \otimes U_{t_{2}}$ is defined via the basis

$$
\begin{equation*}
\mathbf{u}_{\ell}^{t}=\sum_{i=1}^{r_{t_{1}}} \sum_{j=1}^{r_{t_{2}}} \mathbf{B}_{\alpha}(\ell, i, j) \mathbf{u}_{i}^{t_{1}} \otimes \mathbf{u}_{j}^{t_{2}} \tag{2.3}
\end{equation*}
$$

For non-leaf nodes $t$, the subspaces $U_{t}$ can be also considered as matrices $\mathbf{U}_{t} \in \mathbb{R}^{n_{t} \times r_{t}}$ with $\mathbf{U}_{t}(:, \ell)=\mathbf{u}_{\ell}^{t}$ and $n_{t}=\prod_{\ell \in t} n_{\ell}$. Without loss of generality, all the basis vectors, e.g., $\left\{\mathbf{u}_{\ell}^{t}: \ell=\right.$ $\left.1, \ldots, r_{t}\right\}$, can be constructed to be orthonormal, as long as $t$ is not the root $(t \neq D)$. The tensors $(\ell, i, j) \mapsto \mathbf{B}_{t}(i, j, \ell)$ are called transfer or component tensors. For a leaf $\{i\} \simeq i$, the matrix $\left(\mu_{i}, k_{i}\right) \mapsto \mathbf{U}_{i}\left(\mu_{i}, k_{i}\right)$ in 2.1 is called an $i$-frame. The component tensor $\mathbf{B}_{D}=\mathbf{B}_{\{1, \ldots, d\}}$ at the root is called the root tensor.

Since the matrices $\mathbf{U}_{t}$ are too large, we avoid computing them. We store only the $\alpha$-frames $\mathbf{U}_{\alpha}$ for all leaves $\alpha \in[d]$, and the transfer or component tensors which, for fixed $\ell=1, \ldots, r_{t}$, can also be casted into transfer matrices $(i, j) \mapsto\left[\mathbf{B}_{t}(\ell)\right](i, j) \in \mathbb{R}^{r_{t_{1}} \times r_{t_{2}}}$.

With $\boldsymbol{\mathcal { I }}\left(T_{I}\right)$ we denote the set of all interior (non-leaf) nodes and with $\mathcal{L}\left(T_{I}\right)$ we denote the set of all leaves of the corresponding partition tree $T_{I}$.

Proposition $2.2([75])$. A tensor $\mathbf{X} \in \mathcal{H}_{d}$ is completely parametrized by the transfer tensors $\mathbf{B}_{t}$, $t \in \mathcal{I}\left(T_{I}\right)$ and $\alpha$-frames $\mathbf{U}_{\alpha}, \alpha \in \mathcal{L}\left(T_{I}\right)$, i.e., by a multi-linear function $\tau$

$$
\left(\left\{\mathbf{B}_{t}: t \in \mathcal{I}\left(T_{I}\right)\right\},\left\{\mathbf{U}_{\alpha}: \alpha \in \mathcal{L}\left(T_{I}\right)\right\}\right) \mapsto \mathbf{X}=\tau\left(\left\{\mathbf{B}_{t}: t \in \mathcal{I}\left(T_{I}\right)\right\},\left\{\mathbf{U}_{\alpha}: \alpha \in \mathcal{L}\left(T_{I}\right)\right\}\right)
$$

A tensor whose partition tree is presented in Figure 2.1 is completely parametrized by

$$
\left(\left\{\mathbf{B}_{\{1,2\}}, \mathbf{B}_{\{1,2,3\}}, \mathbf{B}_{\{4,5\}}, \mathbf{B}_{\{1,2,3,4,5\}}\right\},\left\{\mathbf{U}_{1}, \mathbf{U}_{2}, \mathbf{U}_{3}, \mathbf{U}_{4}, \mathbf{U}_{5}\right\}\right) .
$$

An HT-decomposition $\left(\left\{\mathbf{B}_{t}: t \in \boldsymbol{\mathcal { I }}\left(T_{I}\right)\right\},\left\{\mathbf{U}_{\alpha}: \alpha \in \mathcal{L}\left(T_{I}\right)\right\}\right)$ satisfying

$$
\begin{aligned}
& \mathbf{U}_{\alpha}^{T} \mathbf{U}_{\alpha}=\mathbf{I}, \quad \text { for all leaves } \alpha \in[d] \\
& \mathbf{B}_{t}^{\{1,2\}^{T}} \mathbf{B}_{t}^{\{1,2\}}=\mathbf{I}, \quad \text { for all } t \in \boldsymbol{\mathcal { I }}\left(T_{I}\right) \backslash t_{\mathrm{root}}
\end{aligned}
$$

is called an orthogonal HT-decomposition.
Indeed $\tau$ is defined by applying (2.3) recursively. Since $\mathbf{B}_{t}$ depends bi-linearly on $\mathbf{B}_{t_{1}}$ and $\mathbf{B}_{t_{2}}$, the composite function $\tau$ is multi-linear in its arguments $\mathbf{B}_{t}$ and $\mathbf{U}_{\alpha}$.

Remark 2.3. In the literature, tensors are often considered as vectors over product index sets. For this purpose, the $d$-fold product index set is introduced

$$
I=\boldsymbol{I}_{1} \times \boldsymbol{I}_{2} \times \cdots \times \mathcal{I}_{d}, \quad \text { where } \boldsymbol{I}_{\mu}:=\left\{1,2, \ldots, n_{\mu}\right\}, \text { for } \mu \in[d]
$$



Figure 2.1. Hierarchical tensor representation of an order 5 tensor
and we write $\mathbf{X} \in \mathbb{R}^{I}$. The subscript of the dimensional tree $T_{I}$ refers to the above defined index set. By further defining the index sets

$$
I^{(\mu)}:=\mathcal{I}_{1} \times \cdots \times \mathcal{I}_{\mu-1} \times \mathcal{I}_{\mu+1} \times \cdots \times \mathcal{I}_{d}
$$

the corresponding tensor unfolding $\mathbf{X}^{\mu}$ is in $\mathbb{R}^{\boldsymbol{\mathcal { I }}_{\mu} \times I^{(\mu)}}$.

The HT-rank $\mathbf{r}=\left(r_{t}\right)_{t \in T_{I}}$ of a tensor $\mathbf{X} \in \mathbb{R}^{n_{1} \times n_{2} \times \cdots \times n_{d}}$ can be obtained via corresponding matricizations of a tensor $\mathbf{X}$. That is,

$$
r_{t}=\operatorname{rank}\left(\mathbf{X}^{t}\right), \quad \text { for all } t \in T_{I}
$$

The set of tensors $\mathbf{X} \in \mathcal{H}_{d}$ of given HT-rank $\mathbf{r}$ will be denoted by $\mathcal{M}_{\mathbf{r}}$. The set of all tensors of rank $\mathbf{s}$ at most $\mathbf{r}$ (i.e., $s_{\alpha} \leq r_{\alpha}$ for all $\alpha \in T_{I}$ ) will be denoted by $\mathcal{M}_{\leq \mathbf{r}}$.

Unlike the matrix case, it is possible that $\mathcal{M}_{\mathbf{r}}=\emptyset$ for some tuples $\mathbf{r}$, see 30. However, since the TIHT algorithm presented in Chapter 5 works on a closed nonempty set $\mathcal{M}_{\leq \mathbf{r}}$, this issue does not concern us.

In contrast to the canonical format (presented later in 2.5), also known as CP and CANDECOMP/PARAFAC, see [46, 94] and the border rank problem [101], in the present setting the rank is a well defined quantity. This fact makes the present concept highly attractive for tensor recovery. Additionally, if $\mathbf{X}$ is a rank $\mathbf{r}$ tensor then there exists a component tensor $\mathbf{B}_{\alpha}$ of the form 2.3 where $\ell=1, \ldots, r_{\alpha}$.

It is well known that the set of all matrices $\mathbf{A} \in \mathbb{R}^{n_{1} \times n_{2}}$ of rank at most $r$ is a set of common zeros of multi-variate polynomials, i.e., an algebraic variety (see e.g. Chapter 4.) The set $\mathcal{M}_{\leq \mathbf{r}}$ is the set of all tensors $\mathbf{X} \in \mathcal{H}_{d}$, where the matrices $\mathbf{U}_{t}$ have a rank at most $r_{t}$. Therefore, it is again a set of common zeros of multivariate polynomials.

Data complexity Let $n:=\max \left\{n_{i}: i=1, \ldots, d\right\}, r:=\max \left\{r_{\alpha}: \alpha \in T_{I}\right\}$. Then the number of data required for the representation is $\mathcal{O}\left(n d r+d r^{3}\right)$, in particular it does not scale exponentially with respect to the order $d$.
2.1.3. Tensor trains and matrix product representation. We now highlight a special case of hierarchical tensor representations - the tensor trains (TT tensors) - defined by taking $U_{\{1, \ldots, p+1\}} \subset U_{\{1, \ldots, p\}} \otimes V_{\{p+1\}}$. The TT tensors, developed by Oseledets and Tyrtyshnikov in [125, 126, are also known in quantum physics as matrix product states (MPS) [164. Therein, we abbreviate $i \simeq\{i, \ldots, d\}$ and consider the unbalanced tree (see Figure 2.2 )

$$
T_{I}=\{\{1,2,3, \ldots, d\},\{1\},\{2,3, \ldots, d\},\{2\},\{3, \ldots, d\},\{3\}, \ldots,\{d-1, d\},\{d\}\}
$$

The $\alpha$-frame $\mathbf{U}_{\alpha}$ for a leaf $\alpha \in\{\{1\},\{2\}, \ldots,\{d-1\}\}$ is usually defined as the identity matrix of appropriate size and therefore the tensor $\mathbf{X} \in \mathcal{H}_{d}$ is completely parametrized by the transfer tensors $\left(\mathbf{B}_{t}\right)_{t \in \boldsymbol{\mathcal { I }}\left(T_{I}\right)}$ and the $d$-frame $\mathbf{U}_{\{d\}}$. Applying a recursive construction, the tensor $\mathbf{X}$ can be written as

$$
\begin{aligned}
\left(\mu_{1}, \ldots, \mu_{d}\right) & \mapsto \mathbf{X}\left(\mu_{1}, \ldots, \mu_{d}\right) \\
& =\sum_{k_{1}=1}^{r_{1}} \sum_{k_{2}=1}^{r_{2}} \ldots \sum_{k_{d-1}=1}^{r_{d-1}} \mathbf{B}_{1}\left(\mu_{1}, k_{1}\right) \mathbf{B}_{2}\left(k_{1}, \mu_{2}, k_{2}\right) \cdots \mathbf{B}_{d}\left(k_{d-1}, \mu_{d}\right)
\end{aligned}
$$

where $\mathbf{B}_{d}:=\mathbf{U}_{\{d\}}$ and we used the abbreviation $i \simeq\{i, i+1, \ldots, d\}$ for all interior nodes $\{i, i+$ $1, \ldots, d\}$ (i.e., the transfer tensor $\left.\mathbf{B}_{i}=\mathbf{B}_{\{i, i+1, \ldots, d\}}\right)$. Introducing the matrices $\mathbf{G}_{i}\left(\mu_{i}\right) \in \mathbb{R}^{r_{i-1} \times r_{i}}$,

$$
\left[\mathbf{G}_{i}\left(\mu_{i}\right)\right]\left(k_{i-1}, k_{i}\right)=\mathbf{B}_{i}\left(k_{i-1}, \mu_{i}, k_{i}\right), \quad 2 \leq i \leq d-1
$$

and with the convention $r_{0}=r_{d}=1$

$$
\left[\mathbf{G}_{1}\left(\mu_{1}\right)\right]\left(k_{1}\right)=\mathbf{B}_{1}\left(\mu_{1}, k_{1}\right) \quad \text { and } \quad\left[\mathbf{G}_{d}\left(\mu_{d}\right)\right]\left(k_{d-1}\right)=\mathbf{B}_{d}\left(k_{d-1}, \mu_{d}\right)
$$

the formula (2.4) can be rewritten entry-wise by matrix-matrix products

$$
\begin{equation*}
\mathbf{X}\left(\mu_{1}, \ldots, \mu_{d}\right)=\mathbf{G}_{1}\left(\mu_{1}\right) \cdots \mathbf{G}_{i}\left(\mu_{i}\right) \cdots \mathbf{G}_{d}\left(\mu_{d}\right)=\tau\left(\mathbf{B}_{1}, \ldots, \mathbf{B}_{d}\right) \tag{2.4}
\end{equation*}
$$

This representation is by no means unique. For example, if $\left\{\mathbf{M}_{i}\right\}_{i=1}^{d-1}$ is a set of invertible matrices of appropriate dimension, then

$$
\begin{aligned}
\mathbf{X}\left(\mu_{1}, \mu_{2}, \ldots, \mu_{d}\right) & =\mathbf{G}_{1}\left(\mu_{1}\right) \cdots \mathbf{G}_{i}\left(\mu_{i}\right) \cdots \mathbf{G}_{d}\left(\mu_{d}\right) \\
& =\mathbf{G}_{1}\left(\mu_{1}\right) \mathbf{M}_{1} \mathbf{M}_{1}^{-1} \cdots \mathbf{M}_{i-1} \mathbf{M}_{i-1}^{-1} \mathbf{G}_{i}\left(\mu_{i}\right) \mathbf{M}_{i} \mathbf{M}_{i}^{-1} \cdots \mathbf{M}_{d-1} \mathbf{M}_{d-1}^{-1} \mathbf{G}_{d}\left(\mu_{d}\right) \\
& =\overline{\mathbf{G}}_{1}\left(\mu_{1}\right) \cdots \overline{\mathbf{G}}_{i}\left(\mu_{i}\right) \cdots \overline{\mathbf{G}}_{d}\left(\mu_{d}\right)
\end{aligned}
$$

where

$$
\begin{aligned}
& \overline{\mathbf{G}}_{1}\left(\mu_{1}\right):=\mathbf{G}_{1}\left(\mu_{1}\right) \mathbf{M}_{1}, \quad \overline{\mathbf{G}}_{d}\left(\mu_{d}\right):=\mathbf{M}_{d-1}^{-1} \mathbf{G}_{d}\left(\mu_{d}\right) \\
& \overline{\mathbf{G}}_{i}\left(\mu_{i}\right):=\mathbf{M}_{i-1}^{-1} \mathbf{G}_{i}\left(\mu_{i}\right) \mathbf{M}_{i}, \quad \text { for all } i=2, \ldots, d-1
\end{aligned}
$$

Let $\mathbf{X} \in \mathbb{R}^{n_{1} \times n_{2} \times \cdots \times n_{d}}$ be a TT-rank $\mathbf{r}=\left(r_{1}, r_{2}, \ldots, r_{d-1}\right)$ tensor. Then the entries of a rank vector $\mathbf{r}=\left(r_{1}, r_{2}, \ldots, r_{d-1}\right)$ can be obtained via the ranks of the appropriate matricizations. That is,

$$
r_{k}=\operatorname{rank}\left(\mathbf{X}^{\{1, \ldots, k\}}\right), \quad \text { for all } k \in[d-1]
$$

Data complexity: Let $n:=\max \left\{n_{i}: i=1, \ldots, d\right\}, r:=\max \left\{r_{j}: j \in[d-1]\right\}$. Then the number of data required for the presentation is $\mathcal{O}\left(d n r^{2}\right)$. Notice, however, that representing a tensor whose tree is a TT-tree in an HT-format requires $\mathcal{O}\left(d n r+(d-1) r^{3}\right)$ number of data. Thus, in Chapter 5, to compute the covering number related to the TT-tensors, we use the latter


Figure 2.2. TT representation of an order 5 tensor with abbreviation $i \simeq$ $\{i, \ldots, d\}$ for the interior nodes.
representation (since it will lead to better covering bounds). Additionally, computing a single entry of a tensor in the TT-format requires the matrix multiplication of $d$ matrices of size at most $r \times r$. This can be performed in $\mathcal{O}\left(n d r^{3}\right)$ operations.

Since the parametrization $\tau$ can be written in the simple matrix product form 2.4 , we will consider the TT format often as a prototype model, and use it frequently for our explanations. We remark that most of the properties can easily be extended to the general hierarchical case with straightforward modifications, see [75].

Canonical format (CP-format): The CP decomposition factorizes a tensor into a sum of component rank-one tensors. A $d$ th order tensor $\mathbf{X} \in \mathbb{R}^{n_{1} \times n_{2} \times \cdots \times n_{d}}$ is a rank-one tensor if there exist vectors $\mathbf{u}^{1} \in \mathbb{R}^{n_{1}}, \mathbf{u}^{2} \in \mathbb{R}^{n_{2}}, \ldots, \mathbf{u}^{d} \in \mathbb{R}^{n_{d}}$ such that $\mathbf{X}=\mathbf{u}^{1} \otimes \mathbf{u}^{2} \otimes \cdots \otimes \mathbf{u}^{d}$ or element-wise

$$
\mathbf{X}\left(i_{1}, i_{2}, \ldots, i_{d}\right)=\mathbf{u}^{1}\left(i_{1}\right) \mathbf{u}^{2}\left(i_{2}\right) \cdots \mathbf{u}^{d}\left(i_{d}\right)
$$

For example, given a $d$ th order tensor $\mathbf{X} \in \mathbb{R}^{n_{1} \times n_{2} \times \cdots \times n_{d}}$, we wish to write it as

$$
\begin{equation*}
\mathbf{X}=\sum_{k=1}^{R} \mathbf{u}_{k}^{1} \otimes \mathbf{u}_{k}^{2} \otimes \cdots \otimes \mathbf{u}_{k}^{d} \tag{2.5}
\end{equation*}
$$

where $R$ is a positive integer and $\mathbf{u}_{k}^{\ell} \in \mathbb{R}^{n_{\ell}}$, for all $k \in[R]$ and $\ell \in[d]$. Element-wise, 2.5 is written as

$$
\mathbf{X}\left(i_{1}, i_{2}, \ldots, i_{d}\right)=\sum_{k=1}^{R} \mathbf{u}_{k}^{1}\left(i_{1}\right) \mathbf{u}_{k}^{2}\left(i_{2}\right) \cdots \mathbf{u}_{k}^{d}\left(i_{d}\right)
$$

A CP-rank (or canonical rank) of a tensor $\mathbf{X} \in \mathbb{R}^{n_{1} \times n_{2} \times \cdots \times n_{d}}$, similarly to the matrix case, is the smallest number of rank-one tensors that sum up to $\mathbf{X}$. Then the analog of the matrix nuclear norm for tensors is

$$
\begin{aligned}
&\|\mathbf{X}\|_{*}=\min \left\{\sum_{k=1}^{r}\left|c_{k}\right|: \mathbf{X}=\sum_{k=1}^{r} c_{k} \mathbf{u}_{k}^{1} \otimes \mathbf{u}_{k}^{2} \otimes \cdots \otimes \mathbf{u}_{k}^{d}, r \in \mathbb{N}\right. \\
&\left.\left\|\mathbf{u}_{k}^{i}\right\|_{2}=1, \text { for all } i \in[d], k \in[r]\right\} .
\end{aligned}
$$

Unfortunately, computing the canonical rank of a tensor, as well as computing the nuclear norm of a tensor is in general NP-hard, see 61, 82.


Figure 2.3. Tucker representation of an order- $d$ tensor
2.1.4. Higher order singular value decomposition. Let us provide more details about the rather classical higher order singular value decomposition of an order- $d$ tensor. Above we have considered only binary dimension trees $T_{I}$, but we can extend the considerations also to $N$-ary trees with $N \geq 3$. The $d$-ary tree $T_{I}=\{\{1, \ldots, d\},\{1\},\{2\}, \ldots,\{d\}\}$ (the tree with a root with $d$ sons $i \simeq\{i\}$, see also Figure 2.3 induces the Tucker decomposition and the corresponding higher order singular value decomposition (HOSVD). The Tucker decomposition was first introduced by Tucker in 1963 [158] and has been refined later on in many works, see, e.g., [104, 158, 159]. Additionally, it has been applied in chemical analysis [79], psychometrics [92], signal processing (44, 116, computer vision 161, etc.

Definition 2.4 (Tucker decomposition). Given a tensor $\mathbf{X} \in \mathbb{R}^{n_{1} \times n_{2} \times \cdots \times n_{d}}$, the decomposition

$$
\mathbf{X}=\mathbf{S} \times_{1} \mathbf{U}_{1} \times_{2} \mathbf{U}_{2} \times \cdots \times_{d} \mathbf{U}_{d}
$$

or element-wise

$$
\mathbf{X}\left(\mu_{1}, \mu_{2}, \ldots, \mu_{d}\right)=\sum_{k_{1}=1}^{r_{1}} \sum_{k_{2}=1}^{r_{2}} \ldots \sum_{k_{d}=1}^{r_{d}} \mathbf{C}\left(k_{1}, k_{2}, \ldots, k_{d}\right) \mathbf{u}_{k_{1}}^{1}\left(\mu_{1}\right) \mathbf{u}_{k_{2}}^{2}\left(\mu_{2}\right) \cdots \mathbf{u}_{k_{d}}^{d}\left(\mu_{d}\right)
$$

$r_{i} \leq n_{i}, i \in[d]$, is called a Tucker decomposition. The tensor $\mathbf{C} \in \mathbb{R}^{r_{1} \times r_{2} \times \cdots \times r_{d}}$ is called a core tensor and the $\mathbf{u}_{k_{i}}^{i} \in \mathbb{R}^{n_{i}}$ for $k_{i} \in\left[r_{i}\right]$, form a basis of the subspace $U_{i} \subset \mathbb{R}^{n_{i}}$. They can also be considered as $i$-frames $\mathbf{U}_{i} \in \mathbb{R}^{n_{i} \times r_{i}}$.

Notice that the Tucker decomposition is highly non-unique. For an $i \in[d]$ and an invertible $\operatorname{matrix} \mathbf{Q}_{i} \in \mathbb{R}^{r_{i} \times r_{i}}$, one can define a matrix $\overline{\mathbf{U}}_{i}=\mathbf{U}_{i} \mathbf{Q}_{i}$ and a tensor $\overline{\mathbf{C}}_{i}$

$$
\overline{\mathbf{C}}_{i}\left(k_{1}, k_{2}, \ldots, k_{d}\right)=\sum_{\bar{k}_{i}=1}^{r_{i}} \mathbf{C}\left(k_{1}, k_{2}, \ldots, \bar{k}_{i}, \ldots k_{d}\right) \mathbf{Q}_{i}^{-1}\left(\bar{k}_{i}, k_{i}\right)
$$

such that the tensor $\mathbf{X}$ can also be written as

$$
\mathbf{X}\left(\mu_{1}, \mu_{2}, \ldots, \mu_{d}\right)=\sum_{k_{1}=1}^{r_{1}} \sum_{k_{2}=1}^{r_{2}} \ldots \sum_{k_{d}=1}^{r_{d}} \overline{\mathbf{C}}_{i}\left(k_{1}, k_{2}, \ldots, k_{d}\right) \mathbf{u}_{k_{1}}^{1}\left(\mu_{1}\right) \mathbf{u}_{k_{2}}^{2}\left(\mu_{2}\right) \cdots \overline{\mathbf{u}}_{k_{i}}^{i}\left(\mu_{i}\right) \cdots \mathbf{u}_{k_{d}}^{d}\left(\mu_{d}\right)
$$

Similarly to the matrix case and the singular value decomposition, one can impose orthogonality conditions on the matrices $\mathbf{U}_{i}$, for all $i \in[d]$, i.e., we assume that $\left\{\mathbf{u}_{k_{i}}^{i}: k_{i} \in\left[r_{i}\right]\right\}$ are orthonormal bases. However, unlike in the matrix scenario, in this case one does not obtain a super-diagonal core tensor $\mathbf{C}$.

Definition 2.5 (HOSVD decomposition). The HOSVD decomposition of a given tensor $\mathbf{X} \in \mathcal{H}_{d}$ is a special case of the Tucker decomposition where

- the bases $\left\{\mathbf{u}_{k_{i}}^{i} \in \mathbb{R}^{n_{i}}: k_{i} \in\left[r_{i}\right]\right\}$ are orthogonal and normalized, for all $i \in[d]$,
- the tensor $\mathbf{C} \in \mathcal{H}_{d}$ is all orthogonal, i.e., $\left\langle\mathbf{C}_{k_{i}=p}, \mathbf{C}_{k_{i}=q}\right\rangle=0$, for all $i \in[d]$ and whenever $p \neq q$,
- the subtensors of the core tensor $\mathbf{C}$ are ordered according to their Frobenius norm, i.e., $\left\|\mathbf{C}_{k_{i}=1}\right\|_{F} \geq\left\|\mathbf{C}_{k_{i}=2}\right\|_{F} \geq \cdots \geq\left\|\mathbf{C}_{k_{i}=n_{i}}\right\|_{F} \geq 0$, for all $i \in[d]$.

Here, the subtensor $\mathbf{C}_{k_{i}=p} \in \mathbb{R}^{n_{1} \times \cdots \times n_{i-1} \times n_{i+1} \times \cdots \times n_{d}}$ is a tensor of order $d-1$ obtained by fixing the $k_{i}$-th mode in the tensor $\mathbf{C}$ to $p$. That is, it is defined element-wise as

$$
\mathbf{C}_{k_{i}=p}\left(\mu_{1}, \ldots, \mu_{i-1}, \mu_{i+1}, \ldots, \mu_{d}\right)=\mathbf{C}\left(\mu_{1}, \ldots, \mu_{i-1}, p, \mu_{i+1}, \ldots, \mu_{d}\right)
$$

The Tucker rank $\mathbf{r}=\left(r_{1}, r_{2}, \ldots, r_{d}\right)$ of a tensor $\mathbf{X} \in \mathbb{R}^{n_{1} \times n_{2} \times \cdots \times n_{d}}$ can be obtained via the unfoldings. That is,

$$
r_{k}=\operatorname{rank}\left(\mathbf{X}^{\{k\}}\right), \quad \text { for all } k \in[d]
$$

Since the core tensor contains $r_{1} \cdots r_{d} \sim r^{d}, r:=\max \left\{r_{i}: i \in[d]\right\}$, possibly nonzero entries, this concept does not prevent the number of free parameters from scaling exponentially with the dimensions $\mathcal{O}\left(r^{d}\right)$. Setting $n:=\max \left\{n_{i}: i \in[d]\right\}$, the overall complexity for storing the required data (including the basis vectors) is bounded by $\mathcal{O}\left(n d r+r^{d}\right)$. Since $n_{i}$ is replaced by $r_{i}$, one obtains a compression $\frac{r_{1}}{n_{1}} \cdots \frac{r_{d}}{n_{d}} \sim\left(\frac{r}{n}\right)^{d}$. Without further sparsity of the core tensor the Tucker format is appropriate for low order tensors $d<4$.

Algorithm 2.1. Tucker's method for computing a rank- $\left(r_{1}, r_{2}, \ldots, r_{d}\right)$ Tucker decomposition, also known as HOSVD.

```
Input: \(\mathbf{X} \in \mathcal{H}_{d}\) or Tucker rank \(\mathbf{r}=\left(r_{1}, r_{2}, \ldots, r_{d}\right)\).
    for \(i=1, \ldots, d\) do
    Compute a singular value decomposition of \(\mathbf{X}^{\{i\}}:=\overline{\mathbf{U}}_{i} \overline{\boldsymbol{\Sigma}}_{i} \overline{\mathbf{V}}_{i}^{T}\).
    Set \(\mathbf{U}_{i}:=\overline{\mathbf{U}}_{i}\left(:,\left[r_{i}\right]\right)\).
    end for
    Set \(\mathbf{S}:=\mathbf{X} \times \mathbf{U}_{1}^{T} \times{ }_{2} \mathbf{U}_{2}^{T} \times \cdots \times_{d} \mathbf{U}_{d}^{T}\).
    Output: HOSVD decomposition \(\mathbf{X}=\mathbf{S} \times \mathbf{U}_{1} \times_{2} \mathbf{U}_{2} \times \cdots \times_{d} \mathbf{U}_{d}\).
```

The HOSVD decomposition can be computed via SVDs of appropriate unfoldings $\mathbf{U}^{\{i\}}$, see e.g. 94 and Algorithm 2.1. The more general hierarchical Tucker (HT) decomposition can be computed vis successive SVDs, see the following subsection. For more information on these decompositions, we refer the interested reader to [43, 75].
2.1.5. Tensor SVD algorithm and truncation. The singular value decomposition of the matricization $\mathbf{X}^{t}, t \in T_{I}$, factorizes the tensor $\mathbf{X}$ into two parts. Thereby, we separate the tree into two subtrees. Each part can be treated independently in an analogous way as before by applying the singular value decomposition. This procedure can be continued in a way such that one ends up with an explicit description of the component tensors. There are several sequential orders one can proceed, including top-down and bottom-up strategies. We will call these procedures tensor SVD algorithms. As long as no approximation (i.e., no truncation) has been applied during the corresponding SVDs, at the end one obtains an exact recovery of the original tensor. The situation changes if we apply truncations (via thresholding). Then the result may depend on the way and on the order we proceed as well as on the variant of the thresholding procedure.

In order to become more explicit let us present a procedure for obtaining the HT-decomposition via the tensor SVD algorithm for the model example of a TT-tensor [124, already introduced in [164] for the matrix product representation. Without truncations the Algorithm 2.2 provides an exact reconstruction with a TT representation provided that the multi-linear rank $\mathbf{s}=\left(s_{1}, \ldots, s_{d-1}\right)$ is chosen large enough. In general, the $s_{i}$ 's can be chosen to be larger than the dimensions $n_{i}$. Via inspecting the ranks of the relevant matricizations, the multilinear rank $\mathbf{s}$ may be determined a priori.

Algorithm 2.2. TT-SVD algorithm

```
Input: \(\mathbf{X} \in \mathcal{H}_{d}\) of multi-linear rank \(\mathrm{s}=\left(s_{1}, \ldots, s_{d-1}\right), s_{0}:=1, s_{d}:=1\).
Initialization: Set \(\mathbf{M}_{1}=\mathbf{X}^{\{1,2\}}\).
for \(i=1, \ldots, d-1\) do
    Compute the SVD of \(\mathrm{M}_{i}\) :
        \(\mathbf{M}_{i}=\mathbf{G}_{i}^{\{1,2\}} \boldsymbol{\Sigma}_{i} \mathbf{D}_{i}^{\{1\}}\) or element-wise
        \(\mathbf{M}_{i}\left(\left(k_{i-1}, \mu_{i}\right) ;\left(\mu_{i+1}, \ldots, \mu_{d}\right)\right)=\sum_{k_{i}=1}^{s_{i}} \sigma_{k_{i}}^{i} \mathbf{G}_{i}\left(k_{i-1}, \mu_{i}, k_{i}\right) \mathbf{D}_{i}\left(k_{i}, \mu_{i+1}, \ldots, \mu_{d}\right)\),
        where \(\left(\sigma_{k_{i}}^{i}\right)_{k_{i}}\) is the monotonically decreasing sequence of singular values of \(\mathbf{M}^{i}\).
        Set \(\mathbf{V}_{i+1}^{\{1\}}:=\boldsymbol{\Sigma}_{i} \mathbf{D}_{i}^{\{1\}}\) and \(\mathbf{M}_{i+1}:=\mathbf{V}_{i+1}^{\{1,2\}}\).
end for
    Set \(\left[\mathbf{G}_{d}\left(\mu_{d}\right)\right]\left(k_{d-1}\right):=\mathbf{M}_{d}\left(k_{d-1}, \mu_{d}\right)\) and \(\left[\mathbf{G}_{i}\left(\mu_{i}\right)\right]\left(k_{i-1}, k_{i}\right)=\mathbf{G}_{i}\left(k_{i-1}, \mu_{i}, k_{i}\right)\) for \(i \in[d]\).
    Output: Decomposition \(\mathbf{X}\left(\mu_{1}, \mu_{2}, \ldots, \mu_{d}\right)=\mathbf{G}_{1}\left(\mu_{1}\right) \mathbf{G}_{2}\left(\mu_{2}\right) \cdots \mathbf{G}_{d}\left(\mu_{d}\right)\).
```

Let us notice that the present algorithm is not the only way to use multiple singular value decompositions in order to obtain a hierarchical representation of $\mathbf{X}$ for the given tree, here a TT representation. For example, one may start at the right end separating $\mathbf{B}_{d}$ first and so on. The procedure above provides some normal form of the tensor.

Let us now explain hard thresholding on the example of a TT tensor. This procedure remains essentially the same to the TT-SVD algorithm - presented in Algorithm 2.2 - (and more generally HT-SVD algorithm) with the only difference that we apply a thresholding to a target rank $\mathbf{r}=$ $\left(r_{i}\right)_{i=1}^{d-1}$ with $r_{i} \leq s_{i}$ at each step of the for loop by setting $\sigma_{k_{i}}^{i}=0$ for all $k_{i}>r_{i}, i \in[d-1]$ (where $\left(\sigma_{k_{i}}^{i}\right)_{k_{i}}$ is the monotonically decreasing sequence of singular values of $\mathbf{M}_{i}$ ). This results in a matrix $\mathbf{M}_{i, \varepsilon}$ satisfying $\left\|\mathbf{M}_{i}-\mathbf{M}_{i, \varepsilon_{i}}\right\|_{F}=\epsilon_{i}=\sqrt{\sum_{k_{i}>r_{i}}\left(\sigma_{k_{i}}^{i}\right)^{2}}$. By the hard thresholding procedure presented above, one obtains a unique approximate tensor

$$
\mathbf{X}_{\epsilon}:=\mathcal{H}_{\mathbf{r}}(\mathbf{X})
$$

of multi-linear rank $\mathbf{r}$ within a guaranteed error bound

$$
\left\|\mathbf{X}_{\epsilon}-\mathbf{X}\right\|_{F} \leq \sum_{i=1}^{d-1} \epsilon_{i}
$$

In contrast to the matrix case, this approximation $\mathbf{X}_{\epsilon}$, however, may not be the best rank $\mathbf{r}$ approximation of $\mathbf{X}$, which is in fact NP-hard to compute [61, 82]. A more evolved analysis shows the following quasi-optimal error bound.

The procedure introduced above can be modified to apply for general hierarchical tensor representations. In Appendix $A$ we introduce three procedures due to Grasedyck [70, namely
the root-to-leaves truncation (Algorithm A.1), the leaves-to-root truncation (Algorithm A.2), and truncation via projections (Theorem A.6).

Let $\mathbf{X} \in \mathbb{R}^{n_{1} \times n_{2} \times \cdots \times n_{d}}$ and let $\mathbf{X}^{\alpha}=\mathbf{U}_{\alpha} \boldsymbol{\Sigma}_{\alpha} \mathbf{V}_{\alpha}^{T}$ be the singular value decomposition of the tensor unfolding $\mathbf{X}^{\alpha}$ with $\alpha \in[d]$ and $\mathbf{U}_{\alpha} \in \mathbb{R}^{n_{\alpha} \times n_{\alpha}}$. Then the truncation of $\mathbf{X}$ to Tucker rank $\mathbf{r}=\left(r_{1}, r_{2}, \ldots, r_{d}\right)$ is defined by

$$
\mathcal{H}_{\mathbf{r}}(\mathbf{X}):=\mathbf{X} \times_{1} \tilde{\mathbf{U}}_{1} \tilde{\mathbf{U}}_{1}^{T} \times_{2} \tilde{\mathbf{U}}_{2} \tilde{\mathbf{U}}_{2}^{T} \times \cdots \times_{d} \tilde{\mathbf{U}}_{d} \tilde{\mathbf{U}}_{d}^{T}
$$

where $\tilde{\mathbf{U}}_{k}$ is the matrix of first $r_{k}$ columns of $\mathbf{U}_{k}$. This definition was introduced in 43].
Next, we present a result on truncation error.
Theorem 2.6. Let $\mathbf{X}_{\epsilon}=\mathcal{H}_{\mathbf{r}}(\mathbf{X})$. Then there exists $C(d)=\mathcal{O}(\sqrt{d})$, such that $\mathbf{X}_{\epsilon}$ satisfies the quasi-optimal error bound

$$
\inf \left\{\|\mathbf{X}-\mathbf{Y}\|_{F}: \mathbf{Y} \in \mathcal{M}_{\leq \mathbf{r}}\right\} \leq\left\|\mathbf{X}-\mathcal{H}_{\mathbf{r}}(\mathbf{X})\right\|_{F} \leq C(d) \inf \left\{\|\mathbf{X}-\mathbf{Y}\|_{F}: \mathbf{Y} \in \mathcal{M}_{\leq \mathbf{r}}\right\}
$$

The constant satisfies $C(d)=\sqrt{d}$ for the Tucker format [70, $C(d)=\sqrt{d-1}$ for the TT format [125], and $C(d)=\sqrt{2 d-3}$ for a balanced tree (and truncation via projections) in the HT-format [70.

When we consider the HT format in the sequel, we have in mind that we have fixed our tensor SVD method choosing one of the several variants.

## CHAPTER 3

## Other approaches to low-rank tensor recovery

The problem of low-rank tensor recovery is an interesting subject from both the theoretical and the application point of view. On one side, it is a natural generalization of the sparse vector and low-rank matrix recovery problem. On the other side, estimating a low-rank tensor has applications in many different areas such as machine learning [137], video compression [108], and seismic data interpolation 38].

The aim of low-rank tensor recovery is to reconstruct a low-rank tensor $\mathbf{X} \in \mathbb{R}^{n_{1} \times n_{2} \times \cdots \times n_{d}}$ from linear measurements $\mathbf{y}=\mathcal{A}(\mathbf{X})$, where $\mathcal{A}: \mathbb{R}^{n_{1} \times n_{2} \times \cdots \times n_{d}} \rightarrow \mathbb{R}^{m}$ with $m \ll n_{1} n_{2} \cdots n_{d}$. In Chapter 2, different notions of tensor rank corresponding to different tensor decompositions have been introduced. Thus, to analyze low-rank tensor recovery it is necessary to first fix the tensor decomposition and a corresponding notion of rank. Similarly to the matrix case, the natural approach of finding the solution of the optimization problem

$$
\begin{equation*}
\min _{\mathbf{Z} \in \mathbb{R}^{n_{1} \times n_{2} \times \cdots \times n_{d}}} \operatorname{rank}(\mathbf{Z}) \quad \text { s.t. } \quad \mathcal{A}(\mathbf{Z})=\mathbf{y} \tag{3.1}
\end{equation*}
$$

is NP-hard to compute in general - regardless of the choice of the tensor decomposition, see 81. Based on the experience on the low-rank matrix recovery, one would expect that the convex optimization problem

$$
\begin{equation*}
\min _{\mathbf{Z} \in \mathbb{R}^{n_{1} \times n_{2} \times \cdots \times n_{d}}}\|\mathbf{Z}\| \quad \text { s.t. } \quad \mathcal{A}(\mathbf{Z})=\mathbf{y} \tag{3.2}
\end{equation*}
$$

where $\|\cdot\|$ denotes a suitable norm, would be a promising approach. However, for the CPdecomposition and the corresponding notion of the tensor nuclear norm, also 3.2 is in general NP-hard to compute, see [61, 82]. A recent paper [169] on tensor completion for third order tensors provides the bounds for low-rank tensor recovery via tensor nuclear norm minimization. The analysis is based on a tensor version of coherence. That is, the first step is to compute coherences of linear subspaces spanned by columns of the unfoldings. The tensor coherence then corresponds to the maximum of these three subspace coherences. Theoretical results are significantly better than the ones provided by other approaches - the sample size requirement for robust third order tensor completion in $\mathbb{R}^{n \times n \times n}$ is $\mathcal{O}\left(r^{1 / 2}(n \log n)^{3 / 2}\right)$. Still, the computation remains NP-hard.

In Chapter 4 we introduce another approach related to the same decomposition. We provide convex relaxations of the unit-tensor-nuclear-norm ball which lead to the "new" tensor norms called theta norms. In this case, the optimization problem in (3.2) (with $\|\cdot\|$ corresponding to any of the theta norms) can be solved via semidefinite programming. A similar approach based on sum-of-squares relaxations and resulting also in the "new" tensor norms was suggested in [4]. This approach is based on the Lassere's relaxations (see Remark B. 2 for the difference between theta bodies and Lassere's relaxations). In particular, at the sixth level of Lassere's hierarchy $m=\tilde{O}\left(r n^{3 / 2}\right)$ number of measurements is required to recover a tensor in $\mathbb{R}^{n \times n \times n}$ and rank at most $r$ via tensor completion. However, the method is highly non-scalable, i.e., it runs in
exponential time (since it requires solving optimization problems at the sixth level of Lassere's hierarchy).

A recent paper [90] develops parallel algorithms for tensor completion in the CP-format and provides local convergence results. The authors generalize the well known parallel approaches for matrix completion based on ALS (alternating least-squares) [153, 171, CCD (cyclic coordinate descent) [128, 167, 168 and SGD (stochastic gradient descent) [64, 134, 153] to tensor completion. For other approaches to low-rank tensor recovery and tensor completion considering the CPdecomposition, see e.g. [107, 115].

Recall that the Tucker rank of a $d$ th order tensor $\mathbf{X}$ is a vector $\mathbf{r}=\left(r_{1}, r_{2}, \ldots, r_{d}\right)$, with the $k$-th entry corresponding to the rank of the $k$ th unfolding. That is, $r_{k}=\operatorname{rank}\left(\mathbf{X}^{\{k\}}\right)$ for all $k \in[d]$. Then the minimization problem (3.1) can be transferred into

$$
\begin{equation*}
\min _{\mathbf{Z} \in \mathbb{R}^{n_{1} \times n_{2} \times \cdots \times n_{d}}} \sum_{i=1}^{d} \operatorname{rank}\left(\mathbf{Z}^{\{i\}}\right) \quad \text { s.t. } \quad \mathcal{A}(\mathbf{Z})=\mathbf{y} . \tag{3.3}
\end{equation*}
$$

This suggests a natural, tractable convex approach to the recovery of low-rank tensors

$$
\begin{equation*}
\min _{\mathbf{Z} \in \mathbb{R}^{n_{1} \times n_{2} \times \cdots \times n_{d}}} \sum_{i=1}^{d} \lambda_{i}\left\|\mathbf{Z}^{\{i\}}\right\|_{*} \quad \text { s.t. } \quad \mathcal{A}(\mathbf{Z})=\mathbf{y}, \tag{3.4}
\end{equation*}
$$

with some positive weights $\lambda_{i}$ (usually $\lambda_{i}=1$ or $1 / d$, for all $i \in[d]$ ) and where $\left\|\mathbf{Z}^{\{i\}}\right\|_{*}=\sum_{j} \boldsymbol{\sigma}_{i}(j)$ denotes the sum of the singular values of the $i$-th unfolding of the tensor $\mathbf{Z}$. This approach has been originally proposed in [108] as the first approach suggested for the low-rank recovery, it has been widely studied in [62, 83, 141, 142, 156, and applied to various datasets in imaging in [98, 105, 106, 139. For notational purposes we introduce the set

$$
\mathcal{T}_{d, n, r}=\left\{\mathbf{X} \in \mathbb{R}^{n_{1} \times n_{2} \times \cdots \times n_{d}}: n=n_{i} \text { and } \operatorname{rank}\left(\mathbf{X}^{\{i\}}\right)=r, \text { for all } i \in[d]\right\}
$$

In paper [156], the authors show that a tensor $\mathbf{X} \in \mathcal{T}_{d, n, r}$ can be recovered from Gaussian measurements provided that the number of observations scales like $m \geq \mathrm{Crn}^{d-1}$. Additionally, it has been shown that this number of measurements is necessary, see 115. However, to describe a generic tensor from $\mathcal{T}_{d, n, r}$, we need at most $r^{d}+d r n$ parameters. Thus, there is a substantial gap between the intrinsic degrees of freedom of a generic tensor in $\boldsymbol{\mathcal { T }}_{d, n, r}$ and the necessary number of measurements to ensure recovery. We present the main result from paper [115.

Theorem 3.1 ( 115$]$ ). Let $\mathbf{X}_{0} \in \mathbb{R}^{n \times n \times \cdots \times n}$ be an order- $d$ tensor. Consider an optimization problem for fixed $j=\left\lceil\frac{d}{2}\right\rceil$

$$
\begin{equation*}
\min _{\mathbf{X}}\left\|\mathbf{X}^{\{1 \ldots j\}}\right\|_{*} \quad \text { subject to } \quad \mathcal{A}(\mathbf{X})=\mathcal{A}\left(\mathbf{X}_{0}\right) \tag{3.5}
\end{equation*}
$$

where $\mathbf{X}^{\{1 \ldots j\}}$ denotes the $\{1 \ldots j\}$-th matricization of a tensor $\mathbf{X}$. Then if

- $\mathbf{X}_{0}$ has a CP-rank $r_{c p}$, a sufficient number of measurements to recover $\mathbf{X}_{0}$ with high probability via (3.5) is $m \geq C r_{c p} n^{j}$.
- $\mathbf{X}_{0}$ has a Tucker rank $\mathbf{r}=(r, r, \ldots, r)$ (i.e., $\left.\mathbf{X}_{0} \in \mathcal{T}_{d, n, r}\right)$, a sufficient number of measurements to recover $\mathbf{X}_{0}$ with high probability via (3.5) is $m \geq C r^{j} n^{j}$.

The above result follows from the low-rank matrix recovery results in 32 and noting that

$$
\operatorname{rank}\left(\mathbf{X}^{\{1 \ldots j\}}\right) \leq r_{c p} \quad \text { and } \quad \operatorname{rank}\left(\mathbf{X}^{\{1 \ldots j\}}\right) \leq \min \left\{\prod_{i=1}^{j} r_{i}, \prod_{i=j+1}^{d} r_{i}\right\}
$$

where $\mathbf{r}=\left(r_{1}, r_{2}, \ldots, r_{d}\right)$ denotes the Tucker rank. Interestingly and possibly surprisingly, the above theorem states that, at least theoretically, the necessary number of measurements scales equally for 3.4 and 3.5 . That is, to recover a low-rank $d$ th order tensor it is enough to consider only $\{1, \ldots, j\}$-th matricization with $j=\left\lceil\frac{d}{2}\right\rceil$. Clearly, in this approach the structure of a tensor is completely lost (since we are basically recovering a low-rank matrix instead of a low-rank tensor).

Notice that for the TT-decomposition and, more generally, the HT-decomposition, it is possible to define the minimization problems analogously to 3.3 and 3.4 - by considering the corresponding matricizations related to the TT and HT rank, respectively. However, the paper [115] shows that the corresponding convex minimization programs will not, in general, improve the recovery result given in Theorem 3.1.

In papers [51, 52] Baraniuk and Duarte have introduced a new convex optimization approach for tensor completion based on the Kronecker product (see Definition A.2) and Tucker decomposition. In several applications (see [20] for details), for example compressive sensing MRI with multiscale scanning and Hyper-spectral compressive imaging [52], the measurements can be taken in a multilinear way (which explains the use of the Tucker decomposition). That is, by using linear operators in each mode separately as follows

$$
\mathbf{Y}=\mathbf{X} \times_{1} \mathbf{D}_{1} \times_{2} \mathbf{D}_{2} \times_{3} \mathbf{D}_{3}
$$

which can be written in terms of vectorized tensors (and Kronecker product $\otimes_{K}$ ) as

$$
\mathbf{y}=\left(\mathbf{D}_{3} \otimes_{K} \mathbf{D}_{2} \otimes_{K} \mathbf{D}_{1}\right) \mathbf{x}
$$

where $\mathbf{x}=\operatorname{vec}(\mathbf{X})$ and $\mathbf{y}=\operatorname{vec}(\mathbf{Y})$. Thus, in this scenario the following convex optimization program is considered

$$
\min _{\mathbf{z}}\|\mathbf{z}\|_{0} \quad \text { s.t. } \quad \mathbf{y}=\left(\mathbf{D}_{3} \otimes_{K} \mathbf{D}_{2} \otimes_{K} \mathbf{D}_{1}\right) \mathbf{z}
$$

where the original tensor $\mathbf{X}$ satisfies $\mathbf{y}=\left(\mathbf{D}_{3} \otimes_{K} \mathbf{D}_{2} \otimes_{K} \mathbf{D}_{1}\right) \mathbf{x}$ and, as before, $\mathbf{y}$ is known, as well as the matrices $\mathbf{D}_{i}$. The authors also provide the recovery guarantees. However, the analysis is still based on the matrix completion results. Recently, Caiafa and Cichocki have presented three versions of the OMP algorithm adapted to the Kronecker setting, see [19, 20]. The best result is obtained for the N-BOMP (N-way Block OMP) algorithm - see Algorithm 3.1 - under the assumption of the "block-tensor sparsity". In Algorithm 3.1 the $i_{n}$-th column of the matrix $\mathbf{D}_{n}$ is denoted by $\mathbf{D}_{n}\left(:, i_{n}\right)$ and $\mathbf{X}_{\boldsymbol{I}_{1} \times \boldsymbol{I}_{2} \times \cdots \times \boldsymbol{I}_{d}}$ denotes a subtensor of $\mathbf{X}$ obtained by keeping in $k$-mode only the indexes in $\boldsymbol{\mathcal { I }}_{k}$ for all $k \in[d]$.

Definition 3.2 ([19]). A multidimensional signal $\mathbf{Y} \in \mathbb{R}^{I_{1} \times I_{2} \times \cdots \times I_{d}}$ is $\left(S_{1}, S_{2}, \ldots, S_{d}\right)$-block sparse with respect to the factors $\mathbf{D}_{n} \in \mathbb{R}^{I_{n} \times M_{n}}(n=1,2, \ldots, d)$ if it admits a Tucker representation based only on few $S_{n}$ selected columns of each factor $\left(S_{n} \leq M_{n}\right)$. That is, if $\mathcal{I}_{n}=$ $\left[i_{n}^{1}, i_{n}^{2}, \ldots, i_{n}^{S_{n}}\right]$ denotes a subset of indices for the mode $\mathrm{n}(n=1,2, \ldots, d)$, then

$$
\mathbf{Y}=\mathbf{X} \times_{1} \mathbf{D}_{1} \times_{2} \mathbf{D}_{2} \times \cdots \times_{d} \mathbf{D}_{d}
$$

with $\mathbf{X}\left(i_{1}, i_{2}, \ldots, i_{d}\right)=0$, for all $\left(i_{1}, i_{2}, \ldots, i_{d}\right) \notin \boldsymbol{I}_{1} \times \boldsymbol{I}_{2} \times \cdots \times \boldsymbol{I}_{d}$.

## Algorithm 3.1. N-BOMP Algorithm

```
Input: mode- \(n\) dictionaries \(\left\{\mathbf{D}_{1}, \mathbf{D}_{2}, \ldots, \mathbf{D}_{d}\right\}\) with \(\mathbf{D}_{n} \in \mathbb{R}^{I_{n} \times M_{n}}\),
        signal \(\mathbf{Y} \in \mathbb{R}^{I_{1} \times I_{2} \times \cdots \times I_{d}}\),
        maximum number of nonzero entries \(K_{\max }\), tolerance \(\varepsilon\)
Initialization: \(\mathcal{I}_{n}=\emptyset\), for \(n \in[d], \mathbf{R}=\mathbf{Y}, \mathbf{X}=\mathbf{0}, j=1\).
while \(\left|\mathcal{I}_{1}\right|\left|\mathcal{I}_{2}\right| \cdots\left|\mathcal{I}_{d}\right| \leq K_{\max }\) and \(\|\mathbf{R}\|_{F}>\varepsilon\) do
    \(\left(i_{1}^{j}, i_{2}^{j}, \ldots, i_{d}^{j}\right)=\arg \max _{\left(i_{1}, i_{2}, \ldots, i_{d}\right)}\left|\mathbf{R} \times{ }_{1} \mathbf{D}_{1}^{T}\left(:, i_{1}\right) \times{ }_{2} \mathbf{D}_{2}^{T}\left(:, i_{2}\right) \times \cdots \times_{d} \mathbf{D}_{d}^{T}\left(:, i_{d}\right)\right|\).
    \(\mathcal{I}_{n}=\mathcal{I}_{n} \cup\left\{i_{n}^{j}\right\}(n \in[d]), \mathbf{B}_{n}=\mathbf{D}_{n}\left(:, \boldsymbol{I}_{n}\right)\).
    \(\mathbf{a}=\arg \min _{\mathbf{u}}\left\|\left(\mathbf{B}_{d} \otimes \mathbf{B}_{d-1} \otimes \cdots \otimes \mathbf{B}_{1}\right) \mathbf{u}-\mathbf{y}\right\|_{2}^{2}\).
    \(\mathbf{R}=\mathbf{Y}-\mathbf{A} \times_{1} \mathbf{B}_{1} \times_{2} \mathbf{B}_{2} \times \cdots \times_{d} \mathbf{B}_{d}\), with \(\mathbf{a}=\operatorname{vec}(\mathbf{A})\).
    \(j=j+1\).
end while
    Output: Sparse representation \(\mathbf{Y} \approx \mathbf{X} \times_{1} \mathbf{D}_{1} \times_{2} \mathbf{D}_{2} \times \cdots \times_{d} \mathbf{D}_{d}\) with
        \(\mathbf{X}\left(i_{1}, i_{2}, \ldots, i_{d}\right)=0\), for all \(\left(i_{1}, i_{2}, \ldots, i_{d}\right) \notin \boldsymbol{I}_{1} \times \boldsymbol{I}_{2} \times \cdots \times \boldsymbol{I}_{d}\)
        (with nonzero entries given by \(\mathbf{X}_{\mathcal{I}_{1} \times \boldsymbol{I}_{2} \times \cdots \times \boldsymbol{I}_{d}}=\mathrm{A}\).)
```

The analysis of the N-BOMP algorithm is based on the coherences of the dictionaries $\mathbf{D}_{1}, \mathbf{D}_{2}$, $\ldots, \mathbf{D}_{d}$.

Theorem 3.3 (N-BOMP Performance Guarantee, [19). Given the decomposition $\mathbf{Y}=\mathbf{X} \times_{1}$ $\mathbf{D}_{1} \times{ }_{2} \mathbf{D}_{2} \times \cdots \times{ }_{d} \mathbf{D}_{d}$, with a fixed tensor $\mathbf{Y} \in \mathbb{R}^{I \times I \times \cdots \times I}$ and known dictionaries $\mathbf{D}_{n} \in \mathbb{R}^{I \times M}$ having coherences $\mu_{n}(n=1,2, \ldots, d)$, if an $(S, S, \ldots, S)$-block sparse solution exists satisfying

$$
\begin{equation*}
(S \mu)^{d}<2-(1+(S-1) \mu)^{d} \tag{3.6}
\end{equation*}
$$

with $\mu=\max \left\{\mu_{1}, \mu_{2}, \ldots, \mu_{d}\right\}$, then the N-BOMP algorithm (Algorithm 3.1) is guaranteed to find this sparse representation in $K$ iterations with $S \leq K \leq d S$.

The condition (3.6) is quite strong and it demands that the coherence for each dictionary $\mathbf{D}_{n}$ is quite small, i.e., close to zero. In addition, the total cost of the algorithm applied to the case as in the above theorem when $S \ll I<M$ is $\operatorname{Id} S(M)^{d}$, see [20].

We remark that this approach has been applied also to the sparse vector recovery, where the signal $\mathbf{x} \in \mathbb{C}^{N}$ is rewritten as a matrix $\mathbf{X} \in \mathbb{C}^{n_{1} \times n_{2}}$ with $N=n_{1} n_{2}$, see 160 .

Several approaches from compressive sensing and low-rank matrix recovery have been generalized and analyzed for low-rank tensor recovery and tensor completion. For example, in [99, 145] Riemannian optimization for tensor completion is suggested and in 109 generalized higher-order iteration algorithm (gHOI) for tensor completion which is a generalization of ADMM (alternating direction method of multipliers) is developed.

In Chapter 5, we present the iterative hard thresholding algorithm and the normalized iterative hard thresholding algorithm adapted to the tensor scenario. Unfortunately, due to the properties of $d$ th order tensors presented in detail in previous chapter, only partial convergence results are provided. That is, showing either local convergence (see [130]) or global convergence with an additional assumption on the truncation operator $\mathcal{H}_{\mathbf{r}}$.

## CHAPTER 4

## Low-rank tensor recovery via tensor theta norms

The tensor nuclear norm minimization, which could be considered as the natural convex optimization approach to the low-rank tensor recovery, is NP-hard in general - see the beginning of Chapter 3. Recent convex optimization approaches suggest minimizing sums of nuclear norms of specific matricizations. In this way, the theory developed for low-rank matrix recovery can be applied to the tensor scenario. However, as already mentioned earlier, in this scenario the minimal number of measurements needed for low-rank tensor recovery scales exponentially in the dimension and thus, does not provide completely satisfying results. In this chapter we present an alternative convex optimization approach. We introduce hierarchical relaxations (supersets) $\boldsymbol{\mathcal { B }}_{k}$ of the unit-tensor-nuclear-norm ball which provide us with - to the best of our knowledge - new tensor norms called $\theta_{k}$-norms. More precisely, the sets $\boldsymbol{\mathcal { B }}_{k}$ satisfy

$$
\left\{\mathbf{X} \in \mathbb{R}^{n_{1} \times n_{2} \times \cdots \times n_{d}}:\|\mathbf{X}\|_{*} \leq 1\right\} \subseteq \cdots \subseteq \boldsymbol{\mathcal { B }}_{k} \subseteq \mathcal{B}_{k-1} \subseteq \cdots \subseteq \mathcal{B}_{1}
$$

and $\left\{\mathbf{X} \in \mathbb{R}^{n_{1} \times n_{2} \times \cdots \times n_{d}}:\|\mathbf{X}\|_{\theta_{k}} \leq 1\right\}=\mathcal{B}_{k}$, for all $k$. Thus, $\theta_{k}$-norms satisfy $\|\mathbf{X}\|_{*} \geq \cdots \geq$ $\|\mathbf{X}\|_{\theta_{k}} \geq\|\mathbf{X}\|_{\theta_{k-1}} \geq \cdots \geq\|\mathbf{X}\|_{\theta_{1}}$, for all $\mathbf{X} \in \mathbb{R}^{n_{1} \times n_{2} \times \cdots \times n_{d}}$.

This approach was first suggested in [32] and it is based on theta bodies of an appropriately defined polynomial ideal $\mathcal{J}_{d}$ in $\mathbb{R}[\mathbf{x}]=\mathbb{R}\left[x_{11 \ldots 1}, x_{11 \ldots 2}, \ldots, x_{n_{1} n_{2} \ldots n_{d}}\right]$. Theta bodies are recently introduced tool from real algebraic geometry with a special case introduced first by Lovász in [110] and in full generality in 6, 68. We treat each entry of a tensor as a polynomial variable. The idea is to define a polynomial ideal $\mathcal{J}_{d}$ which vanishes on the set $\nu_{\mathbb{R}}\left(\mathcal{J}_{d}\right)$ of all rank-one Frobenius-norm-one $d$ th-order tensors. This is achieved by taking all order-two minors of all matricizations (to satisfy the rank-one condition) and a polynomial $\sum_{i_{1}, i_{2}, \ldots, i_{d}} x_{i_{1} i_{2} \ldots i_{d}}^{2}-1$ (to satisfy the unit norm condition) as its basis. In this scenario the convex hull of the set $\nu_{\mathbb{R}}\left(\mathcal{J}_{d}\right)$ forms the unit-tensor-nuclear-norm ball. For $k \in \mathbb{N}$, we define the tensor $\theta_{k}$-norm via its unit-norm ball as already explained above. That is, the set $\boldsymbol{\mathcal { B }}_{k}$ is the $k$ th theta body of the polynomial ideal $\mathcal{J}_{d}$. By the theory already developed for theta bodies, all theta norms can be computed via semidefinite programing. However, to build this semidefinite program it is required to compute the reduced Gröbner basis (with respect to a particular monomial ordering - in this case the graded reverse lexicographic ordering) of the polynomial ideal $\mathcal{J}_{d}$. In fact, in this chapter we provide the reduced Gröbner basis with respect to the graded reverse lexicographic ordering of the polynomial ideal $J_{d}$, with $d \geq 3$. Interestingly, in the matrix scenario, the theta body approach does not lead to the new matrix norms. That is, we prove that all matrix $\theta_{k}$-norms are equal and coincide with the matrix nuclear norm.

The theta body method has lead us to the polynomial ideals $\mathcal{J}_{t, d}$ in $\mathbb{R}[\mathbf{x}]$ generated by all order- $t$ minors of all matricizations of tensor $\mathbf{X}$ of indeterminates. These ideals could be considered as a natural higher-order generalization of the determinantal ideals $\mathcal{I}_{t}$ in $\mathbb{R}\left[x_{11}, x_{12}, \ldots, x_{n_{1} n_{2}}\right]$
generated by all order- $t$ minors of matrix $\mathbf{X}$ of indeterminates. Determinantal ideals have already been studied in real algebraic geometry and commutative algebra. However, the ideals $\mathcal{J}_{t, d}-$ up to the best of our knowledge - have not been considered before. In this chapter, we additionally compute the reduced Gröbner basis of the polynomial ideals $\mathcal{J}_{2, d}$.

Finally, we provide a semidefinite program for computing tensor $\theta_{1}$-norm and for low-rank third-order tensor recovery via $\theta_{1}$-norm minimization. Our numerical experiments presented in Section 4.5 indicate that the low-rank tensor recovery via $\theta_{1}$-norm minimization is a promising approach.

Since we treat each entry of a tensor as a polynomial variable, for better readability, the $\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{d}\right)$-th entry of a tensor $\mathbf{X} \in \mathbb{R}^{n_{1} \times n_{2} \times \cdots \times n_{d}}$ will be denoted in this chapter as $X_{\alpha_{1} \alpha_{2} \ldots \alpha_{d}}$ instead of $\mathbf{X}\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{d}\right)$. For simplicity, the subscripts $\alpha_{1} \alpha_{2} \cdots \alpha_{d}$ and $\beta_{1} \beta_{2} \cdots \beta_{d}$ will often be denoted by $\boldsymbol{\alpha}$ and $\boldsymbol{\beta}$, respectively. In particular, instead of writing $x_{\alpha_{1} \alpha_{2} \ldots \alpha_{d}} x_{\beta_{1} \beta_{2} \ldots \beta_{d}}$, we often just write $x_{\boldsymbol{\alpha}} x_{\boldsymbol{\beta}}$. Below, we will use the grevlex ordering of monomials indexed by subscripts $\boldsymbol{\alpha}$, which in particular requires to define an ordering for such subscripts. We make the agreement that $x_{11 \ldots 11}>x_{11 \ldots 12}>\ldots>x_{11 \ldots 1 n_{d}}>x_{11 \ldots 21}>\ldots>x_{1 n_{2} \ldots n_{d}}>\ldots>x_{n_{1} n_{2} \ldots n_{d}}$.

The following results are contained in our paper [132]. However, in this chapter we use a more standard notation from commutative algebra and real algebraic geometry - especially, when referring to determinantal ideals.

### 4.1. Introduction to theta bodies

The computation of the theta bodies and the corresponding $\theta_{k}$-norms requires several definitions and tools from real algebraic geometry which are collected in Appendix B In particular, in Subsection B. 2 we introduce Gröbner bases of polynomial ideals and several monomial orderings including the graded reverse lexicographic (or grevlex) ordering which is used throughout this chapter. For an intuition behind the theta bodies and in general sum-of-squares certificates, see Subsection B.1.

For a nonzero polynomial $f=\sum_{\boldsymbol{\alpha}} a_{\boldsymbol{\alpha}} \mathbf{x}^{\boldsymbol{\alpha}}=\sum_{\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}} a_{\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}} x_{1}^{\alpha_{1}} x_{2}^{\alpha_{2}} \cdots x_{n}^{\alpha_{n}}$ in $\mathbb{R}[\mathbf{x}]=$ $\mathbb{R}\left[x_{1}, x_{2}, \ldots, x_{n}\right]$ and a monomial order $>$, we denote
a) the multidegree of $f$ with multideg $(f)=\arg \max \left(\mathrm{x}^{\boldsymbol{\alpha}}: a_{\boldsymbol{\alpha}} \neq 0, \boldsymbol{\alpha} \in \mathbb{Z}_{\geq 0}^{n}\right)$,
(the maximum is taken with respect to the fixed monomial ordering)
b) the leading coefficient of $f$ with $\mathrm{LC}(f)=a_{\text {multideg }(f)} \in \mathbb{R}$,
c) the leading monomial of $f$ with $\mathrm{LM}(f)=\mathbf{x}^{\operatorname{multideg}(f)}$,
d) the leading term of $f$ with $\mathrm{LT}(f)=\mathrm{LC}(f) \cdot \mathrm{LM}(f)$.

Let $f\left(x_{1}, x_{2}\right)=-x_{1}^{3} x_{2}+3 x_{2}^{2}-2 x_{1} x_{2}+4 x_{1}+1$ be a polynomial in $\mathbb{R}\left[x_{1}, x_{2}\right]$. Then the multidegree, the leading coefficient, the leading monomial, and the leading term of $f$ with respect to the grevlex ordering induced by variable ordering $x_{1}>x_{2}$, see Definition B.3 are multideg $(f)=$ $(3,1), \mathrm{LC}(f)=-1, \mathrm{LM}(f)=x_{1}^{3} x_{2}$, and $\mathrm{LT}(f)=-x_{1}^{3} x_{2}$, respectively.

Let $\mathcal{J} \subset \mathbb{R}[\mathbf{x}]=\mathbb{R}\left[x_{1}, x_{2}, \ldots, x_{n}\right]$ be a polynomial ideal. Its real algebraic variety is the set of points $\mathbf{x} \in \mathbb{R}^{n}$ at which all polynomials of the ideal $\mathcal{J}$ vanish, i.e.,

$$
\nu_{\mathbb{R}}(\mathcal{J})=\left\{\mathbf{x} \in \mathbb{R}^{n}: f(\mathbf{x})=0, \text { for all } f \in \mathcal{J}\right\}
$$

By Hilbert's basis theorem [37] every polynomial ideal in $\mathbb{R}[\mathbf{x}]$ has a finite generating set. Thus, we may assume that $\mathcal{J}$ is generated by a set $\mathcal{F}=\left\{f_{1}, f_{2}, \ldots, f_{k}\right\}$ of polynomials in $\mathbb{R}[\mathbf{x}]$ and write

$$
\mathcal{J}=\left\langle f_{1}, f_{2}, \ldots, f_{k}\right\rangle=\left\langle\left\{f_{i}\right\}_{i \in[k]}\right\rangle \quad \text { or simply } \quad \mathcal{J}=\langle\mathcal{F}\rangle
$$

Its real algebraic variety is the set

$$
\nu_{\mathbb{R}}(\mathcal{J})=\left\{\mathbf{x} \in \mathbb{R}^{n}: f_{i}(\mathbf{x})=0 \text { for all } i \in[k]\right\}
$$

Throughout the chapter, $\mathbb{R}[\mathbf{x}]_{k}$ denotes the set of polynomials of degree at most $k$ and a degreeone polynomial will be called a linear polynomial. A very useful certificate for the positivity of polynomials is contained in the following definition.

Definition 4.1 ( 68 ). Let $\mathcal{J}$ be an ideal in $\mathbb{R}[\mathbf{x}]$. A polynomial $f \in \mathbb{R}[\mathbf{x}]$ is $k$-sos $\bmod \mathcal{J}$ if there exists a finite set of polynomials $h_{1}, h_{2}, \ldots, h_{t} \in \mathbb{R}[\mathbf{x}]_{k}$ such that $f \equiv \sum_{j=1}^{t} h_{j}^{2} \bmod \mathcal{J}$, i.e, if $f-\sum_{j=1}^{t} h_{j}^{2} \in \mathcal{J}$.

A special case of theta bodies was first introduced by Lovász in 110 and in full generality they appeared in 68]. Later, they have been analyzed in [67, 69]. The definitions and theorems in the remainder of the section are taken from [68].

Definition 4.2 (Theta body). Let $\mathcal{J} \subseteq \mathbb{R}[\mathbf{x}]$ be an ideal. For a positive integer $k$, the $k$-th theta body of $\mathcal{J}$ is defined as

$$
\mathrm{TH}_{k}(\mathcal{J}):=\left\{\mathbf{x} \in \mathbb{R}^{n}: f(\mathbf{x}) \geq 0 \text { for every linear } f \text { that is } k \text {-sos } \bmod \mathcal{J}\right\} .
$$

We say that an ideal $\mathcal{J} \subseteq \mathbb{R}[\mathbf{x}]$ is $\mathrm{TH}_{k}$-exact if $\mathrm{TH}_{k}(\mathcal{J})$ equals $\overline{\operatorname{conv}\left(\nu_{\mathbb{R}}(\mathcal{J})\right)}$, i.e., the closure of the convex hull of $\nu_{\mathbb{R}}(\mathcal{J})$.

Theta bodies are closed convex sets, while $\operatorname{conv}\left(\nu_{\mathbb{R}}(\mathcal{J})\right)$ may not necessarily be closed and by definition,

$$
\begin{equation*}
\mathrm{TH}_{1}(\mathcal{J}) \supseteq \mathrm{TH}_{2}(\mathcal{J}) \supseteq \cdots \supseteq \mathrm{TH}_{k-1}(\mathcal{J}) \supseteq \mathrm{TH}_{k}(\mathcal{J}) \supseteq \cdots \supseteq \operatorname{conv}\left(\nu_{\mathbb{R}}(\mathcal{J})\right) \tag{4.1}
\end{equation*}
$$

The theta-body sequence of an ideal $\mathcal{J}$ can converge (finitely or asymptotically), if at all, only to $\overline{\operatorname{conv}\left(\nu_{\mathbb{R}}(\mathcal{J})\right)}$. More results regarding such guarantees can be found in 68, 69]. However, to the best of our knowledge, none of the existing guarantees apply to the cases discussed below.

Given any polynomial, it is possible to check whether it is $k$-sos mod $\mathcal{J}$ using a Gröbner basis of $\mathcal{J}$ and semidefinite programming. However, using this definition in practice requires the knowledge of all linear polynomials (possibly infinitely many) that are $k$-sos $\bmod \mathcal{J}$. To overcome this difficulty, we need an alternative description of $\mathrm{TH}_{k}(\mathcal{J})$ discussed next.

As in [9, we assume that there are no linear polynomials in the ideal $\mathcal{J}$. Otherwise, some variable $x_{i}$ would be congruent to a linear combination of other variables modulo $\mathcal{J}$ and we could work in a smaller polynomial ring $\mathbb{R}\left[x_{1}, x_{2}, \ldots, x_{i-1}, x_{i+1}, \ldots, x_{n}\right]$. Therefore, $\mathbb{R}[\mathbf{x}]_{1} / \mathcal{J} \cong \mathbb{R}[\mathbf{x}]_{1}$ and $\left\{1+\mathcal{J}, x_{1}+\mathcal{J}, \ldots, x_{n}+\mathcal{J}\right\}$ can be completed to a basis $\mathcal{B}$ of $\mathbb{R}[\mathbf{x}] / \mathcal{J}$. Recall that the degree of an equivalence class $f+\mathcal{J}$, denoted by $\operatorname{deg}(f+\mathcal{J})$, is the smallest degree of an element in its class. We assume that each element in the basis $\mathcal{B}=\left\{f_{i}+\mathcal{J}\right\}$ of $\mathbb{R}[\mathbf{x}] / \mathcal{J}$ is represented by the polynomial whose degree equals the degree of its equivalence class, i.e., $\operatorname{deg}\left(f_{i}+\mathcal{J}\right)=\operatorname{deg}\left(f_{i}\right)$. In addition, we assume that $\mathcal{B}=\left\{f_{i}+\mathcal{J}\right\}$ is ordered so that $\operatorname{deg}\left(f_{i+1}\right)>\operatorname{deg}\left(f_{i}\right)$, where $>$ is a
fixed monomial ordering. Further, we define the set $\boldsymbol{\mathcal { B }}_{k}$

$$
\mathcal{B}_{k}:=\{f+\mathcal{J} \in \mathcal{B}: \operatorname{deg}(f+\mathcal{J}) \leq k\} .
$$

Definition 4.3 (Theta basis). Let $\mathcal{J} \subseteq \mathbb{R}[\mathbf{x}]$ be an ideal. A basis $\mathcal{B}=\left\{f_{0}+\mathcal{J}, f_{1}+\mathcal{J}, \ldots\right\}$ of $\mathbb{R}[\mathbf{x}] / \mathcal{J}$ is a $\theta$-basis if it has the following properties

1) $\mathcal{B}_{1}=\left\{1+\mathcal{J}, x_{1}+\mathcal{J}, \ldots, x_{n}+\mathcal{J}\right\}$,
2) if $\operatorname{deg}\left(f_{i}+\mathcal{J}\right), \operatorname{deg}\left(f_{j}+\mathcal{J}\right) \leq k$ then $f_{i} f_{j}+\mathcal{J}$ is in the $\mathbb{R}$-span of $\boldsymbol{\mathcal { B }}_{2 k}$.

As in [9, 68] we consider only monomial bases $\mathcal{B}$ of $\mathbb{R}[\mathbf{x}] / \mathcal{J}$, i.e., bases $\mathcal{B}$ such that $f_{i}$ is a monomial, for all $f_{i}+\mathcal{J} \in \mathcal{B}$.

To determine a $\theta$-basis, we first need to compute the reduced Gröbner basis $\mathcal{G}$ of the ideal $\mathcal{J}$, see Definition B.5 and Definition B.6. The set $\mathcal{B}$ will satisfy the second property in the definition of the theta basis if the reduced Gröbner basis $\mathcal{G}$ is with respect to an ordering which first compares the total degree. Therefore, throughout the paper we use the graded reverse monomial (grevlex) ordering (see Definition B.3), although also the graded lexicographic ordering (see Definition B.3) would be appropriate.

A technique to compute a $\theta$-basis $\mathcal{B}$ of $\mathbb{R}[\mathbf{x}] / \mathcal{J}$ consists in taking $\mathcal{B}$ to be the set of equivalence classes of the standard monomials of the corresponding initial ideal

$$
\mathcal{J}_{\text {initial }}=\left\langle\{\mathrm{LT}(f)\}_{f \in \mathcal{J}}\right\rangle=\left\langle\left\{\mathrm{LT}\left(g_{i}\right)\right\}_{i \in[s]}\right\rangle,
$$

where $\mathcal{G}=\left\{g_{1}, g_{2}, \ldots, g_{s}\right\}$ is the reduced Gröbner basis of the ideal $\mathcal{J}$. In other words, a set $\mathcal{B}=\left\{f_{0}+\mathcal{J}, f_{1}+\mathcal{J}, \ldots\right\}$ will be a $\theta$-basis of $\mathbb{R}[\mathbf{x}] / \mathcal{J}$ if it contains all $f_{i}+\mathcal{J}$ such that

1) $f_{i}$ is a monomial
2) $f_{i}$ is not divisible by any of the monomials in the set $\left\{\mathrm{LT}\left(g_{i}\right): i \in[s]\right\}$.

The next important tool we need is the combinatorial moment matrix of $\mathcal{J}$. To this end, we fix a $\theta$-basis $\mathcal{B}=\left\{f_{i}+\mathcal{J}\right\}$ of $\mathbb{R}[\mathbf{x}] / \mathcal{J}$ and define $[\mathbf{x}]_{\mathcal{B}_{k}}$ to be the column vector formed by all elements of $\boldsymbol{\mathcal { B }}_{k}$ in order. Then $[\mathbf{x}]_{\mathcal{B}_{k}}[\mathbf{x}]_{\mathcal{B}_{k}}^{T}$ is a square matrix indexed by $\mathcal{B}_{k}$ and its $(i, j)$-entry is equal to $f_{i} f_{j}+\mathcal{J}$. By definition of a theta basis, the entries of $[\mathbf{x}]_{\mathcal{B}_{k}}[\mathbf{x}]_{\mathcal{B}_{k}}^{T}$ lie in the $\mathbb{R}$-span of $\mathcal{B}_{2 k}$. Let $\left\{\lambda_{i, j}^{l}\right\}$ be the unique set of real numbers such that $f_{i} f_{j}+\mathcal{J}=\sum_{f_{l}+\mathcal{J} \in \mathcal{B}_{2 k}} \lambda_{i, j}^{l}\left(f_{l}+\mathcal{J}\right)$.

The theta bodies $\mathrm{TH}_{k}(\mathcal{J})$ can be characterized via the combinatorial moment matrix as stated in the next result from [68]. Thus, these matrices will be the basis for computing the new tensor norms and recovering low-rank tensors via the new tensor norm minimization introduced below via the semidefinite programming.

Definition 4.4. Let $\mathcal{J}, \mathcal{B}$ and $\left\{\lambda_{i, j}^{l}\right\}$ be as above. Let $\mathbf{y}$ be a real vector indexed by $\boldsymbol{\mathcal { B }}_{2 k}$ with its first entry $y_{0}=1$ indexed by the basis element $1+\mathcal{J}$. The $k$-th combinatorial moment matrix $\mathbf{M}_{\mathcal{B}_{k}}(\mathbf{y})$ of $\mathcal{J}$ is the real matrix indexed by $\mathcal{B}_{k}$ whose $(i, j)$-entry is $\left[\mathbf{M}_{\mathcal{B}_{k}}(\mathbf{y})\right]_{i, j}=$ $\sum_{f_{l}+\mathcal{J} \in \boldsymbol{\mathcal { B }}_{2 k}} \lambda_{i, j}^{l} y_{l}$.

Theorem 4.5. The $k$-th theta body of $\mathcal{J}, \mathrm{TH}_{k}(\mathcal{J})$, is the closure of

$$
\mathcal{Q}_{\mathcal{B}_{k}}(\mathcal{J})=\pi_{\mathbb{R}^{n}}\left\{\mathbf{y} \in \mathbb{R}^{\boldsymbol{\mathcal { B }}_{2 k}}: \mathbf{M}_{\mathcal{B}_{k}}(\mathbf{y}) \succeq 0, y_{0}=1\right\}
$$

where $\pi_{\mathbb{R}^{n}}$ denotes the projection onto the variables $y_{1}=y_{x_{1}+\mathcal{J}}, \ldots, y_{n}=y_{x_{n}+\mathcal{J}}$.
Algorithm 4.1 shows a step-by-step procedure for computing $\mathrm{TH}_{k}(\mathcal{J})$.

Algorithm 4.1. Algorithm for computing $\mathrm{TH}_{k}(\mathcal{J})$

```
Input: An ideal \(\mathcal{J} \in \mathbb{R}[\mathbf{x}]=\mathbb{R}\left[x_{1}, x_{2}, \ldots, x_{n}\right]\).
Compute the reduced Gröbner basis of the ideal \(\mathcal{J}\).
Compute a \(\theta\)-basis \(\mathcal{B}=\mathcal{B}_{1} \cup \mathcal{B}_{2} \cup \ldots=\left\{f_{0}+\mathcal{J}, f_{1}+\mathcal{J}, \ldots\right\}\) of \(\mathbb{R}[\mathbf{x}] / \mathcal{J}\)
                                    (see Definition 4.3)
Compute the combinatorial moment matrix \(\mathbf{M}_{\mathcal{B}_{k}}(\mathbf{y})\) :
    \([\mathbf{x}]_{\mathcal{B}_{k}}=\left\{\right.\) all elements of \(\boldsymbol{\mathcal { B }}_{k}\) in order \(\}\)
    \(\left(\mathbf{X}_{\mathcal{B}_{k}}\right)_{i, j}=\left([\mathbf{x}]_{\mathcal{B}_{k}}[\mathbf{x}]_{\mathcal{B}_{k}}^{T}\right)_{i, j}=f_{i} f_{j}+\mathcal{J}=\sum_{f_{l}+\mathcal{J} \in \mathcal{B}_{2 k}} \lambda_{i, j}^{l}\left(f_{l}+\mathcal{J}\right)\)
    \(\left[\mathbf{M}_{\mathcal{B}_{k}}(\mathbf{y})\right]_{i, j}=\sum_{f_{l}+\mathcal{J} \in \boldsymbol{B}_{2 k}} \lambda_{i, j}^{l} y_{l} \quad\) (linearize using \(\mathbf{y}=\left(1, y_{1}, y_{2}, \ldots, y_{\left|\boldsymbol{\beta}_{2 k}\right|-1}\right)\) )
    Output: \(\mathrm{TH}_{k}(\mathcal{J})\) is the closure of
    \(\mathcal{Q}_{\mathcal{B}_{k}}(\mathcal{J})=\pi_{\mathbb{R}^{n}}\left\{\mathbf{y} \in \mathbb{R}^{\mathcal{B}_{2 k}}: \mathbf{M}_{\mathcal{B}_{k}}(\mathbf{y}) \succeq 0, y_{0}=1\right\}\).
```


### 4.2. Matrix case

First, we consider the unit-matrix-nuclear-norm ball and provide its hierarchical relaxations via theta bodies. The $k$-th relaxation defines a matrix unit $\theta_{k}$-norm ball with the property

$$
\|\mathbf{X}\|_{\theta_{k}} \leq\|\mathbf{X}\|_{\theta_{k+1}}, \quad \text { for all } \mathbf{X} \in \mathbb{R}^{m \times n} \text { and all } k \in \mathbb{N}
$$

However, we will show that all these $\theta_{k}$-norms coincide with the matrix nuclear norm.
The first step in computing hierarchical relaxations of the unit-matrix-nuclear-norm ball consists in finding a polynomial ideal $\mathcal{J}$ such that its real algebraic variety (the set of points at which all polynomials of the ideal vanish) coincides with the set of all rank-one, Frobenius-norm-one matrices

$$
\begin{equation*}
\nu_{\mathbb{R}}(\mathcal{J})=\left\{\mathbf{X} \in \mathbb{R}^{m \times n}:\|\mathbf{X}\|_{F}=1, \operatorname{rank}(\mathbf{X})=1\right\} \tag{4.2}
\end{equation*}
$$

Recall that the convex hull of this set is the nuclear norm ball. The following lemma states the elementary fact that a nonzero matrix is a rank-one matrix if and only if all its order-two minors are zero. (The determinant of an $r$-by- $r$ submatrix of $\mathbf{A}$ is called an order- $r$ minor of $\mathbf{A}$ or a minor of an order r of A.)

For notational purposes, we define the following polynomials in $\mathbb{R}[\mathbf{x}]=\mathbb{R}\left[x_{11}, x_{12}, \ldots, x_{m n}\right]$

$$
\begin{equation*}
g(\mathbf{x})=\sum_{i=1}^{m} \sum_{j=1}^{n} x_{i j}^{2}-1 \text { and } f_{i j k l}(\mathbf{x})=x_{i l} x_{k j}-x_{i j} x_{k l} \quad \text { for } 1 \leq i<k \leq m, 1 \leq j<l \leq n \tag{4.3}
\end{equation*}
$$

Lemma 4.6. Let $\mathbf{X} \in \mathbb{R}^{m \times n} \backslash\{\mathbf{0}\}$. Then $\mathbf{X}$ is a rank-one, Frobenius-norm-one matrix if and only if

$$
\begin{equation*}
\mathbf{X} \in \mathcal{R}:=\left\{\mathbf{X}: g(\mathbf{X})=0 \text { and } f_{i j k l}(\mathbf{X})=0 \text { for all } i<k, j<l\right\} \tag{4.4}
\end{equation*}
$$

Proof. If $\mathbf{X} \in \mathbb{R}^{m \times n}$ is a rank-one matrix with $\|\mathbf{X}\|_{F}=1$, then by definition there exist two vectors $\mathbf{u} \in \mathbb{R}^{m}$ and $\mathbf{v} \in \mathbb{R}^{n}$ such that $X_{i j}=u_{i} v_{j}$ for all $i \in[m], j \in[n]$ and $\|\mathbf{u}\|_{2}=\|\mathbf{v}\|_{2}=1$. Thus

$$
X_{i j} X_{k l}-X_{i l} X_{k j}=u_{i} v_{j} u_{k} v_{l}-u_{i} v_{l} u_{k} v_{j}=0 \quad \text { and } \quad \sum_{i=1}^{m} \sum_{j=1}^{n} X_{i j}^{2}=\sum_{i=1}^{m} u_{i}^{2} \sum_{j=1}^{n} v_{j}^{2}=1
$$

For the converse, let $\mathbf{x}_{\cdot i}$ represent the $i$-th column of a matrix $\mathbf{X} \in \mathcal{R}$. Then, for all $j, l \in[n]$ with $j<l$, it holds

$$
X_{m l} \cdot \mathbf{x}_{\cdot j}-X_{m j} \cdot \mathbf{x}_{\cdot l}=X_{m l} \cdot\left[\begin{array}{c}
X_{1 j} \\
X_{2 j} \\
\vdots \\
X_{m j}
\end{array}\right]-X_{m j} \cdot\left[\begin{array}{c}
X_{1 l} \\
X_{2 l} \\
\vdots \\
X_{m l}
\end{array}\right]=\left[\begin{array}{c}
X_{1 j} X_{m l}-X_{1 l} X_{m j} \\
X_{2 j} X_{m l}-X_{2 l} X_{m j} \\
\vdots \\
X_{m j} X_{m l}-X_{m j} X_{m l}
\end{array}\right]=\mathbf{0}
$$

since $X_{i j} X_{m l}=X_{i l} X_{m j}$ for all $i \in[m-1]$ by the definition of $\boldsymbol{\mathcal { R }}$. Thus, the columns of the matrix $\mathbf{X}$ span a one-dimensional space, i.e., the matrix $\mathbf{X}$ is a rank-one matrix. From $\sum_{i=1}^{m} \sum_{j=1}^{n} X_{i j}^{2}-$ $1=0$ it follows that the matrix $\mathbf{X}$ is normalized, i.e., $\|\mathbf{X}\|_{F}=1$.

Remark 4.7. The set of polynomials $\left\{f_{i j k l}: 1 \leq i<k \leq m, 1 \leq j<l \leq n\right\}$ defined in 4.3) is equivalent to the set $\left\{f^{(\boldsymbol{\alpha}, \boldsymbol{\beta})}:(\boldsymbol{\alpha}, \boldsymbol{\beta}) \in \mathcal{S}^{2}\right\}$, where

$$
f^{(\boldsymbol{\alpha}, \boldsymbol{\beta})}(\boldsymbol{x})=x_{\boldsymbol{\alpha}} x_{\boldsymbol{\beta}}-x_{\boldsymbol{\alpha} \vee \boldsymbol{\beta}} x_{\boldsymbol{\alpha} \wedge \boldsymbol{\beta}} \quad \text { and } \quad \mathcal{S}^{2}=\left\{(\boldsymbol{\alpha}, \boldsymbol{\beta}): 1 \leq \alpha_{1}<\beta_{1} \leq m, 1 \leq \beta_{2}<\alpha_{2} \leq n\right\}
$$

with $[\boldsymbol{\alpha} \vee \boldsymbol{\beta}]_{i}=\max \left\{\alpha_{i}, \beta_{i}\right\}$ and $[\boldsymbol{\alpha} \wedge \boldsymbol{\beta}]_{i}=\min \left\{\alpha_{i}, \beta_{i}\right\}$ for $i \in\{1,2\}$. These polynomials were introduced for the first time in [80] and are known in real algebraic geometry and commutative algebra as Hibi relations.

As a consequence of Lemma 4.6. the set of rank-one, Frobenius-norm-one matrices coincides with the real algebraic variety $\nu_{\mathbb{R}}\left(\mathcal{J}_{M_{m n}}\right)$ for the ideal $\mathcal{J}_{M_{m n}}$ generated by the polynomials $g$ and $f_{i j k l}$. That is,

$$
\begin{equation*}
\mathcal{J}_{M_{m n}}=\left\langle\mathcal{G}_{M_{m n}}\right\rangle \quad \text { with } \mathcal{G}_{M_{m n}}=\{g(\mathbf{x})\} \cup\left\{f_{i j k l}(\mathbf{x}): 1 \leq i<k \leq m, 1 \leq j<l \leq n\right\} \tag{4.5}
\end{equation*}
$$

Recall that the convex hull of the set $\mathcal{R}$ in (4.4) forms the unit-nuclear-norm ball and by the definition of the theta bodies,

$$
\overline{\operatorname{conv}\left(\nu_{\mathbb{R}}\left(\mathcal{J}_{M_{m n}}\right)\right)} \subseteq \cdots \subseteq \mathrm{TH}_{k+1}\left(\mathcal{J}_{M_{m n}}\right) \subseteq \mathrm{TH}_{k}\left(\mathcal{J}_{M_{m n}}\right) \subseteq \cdots \subseteq \mathrm{TH}_{1}\left(\mathcal{J}_{M_{m n}}\right)
$$

Therefore, the theta bodies form closed, convex hierarchical relaxations of the unit-matrix-nuclearnorm ball. In addition, the theta body $\mathrm{TH}_{k}\left(\mathcal{J}_{M_{m n}}\right)$ is symmetric, $\mathrm{TH}_{k}\left(\mathcal{J}_{M_{m n}}\right)=-\mathrm{TH}_{k}\left(\mathcal{J}_{M_{m n}}\right)$. Thus, it defines a unit ball of a norm that we call the $\theta_{k}$-norm.

The next result shows that the generating set of the ideal $\mathcal{J}_{M_{m n}}$ introduced above is a Gröbner basis for $\mathcal{J}_{M_{m n}}$.

Theorem 4.8. The set $\mathcal{G}_{M_{m n}}$ forms the reduced Gröbner basis of the ideal $\mathcal{J}_{M_{m n}}$ with respect to the grevlex order.

Proof. The set $\mathcal{G}_{M_{m n}}$ is clearly a basis for the ideal $\mathcal{J}_{M_{m n}}$. By Proposition B.12, we only need to check whether the $S$-polynomial (see Definition B.7) satisfies $S(p, q) \rightarrow_{\mathcal{G}_{M_{m n}}} 0$ for all $p, q \in \mathcal{G}_{M_{m n}}$ whenever the leading monomials $\mathrm{LM}(p)$ and $\mathrm{LM}(q)$ are not relatively prime. Here, $S(p, q) \rightarrow_{\mathcal{G}_{M_{m n}}} 0$ means that $S(p, q)$ reduces to 0 modulo $\mathcal{G}_{M_{m n}}$, see Definition B.9.

Notice that $\mathrm{LM}(g)=x_{11}^{2}$ and $\mathrm{LM}\left(f_{i j k l}\right)=x_{i l} x_{k j}$ are relatively prime, for all $1 \leq i<k \leq m$ and $1 \leq j<l \leq n$. Therefore, we only need to show that $S\left(f_{i j k l}, f_{\hat{i} \hat{j} \hat{k} \hat{l}}\right) \rightarrow_{\boldsymbol{\mathcal { G }}_{M_{m n}}} 0$ whenever the leading monomials $\operatorname{LM}\left(f_{i j k l}\right)$ and $\operatorname{LM}\left(f_{\hat{i} \hat{j} \hat{k} \hat{l}}\right)$ are not relatively prime. First we consider

$$
f_{i j k l}(\mathbf{x})=x_{i l} x_{k j}-x_{i j} x_{k l} \quad \text { and } \quad f_{i \hat{j} \hat{k} l}(\mathbf{x})=x_{i l} x_{\hat{k} \hat{j}}-x_{i \hat{j}} x_{\hat{k} l}
$$

for $1 \leq i<k<\hat{k} \leq m, 1 \leq j<\hat{j}<l \leq n$. The $S$-polynomial is then of the form

$$
\begin{aligned}
S\left(f_{i j k l}, f_{i \hat{j} \hat{k} l}\right)=x_{\hat{k} \hat{j}} f_{i j k l}(\mathbf{x})-x_{k j} f_{i \hat{j} \hat{k} l}(\mathbf{x}) & =-x_{i j} x_{k l} x_{\hat{k} \hat{j}}+x_{i \hat{j}} x_{\hat{k} l} x_{k j} \\
& =x_{\hat{k} l} f_{i j k \hat{j}}(\mathbf{x})-x_{i j} f_{k \hat{j} \hat{k} l}(\mathbf{x}) \in \mathcal{J}_{M_{m n}}
\end{aligned}
$$

so that $S\left(f_{i j k l}, f_{i \hat{j} \hat{k} l}\right) \rightarrow_{\mathcal{G}_{M_{m n}}} 0$. The remaining cases are treated with similar arguments.
In order to show that $\mathcal{G}_{M_{m n}}$ is the reduced Gröbner basis (see Definition B.6) for the ideal $\mathcal{J}_{M_{m n}}$, we first notice that $\mathrm{LC}(f)=1$ for all $f \in \mathcal{G}_{M_{m n}}$. In addition, the leading monomial of $f \in \mathcal{G}_{M_{m n}}$ is always of degree two and there are no two different polynomials $f_{i}, f_{j} \in \mathcal{G}_{M_{m n}}$ such that $\operatorname{LM}\left(f_{i}\right)=\operatorname{LM}\left(f_{j}\right)$. Therefore, $\mathcal{G}_{M_{m n}}$ is the reduced Gröbner basis of the ideal $\mathcal{J}_{M_{m n}}$ with respect to the grevlex order.

The Gröbner basis $\mathcal{G}_{M_{m n}}$ of $\mathcal{J}_{M_{m n}}=\left\langle\mathcal{G}_{M_{m n}}\right\rangle$ yields the $\theta$-basis of $\mathbb{R}[\mathbf{x}] / \mathcal{J}_{M_{m n}}$. For the sake of simplicity, we only provide its elements up to degree two,

$$
\begin{aligned}
& \mathcal{B}_{1}=\left\{1+\mathcal{J}_{M_{m n}}, x_{11}+\mathcal{J}_{M_{m n}}, x_{12}+\mathcal{J}_{M_{m n}}, \ldots, x_{m n}+\mathcal{J}_{M_{m n}}\right\} \\
& \mathcal{B}_{2}=\mathcal{B}_{1} \cup\left\{x_{i j} x_{k l}+\mathcal{J}_{M_{m n}}:(i, j, k, l) \in \mathcal{S}_{\mathcal{B}_{2}}\right\},
\end{aligned}
$$

where $\mathcal{S}_{\mathcal{B}_{2}}=\{(i, j, k, l): 1 \leq i \leq k \leq m, 1 \leq j \leq l \leq n\} \backslash(1,1,1,1)$. Given the $\theta$-basis, the theta body $\mathrm{TH}_{k}\left(\mathcal{J}_{M_{m n}}\right)$ is well-defined. We formally introduce the associated norm next.

Definition 4.9. The matrix $\theta_{k}$-norm, denoted by $\|\cdot\|_{\theta_{k}}$, is the norm induced by the $k$-theta body $\mathrm{TH}_{k}\left(\mathcal{J}_{M_{m n}}\right)$, i.e.,

$$
\|\mathbf{X}\|_{\theta_{k}}=\inf \left\{r: \mathbf{X} \in r \operatorname{TH}_{k}\left(\mathcal{J}_{M_{m n}}\right)\right\}
$$

The $\theta_{k}$-norm can be computed with the help of Theorem4.5, i.e., as

$$
\|\mathbf{X}\|_{\theta_{k}}=\min _{t} t \quad \text { subject to } \quad \mathbf{X} \in t \mathcal{Q}_{\mathcal{B}_{k}}\left(\mathcal{J}_{M_{m n}}\right)
$$

Given the moment matrix $\mathbf{M}_{\mathcal{B}_{k}}(\mathbf{y})$ associated with $\mathcal{J}_{M_{m n}}$, this minimization program is equivalent to the semidefinite program

$$
\begin{equation*}
\min _{t \in \mathbb{R}, \mathbf{y} \in \mathbb{R}^{\mathcal{B}_{2 k}}} t \quad \text { subject to } \quad \mathbf{M}_{\mathcal{B}_{k}}(\mathbf{y}) \succcurlyeq 0, y_{0}=t, \mathbf{y}_{\mathcal{B}_{1}}=\mathbf{X} \tag{4.6}
\end{equation*}
$$

The last constraint might require some explanation. The vector $\mathbf{y}_{\mathcal{B}_{1}}$ denotes the restriction of $\mathbf{y}$ to the indices in $\boldsymbol{\mathcal { B }}_{1}$, where the latter can be identified with the set $[m] \times[n]$ indexing the matrix entries. Therefore, $\mathbf{y}_{\mathcal{B}_{1}}=\mathbf{X}$ means componentwise $y_{x_{11}+\mathcal{J}_{M_{m n}}}=X_{11}, y_{x_{12}+\mathcal{J}_{M_{m n}}}=$ $X_{12}, \ldots, y_{x_{m n}+\mathcal{J}_{M_{m n}}}=X_{m n}$. For the purpose of illustration, we focus on the $\theta_{1}$-norm in $\mathbb{R}^{2 \times 2}$ in Subsection 4.2.1 below, and provide a step-by-step procedure for building the corresponding semidefinite program in 4.6.

Notice that the number of elements in $\mathcal{B}_{1}$ is $m n+1$, and in $\mathcal{B}_{2} \backslash \mathcal{B}_{1}$ is $\frac{m \cdot(m+1)}{2} \cdot \frac{n \cdot(n+1)}{2}-$ $1 \sim \frac{(m n)^{2}}{2}$. That is, the number of elements of the $\theta$-basis restricted to the degree two scales polynomially in the total number of matrix entries $m n$. Therefore, the computational complexity of the SDP in 4.6 is polynomial in $m n$.

We show next that the theta body $\mathrm{TH}_{1}\left(\mathcal{J}_{M_{m n}}\right)$ and hence, all $\mathrm{TH}_{k}\left(\mathcal{J}_{M_{m n}}\right)$ for $k \in \mathbb{N}$, coincide with the matrix-unit-nuclear-norm ball. To this end, the following lemma provides expressions for the boundary of the matrix-unit-nuclear-norm ball.

Lemma 4.10. Let $\mathcal{O}_{c}\left(\mathcal{O}_{r}\right)$ denote the set of all matrices $\mathbf{M} \in \mathbb{R}^{n \times m}$ with orthonormal columns (rows), i.e., $\mathcal{O}_{c}=\left\{\mathbf{M} \in \mathbb{R}^{n \times m}: \mathbf{M}^{T} \mathbf{M}=\mathbf{I}_{m}\right\}$ and $\mathcal{O}_{r}=\left\{\mathbf{M} \in \mathbb{R}^{n \times m}: \mathbf{M} \mathbf{M}^{T}=\mathbf{I}_{n}\right\}$. Then

$$
\left\{\mathbf{X} \in \mathbb{R}^{m \times n}:\|\mathbf{X}\|_{*} \leq 1\right\}=\left\{\mathbf{X} \in \mathbb{R}^{m \times n}: \operatorname{tr}(\mathbf{M X}) \leq 1, \text { for all } \mathbf{M} \in \mathcal{O}_{c} \cup \mathcal{O}_{r}\right\}
$$

Remark 4.11. Notice that $\mathcal{O}_{c}=\emptyset$ for $m>n$ and $\mathcal{O}_{r}=\emptyset$ for $m<n$.
Proof. It suffices to treat the case $m \leq n$ because $\|\mathbf{X}\|_{*}=\left\|\mathbf{X}^{T}\right\|_{*}$ for all matrices $\mathbf{X}$, and $\mathbf{M} \in \mathcal{O}_{r}$ if and only if $\mathbf{M}^{T} \in \mathcal{O}_{c}$. Let $\mathbf{X} \in \mathbb{R}^{m \times n}$ such that $\|\mathbf{X}\|_{*} \leq 1$ and let $\mathbf{X}=\mathbf{U} \boldsymbol{\Sigma}^{T}$ be its singular value decomposition. For $\mathbf{M} \in \mathcal{O}_{c}$, the spectral norm satisfies $\|\mathbf{M}\|_{2 \rightarrow 2} \leq 1$ and therefore, using the fact that the nuclear norm is the dual of the spectral norm, see e.g. [8, p. 96] and Example C. 4 .

$$
\operatorname{tr}(\mathbf{M X}) \leq\|\mathbf{M}\|_{2 \rightarrow 2} \cdot\|\mathbf{X}\|_{*} \leq\|\mathbf{X}\|_{*} \leq 1
$$

For the converse, let $\mathbf{X} \in \mathbb{R}^{m \times n}$ be such that $\operatorname{tr}(\mathbf{M X}) \leq 1$, for all $\mathbf{M} \in \mathcal{O}_{c}$. Let $\mathbf{X}=\mathbf{U} \overline{\boldsymbol{\Sigma}} \overline{\mathbf{V}}^{T}$ denote its reduced singular value decomposition, i.e., $\mathbf{U}, \overline{\boldsymbol{\Sigma}} \in \mathbb{R}^{m \times m}$ and $\overline{\mathbf{V}} \in \mathbb{R}^{n \times m}$ with $\mathbf{U}^{T} \mathbf{U}=$ $\mathbf{U U}^{T}=\overline{\mathbf{V}}^{T} \overline{\mathbf{V}}=\mathbf{I}_{m}$. Since $\mathbf{M}:=\overline{\mathbf{V}} \mathbf{U}^{T} \in \mathcal{O}_{c}$, it follows that

$$
1 \geq \operatorname{tr}(\mathbf{M X})=\operatorname{tr}\left(\overline{\mathbf{V}} \mathbf{U}^{T} \mathbf{U} \boldsymbol{\Sigma} \overline{\mathbf{V}}^{T}\right)=\operatorname{tr}(\boldsymbol{\Sigma})=\|\mathbf{X}\|_{*}
$$

This completes the proof.
Next, using Lemma 4.10, we show that the theta body $\mathrm{TH}_{1}\left(\mathcal{J}_{M_{m n}}\right)$ equals the matrix-unit-nuclear-norm ball.

Theorem 4.12. The polynomial ideal $\mathcal{J}_{M_{m n}}$ defined in 4.5 satisfies

$$
\mathrm{TH}_{1}\left(\mathcal{J}_{M_{m n}}\right)=\overline{\operatorname{conv}\left(\left\{\mathbf{x}: g(\mathbf{x})=0, f_{i j k l}(\mathbf{x})=0 \text { for all } i<k, j<l\right\}\right)}
$$

In other words,

$$
\left\{\mathbf{X} \in \mathbb{R}^{m \times n}: \mathbf{X} \in \mathrm{TH}_{1}\left(\mathcal{J}_{M_{m n}}\right)\right\}=\left\{\mathbf{X} \in \mathbb{R}^{m \times n}:\|\mathbf{X}\|_{*} \leq 1\right\}
$$

Proof. By the definition of $\mathrm{TH}_{1}\left(\mathcal{J}_{M_{m n}}\right)$, it is enough to show that the boundary of the unit-nuclear-norm ball can be written as 1 -sos $\bmod \mathcal{J}_{M_{m n}}$. By Lemma 4.10 this means that the polynomial $1-\sum_{i=1}^{m} \sum_{j=1}^{n} x_{i j} M_{j i}$ is 1-sos $\bmod \mathcal{J}_{M_{m n}}$, for all $\mathbf{M} \in \mathcal{O}_{c} \cup \mathcal{O}_{r}$. We start by fixing $\mathbf{M}=\binom{\mathbf{I}_{m}}{\mathbf{0}}$ in case $m \leq n$ and $\mathbf{M}=\left(\begin{array}{ll}\mathbf{I}_{n} & \mathbf{0}\end{array}\right)$ in case $m>n$, where $\mathbf{I}_{k} \in \mathbb{R}^{k \times k}$ is the identity matrix. For this choice of $\mathbf{M}$, we need to show that $1-\sum_{i=1}^{\ell} x_{i i}$ is 1 -sos $\bmod \mathcal{J}_{M_{m n}}$, where $\ell=\min \{m, n\}$. Note that

$$
\begin{aligned}
1-\sum_{i=1}^{\ell} x_{i i}= & \frac{1}{2}\left[\left(1-\sum_{i=1}^{\ell} x_{i i}\right)^{2}+\left(1-\sum_{i=1}^{m} \sum_{j=1}^{n} x_{i j}^{2}\right)+\sum_{i<j \leq \ell}\left(x_{i j}-x_{j i}\right)^{2}\right. \\
& \left.-2 \sum_{i<j \leq \ell}\left(x_{i i} x_{j j}-x_{i j} x_{j i}\right)+\sum_{i=1}^{m} \sum_{j=m+1}^{n} x_{i j}^{2}+\sum_{i=n+1}^{m} \sum_{j=1}^{n} x_{i j}^{2}\right]
\end{aligned}
$$

since

$$
\left(1-\sum_{i=1}^{\ell} x_{i i}\right)^{2}=1-2 \sum_{i=1}^{\ell} x_{i i}+\sum_{i=1}^{\ell} \sum_{j=1}^{\ell} x_{i i} x_{j j}=1-2 \sum_{i=1}^{\ell} x_{i i}+2 \sum_{i<j \leq \ell} x_{i i} x_{j j}+\sum_{i=1}^{\ell} x_{i i}^{2}
$$

$$
1-\sum_{i=1}^{m} \sum_{j=1}^{n} x_{i j}^{2}+\sum_{i=1}^{m} \sum_{j=m+1}^{n} x_{i j}^{2}+\sum_{i=n+1}^{m} \sum_{j=1}^{n} x_{i j}^{2}=1-\sum_{i=1}^{\ell} \sum_{j=1}^{\ell} x_{i j}^{2}=1-\sum_{i<j \leq \ell}\left(x_{i j}^{2}+x_{j i}^{2}\right)-\sum_{i=1}^{\ell} x_{i i}^{2},
$$

and

$$
\begin{aligned}
\sum_{i<j \leq \ell}\left(x_{i j}-x_{j i}\right)^{2}-2 \sum_{i<j \leq \ell}\left(x_{i i} x_{j j}-x_{i j} x_{j i}\right) & =\sum_{i<j \leq \ell}\left(x_{i j}^{2}+x_{j i}^{2}-2 x_{i j} x_{j i}-2 x_{i i} x_{j j}+2 x_{i j} x_{j i}\right) \\
& =\sum_{i<j \leq \ell}\left(x_{i j}^{2}+x_{j i}^{2}\right)-2 \sum_{i<j \leq \ell} x_{i i} x_{j j} .
\end{aligned}
$$

Therefore, $1-\sum_{i=1}^{\ell} x_{i i}$ is 1 -sos $\bmod \mathcal{J}_{M_{m n}}$, since the polynomials $1-\sum_{i=1}^{\ell} x_{i i}, x_{i j}-x_{j i}, x_{i j}$, and $x_{j i}$ are linear and the polynomials $1-\sum_{i=1}^{m} \sum_{j=1}^{n} x_{i j}^{2}$ and $2\left(x_{i i} x_{j j}-x_{i j} x_{j i}\right)$ are contained in the ideal, for all $i<j \leq \ell$.

Next, we define the transformed variables

$$
x_{i j}^{\prime}= \begin{cases}\sum_{k=1}^{m} M_{i k} x_{k j} & \text { if } m \leq n, \\ \sum_{k=1}^{n} x_{i k} M_{k j} & \text { if } m>n\end{cases}
$$

Since $x_{i j}^{\prime}$ is a linear combination of $\left\{x_{k j}\right\}_{k=1}^{m} \cup\left\{x_{i k}\right\}_{k=1}^{n}$ for every $i \in[m]$ and $j \in[n]$, the linearity of the polynomials $1-\sum_{i=1}^{\ell} x_{i i}^{\prime}, x_{i j}^{\prime}-x_{j i}^{\prime}, x_{i j}^{\prime}$, and $x_{j i}^{\prime}$ is preserved for all $i<j$. It remains to show that the ideal is invariant under this transformation. For the polynomial $1-\sum_{i=1}^{m} \sum_{j=1}^{n} x_{i j}^{\prime}{ }^{2}$ this is clear since $\mathbf{M} \in \mathbb{R}^{n \times m}$ has unitary columns if $m \leq n$ and unitary rows if $m \geq n$. Moreover, if $m \leq n$ the polynomial $x_{i i}^{\prime} x_{j j}^{\prime}-x_{i j}^{\prime} x_{j i}^{\prime}$ is contained in the ideal $\mathcal{J}$ since

$$
x_{i i}^{\prime} x_{j j}^{\prime}-x_{i j}^{\prime} x_{j i}^{\prime}=\sum_{k=1}^{m} \sum_{l=1}^{m} M_{i k} M_{j l}\left(x_{k i} x_{l j}-x_{k j} x_{l i}\right)
$$

and the polynomials $x_{k i} x_{l j}-x_{k j} x_{l i}$ are contained in $\mathcal{J}_{M_{m n}}$ for all $i<j \leq m$. Similarly, if $m \geq n$ the polynomial $x_{i i}^{\prime} x_{j j}^{\prime}-x_{i j}^{\prime} x_{j i}^{\prime}$ is in the ideal since

$$
x_{i i}^{\prime} x_{j j}^{\prime}-x_{i j}^{\prime} x_{j i}^{\prime}=\sum_{k=1}^{n} \sum_{l=1}^{n} M_{k i} M_{l j}\left(x_{i k} x_{j l}-x_{i l} x_{j k}\right)
$$

and polynomials $x_{i k} x_{j l}-x_{i l} x_{j k}$ are in the ideal, for all $i<j \leq n$.

The following corollary is a direct consequence of Theorem 4.12 and the nestedness property (4.1) of the theta bodies.

Corollary 4.13. The matrix $\theta_{1}$-norm coincides with the matrix nuclear norm, i.e.,

$$
\|\mathbf{X}\|_{*}=\|\mathbf{X}\|_{\theta_{1}}, \quad \text { for all } \mathbf{X} \in \mathbb{R}^{m \times n}
$$

In other words, ideal $\mathcal{J}_{M_{m n}}$ is $\mathrm{TH}_{1}$-exact, i.e.,

$$
\mathrm{TH}_{1}\left(\mathcal{J}_{M_{m n}}\right)=\mathrm{TH}_{2}\left(\mathcal{J}_{M_{m n}}\right)=\cdots=\overline{\operatorname{conv}\left(\nu_{\mathbb{R}}\left(\mathcal{J}_{M_{m n}}\right)\right)}
$$

Remark 4.14. The ideal (4.5) is not the only choice that satisfies 4.2. For example, in 32 the following polynomial ideal was suggested

$$
\mathcal{J}=\left\langle\left\{x_{i j}-u_{i} v_{j}\right\}_{i \in[m], j \in[n]}, \sum_{i=1}^{m} u_{i}^{2}-1, \sum_{j=1}^{n} v_{j}^{2}-1\right\rangle
$$

in $\mathbb{R}[\mathbf{x}, \mathbf{u}, \mathbf{v}]=\mathbb{R}\left[x_{11}, \ldots, x_{m n}, u_{1}, \ldots, u_{m}, v_{1}, \ldots, v_{n}\right]$. Some tedious computations reveal the reduced Gröbner basis $\mathcal{G}$ of the ideal $\mathcal{J}$ with respect to the grevlex (and grlex) ordering,

$$
\begin{aligned}
& \mathcal{G}=\left\{g_{1}^{i, j}=x_{i j}-u_{i} v_{j}: i \in[m], j \in[n]\right\} \bigcup\left\{g_{2}=\sum_{i=1}^{m} u_{i}^{2}-1, g_{3}=\sum_{j=1}^{n} v_{j}^{2}-1\right\} \\
& \bigcup\left\{g_{4}^{i, j, k}=x_{i j} u_{k}-x_{k j} u_{i}: 1 \leq i<k \leq m, j \in[n]\right\} \bigcup\left\{g_{5}^{j}=\sum_{i=1}^{m} x_{i j} u_{i}-v_{j}: j \in[n]\right\} \\
& \\
& \bigcup\left\{g_{6}^{i, j, k}=x_{i j} v_{k}-x_{i k} v_{j}: i \in[m], 1 \leq j<k \leq n\right\} \bigcup\left\{g_{7}^{i}=\sum_{j=1}^{n} x_{i j} v_{j}-u_{i}: i \in[m]\right\} \\
& \\
& \bigcup\left\{g_{8}^{i, j}=\sum_{k=1}^{n} x_{i k} x_{j k}-u_{i} u_{j}: 1 \leq i<j \leq m\right\} \bigcup\left\{g_{9}^{i, j}=\sum_{k=1}^{m} x_{k i} x_{k j}-v_{i} v_{j}: 1 \leq i<j \leq n\right\} \\
& \\
& \bigcup\left\{g_{10}^{i}=\sum_{j=1}^{n} x_{i j}^{2}-u_{i}^{2}: 2 \leq i \leq m\right\} \bigcup\left\{g_{11}^{j}=\sum_{i=1}^{m} x_{i j}^{2}-v_{j}^{2}: 2 \leq j \leq n\right\} \\
& \bigcup\left\{g_{12}^{i, j, k, l}=x_{i j} x_{k l}-x_{i l} x_{k j}: 1 \leq i<k \leq m, 1 \leq j<l \leq n\right\} \\
& \bigcup\left\{g_{13}=x_{11}^{2}-\sum_{i=2}^{m} \sum_{j=2}^{n} x_{i j}^{2}+\sum_{i=2}^{m} u_{i}^{2}+\sum_{j=2}^{n} v_{j}^{2}-1\right\}
\end{aligned}
$$

Obviously, this Gröbner basis is much more complicated than the one of the ideal $\mathcal{J}_{M_{m n}}$ introduced above. Therefore, computations (both theoretical and numerical) with this alternative ideal seem to be more demanding. In any case, the variables $\left\{u_{i}\right\}_{i=1}^{m}$ and $\left\{v_{j}\right\}_{j=1}^{n}$ are only auxiliary, so one would like to eliminate these from the above Gröbner basis (see for example [37] for the elimination procedure). By doing so, one obtains the Gröbner basis $\mathcal{G}_{M_{m n}}$ defined in 4.5. Notice that $\sum_{i=1}^{m} \sum_{j=1}^{n} x_{i j}^{2}-1=g_{13}+\sum_{i=2}^{m} g_{10}^{i}+\sum_{j=2}^{n} g_{11}^{j}$ together with $\left\{g_{12}^{i, j, k, l}\right\}$ form the basis $\mathcal{G}_{M_{m n}}$.

Remark 4.15. The polynomial ideal $\overline{\mathcal{J}}_{M_{m n}}=\left\langle\left\{f_{i j k l}: i<k, j<l\right\}\right\rangle$ is a special case of determinantal ideals already studied in real algebraic geometry and commutative algebra, see [16, 147]. Let $\mathbb{K}$ be a field and $\mathbf{X}$ be a matrix of indeterminates over $\mathbb{K}$. For $t \in \mathbb{N}, t \leq \min \{m, n\}$, the determinantal ideal $\mathcal{I}_{t}$ is generated by all $t$-minors (minors of order $t$ or $t$-th order minors) of the matrix $\mathbf{X}$. Consequently, the real algebraic variety of $\mathcal{I}_{t}$, called determinantal variety, is the set of all rank- $(t-1)$ matrices. In particular, the ideal $\overline{\mathcal{J}}_{M_{m n}}$ coincides with the ideal $\mathcal{I}_{2}$. Sturmfels in [147] proved that the set of all $t$-minors of $\mathbf{X}$ is the reduced Gröbner basis of $\mathcal{I}_{t}$ with respect to the lexicographic order induced from the variable order $x_{1 n_{2}}>x_{1, n_{2}-1}>\ldots>x_{11}>x_{2 n_{2}}>$ $x_{2, n_{2}-1}>\ldots>x_{21}>\ldots>x_{n_{1} n_{2}}>\ldots x_{n_{1} 1}$. The author used the Knuth-Robinson-Schensted correspondence KRS - the technique introduced in [93] - to avoid applying Buchberger's algorithm. Afterwards, several authors independently proved that $t$-minors of $\mathbf{X}$ form a Gröbner basis of $\mathcal{I}_{t}$ regardless of the choice of the monomial order, see [29, 111, 117]. Still, to the best of our knowledge - the presented results regarding the ideal $\mathcal{J}_{M_{m n}}$ are new.
4.2.1. The $\theta_{1}$-norm in $\mathbb{R}^{2 \times 2}$. For the sake of illustration, we consider the specific example of $2 \times 2$ matrices and provide the corresponding semidefinite program for the computation of the $\theta_{1}$ norm explicitly. Let us denote the corresponding polynomial ideal in $\mathbb{R}[\mathbf{x}]=\mathbb{R}\left[x_{11}, x_{12}, x_{21}, x_{22}\right]$

| 1 | $x_{11}$ | $x_{12}$ | $x_{21}$ | $x_{22}$ | $x_{11} x_{12}$ | $x_{11} x_{21}$ | $x_{11} x_{22}$ | $x_{12}^{2}$ | $x_{12} x_{22}$ | $x_{21}^{2}$ | $x_{21} x_{22}$ | $x_{22}^{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $y_{0}$ | $x_{11}$ | $x_{12}$ | $x_{21}$ | $x_{22}$ | $y_{1}$ | $y_{2}$ | $y_{3}$ | $y_{4}$ | $y_{5}$ | $y_{6}$ | $y_{7}$ | $y_{8}$ |

Table 4.1. Linearization of the elements of $\mathcal{B}_{2}$ for matrix $2 \times 2$ case. The polynomial $f$ in the first row refers to the element $f+\mathcal{J} \in \mathcal{B}_{2}$.
simply by

$$
\mathcal{J}=\mathcal{J}_{M_{22}}=\left\langle x_{12} x_{21}-x_{11} x_{22}, x_{11}^{2}+x_{12}^{2}+x_{21}^{2}+x_{22}^{2}-1\right\rangle .
$$

The associated real algebraic variety is of the form

$$
\nu_{\mathbb{R}}(\mathcal{J})=\left\{\mathbf{x}: x_{12} x_{21}=x_{11} x_{22}, x_{11}^{2}+x_{12}^{2}+x_{21}^{2}+x_{22}^{2}=1\right\}
$$

and corresponds to the set of rank-one Frobenius-norm-one matrices in $\mathbb{R}^{2 \times 2}$. Its convex hull consists of matrices $\mathbf{X} \in \mathbb{R}^{2 \times 2}$ with $\|\mathbf{X}\|_{*} \leq 1$. According to Theorem 4.8, the reduced Gröbner basis $\mathcal{G}$ of $\mathcal{J}$ with respect to the grevlex order is

$$
\mathcal{G}=\left\{g_{1}=x_{12} x_{21}-x_{11} x_{22}, g_{2}=x_{11}^{2}+x_{12}^{2}+x_{21}^{2}+x_{22}^{2}-1\right\}
$$

with the corresponding $\theta$-basis $\mathcal{B}$ of $\mathbb{R}[\mathbf{x}] / \mathcal{J}$ restricted to the degree two given as

$$
\begin{aligned}
& \mathcal{B}_{1}=\left\{1+\mathcal{J}, x_{11}+\mathcal{J}, x_{12}+\mathcal{J}, x_{21}+\mathcal{J}, x_{22}+\mathcal{J}\right\} \\
& \mathcal{B}_{2}= \mathcal{B}_{1} \cup\left\{x_{11} x_{12}+\mathcal{J}, x_{11} x_{21}+\mathcal{J}, x_{11} x_{22}+\mathcal{J},\right. \\
& x_{12}^{2}+\mathcal{J}, x_{12} x_{22}+\mathcal{J} \\
&\left.x_{21}^{2}+\mathcal{J}, x_{21} x_{22}+\mathcal{J}, x_{22}^{2}+\mathcal{J}\right\}
\end{aligned}
$$

The set $\mathcal{B}_{2}$ consists of all monomials of degree at most two which are not divisible by a leading term of any of the polynomials inside the Gröbner basis $\mathcal{G}$. For example, $x_{11} x_{12}+\mathcal{J}$ is an element of the theta basis $\mathcal{B}$, but $x_{11}^{2}+\mathcal{J}$ is not since $x_{11}^{2}$ is divisible by $\operatorname{LT}\left(g_{2}\right)$.

Linearizing the elements of $\boldsymbol{\mathcal { B }}_{2}$ results in Table 4.1, where the monomials $f$ in the first row stand for an element $f+\mathcal{J} \in \mathcal{B}_{2}$. Therefore, $[\mathbf{x}]_{\mathcal{B}_{1}}=\left(1+\mathcal{J}, x_{11}+\mathcal{J}, x_{12}+\mathcal{J}, x_{21}+\mathcal{J}, x_{22}+\mathcal{J}\right)^{T}$ and the following combinatorial moment matrix $\mathbf{M}_{\mathcal{B}_{1}}(\mathbf{x}, \mathbf{y})$, see Definition 4.4, is given as

$$
\mathbf{M}_{\mathcal{B}_{1}}(\mathbf{x}, \mathbf{y})=\left[\begin{array}{ccccc}
y_{0} & x_{11} & x_{12} & x_{21} & x_{22} \\
x_{11} & -y_{4}-y_{6}-y_{8}+y_{0} & y_{1} & y_{2} & y_{3} \\
x_{12} & y_{1} & y_{4} & y_{3} & y_{5} \\
x_{21} & y_{2} & y_{3} & y_{6} & y_{7} \\
x_{22} & y_{3} & y_{5} & y_{7} & y_{8}
\end{array}\right] .
$$

For instance, the entry $(2,2)$ of $[\mathbf{x}]_{\mathcal{B}_{1}}[\mathbf{x}]_{\mathcal{B}_{1}}^{T}$ is of the form $x_{11}^{2}+\mathcal{J}=-x_{12}^{2}-x_{21}^{2}-x_{22}^{2}+1+\mathcal{J}$, where we exploit the second property in Definition 4.3 and the fact that $g_{2} \in \mathcal{J}$. Replacing $x_{12}^{2}+\mathcal{J}$ by $y_{4}$, etc. as in Table 4.1. yields the stated expression for $\left[\mathbf{M}_{\mathcal{B}_{1}}(\mathbf{x}, \mathbf{y})\right]_{2,2}$.

By Theorem 4.5 the first theta body $\operatorname{TH}_{1}(\mathcal{J})$ is the closure of

$$
\mathcal{Q}_{\mathcal{B}_{1}}(\mathcal{J})=\pi_{\mathbf{x}}\left\{(\mathbf{x}, \mathbf{y}) \in \mathbb{R}^{\boldsymbol{\beta}_{2}}: \mathbf{M}_{\mathcal{B}_{1}}(\mathbf{x}, \mathbf{y}) \succeq 0, y_{0}=1\right\}
$$

where $\pi_{\mathbf{x}}$ represents the projection onto the variables $\mathbf{x}$, i.e., the projection onto $x_{11}, x_{12}, x_{21}, x_{22}$. Furthermore, the $\theta_{1}$-norm of a matrix $\mathbf{X} \in \mathbb{R}^{2 \times 2}$ induced by the $\mathrm{TH}_{1}(\mathcal{J})$ and denoted by $\|\cdot\|_{\theta_{1}}$ can be computed as

$$
\|\mathbf{X}\|_{\theta_{1}}=\inf _{t} t \quad \text { s.t. } \quad \mathbf{X} \in t \mathcal{Q}_{\mathcal{B}_{1}}(\mathcal{J})
$$

which is equivalent to

$$
\inf _{t \in \mathbb{R}, \mathbf{y} \in \mathbb{R}^{8}} t \quad \text { s.t. } \quad \mathbf{M}=\left[\begin{array}{ccccc}
t & X_{11} & X_{12} & X_{21} & X_{22}  \tag{4.7}\\
X_{11} & -y_{4}-y_{6}-y_{8}+t & y_{1} & y_{2} & y_{3} \\
X_{12} & y_{1} & y_{4} & y_{3} & y_{5} \\
X_{21} & y_{2} & y_{3} & y_{6} & y_{7} \\
X_{22} & y_{3} & y_{5} & y_{7} & y_{8}
\end{array}\right] \succeq \mathbf{0} .
$$

Notice that $\operatorname{tr}(\mathbf{M})=2 t$. By Theorem 4.12, the above program is equivalent to the standard semidefinite program for computing the nuclear norm of a given matrix $\mathbf{X} \in \mathbb{R}^{m \times n}$

$$
\min _{\mathbf{W}, \mathbf{Z}} \frac{1}{2}(\operatorname{tr}(\mathbf{W})+\operatorname{tr}(\mathbf{Z})) \quad \text { s.t. } \quad\left[\begin{array}{llll}
W_{11} & W_{12} & X_{11} & X_{12} \\
W_{12} & W_{22} & X_{21} & X_{22} \\
X_{11} & X_{21} & Z_{11} & Z_{12} \\
X_{22} & X_{22} & Z_{12} & Z_{22}
\end{array}\right] \succeq \mathbf{0}
$$

Notice that the matrix $\mathbf{M}$ in 4.7 can be written as the following sum

$$
\mathbf{M}=t \cdot \mathbf{M}_{0}+\sum_{i=1}^{2} \sum_{j=1}^{2} X_{i j} \cdot \mathbf{M}_{i j}+\sum_{k=1}^{8} y_{k} \cdot \mathbf{M}_{k}
$$

where

$$
\begin{aligned}
& \mathbf{M}_{0}=\left[\begin{array}{lllll}
1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0
\end{array}\right], \quad \mathbf{M}_{1}=\left[\begin{array}{lllll}
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0
\end{array}\right], \mathbf{M}_{2}=\left[\begin{array}{lllll}
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0
\end{array}\right], \quad \mathbf{M}_{3}=\left[\begin{array}{llll}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 1 \\
0 & 0 & 1 & 0 \\
0 & 0 & 1 & 0 \\
0 \\
0 & 1 & 0 & 0
\end{array} 0\right], \\
& \mathbf{M}_{4}=\left[\begin{array}{ccccc}
0 & 0 & 0 & 0 & 0 \\
0 & -1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0
\end{array}\right], \quad \mathbf{M}_{5}=\left[\begin{array}{lllll}
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0
\end{array}\right], \mathbf{M}_{6}=\left[\begin{array}{ccccc}
0 & 0 & 0 & 0 & 0 \\
0 & -1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0
\end{array}\right], \quad \mathbf{M}_{7}=\left[\begin{array}{llll}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 \\
0 & 0 & 0 & 0 \\
1 \\
0 & 0 & 0 & 1
\end{array}\right], \\
& \mathbf{M}_{8}=\left[\begin{array}{ccccc}
0 & 0 & 0 & 0 & 0 \\
0 & -1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1
\end{array}\right], \mathbf{M}_{11}=\left[\begin{array}{lllll}
0 & 1 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0
\end{array}\right], \mathbf{M}_{12}=\left[\begin{array}{lllll}
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0
\end{array}\right], \quad \mathbf{M}_{21}=\left[\begin{array}{llll}
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 \\
0 \\
0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 \\
0 & 0 & 0 & 0
\end{array}\right], \\
& \mathbf{M}_{22}=\left[\begin{array}{lllll}
0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0
\end{array}\right] .
\end{aligned}
$$

### 4.3. The tensor $\theta_{k}$-norm

We now turn to the tensor case and study the hierarchical closed convex relaxations of the unit-tensor-nuclear-norm ball defined via theta bodies. Since in the matrix case all $\theta_{k}$-norms are equal to the matrix nuclear norm, their generalizations to the tensor case may all be viewed as natural generalizations of the tensor-nuclear norm. The focus is mostly on the $\theta_{1}$-norm whose unit norm ball is the largest in this hierarchical sequence of relaxations. Unlike in the matrix case, the $\theta_{1}$-norm defines a new tensor norm, that - to the best of our knowledge - has not been studied before.

In the matrix scenario, all the theta norms are equal to the unit matrix nuclear norm ball. In other words, the set of theta bodies converges to the unit matrix nuclear norm ball. By definition of the theta bodies, we have the following relation for unit $\theta_{k}$ norms in $\mathbb{R}^{n_{1} \times n_{2} \times \cdots \times n_{d}}$

$$
\begin{aligned}
\left\{\mathbf{X}:\|\mathbf{X}\|_{\theta_{1}} \leq 1\right\} \supseteq \cdots & \supseteq\left\{\mathbf{X}:\|\mathbf{X}\|_{\theta_{k}} \leq 1\right\} \\
& \supseteq\left\{\mathbf{X}:\|\mathbf{X}\|_{\theta_{k+1}} \leq 1\right\} \supseteq \cdots \supseteq\left\{\mathbf{X}:\|\mathbf{X}\|_{*} \leq 1\right\}
\end{aligned}
$$

The analysis of convergence of the theta bodies in the tensor scenario is left for future research. However, we do not expect the finite convergence to the unit tensor nuclear norm ball (otherwise computing the tensor nuclear norm would not be NP-hard).

The polynomial ideal will be generated by the order-two minors of tensor matricizations, where each variable corresponds to one tensor entry. As we will see, a tensor is rank-one if and only if all order-two minors of the unfoldings (matricizations) vanish. In the order three case one considers all three unfoldings. However, there are several possibilities for the order $d$ case when $d \geq 4$. In fact, a $d$ th-order tensor is rank-one if all order-two minors of all unfoldings vanish so that it may be enough to consider only the unfoldings. However, one may as well consider the ideal generated by all order-two minors of all matricizations or one may consider a subset of matricizations including all unfoldings. Indeed, any tensor format - and thereby any notion of tensor rank - corresponds to a set of matricizations and in this way, one may associate a $\theta_{k}$-norm to a certain tensor format. In particular, for Tucker format one considers all order-two minors of all the unfoldings and for the TT-format all order-two minors of all the matricizations $\mathbf{X}^{\{1,2, \ldots, k\}}$ with $k \in[d-1]$. (See Chapter 2 for some background on various tensor formats.) However, as we will show later, the corresponding reduced Gröbner basis with respect to the grevlex order does not depend on the choice of the tensor format.

Below, we consider first the special case of third-order tensors. In Subsection 4.3.2 we treat the general $d$ th order case.
4.3.1. Third-order tensors. As described above, we will consider the order-two minors of all the unfoldings of a third-order tensor. Our notation requires the following sets of subscripts

$$
\begin{aligned}
& \mathcal{S}_{1}=\left\{(\boldsymbol{\alpha}, \boldsymbol{\beta}): 1 \leq \alpha_{1}<\beta_{1} \leq n_{1}, 1 \leq \beta_{2}<\alpha_{2} \leq n_{2}, 1 \leq \beta_{3} \leq \alpha_{3} \leq n_{3}\right\} \\
& \mathcal{S}_{2}=\left\{(\boldsymbol{\alpha}, \boldsymbol{\beta}): 1 \leq \alpha_{1} \leq \beta_{1} \leq n_{1}, 1 \leq \beta_{2}<\alpha_{2} \leq n_{2}, 1 \leq \alpha_{3}<\beta_{3} \leq n_{3}\right\} \\
& \mathcal{S}_{3}=\left\{(\boldsymbol{\alpha}, \boldsymbol{\beta}): 1 \leq \alpha_{1}<\beta_{1} \leq n_{1}, 1 \leq \alpha_{2} \leq \beta_{2} \leq n_{2}, 1 \leq \beta_{3}<\alpha_{3} \leq n_{3}\right\} \\
& \overline{\mathcal{S}}_{i}=\left\{(\boldsymbol{\alpha}, \boldsymbol{\beta}):(\boldsymbol{\alpha}, \boldsymbol{\beta}) \in \mathcal{S}_{i} \text { and } \alpha_{j} \neq \beta_{j}, \text { for all } j \in[3]\right\}, \quad \text { for all } i \in[3]
\end{aligned}
$$

The following polynomials $f^{(\boldsymbol{\alpha}, \boldsymbol{\beta})}$ in $\mathbb{R}[\mathbf{x}]=\mathbb{R}\left[x_{111}, x_{112}, \ldots, x_{n_{1} n_{2} n_{3}}\right]$ correspond to a subset of all order-two minors of all tensor unfoldings,

$$
\begin{aligned}
f^{(\boldsymbol{\alpha}, \boldsymbol{\beta})}(\mathbf{x}) & =x_{\boldsymbol{\alpha}} x_{\boldsymbol{\beta}}-x_{\boldsymbol{\alpha} \vee \boldsymbol{\beta}} x_{\boldsymbol{\alpha} \wedge \boldsymbol{\beta}}, \quad(\boldsymbol{\alpha}, \boldsymbol{\beta}) \in \mathcal{S}:=\mathcal{S}_{1} \cup \mathcal{S}_{2} \cup \mathcal{S}_{3} \\
g_{3}(\mathbf{x}) & =\sum_{i=1}^{n_{1}} \sum_{j=1}^{n_{2}} \sum_{k=1}^{n_{3}} x_{i j k}^{2}-1,
\end{aligned}
$$

where $[\boldsymbol{\alpha} \vee \boldsymbol{\beta}]_{i}=\max \left\{\alpha_{i}, \beta_{i}\right\}$ and $[\boldsymbol{\alpha} \wedge \boldsymbol{\beta}]_{i}=\min \left\{\alpha_{i}, \beta_{i}\right\}$. In particular, the following order-two minor of $\mathbf{X}^{\{1\}}$ is not contained in $\left\{f^{(\boldsymbol{\alpha}, \boldsymbol{\beta})}:(\boldsymbol{\alpha}, \boldsymbol{\beta}) \in \boldsymbol{\mathcal { S }}\right\}$

$$
f=x_{\boldsymbol{\alpha}} x_{\boldsymbol{\beta}}-x_{\hat{\boldsymbol{\alpha}}} x_{\hat{\boldsymbol{\beta}}}, \quad \text { where } \hat{\boldsymbol{\alpha}}=\left(\alpha_{1}, \beta_{2}, \beta_{3}\right), \hat{\boldsymbol{\beta}}=\left(\beta_{1}, \alpha_{2}, \alpha_{3}\right) \text { and }(\boldsymbol{\alpha}, \boldsymbol{\beta}) \in \overline{\boldsymbol{\mathcal { S }}}_{3}
$$

We remark that in real algebraic geometry and commutative algebra, polynomials $f^{(\boldsymbol{\alpha}, \boldsymbol{\beta})}$ are known as Hibi relations, see [80].

Lemma 4.16. A tensor $\mathbf{X} \in \mathbb{R}^{n_{1} \times n_{2} \times n_{3}}$ is a rank-one, Frobenius-norm-one tensor if and only if

$$
\begin{equation*}
g_{3}(\mathbf{X})=0 \text { and } f^{(\boldsymbol{\alpha}, \boldsymbol{\beta})}(\mathbf{X})=0 \quad \text { for all } \quad(\boldsymbol{\alpha}, \boldsymbol{\beta}) \in \mathcal{S} \tag{4.8}
\end{equation*}
$$

Proof. Sufficiency of 4.8 follows directly from the definition of the rank-one Frobenius-normone tensors. For necessity, the first step is to show that mode- 1 fibers (columns) span onedimensional space in $\mathbb{R}^{n_{1}}$. To this end, we note that for $\beta_{2} \leq \alpha_{2}$ and $\beta_{3} \leq \alpha_{3}$, the fibers $\mathbf{x} \cdot \alpha_{2} \alpha_{3}$ and $\mathbf{x} \cdot \beta_{2} \beta_{3}$ satisfy

$$
-X_{n_{1} \alpha_{2} \alpha_{3}}\left[\begin{array}{c}
X_{1 \beta_{2} \beta_{3}} \\
X_{2 \beta_{2} \beta_{3}} \\
\vdots \\
X_{n_{1} \beta_{2} \beta_{3}}
\end{array}\right]+X_{n_{1} \beta_{2} \beta_{3}}\left[\begin{array}{c}
X_{1 \alpha_{2} \alpha_{3}} \\
X_{2 \alpha_{2} \alpha_{3}} \\
\vdots \\
X_{n_{1} \alpha_{2} \alpha_{3}}
\end{array}\right]=\left[\begin{array}{c}
-X_{1 \beta_{2} \beta_{3}} X_{n_{1} \alpha_{2} \alpha_{3}}+X_{1 \beta_{2} \beta_{3}} X_{n_{1} \alpha_{2} \alpha_{3}} \\
-X_{2 \beta_{2} \beta_{3}} X_{n_{1} \alpha_{2} \alpha_{3}}+X_{2 \beta_{2} \beta_{3}} X_{n_{1} \alpha_{2} \alpha_{3}} \\
\vdots \\
-X_{n_{1} \beta_{2} \beta_{3}} X_{n_{1} \alpha_{2} \alpha_{3}}+X_{n_{1} \beta_{2} \beta_{3}} X_{n_{1} \alpha_{2} \alpha_{3}}
\end{array}\right]=\mathbf{0}
$$

where we used that $f^{(\boldsymbol{\alpha}, \boldsymbol{\beta})}(\mathbf{X})=0$ for all $(\boldsymbol{\alpha}, \boldsymbol{\beta}) \in \mathcal{S}$. From $g_{3}(\mathbf{X})=0$ it follows that the tensor $\mathbf{X}$ is normalized.

Using similar arguments, one argues that mode-2 fibers (rows) and mode-3 fibers span one dimensional spaces in $\mathbb{R}^{n_{2}}$ and $\mathbb{R}^{n_{3}}$, respectively. This completes the proof.

A third-order tensor $\mathbf{X} \in \mathbb{R}^{n_{1} \times n_{2} \times n_{3}}$ is rank-one if and only if all three unfoldings $\mathbf{X}^{\{1\}} \in$ $\mathbb{R}^{n_{1} \times n_{2} n_{3}}, \mathbf{X}^{\{2\}} \in \mathbb{R}^{n_{2} \times n_{1} n_{3}}$, and $\mathbf{X}^{\{3\}} \in \mathbb{R}^{n_{3} \times n_{1} n_{2}}$ are rank-one matrices. Notice that $f^{(\boldsymbol{\alpha}, \boldsymbol{\beta})}(\mathbf{X})=$ 0 for all $(\boldsymbol{\alpha}, \boldsymbol{\beta}) \in \mathcal{S}_{\ell}$ is equivalent to the statement that the $\ell$-th unfolding $\mathbf{X}^{\{\ell\}}$ is a rankone matrix, i.e., that all its order-two minors vanish, for all $\ell \in[3]$. In order to define relaxations of the unit-tensor-nuclear-norm ball we introduce the polynomial ideal $\mathcal{J}_{3} \subset \mathbb{R}[\mathbf{x}]=$ $\mathbb{R}\left[x_{111}, x_{112, \ldots}, x_{n_{1} n_{2} n_{3}}\right]$ as the one generated by

$$
\begin{equation*}
\mathcal{G}_{3}=\left\{f^{(\boldsymbol{\alpha}, \boldsymbol{\beta})}(\mathbf{x}):(\boldsymbol{\alpha}, \boldsymbol{\beta}) \in \boldsymbol{\mathcal { S }}\right\} \cup\left\{g_{3}(\mathbf{x})\right\} \tag{4.9}
\end{equation*}
$$

i.e., $\mathcal{J}_{3}=\left\langle\mathcal{G}_{3}\right\rangle$. Its real algebraic variety equals the set of rank-one third-order tensors with unit Frobenius norm and its convex hull coincides with the unit-tensor-nuclear-norm ball. The next result provides the Gröbner basis of $\mathcal{J}_{3}$.

Theorem 4.17. The basis $\mathcal{G}_{3}$ defined in 4.9 forms the reduced Gröbner basis of the ideal $\mathcal{J}_{3}=\left\langle\mathcal{G}_{3}\right\rangle$ with respect to the grevlex order.

Proof. Similarly to the proof of Theorem4.8 we need to show that $S(p, q) \rightarrow_{\mathcal{G}_{3}} 0$ for all polynomials $p, q \in \mathcal{G}_{3}$ whose leading terms are not relatively prime. The leading monomials with respect to the grevlex ordering are given by

$$
\begin{aligned}
& \quad \operatorname{LM}\left(g_{3}\right)=x_{111}^{2} \\
& \text { and } \operatorname{LM}\left(f^{(\boldsymbol{\alpha}, \boldsymbol{\beta})}\right)=x_{\boldsymbol{\alpha}} x_{\boldsymbol{\beta}}, \quad(\boldsymbol{\alpha}, \boldsymbol{\beta}) \in \mathcal{S} .
\end{aligned}
$$

The leading terms of $g_{3}$ and $f^{(\boldsymbol{\alpha}, \boldsymbol{\beta})}$ are always relatively prime. First we consider two distinct polynomials $f, g \in\left\{f^{(\boldsymbol{\alpha}, \boldsymbol{\beta})}:(\boldsymbol{\alpha}, \boldsymbol{\beta}) \in \boldsymbol{\mathcal { S }}_{3}\right\}$. Let $f=f^{(\boldsymbol{\alpha}, \boldsymbol{\beta})}$ and $g=f^{(\boldsymbol{\alpha}, \overline{\boldsymbol{\beta}})}$ for $(\boldsymbol{\alpha}, \boldsymbol{\beta}) \in \overline{\boldsymbol{\mathcal { S }}}_{3}$, where $\overline{\boldsymbol{\beta}}=\left(\beta_{1}, \alpha_{2}, \beta_{3}\right)$. That is,

$$
f(\mathbf{x})=x_{\boldsymbol{\alpha}} x_{\boldsymbol{\beta}}-x_{\boldsymbol{\alpha} \vee \boldsymbol{\beta}} x_{\boldsymbol{\alpha} \wedge \boldsymbol{\beta}}, \quad g(\mathbf{x})=x_{\boldsymbol{\alpha}} x_{\overline{\boldsymbol{\beta}}}-x_{\boldsymbol{\alpha} \vee \overline{\boldsymbol{\beta}}} x_{\boldsymbol{\alpha} \wedge \overline{\boldsymbol{\beta}}}
$$

$\left.$|  |
| :---: | | $\mathbf{X} \in \mathbb{R}^{2 \times 2 \times 2}$ |
| :---: | \right\rvert\,$\left\|\mathbf{X}^{\{1\}}\right\|_{*} \quad\left\|\mathbf{X}^{\{2\}}\right\|_{*} \quad\left\|\mathbf{X}^{\{3\}}\right\|_{*}\| \| \mathbf{X} \|_{\theta_{1}}$

Table 4.2. Matrix nuclear norms of unfoldings and $\theta_{1}$-norm of tensors $\mathbf{X} \in$ $\mathbb{R}^{2 \times 2 \times 2}$, which are represented in the second column as $\mathbf{X}=[\mathbf{X}(:,:, 1) \mid \mathbf{X}(:,:, 2)]$. The third, the fourth, and the fifth column represent the nuclear norms of the first, the second, and the third unfolding of a tensor $\mathbf{X}$, respectively. The last column contains the numerically computed $\theta_{1}$-norm.

Since $\boldsymbol{\alpha} \wedge \boldsymbol{\beta}=\boldsymbol{\alpha} \wedge \overline{\boldsymbol{\beta}}$ and $f^{(\boldsymbol{\beta}, \boldsymbol{\alpha} \vee \overline{\boldsymbol{\beta}})} \in\left\{f^{(\boldsymbol{\alpha}, \boldsymbol{\beta})}:(\boldsymbol{\alpha}, \boldsymbol{\beta}) \in \mathcal{S}_{2}\right\}$, then

$$
S(f, g)=x_{\boldsymbol{\alpha} \wedge \boldsymbol{\beta}}\left(-x_{\overline{\boldsymbol{\beta}}} x_{\boldsymbol{\alpha} \vee \boldsymbol{\beta}}+x_{\boldsymbol{\beta}} x_{\boldsymbol{\alpha} \vee \overline{\boldsymbol{\beta}}}\right)=x_{\boldsymbol{\alpha} \wedge \boldsymbol{\beta}} f^{(\boldsymbol{\beta}, \boldsymbol{\alpha} \vee \overline{\boldsymbol{\beta}})} \rightarrow_{\boldsymbol{G}_{3}} 0 .
$$

Next we show that $S(f, g) \in \mathcal{J}_{3}$, for $f \in\left\{f^{(\boldsymbol{\alpha}, \boldsymbol{\beta})}:(\boldsymbol{\alpha}, \boldsymbol{\beta}) \in \mathcal{S}_{2}\right\}$ and $g \in\left\{f^{(\boldsymbol{\alpha}, \boldsymbol{\beta})}:(\boldsymbol{\alpha}, \boldsymbol{\beta}) \in \mathcal{S}_{1}\right\}$. Let $f=f^{(\boldsymbol{\alpha}, \widehat{\boldsymbol{\beta}})}$ with $\hat{\boldsymbol{\beta}}=\left(\alpha_{1}, \beta_{2}, \beta_{3}\right)$ and $g=f^{(\boldsymbol{\alpha}, \tilde{\boldsymbol{\beta}})}$ with $\tilde{\boldsymbol{\beta}}=\left(\beta_{1}, \beta_{2}, \alpha_{3}\right)$, where $(\boldsymbol{\alpha}, \boldsymbol{\beta}) \in \overline{\boldsymbol{\mathcal { S }}}_{2}$. Since $x_{\boldsymbol{\alpha} \wedge \hat{\boldsymbol{\beta}}}=x_{\boldsymbol{\alpha} \wedge \tilde{\boldsymbol{\beta}}}, f^{(\hat{\boldsymbol{\beta}}, \boldsymbol{\alpha} \vee \tilde{\boldsymbol{\beta}})} \in\left\{f^{(\boldsymbol{\alpha}, \boldsymbol{\beta})}:(\boldsymbol{\alpha}, \boldsymbol{\beta}) \in \mathcal{S}_{3}\right\}$, and $f^{(\boldsymbol{\alpha} \vee \hat{\boldsymbol{\beta}}, \check{\boldsymbol{\beta}})} \in\left\{f^{(\boldsymbol{\alpha}, \boldsymbol{\beta})}:(\boldsymbol{\alpha}, \boldsymbol{\beta}) \in \mathcal{S}_{1}\right\}$

$$
S(f, g)=x_{\boldsymbol{\alpha} \wedge \hat{\boldsymbol{\beta}}}\left(-x_{\tilde{\boldsymbol{\beta}}} x_{\boldsymbol{\alpha} \vee \hat{\boldsymbol{\beta}}}+x_{\hat{\boldsymbol{\beta}}} x_{\boldsymbol{\alpha} \vee \tilde{\boldsymbol{\beta}}}\right)=x_{\boldsymbol{\alpha} \wedge \hat{\boldsymbol{\beta}}}\left(f^{(\hat{\boldsymbol{\beta}}, \boldsymbol{\alpha} \vee \tilde{\boldsymbol{\beta}})}-f^{(\boldsymbol{\alpha} \vee \hat{\boldsymbol{\beta}}, \tilde{\boldsymbol{\beta}})}\right) \rightarrow_{\boldsymbol{G}_{3}} 0 .
$$

For the remaining cases one proceeds similarly. In order to show that $\mathcal{G}_{3}$ is the reduced Gröbner basis, one uses the same arguments as in the proof of Theorem 4.8.

Remark 4.18. The above Gröbner basis $\mathcal{G}_{3}$ is obtained by taking a particular subset of all ordertwo minors of all three unfoldings of the tensor $\mathbf{X} \in \mathbb{R}^{n_{1} \times n_{2} \times n_{3}}$ (not considering the same minor twice). One might think that the $\theta_{1}$-norm obtained in this way corresponds to a (weighted) sum of the nuclear norms of the unfoldings, which has been used in [62, 83] for tensor recovery. The examples of cubic tensors $\mathbf{X} \in \mathbb{R}^{2 \times 2 \times 2}$ presented in Table 4.2 show that this is not the case. Assuming that $\theta_{1}$-norm is a linear combination of the nuclear norm of the unfoldings, there exist $\alpha, \beta, \gamma \in \mathbb{R}$ such that $\alpha\left\|\mathbf{X}^{\{1\}}\right\|_{*}+\beta\left\|\mathbf{X}^{\{2\}}\right\|_{*}+\gamma\left\|\mathbf{X}^{\{3\}}\right\|_{*}=\|\mathbf{X}\|_{\theta_{1}}$. From the first and the second tensor in Table 4.2 we obtain $\gamma=0$. Similarly, the first and the third tensor, and the first and the fourth tensor give $\beta=0$ and $\alpha=0$, respectively. Thus, the $\theta_{1}$-norm does not coincide with a weighted sum of the nuclear norms of the unfoldings. In addition, the last tensor shows that the $\theta_{1}$-norm does not equal the maximum of the nuclear norms of the unfoldings.

Theorem 4.17 states that $\mathcal{G}_{3}$ is the reduced Gröbner basis of the ideal $J_{3}$ generated by all order-two minors of all matricizations of an order-three tensor. That is, $J_{3}$ is generated by the following polynomials

$$
f_{(\boldsymbol{\alpha}, \boldsymbol{\beta})}^{\{1\}}(\mathbf{x})=-x_{\alpha_{1} \alpha_{2} \alpha_{3}} x_{\beta_{1} \beta_{2} \beta_{3}}+x_{\alpha_{1} \beta_{2} \beta_{3}} x_{\beta_{1} \alpha_{2} \alpha_{3}}, \quad \text { for }(\boldsymbol{\alpha}, \boldsymbol{\beta}) \in \boldsymbol{T}^{\{1\}}
$$

$$
\begin{array}{ll}
f_{(\boldsymbol{\alpha}, \boldsymbol{\beta})}^{\{2\}}(\mathbf{x})=-x_{\alpha_{1} \alpha_{2} \alpha_{3}} x_{\beta_{1} \beta_{2} \beta_{3}}+x_{\beta_{1} \alpha_{2} \beta_{3}} x_{\alpha_{1} \beta_{2} \alpha_{3}}, & \text { for }(\boldsymbol{\alpha}, \boldsymbol{\beta}) \in \mathcal{T}^{\{2\}} \\
f_{(\boldsymbol{\alpha}, \boldsymbol{\beta})}^{\{3\}}(\mathbf{x})=-x_{\alpha_{1} \alpha_{2} \alpha_{3}} x_{\beta_{1} \beta_{2} \beta_{3}}+x_{\beta_{1} \beta_{2} \alpha_{3}} x_{\alpha_{1} \alpha_{2} \beta_{3}}, & \text { for }(\boldsymbol{\alpha}, \boldsymbol{\beta}) \in \mathcal{T}^{\{3\}}
\end{array}
$$

where $\left\{f_{(\boldsymbol{\alpha}, \boldsymbol{\beta})}^{\{k\}}(\mathbf{x}):(\boldsymbol{\alpha}, \boldsymbol{\beta}) \in \mathcal{T}^{\{k\}}\right\}$ is the set of all order-two minors of the $k$ th unfolding and

$$
\mathcal{T}^{\{k\}}=\left\{(\boldsymbol{\alpha}, \boldsymbol{\beta}): \alpha_{k} \neq \beta_{k}, \overline{\boldsymbol{\alpha}} \neq \overline{\boldsymbol{\beta}}, \text { where } \bar{\alpha}_{k}=\bar{\beta}_{k}=0, \bar{\alpha}_{\ell}=\alpha_{\ell}, \bar{\beta}_{\ell}=\beta_{\ell}\right\} .
$$

For $(\boldsymbol{\alpha}, \boldsymbol{\beta})$, with $x_{\boldsymbol{\alpha}^{\{k\}}} x_{\boldsymbol{\beta}^{\{k\}}}$ we denote the monomial where $\alpha_{k}^{\{k\}}=\alpha_{k}, \beta_{k}^{\{k\}}=\beta_{k}$, and $\alpha_{\ell}^{\{k\}}=$ $\beta_{\ell}, \beta_{\ell}^{\{k\}}=\alpha_{\ell}$, for all $\ell \in[d] \backslash\{k\}$. Notice that $f_{(\boldsymbol{\alpha}, \boldsymbol{\beta})}^{\{k\}}(\mathbf{x})=f_{(\boldsymbol{\beta}, \boldsymbol{\alpha})}^{\{k\}}(\mathbf{x})=-f_{\left(\boldsymbol{\alpha}^{\{k\}}, \boldsymbol{\beta} \boldsymbol{\beta}^{\{k\}}\right)}^{\{k\}}(\mathbf{x})=$ $-f_{\left(\boldsymbol{\beta}^{\{k\}}, \boldsymbol{\alpha}\{k\}\right)}^{\{k\}}(\mathbf{x})$, for all $(\boldsymbol{\alpha}, \boldsymbol{\beta}) \in \boldsymbol{T}^{\{k\}}$, and all $k \in[3]$. This redundancy simplifies the proof of the next theorem. Let us now consider a TT-format and a corresponding notion of tensor rank. Recall that a TT-rank of an order three tensor is a vector $\mathbf{r}=\left(r_{1}, r_{2}\right)$ where $r_{1}=\operatorname{rank}\left(\mathbf{X}^{\{1\}}\right)$ and $r_{2}=\operatorname{rank}\left(\mathbf{X}^{\{1,2\}}\right)$. Consequently, we consider an ideal $J_{3, \mathrm{TT}}$ generated by all order-two minors of matricizations $\mathbf{X}^{\{1\}}$ and $\mathbf{X}^{\{1,2\}}$ of the order- 3 tensor. That is, ideal $J_{3, T \mathrm{~T}}$ is generated by the following polynomials

$$
\begin{array}{ll}
f_{(\boldsymbol{\alpha}, \boldsymbol{\beta})}^{\{1\}}(\mathbf{x})=-x_{\alpha_{1} \alpha_{2} \alpha_{3}} x_{\beta_{1} \beta_{2} \beta_{3}}+x_{\alpha_{1} \beta_{2} \beta_{3}} x_{\beta_{1} \alpha_{2} \alpha_{3}}, & \text { for }(\boldsymbol{\alpha}, \boldsymbol{\beta}) \in \mathcal{T}^{\{1\}} \\
f_{(\boldsymbol{\alpha}, \boldsymbol{\beta})}^{\{1,2\}}(\mathbf{x})=-x_{\alpha_{1} \alpha_{2} \alpha_{3}} x_{\beta_{1} \beta_{2} \beta_{3}}+x_{\alpha_{1} \alpha_{2} \beta_{3}} x_{\beta_{1} \beta_{2} \alpha_{3}}, & \text { for }(\boldsymbol{\alpha}, \boldsymbol{\beta}) \in \mathcal{T}^{\{1,2\}}
\end{array}
$$

where $\mathcal{T}^{\{1,2\}}=\left\{(\boldsymbol{\alpha}, \boldsymbol{\beta}):\left(\alpha_{1}, \alpha_{2}, 0\right)>\left(\beta_{1}, \beta_{2}, 0\right), \alpha_{3}<\beta_{3}\right\}$.

Theorem 4.19. The polynomial ideals $J_{3}$ and $J_{3, \mathrm{TT}}$ are equal.

Remark 4.20. As a consequence, $\mathcal{G}_{3}$ is also the reduced Gröbner basis for the ideal $J_{3, \mathrm{TT}}$ with respect to the grevlex ordering.

Proof. Notice that $\left(\mathbf{X}^{\{3\}}\right)^{T}=\mathbf{X}^{\{1,2\}}$ and therefore

$$
\left\{f_{(\boldsymbol{\alpha}, \boldsymbol{\beta})}^{\{3\}}(\mathbf{x}):(\boldsymbol{\alpha}, \boldsymbol{\beta}) \in \mathcal{T}^{\{3\}}\right\}=\left\{f_{(\boldsymbol{\alpha}, \boldsymbol{\beta})}^{\{1,2\}}(\mathbf{x}):(\boldsymbol{\alpha}, \boldsymbol{\beta}) \in \mathcal{T}^{\{1,2\}}\right\}
$$

Therefore, it is enough to show that $f_{(\boldsymbol{\alpha}, \boldsymbol{\beta})}^{\{2\}} \in J_{3, \mathrm{TT}}$, for all $(\boldsymbol{\alpha}, \boldsymbol{\beta}) \in \boldsymbol{\mathcal { T }}^{\{2\}}$. By definition of $\boldsymbol{\mathcal { T }}^{\{2\}}$, we have that $\alpha_{2} \neq \beta_{2}$ and $\left(\alpha_{1}, 0, \alpha_{3}\right) \neq\left(\beta_{1}, 0, \beta_{3}\right)$. We can assume that $\alpha_{3} \neq \beta_{3}$, since otherwise $f_{(\boldsymbol{\alpha}, \boldsymbol{\beta})}^{\{2\}}=f_{(\boldsymbol{\alpha}, \boldsymbol{\beta})}^{\{1\}}$. Analogously, $\alpha_{1} \neq \beta_{1}$ since otherwise $f_{(\boldsymbol{\alpha}, \boldsymbol{\beta})}^{\{2\}}=f_{(\boldsymbol{\alpha}, \boldsymbol{\beta})}^{\{1,2\}}$. Consider the following polynomials

$$
\begin{array}{ll}
f(\mathbf{x})=-x_{\alpha_{1} \alpha_{2} \alpha_{3}} x_{\beta_{1} \beta_{2} \beta_{3}}+x_{\beta_{1} \alpha_{2} \beta_{3}} x_{\alpha_{1} \beta_{2} \alpha_{3}}, & (\boldsymbol{\alpha}, \boldsymbol{\beta}) \in \mathcal{T}^{\{2\}} \\
g(\mathbf{x})=-x_{\beta_{1} \beta_{2} \alpha_{3}} x_{\alpha_{1} \alpha_{2} \beta_{3}}+x_{\beta_{1} \alpha_{2} \beta_{3}} x_{\alpha_{1} \beta_{2} \alpha_{3}}, & \left(\beta_{1}, \beta_{2}, \alpha_{3}, \alpha_{1}, \alpha_{2}, \beta_{3}\right) \in \mathcal{T}^{\{1\}} \\
h(\mathbf{x})=-x_{\alpha_{1} \alpha_{2} \alpha_{3}} x_{\beta_{1} \beta_{2} \beta_{3}}+x_{\alpha_{1} \alpha_{2} \beta_{3}} x_{\beta_{1} \beta_{2} \alpha_{3}}, & (\boldsymbol{\alpha}, \boldsymbol{\beta}) \in \mathcal{T}^{\{1,2\}}
\end{array}
$$

Thus, we have that $f(\mathbf{x})=g(\mathbf{x})+h(\mathbf{x}) \in J_{3, \mathrm{TT}}$.
4.3.2. The theta norm for general $d$ th-order tensors. Let us now consider $d$ th-order tensors in $\mathbb{R}^{n_{1} \times n_{2} \times \cdots \times n_{d}}$ for general $d \geq 4$. Our approach relies again on the fact that a tensor $\mathbf{X} \in \mathbb{R}^{n_{1} \times n_{2} \times \cdots \times n_{d}}$ is rank-one if and only if all its matricizations are rank-one matrices, or equivalently, if all order-two minors of each matricization vanish.

The description of the polynomial ideal generated by the second order minors of all the matricizations of a tensor $\mathbf{X} \in \mathbb{R}^{n_{1} \times n_{2} \times \cdots \times n_{d}}$ unfortunately requires some technical notation. Again, we
do not need all such minors in the generating set that we introduce next. In fact, this generating set will turn out to be the reduced Gröbner basis of the ideal.

Similarly to before, the entry $\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{d}\right)$ of a tensor $\mathbf{X} \in \mathbb{R}^{n_{1} \times n_{2} \times \cdots \times n_{d}}$ corresponds to the variable $x_{\alpha_{1} \alpha_{2} \cdots \alpha_{d}}$ or simply $x_{\boldsymbol{\alpha}}$. We aim at introducing a set of polynomials of the form

$$
\begin{equation*}
f_{d}^{(\boldsymbol{\alpha}, \boldsymbol{\beta})}(\mathbf{x}):=-x_{\boldsymbol{\alpha} \wedge \boldsymbol{\beta}} x_{\boldsymbol{\alpha} \vee \boldsymbol{\beta}}+x_{\boldsymbol{\alpha}} x_{\boldsymbol{\beta}} \tag{4.10}
\end{equation*}
$$

which will generate the desired polynomial ideal. These polynomials correspond to a subset of all order-two minors of all the possible $d$ th-order tensor matricizations. The set $\boldsymbol{\mathcal { S }}$ denotes the indices where $\boldsymbol{\alpha}$ and $\boldsymbol{\beta}$ differ. Since for an order-two minor of a matricization $\mathbf{X}^{\boldsymbol{\mathcal { M }}}$ the sets $\boldsymbol{\alpha}$ and $\boldsymbol{\beta}$ need to differ in at least two indices, $\mathcal{S}$ is contained in

$$
\mathcal{S}_{[d]}:=\{\boldsymbol{\mathcal { S }} \subset[d]: 2 \leq|\mathcal{S}| \leq d\}
$$

Given the set $\mathcal{S}$ of different indices, we require all non-empty subsets $\boldsymbol{\mathcal { M }} \subseteq \mathcal{S}$ of possible indices which are "switched" between $\boldsymbol{\alpha}$ and $\boldsymbol{\beta}$ for forming the minors in 4.10. This implies that, without loss of generality,

$$
\begin{array}{ll}
\alpha_{j}>\beta_{j}, & \text { for all } j \in \boldsymbol{\mathcal { M }} \\
\alpha_{k}<\beta_{k}, & \text { for all } k \in \mathcal{S} \backslash \boldsymbol{\mathcal { M }}
\end{array}
$$

That is, the same minor is obtained if we require that $\alpha_{j}<\beta_{j}$ for all $j \in \boldsymbol{\mathcal { M }}$ and $\alpha_{k}>\beta_{k}$ for all $k \in \mathcal{S} \backslash \boldsymbol{\mathcal { M }}$ since the set of all two-minors of $\mathbf{X}^{\mathcal{M}}$ coincides with the set of all two-minors of $\mathbf{X}^{\mathcal{S} \backslash \mathcal{M}}$.

For $\mathcal{S} \in \mathcal{S}_{[d]}$, we define $e_{\mathcal{S}}:=\min \{p: p \in \mathcal{S}\}$. The set $\boldsymbol{\mathcal { M }}$ corresponds to an associated matricization $\mathbf{X}^{\boldsymbol{M}}$. The set of possible subsets $\boldsymbol{\mathcal { M }}$ is given as

$$
\mathcal{P}_{\mathcal{S}}= \begin{cases}\left\{\boldsymbol{\mathcal { M }} \subset \mathcal{S}:|\boldsymbol{\mathcal { M }}| \leq\left\lfloor\frac{|\mathcal{S}|}{2}\right\rfloor\right\} \backslash\{\emptyset\}, & \text { if }|\mathcal{S}| \text { is odd } \\ \left\{\boldsymbol{\mathcal { M }} \subset \mathcal{S}:|\boldsymbol{\mathcal { M }}| \leq\left\lfloor\frac{|\mathcal{S}|-1}{2}\right\rfloor\right\} \cup\left\{\boldsymbol{\mathcal { M }} \subset \mathcal{S}:|\boldsymbol{\mathcal { M }}|=\frac{|\mathcal{S}|}{2}, e_{\mathcal{S}} \in \boldsymbol{\mathcal { M }}\right\} \backslash\{\emptyset\}, & \text { if }|\mathcal{S}| \text { is even }\end{cases}
$$

Notice that $\mathcal{P}_{\mathcal{S}} \cup \mathcal{P}_{\mathcal{S}^{c}} \cup\{\emptyset\} \cup \mathcal{S}$ with $\mathcal{P}_{\mathcal{S}^{c}}:=\left\{\boldsymbol{\mathcal { M }}: \mathcal{S} \backslash \boldsymbol{\mathcal { M }} \in \mathcal{P}_{\mathcal{S}}\right\}$ forms the power set of $\mathcal{S}$. The constraint on the size of $\mathcal{M}$ in the definition of $\mathcal{P}_{\mathcal{S}}$ is motivated by the fact that the role of $\boldsymbol{\alpha}$ and $\boldsymbol{\beta}$ can be switched and lead to the same polynomial $f_{d}^{(\boldsymbol{\alpha}, \boldsymbol{\beta})}$.

Thus, for $\boldsymbol{\mathcal { S }} \in \boldsymbol{\mathcal { S }}_{[d]}$ and $\boldsymbol{\mathcal { M }} \in \mathcal{P}_{\mathcal{S}}$, we define a set

$$
\begin{aligned}
& \mathcal{T}_{d}^{\mathcal{S}, \boldsymbol{\mathcal { M }}}:=\{(\boldsymbol{\alpha}, \boldsymbol{\beta}): \alpha_{i}=\beta_{i}, \text { for all } i \notin \mathcal{S} \\
& \alpha_{j}>\beta_{j}, \text { for all } j \in \boldsymbol{\mathcal { M }} \\
&\left.\alpha_{k}<\beta_{k}, \text { for all } k \in \mathcal{S} \backslash \boldsymbol{\mathcal { M }}\right\} .
\end{aligned}
$$

For notational purposes, we define

$$
\left\{f_{d}^{\mathcal{S}}\right\}=\cup_{\boldsymbol{M} \in \mathcal{P}_{\boldsymbol{s}}}\left\{f_{d}^{(\boldsymbol{\alpha}, \boldsymbol{\beta})}:(\boldsymbol{\alpha}, \boldsymbol{\beta}) \in \mathcal{T}_{d}^{\mathcal{S}, \mathcal{M}^{\prime}}\right\} \quad \text { for } \mathcal{S} \in \mathcal{S}_{[d]}
$$

Since we are interested in Frobenius-norm-one tensors, we also introduce the polynomial

$$
g_{d}(\mathbf{x})=\sum_{\alpha_{1}=1}^{n_{1}} \sum_{\alpha_{2}=1}^{n_{2}} \ldots \sum_{\alpha_{d}=1}^{n_{d}} x_{\alpha_{1} \alpha_{2} \ldots \alpha_{d}}^{2}-1
$$

Our polynomial ideal is then generated by the polynomials in

$$
\mathcal{G}_{d}=\bigcup_{\mathcal{S} \in \mathcal{S}_{[d]}}\left\{f_{d}^{\mathcal{S}}\right\} \cup\left\{g_{d}\right\} \subset \mathbb{R}[\mathbf{x}]=\mathbb{R}\left[x_{11 \ldots 1}, x_{11 \ldots 2}, \ldots, x_{n_{1} n_{2} \ldots n_{d}}\right], \quad \text { i.e., } \quad \mathcal{J}_{d}=\left\langle\mathcal{G}_{d}\right\rangle
$$

As in the special case of the third-order tensors, not all order-two minors corresponding to all the matricizations are contained in the generating set $\boldsymbol{\mathcal { G }}_{d}$ due to the non-leading term of $f_{d}^{(\boldsymbol{\alpha}, \boldsymbol{\beta})}$ (since $[\boldsymbol{\alpha} \wedge \boldsymbol{\beta}](i) \leq[\boldsymbol{\alpha} \vee \boldsymbol{\beta}](i)$, for all $i \in[d])$. Nevertheless all the order-two minors are contained in the ideal $\mathcal{J}_{d}$ as it will also be revealed by the proof of Theorem 4.21 below. For instance, $h(\mathbf{x})=$ $-x_{1234} x_{2343}+x_{1243} x_{2334}$ - corresponding to a minor of the matricization $\mathbf{X}^{\boldsymbol{\mathcal { M }}}$ for $\boldsymbol{\mathcal { M }}=\{1,2\}-$ does not belong to $\mathcal{G}_{4}$, but it does belong to the ideal $\mathcal{J}_{4}$. Moreover, it is straightforward to verify that all polynomials in $\mathcal{G}_{d}$ differ from each other.

The algebraic variety of $\mathcal{J}_{d}$ consists of all rank-one Frobenius-norm-one order- $d$ tensors as desired, and its convex hull yields the tensor nuclear norm ball.

Theorem 4.21. The set $\mathcal{G}_{d}$ forms the reduced Gröbner basis of the ideal $\mathcal{J}_{d}$ with respect to the grevlex order.

Proof of Theorem 4.21. Again, we use Buchberger's criterion stated in Theorem B.11. First notice that the polynomials $g_{d}$ and $f_{d}^{(\boldsymbol{\alpha}, \boldsymbol{\beta})}$ are always relatively prime, since $\operatorname{LM}\left(g_{d}\right)=x_{11 \ldots 1}^{2}$ and $\operatorname{LM}\left(f_{d}^{(\boldsymbol{\alpha}, \boldsymbol{\beta})}\right)=x_{\boldsymbol{\alpha}} x_{\boldsymbol{\beta}}$ for $(\boldsymbol{\alpha}, \boldsymbol{\beta}) \in \mathcal{T}_{d}^{\boldsymbol{\mathcal { M }}, \mathcal{S}}$, where $\mathcal{S} \in \boldsymbol{\mathcal { S }}_{[d]}$ and $\boldsymbol{\mathcal { M }} \in \mathcal{P}_{\mathcal{S}}$. Therefore, we need to show that $S\left(f_{1}, f_{2}\right) \rightarrow_{\mathcal{G}_{d}} 0$, for all $f_{1}, f_{2} \in \mathcal{G}_{d} \backslash\left\{g_{d}\right\}$ with $f_{1} \neq f_{2}$. To this end, we analyze the division algorithm on $\left\langle\mathcal{G}_{d}\right\rangle$.

Let $f_{1}, f_{2} \in \mathcal{G}_{d}$ with $f_{1} \neq f_{2}$. Then it holds $\operatorname{LM}\left(f_{1}\right) \neq \operatorname{LM}\left(f_{2}\right)$. If these leading monomials are not relatively prime, the $S$-polynomial is of the form

$$
S\left(f_{1}, f_{2}\right)=x_{\boldsymbol{\alpha}^{1}} x_{\boldsymbol{\alpha}^{2}} x_{\boldsymbol{\alpha}^{3}}-x_{\overline{\boldsymbol{\alpha}}^{1}} x_{\overline{\boldsymbol{\alpha}}^{2}} x_{\overline{\boldsymbol{\alpha}}^{3}}
$$

with $\left\{\alpha_{k}^{1}, \alpha_{k}^{2}, \alpha_{k}^{3}\right\}=\left\{\bar{\alpha}_{k}^{1}, \bar{\alpha}_{k}^{2}, \bar{\alpha}_{k}^{3}\right\}$ for all $k \in[d]$.
The step-by-step procedure of the division algorithm for our scenario is presented in Algorithm 4.2 We will show that the algorithm eventually stops and that step 2 ) is feasible, i.e., that there always exist $k$ and $\ell$ such that line 7 of Algorithm 4.2 holds - provided that $S^{i} \neq 0$. (In fact, the purpose of the algorithm is to achieve the condition that in the $i$ th iteration of the algorithm $\hat{\alpha}_{k}^{1, i} \leq \hat{\alpha}_{k}^{2, i} \leq \hat{\alpha}_{k}^{3, i}$, for all $\left.k \in[d].\right)$ This will show then that $S\left(f_{1}, f_{2}\right) \rightarrow_{\boldsymbol{G}_{d}} 0$.

Before passing to the general proof, we illustrate the division algorithm on an example for $d=4$. The experienced reader may skip this example.

Let $f_{1}(\mathbf{x}):=f_{4}^{(1212,2123)}(\mathbf{x})=-x_{1112} x_{2223}+x_{1212} x_{2123} \in \mathcal{G}_{4}$ (with the corresponding sets $\mathcal{S}=\{1,2,3,4\}, \boldsymbol{\mathcal { M }}=\{2\})$ and $f_{2}(\mathbf{x}):=f_{4}^{(3311,2123)}(\mathbf{x})=-x_{2111} x_{3323}+x_{3311} x_{2123} \in \mathcal{G}_{4}$ (with the corresponding sets $\mathcal{S}=\{1,2,3,4\}, \boldsymbol{\mathcal { M }}=\{1,2\}$ ). We will show that $S\left(f_{1}, f_{2}\right)=$ $-x_{1112} x_{2223} x_{3311}+x_{1212} x_{2111} x_{3323} \rightarrow_{\mathcal{G}_{4}} 0$ by going through the division algorithm.

In iteration $i=0$ we set $S^{0}=S\left(f_{1}, f_{2}\right)=-x_{1112} x_{2223} x_{3311}+x_{1212} x_{2111} x_{3323}$. The leading monomial is $\operatorname{LM}\left(S^{0}\right)=x_{1112} x_{2223} x_{3311}$, the leading coefficient is $\mathrm{LC}\left(S^{0}\right)=-1$, and the nonleading monomial is $\operatorname{NLM}\left(S^{0}\right)=x_{1212} x_{2111} x_{3323}$. Among the two options for choosing a pair of indexes $\left(\boldsymbol{\alpha}^{1,0}, \boldsymbol{\alpha}^{2,0}\right)$ in step 2), we decide to take $\boldsymbol{\alpha}^{1,0}=1112$ and $\boldsymbol{\alpha}^{2,0}=3311$ which leads to the set $\boldsymbol{M}_{0}=\{4\}$. The polynomial $x_{\boldsymbol{\alpha}^{1,0}} x_{\boldsymbol{\alpha}^{2,0}}-x_{\boldsymbol{\alpha}^{1,0} \wedge \boldsymbol{\alpha}^{2,0}} x_{\boldsymbol{\alpha}^{1,0} \vee \boldsymbol{\alpha}^{2,0}}$ then equals the polynomial

Algorithm 4.2. The division algorithm on the ideal $\left\langle\mathcal{G}_{d}\right\rangle$.

```
Input: polynomials }\mp@subsup{f}{1}{},\mp@subsup{f}{2}{}\in\mp@subsup{\mathcal{G}}{d}{
Set }\mp@subsup{S}{}{0}=S(\mp@subsup{f}{1}{},\mp@subsup{f}{2}{})=\mp@subsup{x}{\mp@subsup{\boldsymbol{\alpha}}{}{1}}{}\mp@subsup{x}{\mp@subsup{\boldsymbol{\alpha}}{}{2}}{}\mp@subsup{x}{\mp@subsup{\boldsymbol{\alpha}}{}{3}}{}-\mp@subsup{x}{\mp@subsup{\overline{\boldsymbol{\alpha}}}{}{1}}{}\mp@subsup{x}{\mp@subsup{\overline{\boldsymbol{\alpha}}}{}{2}}{}\mp@subsup{x}{\mp@subsup{\overline{\boldsymbol{\alpha}}}{}{3}}{},i=
    while }\mp@subsup{S}{}{i}\not=0\mathrm{ do
            1) Let LM(S
            2) Find indices }\mp@subsup{\boldsymbol{\alpha}}{}{1,i},\mp@subsup{\boldsymbol{\alpha}}{}{2,i}\in{\mp@subsup{\hat{\boldsymbol{\alpha}}}{}{1,i},\mp@subsup{\hat{\boldsymbol{\alpha}}}{}{2,i},\mp@subsup{\hat{\boldsymbol{\alpha}}}{}{3,i}}\mathrm{ such that there exist
                at least one k and at least one \ell for which
                    \mp@subsup{\alpha}{k}{1,i}<\mp@subsup{\alpha}{k}{2,i}\quad\mathrm{ and }\quad\mp@subsup{\alpha}{\ell}{1,i}>\mp@subsup{\alpha}{\ell}{2,i}\quad\mathrm{ s.t. }\quad\mp@subsup{\boldsymbol{M}}{i}{}:={\ell\in[d]:\mp@subsup{\alpha}{\ell}{1,i}>\mp@subsup{\alpha}{\ell}{2,i}}\in\mp@subsup{\mathcal{P}}{\mathcal{S}}{},
                where \mathcal{S}}:={k\in[d]:\mp@subsup{\alpha}{k}{1,i}\not=\mp@subsup{\alpha}{k}{2,i}
                and let \mp@subsup{\boldsymbol{\alpha}}{}{3,i}}\mathrm{ be the remaining index in { {}\mp@subsup{\hat{\boldsymbol{\alpha}}}{}{1,i},\mp@subsup{\hat{\boldsymbol{\alpha}}}{}{2,i},\mp@subsup{\hat{\boldsymbol{\alpha}}}{}{3,i}}\{\mp@subsup{\boldsymbol{\alpha}}{}{1,i},\mp@subsup{\boldsymbol{\alpha}}{}{2,i}}
            3) Divide S S by }\mp@subsup{f}{d}{(\mp@subsup{\boldsymbol{\alpha}}{}{1,i},\mp@subsup{\boldsymbol{\alpha}}{}{2,i})}=\mp@subsup{x}{\mp@subsup{\boldsymbol{\alpha}}{1,i}{1,i}}{\mp@subsup{x}{\mp@subsup{\boldsymbol{\alpha}}{}{2,i}}{}-\mp@subsup{x}{\mp@subsup{\boldsymbol{\alpha}}{}{1,i}\wedge\mp@subsup{\boldsymbol{\alpha}}{}{2,i}}{}\mp@subsup{x}{\mp@subsup{\boldsymbol{\alpha}}{}{1,i}\vee\mp@subsup{\boldsymbol{\alpha}}{}{2,i}}{}}\mathrm{ to obtain
                    Si}=\textrm{LC}(\mp@subsup{S}{}{i})[\mp@subsup{x}{\mp@subsup{\boldsymbol{\alpha}}{}{3,i}}{}(-\mp@subsup{x}{\mp@subsup{\boldsymbol{\alpha}}{}{1,i}\wedge\mp@subsup{\boldsymbol{\alpha}}{}{2},i}{}\mp@subsup{x}{\mp@subsup{\boldsymbol{\alpha}}{}{1,i}\\mp@subsup{\boldsymbol{\alpha}}{}{2,i}}{}+\mp@subsup{x}{\mp@subsup{\boldsymbol{\alpha}}{}{1,i}}{}\mp@subsup{x}{\mp@subsup{\boldsymbol{\alpha}}{}{2},i}{}
                        +
            4)Define
                        S
            5) i=i+1
        end while
```

$f_{4}^{(1112,3311)}(\mathbf{x})=-x_{1111} x_{3312}+x_{1112} x_{3311} \in \mathcal{G}_{4}$ and we can write

$$
S^{0}=-1 \cdot(x_{2223}\left(-x_{1111} x_{3312}+x_{1112} x_{3311}\right)+\underbrace{x_{1111} x_{2223} x_{3312}-x_{1212} x_{2111} x_{3323}}_{=S^{1}})
$$

The leading and non-leading monomials of $S^{1}$ are $\operatorname{LM}\left(S^{1}\right)=x_{1111} x_{2223} x_{3312}$ and $\operatorname{NLM}\left(S^{1}\right)=$ $x_{1212} x_{2111} x_{3323}$, respectively, while $\mathrm{LC}\left(S^{1}\right)=1$. The only option for a pair of indices as in line 7 of Algorithm 4.2 is $\boldsymbol{\alpha}^{1,1}=3312, \boldsymbol{\alpha}^{2,1}=2223$, so that the set $\boldsymbol{\mathcal { M }}_{1}=\{1,2\}$. The divisor $x_{\boldsymbol{\alpha}^{1,1}} x_{\boldsymbol{\alpha}^{2,1}}-x_{\boldsymbol{\alpha}^{1,1} \wedge \boldsymbol{\alpha}^{2,1}} x_{\boldsymbol{\alpha}^{1,1} \vee \boldsymbol{\alpha}^{2,1}}$ in the step 4) equals $f_{4}^{(3312,2223)}(\mathbf{x})=-x_{2212} x_{3323}+x_{3312} x_{2223} \in$ $\mathcal{G}_{4}$ and we obtain

$$
S^{1}=1 \cdot(x_{1111}\left(-x_{2212} x_{3323}+x_{2223} x_{3312}\right)+\underbrace{x_{1111} x_{2212} x_{3323}-x_{1212} x_{2111} x_{3323}}_{=S^{2}})
$$

The index sets of the monomial $x_{\boldsymbol{\alpha}^{1}} x_{\boldsymbol{\alpha}^{2}} x_{\boldsymbol{\alpha}^{3}}=x_{1111} x_{2212} x_{3323}$ in $S^{2}$ satisfy

$$
\alpha_{k}^{1} \leq \alpha_{k}^{2} \leq \alpha_{k}^{3} \quad \text { for all } k \in[4]
$$

and therefore it is the non-leading monomial of $S^{2}$, i.e., $\operatorname{NLM}\left(S^{2}\right)=x_{1111} x_{2212} x_{3323}$. Thus, $\operatorname{LM}\left(S^{2}\right)=x_{1212} x_{2111} x_{3323}$ and $\operatorname{LC}\left(S^{2}\left(f_{1}, f_{2}\right)\right)=-1$. Now the only option for a pair of indices as in step 2) is $\boldsymbol{\alpha}^{1,2}=2111, \boldsymbol{\alpha}^{2,2}=1212$ with $\boldsymbol{\mathcal { M }}_{2}=\{1\}$. This yields

$$
S^{2}=-1 \cdot(x_{3323}\left(-x_{1111} x_{2212}+x_{2111} x_{1212}\right)+\underbrace{x_{1111} x_{2212} x_{3323}-x_{1111} x_{2212} x_{3323}}_{=S^{3}=0})
$$

Thus, the division algorithm stops and we obtained after three steps

$$
\begin{aligned}
S\left(f_{1}, f_{2}\right)=S^{0} & =\mathrm{LC}\left(S^{0}\right) x_{2223} f_{4}^{(1112,3311)}(\mathbf{x})+\operatorname{LC}\left(S^{0}\right) \mathrm{LC}\left(S^{1}\right) x_{1111} f_{4}^{(3312,2223)}(\mathbf{x}) \\
& +\operatorname{LC}\left(S^{0}\right) \operatorname{LC}\left(S^{1}\right) \operatorname{LC}\left(S^{2}\right) x_{3323} f_{4}^{(2111,1212)}(\mathbf{x})
\end{aligned}
$$

Thus, $S\left(f_{1}, f_{2}\right) \rightarrow_{\mathcal{G}_{4}} 0$.

Let us now return to the general proof. We first show that there always exist indices $\boldsymbol{\alpha}^{1, i}, \boldsymbol{\alpha}^{2, i}$ satisfying line 7 of Algorithm 4.2 unless $S^{i}=0$. We start by setting $\mathbf{x}^{\boldsymbol{\alpha}_{i}}=x_{\hat{\boldsymbol{\alpha}}^{1, i}} x_{\hat{\boldsymbol{\alpha}}^{2, i}} x_{\hat{\boldsymbol{\alpha}}^{3, i}}$ with $x_{\hat{\boldsymbol{\alpha}}^{1, i}} \geq x_{\hat{\boldsymbol{\alpha}}^{2, i}} \geq x_{\hat{\boldsymbol{\alpha}}^{3, i}}$ to be the leading monomial and $\mathbf{x}^{\boldsymbol{\beta}_{i}}$ to be the non-leading monomial of $S^{i}$. The existence of a polynomial $h \in \mathcal{G}_{d}$ such that $\operatorname{LM}(h)$ divides $\operatorname{LM}\left(S^{i}\right)=x_{\hat{\boldsymbol{\alpha}}^{1, i}} x_{\hat{\boldsymbol{\alpha}}^{2, i}} x_{\hat{\boldsymbol{\alpha}}^{3, i}}=\mathbf{x}^{\boldsymbol{\alpha}_{i}}$ is equivalent to the existence of $\boldsymbol{\alpha}^{1, i}, \boldsymbol{\alpha}^{2, i} \in\left\{\hat{\boldsymbol{\alpha}}^{1, i}, \hat{\boldsymbol{\alpha}}^{2, i}, \hat{\boldsymbol{\alpha}}^{3, i}\right\}$ such that there exists at least one $k$ and at least one $\ell$ for which $\alpha_{k}^{1, i}<\alpha_{k}^{2, i}$ and $\alpha_{\ell}^{1, i}>\alpha_{\ell}^{2, i}$. If such pair does not exist in iteration $i$, we have

$$
\begin{equation*}
\hat{\alpha}_{k}^{1, i} \leq \hat{\alpha}_{k}^{2, i} \leq \hat{\alpha}_{k}^{3, i} \quad \text { for all } k \in[d] . \tag{4.11}
\end{equation*}
$$

We claim that this cannot happen if $S^{i} \neq 0$. In fact, 4.11 would imply that the monomial $\mathbf{x}^{\boldsymbol{\alpha}_{i}}=x_{\hat{\boldsymbol{\alpha}}^{1, i}} x_{\hat{\boldsymbol{\alpha}}^{2, i}} x_{\hat{\boldsymbol{\alpha}}^{3, i}}$ is the smallest monomial $x_{\boldsymbol{\beta}} x_{\boldsymbol{\gamma}} x_{\boldsymbol{\eta}}$ (with respect to the grevlex order) which satisfies

$$
\left\{\beta_{k}, \gamma_{k}, \eta_{k}\right\}=\left\{\hat{\alpha}_{k}^{1, i}, \hat{\alpha}_{k}^{2, i}, \hat{\alpha}_{k}^{3, i}\right\} \quad \text { for all } k \in[d]
$$

However, then $\mathbf{x}^{\boldsymbol{\alpha}_{i}}$ would not be the leading monomial by definition of the grevlex order, which leads to a contradiction. Hence, we can always find indices $\boldsymbol{\alpha}^{1, i}, \boldsymbol{\alpha}^{2, i}$ satisfying line 7 in step 2) of Algorithm 4.2 unless $S^{i}=0$.

Next we show that the division algorithm always stops in a finite number of steps. We start with iteration $i=0$ and assume that $S^{0} \neq 0$. We choose $\boldsymbol{\alpha}^{1,0}, \boldsymbol{\alpha}^{2,0}, \boldsymbol{\alpha}^{3,0}$ as in step 2) of Algorithm 4.2. Then we divide the polynomial $S^{0}$ by a polynomial $h \in \mathcal{G}_{d}$ such that $\operatorname{LM}(h)=$ $x_{\boldsymbol{\alpha}^{1,0}} x_{\boldsymbol{\alpha}^{2,0}}$. The polynomial $h \in \mathcal{G}_{d}$ is defined as in step 3) of the algorithm, i.e.,

$$
h(\mathbf{x})=f_{d}^{\left(\boldsymbol{\alpha}^{1,0}, \boldsymbol{\alpha}^{2,0}\right)}=x_{\boldsymbol{\alpha}^{1,0}} x_{\boldsymbol{\alpha}^{2,0}}-x_{\boldsymbol{\alpha}^{1,0} \wedge \boldsymbol{\alpha}^{2,0}} x_{\boldsymbol{\alpha}^{1,0} \vee \boldsymbol{\alpha}^{2,0}} \in \mathcal{G}_{d}
$$

The division of $S^{0}$ by $h$ results in

$$
S^{0}=\operatorname{LC}\left(S^{0}\right)(x_{\boldsymbol{\alpha}^{3,0}} \cdot f_{d}^{\left(\boldsymbol{\alpha}^{1,0}, \boldsymbol{\alpha}^{2,0}\right)}+\underbrace{x_{\boldsymbol{\alpha}^{1,0} \wedge \boldsymbol{\alpha}^{2,0}} x_{\boldsymbol{\alpha}^{1,0} \vee \boldsymbol{\alpha}^{2,0}} x_{\boldsymbol{\alpha}^{3,0}}-\operatorname{NLM}\left(S^{0}\right)}_{=S^{1}})
$$

Note that by construction

$$
\begin{equation*}
\left[\boldsymbol{\alpha}^{1,0} \wedge \boldsymbol{\alpha}^{2,0}\right]_{k} \leq\left[\boldsymbol{\alpha}^{1,0} \vee \boldsymbol{\alpha}^{2,0}\right]_{k} \quad \text { for all } k \in[d] \tag{4.12}
\end{equation*}
$$

If $S^{1} \neq 0$, then in the following iteration $i=1$ we can assume $\operatorname{LM}\left(S^{1}\right)=x_{\boldsymbol{\alpha}^{1,0} \wedge \boldsymbol{\alpha}^{2,0}} x_{\boldsymbol{\alpha}^{1,0} \wedge \boldsymbol{\alpha}^{2,0}} x_{\boldsymbol{\alpha}^{3,0}}$. Due to 4.12), a pair $\boldsymbol{\alpha}^{1,1}, \boldsymbol{\alpha}^{2,1}$ as in line 7 of Algorithm 4.2 can be either $\boldsymbol{\alpha}^{1,0} \wedge \boldsymbol{\alpha}^{2,0}, \boldsymbol{\alpha}^{3,0}$ or $\boldsymbol{\alpha}^{1,0} \vee \boldsymbol{\alpha}^{2,0}, \boldsymbol{\alpha}^{3,0}$. Let us assume the former. Then this iteration results in

$$
S^{1}=\operatorname{LC}\left(S^{1}\right)(x_{\boldsymbol{\alpha}^{3,1}} \cdot f_{d}^{\left(\boldsymbol{\alpha}^{1,1}, \boldsymbol{\alpha}^{2,1}\right)}+\underbrace{x_{\boldsymbol{\alpha}^{1,1} \wedge \boldsymbol{\alpha}^{2,1}} x_{\boldsymbol{\alpha}^{1,1} \vee \boldsymbol{\alpha}^{2,1}} x_{\boldsymbol{\alpha}^{3,1}}-\operatorname{NLM}\left(S^{0}\right)}_{=S^{2}})
$$

with

$$
\left[\boldsymbol{\alpha}^{1,1} \wedge \boldsymbol{\alpha}^{2,1}\right]_{k} \leq\left[\boldsymbol{\alpha}^{3,1}\right]_{k},\left[\boldsymbol{\alpha}^{1,1} \vee \boldsymbol{\alpha}^{2,1}\right]_{k} \quad \text { for all } k \in[d], \text { and } x_{\boldsymbol{\alpha}^{3,1}}=x_{\boldsymbol{\alpha}^{1,0} \vee \boldsymbol{\alpha}^{2,0}}
$$

Next, if $S^{2} \neq 0$ and $\operatorname{LM}\left(S^{2}\right)=x_{\boldsymbol{\alpha}^{1,1} \wedge \boldsymbol{\alpha}^{2,1}} x_{\boldsymbol{\alpha}^{1,1} \vee \boldsymbol{\alpha}^{2,1}} x_{\boldsymbol{\alpha}^{3,1}}$ then a pair of indices satisfying line 7 of Algorithm 4.2 must be $\boldsymbol{\alpha}^{1,1} \vee \boldsymbol{\alpha}^{2,1}, \boldsymbol{\alpha}^{3,1}$ so that the iteration ends up with

$$
S^{2}=\operatorname{LC}\left(S^{2}\right)(x_{\boldsymbol{\alpha}^{3,2}} \cdot f_{d}^{\left(\boldsymbol{\alpha}^{1,2}, \boldsymbol{\alpha}^{2,2}\right)}+\underbrace{x_{\boldsymbol{\alpha}^{1,2} \wedge \boldsymbol{\alpha}^{2,2}} x_{\boldsymbol{\alpha}^{1,2} \vee \boldsymbol{\alpha}^{2,2}} x_{\boldsymbol{\alpha}^{3,2}}-\operatorname{NLM}\left(S^{0}\right)}_{=S^{3}})
$$

such that

$$
\left[\boldsymbol{\alpha}^{3,2}\right]_{k} \leq\left[\boldsymbol{\alpha}^{1,2} \wedge \boldsymbol{\alpha}^{2,2}\right]_{k} \leq\left[\boldsymbol{\alpha}^{1,2} \vee \boldsymbol{\alpha}^{2,2}\right]_{k} \quad \text { for all } k \in[d], \text { and } x_{\boldsymbol{\alpha}^{3,2}}=x_{\boldsymbol{\alpha}^{1,1} \wedge \boldsymbol{\alpha}^{2,1}} .
$$

Thus, in iteration $i=3$ the leading monomial $\operatorname{LM}\left(S^{3}\right)$ must be $\operatorname{NLM}\left(S^{0}\right)$ (unless $S^{3}=0$ ).
A similar analysis can be performed on the monomial $\operatorname{NLM}\left(S^{0}\right)$ and therefore the algorithm stops after at most 6 iterations. The division algorithm results in

$$
S\left(f_{1}, f_{2}\right)=\sum_{i=0}^{p}\left(\prod_{j=0}^{i} \operatorname{LC}\left(S^{j}\right)\right) x_{\boldsymbol{\alpha}^{3}, i} \cdot f_{d}^{\left(\boldsymbol{\alpha}^{1, i}, \boldsymbol{\alpha}^{2, i}\right)},
$$

where $f_{d}^{\left(\boldsymbol{\alpha}^{1, i}, \boldsymbol{\alpha}^{2, i}\right)}=-x_{\boldsymbol{\alpha}^{1, i} \wedge \boldsymbol{\alpha}^{2, i}} x_{\boldsymbol{\alpha}^{1, i} \vee \boldsymbol{\alpha}^{2, i}}+x_{\boldsymbol{\alpha}^{1, i}} x_{\boldsymbol{\alpha}^{2, i}} \in \mathcal{G}_{d}$ and $p \leq 5$. All the cases that we left out above are treated in a similar way. This shows that $\mathcal{G}_{d}$ is a Gröbner basis of $\mathcal{J}_{d}$.

In order to show that $\mathcal{G}_{d}$ is the reduced Gröbner basis of $\mathcal{J}_{d}$, first notice that $\mathrm{LC}(g)=1$ for all $g \in \mathcal{G}_{d}$. Furthermore, the leading term of any polynomial in $\mathcal{G}_{d}$ is of degree two. Thus, it is enough to show that for every pair of different polynomials $f_{d}^{\left(\boldsymbol{\alpha}^{1}, \boldsymbol{\beta}^{1}\right)}, f_{d}^{\left(\boldsymbol{\alpha}^{2}, \boldsymbol{\beta}^{2}\right)} \in \mathcal{G}_{d}$ (related to $\mathcal{S}_{1}, \mathcal{M}_{1}$ and $\mathcal{S}_{2}, \boldsymbol{\mathcal { M }}_{2}$, respectively) it holds that $\operatorname{LM}\left(f_{d}^{\left(\boldsymbol{\alpha}^{1}, \boldsymbol{\beta}^{1}\right)}\right) \neq \operatorname{LM}\left(f_{d}^{\left(\boldsymbol{\alpha}^{2}, \boldsymbol{\beta}^{2}\right)}\right)$ with $\left(\boldsymbol{\alpha}^{k}, \boldsymbol{\beta}^{k}\right) \in \mathcal{T}_{d}^{\mathcal{S}_{k}, \boldsymbol{\mathcal { M }}_{k}}$ for $k=1,2$. But this follows from the fact that all elements of $\boldsymbol{\mathcal { G }}_{d}$ are different as remarked before the statement of the theorem.

We define the tensor $\theta_{k}$-norm analogously to the matrix scenario.
Definition 4.22. The tensor $\theta_{k}$-norm, denoted by $\|\cdot\|_{\theta_{k}}$, is the norm induced by the $k$-theta body $\mathrm{TH}_{k}\left(J_{d}\right)$, i.e.,

$$
\|\mathbf{X}\|_{\theta_{k}}=\inf \left\{r: \mathbf{X} \in r \mathrm{TH}_{k}\left(J_{d}\right)\right\}
$$

The $\theta_{k}$-norm can be computed with the help of Theorem 4.5, i.e., as

$$
\|\mathbf{X}\|_{\theta_{k}}=\min t \quad \text { subject to } \mathbf{X} \in t \mathbf{Q}_{\mathcal{B}_{k}}\left(J_{M_{m n}}\right) .
$$

Given the moment matrix $\mathbf{M}_{\mathcal{B}_{k}}[\mathbf{y}]$ associated with $J$, this minimization program is equivalent to the semidefinite program

$$
\begin{equation*}
\min _{t \in \mathbb{R}, \mathbf{y} \in \mathbb{R}^{\mathcal{B}_{k}}} t \quad \text { subject to } \quad \mathbf{M}_{\mathcal{B}_{k}}[\mathbf{y}] \succcurlyeq 0, y_{0}=t, \mathbf{y}_{\mathcal{B}_{1}}=\mathbf{X} . \tag{4.13}
\end{equation*}
$$

We have focused on the polynomial ideal generated by all second order minors of all matricizations of the tensor. One may also consider a subset of all possible matricizations corresponding to various tensor decompositions and notions of tensor rank. For example, the Tucker(HOSVD)-rank (corresponding to the Tucker or HOSVD decomposition) of a $d$ th-order tensor $\mathbf{X}$ is a $d$-dimensional vector $\mathbf{r}_{H O S V D}=\left(r_{1}, r_{2}, \ldots, r_{d}\right)$ such that $r_{i}=\operatorname{rank}\left(\mathbf{X}^{\{i\}}\right)$ for all $i \in[d]$, see Subsection 2.1.4 Thus, we can define an ideal $J_{d, H O S V D}$ generated by all second order minors of unfoldings $\mathbf{X}^{\{k\}}$, for $k \in[d]$.

The tensor train (TT) decomposition is another popular approach for tensor computations [125]. The corresponding TT-rank of a $d \mathrm{th}$-order tensor $\mathbf{X}$ is a $(d-1)$-dimensional vector $\mathbf{r}_{T T}=$ $\left(r_{1}, r_{2}, \ldots, r_{d-1}\right)$ such that $r_{i}=\operatorname{rank}\left(\mathbf{X}^{\{1, \ldots, i\}}\right), i \in[d-1]$. By taking into account only minors of order two of the matricizations $\boldsymbol{\tau} \in\{\{1\},\{1,2\}, \ldots,\{1,2, \ldots, d-1\}\}$, one may introduce a corresponding polynomial ideal $J_{d, \mathrm{TT}}$.

Theorem 4.23. The polynomial ideals $J_{d}, J_{d, \text { HOSVD }}$, and $J_{d, \mathrm{TT}}$ are equal, for all $d \geq 3$.

Proof. Let $\boldsymbol{\tau} \subset[d]$ represents a matricization and let $\boldsymbol{\Delta}:=\left\{(\boldsymbol{\alpha}, \boldsymbol{\beta}): \alpha_{i}, \beta_{i} \in\left[n_{i}\right]\right.$, for all $\left.i \in[d]\right\}$. Similarly to the case of order-three tensors, for $(\boldsymbol{\alpha}, \boldsymbol{\beta})$, with $x_{\boldsymbol{\alpha}^{\tau}} x_{\boldsymbol{\beta}^{\tau}}$ we denote the monomial where $\alpha_{k}^{\tau}=\alpha_{k}, \beta_{k}^{\tau}=\beta_{k}$ for all $k \in \boldsymbol{\tau}$ and $\alpha_{\ell}^{\tau}=\beta_{\ell}, \beta_{\ell}^{\boldsymbol{\tau}}=\alpha_{\ell}$ for all $\ell \in \boldsymbol{\tau}^{c}=[d] \backslash \boldsymbol{\tau}$. Additionally, for $(\boldsymbol{\alpha}, \boldsymbol{\beta}) \in \boldsymbol{\Delta}$, with $x_{\boldsymbol{\alpha}^{\boldsymbol{\tau}, 0}} x_{\boldsymbol{\beta}^{\boldsymbol{\tau}, 0}}$ we denote the monomial where $\alpha_{k}^{\boldsymbol{\tau}, \mathbf{0}}=\alpha_{k}, \beta_{k}^{\boldsymbol{\tau}, \mathbf{0}}=\beta_{k}$ for all $k \in \boldsymbol{\tau}$ and $\alpha_{\ell}^{\boldsymbol{\tau}, \mathbf{0}}=\beta_{\ell}^{\boldsymbol{\tau}, \mathbf{0}}=0$ for all $\ell \in \boldsymbol{\tau}^{c}=[d] \backslash \boldsymbol{\tau}$. The corresponding order-two minors are defined as

$$
f_{(\boldsymbol{\alpha}, \boldsymbol{\beta})}^{\boldsymbol{\tau}}(\mathbf{x})=-x_{\boldsymbol{\alpha}} x_{\boldsymbol{\beta}}+x_{\boldsymbol{\alpha}^{\tau}} x_{\boldsymbol{\beta}^{\tau}}, \quad(\boldsymbol{\alpha}, \boldsymbol{\beta}) \in \mathcal{T}^{\boldsymbol{\tau}}
$$

We define the set $\boldsymbol{T}^{\boldsymbol{\tau}}$ as

$$
\mathcal{T}^{\boldsymbol{\tau}}=\left\{(\boldsymbol{\alpha}, \boldsymbol{\beta}) \in \boldsymbol{\Delta}: \boldsymbol{\alpha}^{\boldsymbol{\tau}, \mathbf{0}} \neq \boldsymbol{\beta}^{\boldsymbol{\tau}, \mathbf{0}}, \boldsymbol{\alpha}^{\boldsymbol{\tau}^{c}, \mathbf{0}} \neq \boldsymbol{\beta}^{\boldsymbol{\tau}^{c}, \mathbf{0}}\right\}
$$

Similarly to the case of order-three tensors, notice that $f_{(\boldsymbol{\alpha}, \boldsymbol{\beta})}^{\tau}(\mathbf{x})=f_{(\boldsymbol{\beta}, \boldsymbol{\alpha})}^{\tau}(\mathbf{x})=-f_{\left(\boldsymbol{\alpha}^{\boldsymbol{\tau}}, \boldsymbol{\beta}^{\boldsymbol{\tau}}\right)}^{\tau}(\mathbf{x})=$ $-f_{\left(\boldsymbol{\beta}^{\boldsymbol{\tau}}, \boldsymbol{\alpha}^{\tau}\right)}^{\boldsymbol{\tau}}(\mathbf{x})$, for all $(\boldsymbol{\alpha}, \boldsymbol{\beta}) \in \boldsymbol{\mathcal { T }}^{\boldsymbol{\tau}}$. First, we show that $J_{d}=J_{d, \text { HOSVD }}$ by showing that $f_{(\boldsymbol{\alpha}, \boldsymbol{\beta})}^{\boldsymbol{\tau}}(\mathbf{x}) \in$ $J_{d, \text { HOSVD }}$, for all $(\boldsymbol{\alpha}, \boldsymbol{\beta}) \in \boldsymbol{T}^{\boldsymbol{\tau}}$ and all $|\boldsymbol{\tau}| \geq 2$. Without loss of generality, we can assume that $\alpha_{i} \neq$ $\beta_{i}$, for all $i \in \boldsymbol{\tau}$ since otherwise we can consider the matricization $\boldsymbol{\tau} \backslash\left\{i: \alpha_{i}=\beta_{i}\right\}$. Additionally, by definition of $\boldsymbol{\mathcal { T }}^{\boldsymbol{\tau}}$, there exists at least one $\ell \in \boldsymbol{\tau}^{c}$ such that $\alpha_{\ell} \neq \beta_{\ell}$. Let $\boldsymbol{\tau}=\left\{t_{1}, t_{2}, \ldots, t_{k}\right\}$ with $t_{i}<t_{i+1}$, for all $i \in[k-1]$ and $k \geq 2$. Next, fix $(\boldsymbol{\alpha}, \boldsymbol{\beta}) \in \mathcal{T}^{\boldsymbol{\tau}}$ and define $\boldsymbol{\alpha}^{0}=\boldsymbol{\alpha}$ and $\boldsymbol{\beta}^{\mathbf{0}}=\boldsymbol{\beta}$. Algorithm 4.3 results in polynomials $g_{k} \in J_{3, \mathrm{TT}}$ such that $f_{(\boldsymbol{\alpha}, \boldsymbol{\beta})}^{\boldsymbol{\tau}}(\mathbf{x})=\sum_{i=1}^{k} g_{i}(\mathbf{x})$. This is clear, since

$$
\sum_{i=1}^{k} g_{i}=\sum_{i=1}^{k}\left(-x_{\boldsymbol{\alpha}^{i-1}} x_{\boldsymbol{\beta}^{i-1}}+x_{\boldsymbol{\alpha}^{i}} x_{\boldsymbol{\beta}^{i}}\right)=-x_{\boldsymbol{\alpha}^{0}} x_{\boldsymbol{\beta}^{0}}+x_{\boldsymbol{\alpha}^{k}} x_{\boldsymbol{\beta}^{k}}=f_{(\boldsymbol{\alpha}, \boldsymbol{\beta})}^{\boldsymbol{\tau}}(\mathbf{x})
$$

By the definition of polynomials $g_{k}$ it is obvious that $g_{i} \in\left\{f_{(\boldsymbol{\alpha}, \boldsymbol{\beta})}^{\{i\}}(\mathbf{x}):(\boldsymbol{\alpha}, \boldsymbol{\beta}) \in \mathcal{T}^{\{i\}}\right\}$, for all $i \in[k]$. Next, we show that $J_{d}=J_{d, \text { TT }}$. Since $J_{d}=J_{d, \text { HOSVD }}$, it is enough to show that

Algorithm 4.3. Algorithm for proving that $J_{d}=J_{d, \mathrm{TT}}$

```
Input: An ideal \(J_{d, \mathbf{T T}} \in \mathbb{R}[\mathbf{x}]\), polynomial \(f_{(\alpha, \boldsymbol{\beta})}^{\tau}(\mathbf{x})\)
            with \(\boldsymbol{\alpha}^{0}=\boldsymbol{\alpha}, \boldsymbol{\beta}^{0}=\boldsymbol{\beta}, \boldsymbol{\tau}=\left\{t_{1}, t_{2}, \ldots, t_{k}\right\}\), where \(k \geq 2\)
    for \(i=1: k\)
        Define \(\boldsymbol{\alpha}^{i}\) and \(\boldsymbol{\beta}^{i}\) as
                        \(\alpha_{j}^{i}:=\left\{\begin{array}{ll}\beta_{j}^{i-1} & \text { if } j=t_{i}, \\ \alpha_{j}^{i-1} & \text { otherwise }\end{array} \quad\right.\) and \(\quad \beta_{j}^{i}:= \begin{cases}\alpha_{j}^{i-1} & \text { if } j=t_{i}, \\ \beta_{j}^{i-1} & \text { otherwise. }\end{cases}\)
        Define polynomial \(g_{i}(\mathbf{x}):=-x_{\boldsymbol{\alpha}^{i-1}} x_{\boldsymbol{\beta}^{i-1}}+x_{\boldsymbol{\alpha}^{i}} x_{\boldsymbol{\beta}^{i}}\).
        end for
    Output: Polynomials \(g_{1}, g_{2}, \ldots, g_{k}\).
```

$f_{(\boldsymbol{\alpha}, \boldsymbol{\beta})}^{\{k\}} \in J_{d, \mathrm{TT}}$, for all $(\boldsymbol{\alpha}, \boldsymbol{\beta}) \in \mathcal{T}^{\{k\}}$ and all $k \in[d]$. By definition of $J_{d, \mathrm{TT}}$ this is true for $k=1$. Fix $k \in\{2,3, \ldots, d\},(\boldsymbol{\alpha}, \boldsymbol{\beta}) \in \boldsymbol{T}^{\{k\}}$ and consider a polynomial $f(\mathbf{x})=f_{(\boldsymbol{\alpha}, \boldsymbol{\beta})}^{\{k\}}(\mathbf{x})$ corresponding to the second order minor of the matricization $\mathbf{X}^{\{k\}}$. By definition of $\mathcal{T}^{\{k\}}, \alpha_{k} \neq \beta_{k}$ and there exists an index $i \in[d] \backslash\{k\}$ such that $\alpha_{i} \neq \beta_{i}$. Assume that $i>k$. Define the polynomials $g(\mathbf{x}) \in \boldsymbol{\mathcal { R }}^{\{1,2, \ldots, k\}}:=\left\{f_{(\boldsymbol{\alpha}, \boldsymbol{\beta})}^{\{1,2, \ldots, k\}}(\mathbf{x}):(\boldsymbol{\alpha}, \boldsymbol{\beta}) \in \boldsymbol{\mathcal { T }}^{\{1,2, \ldots, k\}}\right\}$ and $h(\mathbf{x}) \in \boldsymbol{\mathcal { R }}^{\{1,2, \ldots, k-1\}}:=$ $\left\{f_{(\boldsymbol{\alpha}, \boldsymbol{\beta})}^{\{1,2, \ldots, k-1\}}(\mathbf{x}):(\boldsymbol{\alpha}, \boldsymbol{\beta}) \in \boldsymbol{T}^{\{1,2, \ldots, k-1\}}\right\}$ as

$$
\begin{aligned}
& g(\mathbf{x})=-x_{\boldsymbol{\alpha}} x_{\boldsymbol{\beta}}+x_{\boldsymbol{\alpha}\{1,2, \ldots, k\}} x_{\boldsymbol{\beta}\{1,2, \ldots, k\}} \\
& h(\mathbf{x})=-x_{\boldsymbol{\alpha}\{1,2, \ldots, k\}} x_{\boldsymbol{\beta}\{1,2, \ldots, k\}}+x_{\boldsymbol{\alpha}\{1,2, \ldots, k\}\{1,2, \ldots, k-1\}} x_{\left.\boldsymbol{\beta}^{\{1,2, \ldots, k\}} 11,2, \ldots, k-1\right\}}
\end{aligned}
$$

Since $x_{\boldsymbol{\alpha}^{\{1,2, \ldots, k\}}\{1,2, \ldots, k-1\}} x_{\boldsymbol{\beta}^{\{1,2, \ldots, k\}}\{1,2, \ldots, k-1\}}=x_{\boldsymbol{\alpha}^{\{k\}}} x_{\boldsymbol{\beta}^{\{k\}}}$, we obtained that $f(\mathbf{x})=g(\mathbf{x})+h(\mathbf{x})$ and thus $f \in J_{d, \mathrm{TT}}$. For the other case, i.e., when $i<k$ notice that $f(\mathbf{x})=g_{1}(\mathbf{x})+h_{1}(\mathbf{x})$, where

$$
\begin{aligned}
g_{1}(\mathbf{x}) & =-x_{\boldsymbol{\alpha}} x_{\boldsymbol{\beta}}+x_{\boldsymbol{\alpha}\{1,2, \ldots, k-1\}} x_{\boldsymbol{\beta}^{\{1,2, \ldots, k-1\}}} \in \boldsymbol{\mathcal { R }}^{\{1,2, \ldots, k-1\}} \\
h_{1}(\mathbf{x}) & =-x_{\boldsymbol{\alpha}\{1,2, \ldots, k-1\}} x_{\boldsymbol{\beta}^{\{1,2, \ldots, k-1\}}}+x_{\boldsymbol{\alpha}\{1,2, \ldots, k-1\}\{1,2, \ldots, k\}} x_{\boldsymbol{\beta}\{1,2, \ldots, k-1\}\{1,2, \ldots, k\}} \\
& =-x_{\boldsymbol{\alpha}\{1,2, \ldots, k\}} x_{\boldsymbol{\beta}\{1,2, \ldots, k\}}+x_{\boldsymbol{\alpha}\{k\}} x_{\boldsymbol{\beta}^{\{k\}}} \in \boldsymbol{\mathcal { R }}^{\{1,2, \ldots, k\}} .
\end{aligned}
$$

Remark 4.24. Fix a decomposition tree $T_{I}$ which generates a particular HT-decomposition and consider the ideal $J_{d, \mathrm{HT}, T_{I}}$ generated by all second order minors corresponding to the matricizations induced by the tree $T_{I}$. In a similar way as above, one can obtain that $J_{d, \mathrm{HT}, T_{I}}$ equals to $J_{d}$.

### 4.4. Computational complexity

The computational complexity of the semidefinite programs for computing the tensor $\theta_{1}$-norm or for minimizing the $\theta_{1}$-norm subject to a linear constraint depends polynomially on the number of variables, i.e., on the size of $\boldsymbol{\mathcal { B }}_{2}$, and on the dimension of the corresponding moment matrix $\mathbf{M}$. We claim that the overall complexity scales polynomially in $n^{d}$, where for simplicity we consider $d$ th-order tensors in $\mathbb{R}^{n \times n \times \cdots \times n}$. Therefore, in contrast to the tensor nuclear norm minimization which is NP-hard in general for $d \geq 3$, the tensor recovery via $\theta_{1}$-norm minimization is tractable.

Indeed, the dimension of the moment matrix $\mathbf{M}$ is $\left(1+n^{d}\right) \times\left(1+n^{d}\right)$ (see also 4.7) for matrices in $\mathbb{R}^{2 \times 2}$ ) and if $a=n^{d}$ denotes the total number of entries of a tensor $\mathbf{X} \in \mathbb{R}^{n \times n \times \cdots \times n}$, then the number of the variables is at most $\frac{a \cdot(a+1)}{2} \sim \mathcal{O}\left(a^{2}\right)$ which is polynomial in $a$. (A more precise counting does not give a substantially better estimate.)

Symmetric tensors. We may reduce the complexity of our semidefinite program by reducing to tensors possessing symmetries. Of course, in practice this requires additional information about the tensors to be recovered. For example, let us consider the case of $d$ th-order symmetrictensors, i.e., tensors $\mathbf{X} \in \mathbb{R}^{n \times n \times \cdots \times n}$ such that $X_{\alpha_{1} \alpha_{2} \ldots \alpha_{d}}=X_{\sigma\left(\alpha_{1}\right) \sigma\left(\alpha_{2}\right) \cdots \sigma\left(\alpha_{d}\right)}$ for all the possible permutations $\sigma:\left\{\alpha_{1}, \alpha_{2}, \ldots, \alpha_{d}\right\} \rightarrow\left\{\alpha_{1}, \alpha_{2}, \ldots, \alpha_{d}\right\}$. In this scenario, the size of the semidefinite program for computing the $\theta_{1}$-norm is $(a+1) \times(a+1)$, where

$$
a=\binom{n+d-1}{d} \leq\left(e \frac{n+d-1}{d}\right)^{d}=e^{d}\left(1+\frac{n-1}{d}\right)^{d}
$$

The above inequality uses the general estimate $\binom{p}{q} \leq(e p / q)^{q}$, see Lemma A.1. The number of variables in the corresponding semidefinite program for computing the $\theta_{1}$-norm equals the number of monomials $x_{\boldsymbol{\alpha}} x_{\hat{\boldsymbol{\alpha}}}$ such that $\alpha_{1} \leq \alpha_{2} \leq \ldots \leq \alpha_{d} \leq \hat{\alpha}_{1} \leq \ldots \leq \hat{\alpha}_{d}$, excluding the monomial $x_{11 \ldots 1}^{2}=\operatorname{LM}\left(g_{d}\right)$, which is

$$
\binom{n+2 d-1}{2 d}-1 \leq e^{2 d}\left(1+\frac{n-1}{2 d}\right)^{2 d}
$$

We leave the study of low-rank symmetric tensor recovery via $\theta_{k}$-minimization to the future investigation.

### 4.5. Numerical experiments

Let us now empirically study the performance of low-rank tensor recovery via $\theta_{1}$-norm minimization via numerical experiments, where we concentrate on third-order tensors. Given the measurements $\mathbf{b}=\mathcal{A}(\mathbf{X})$ of a low-rank tensor $\mathbf{X} \in \mathbb{R}^{n_{1} \times n_{2} \times n_{3}}$, where $\mathcal{A}: \mathbb{R}^{n_{1} \times n_{2} \times n_{3}} \rightarrow \mathbb{R}^{m}$ is a linear measurement map, we aim at reconstructing $\mathbf{X}$ as the solution of the minimization program

$$
\begin{equation*}
\min \|\mathbf{Z}\|_{\theta_{1}} \quad \text { subject to } \quad \mathcal{A}(\mathbf{Z})=\mathbf{b} \tag{4.14}
\end{equation*}
$$

As outlined in Section 4.1, the $\theta_{1}$-norm of a tensor $\mathbf{Z}$ can be computed as the minimizer of the semidefinite program

$$
\min _{t, \mathbf{y}} t \quad \text { subject to } \quad \mathbf{M}(t, \mathbf{y}, \mathbf{Z}) \succcurlyeq 0
$$

where $\mathbf{M}(t, \mathbf{y}, \mathbf{X})=\mathbf{M}_{\mathcal{B}_{1}}(t, \mathbf{X}, \mathbf{y})$ is the moment matrix of order 1 associated to the ideal $\mathcal{J}_{3}$, see Theorem4.17. This moment matrix for $\mathcal{J}_{3}$ is explicitly given by

$$
\mathbf{M}(t, \mathbf{y}, \mathbf{X})=t \mathbf{M}_{0}+\sum_{i=1}^{n_{1}} \sum_{j=1}^{n_{2}} \sum_{k=1}^{n_{3}} X_{i j k} \mathbf{M}_{i j k}+\sum_{p=2}^{9} \sum_{q=1}^{\left|\mathbf{M}^{p}\right|} y_{\ell} \mathbf{M}_{h_{p}(q)}^{p},
$$

where $\ell=\sum_{r=2}^{p-1}\left|\mathbf{M}^{r}\right|+q, \mathbf{M}^{p}=\left\{\mathbf{M}_{\tilde{I}}^{p}\right\}$, and the matrices $\mathbf{M}_{0}, \mathbf{M}_{i j k}$ and $\mathbf{M}_{\widetilde{I}}^{p}$ are provided in Table 4.3. For $p \in\{2,3, \ldots, 9\}$, the function $h_{p}$ denotes an arbitrary but fixed bijection $\left\{1,2, \ldots,\left|\mathbf{M}^{p}\right|\right\} \mapsto\{(i, \hat{i}, j, \hat{j}, k, \hat{k})\}$, where $\widetilde{I}=(i, \hat{i}, j, \hat{j}, k, \hat{k})$ is in the range of the last column of Table 4.3. As discussed in Section 4.1 for the general case, the $\theta_{1}$-norm minimization problem (4.14) is then equivalent to the semidefinite program

$$
\begin{equation*}
\min _{t, \mathbf{y}, \mathbf{Z}} t \quad \text { subject to } \quad \mathbf{M}(t, \mathbf{y}, \mathbf{Z}) \succeq 0 \quad \text { and } \quad \mathcal{A}(\mathbf{Z})=\mathbf{b} \tag{4.15}
\end{equation*}
$$

For our experiments, the linear mapping is defined as $(\mathcal{A}(\mathbf{X}))_{k}=\left\langle\mathbf{X}, \mathbf{A}_{k}\right\rangle, k \in[m]$, with independent Gaussian random tensors $\mathbf{A}_{k} \in \mathbb{R}^{n_{1} \times n_{2} \times n_{3}}$. That is, all entries of $\mathbf{A}_{k}$ are independent $\mathcal{N}\left(0, \frac{1}{m}\right)$ random variables. We choose the rank-one tensors $\mathbf{X} \in \mathbb{R}^{n_{1} \times n_{2} \times n_{3}}$ as $\mathbf{X}=\mathbf{u} \otimes \mathbf{v} \otimes \mathbf{w}$, where each entry of the vectors $\mathbf{u}, \mathbf{v}$ and $\mathbf{w}$ is taken independently from the normal distribution $\mathcal{N}(0,1)$. The rank-two tensors $\mathbf{X} \in \mathbb{R}^{n_{1} \times n_{2} \times n_{3}}$ are generated as the sum of two random rank-one tensors. With $\mathcal{A}$ and $\mathbf{X}$ given, we compute $\mathbf{b}=\mathcal{A}(\mathbf{X})$, run the semidefinite program 4.15) and compare its minimizer with the original low-rank tensor $\mathbf{X}$. For a given set of parameters (namely, dimensions $n_{1}, n_{2}, n_{3}$, number of measurements $m$, and rank $r$ ), we repeat this experiment 200 times and record the empirical success rate of recovering the original tensor, where we say that recovery is successful if the element-wise reconstruction error is at most $10^{-6}$. We use MATLAB (R2008b) for these numerical experiments, including SeDuMi_1.3 for solving the semidefinite programs.

Table 4.4 summarizes the results of our numerical tests for cubic and non-cubic rank-one and rank-two tensors and several choices of the dimensions. Here, the number $m_{\max }$ denotes the maximal number of measurements for which not even one out of 200 generated tensors is recovered and $m_{\min }$ denotes the minimal number of measurements for which all 200 tensors are recovered. The fifth column in Table 4.4 represents the number of independent measurements which are always sufficient for the recovery of a tensor of an arbitrary rank. For illustration, we present the average cpu time (in seconds) for solving the semidefinite programs via SeDuMi_1.3 in the last

|  | $\theta$-basis | position $(p, q)$ in the matrix | $M_{p q}$ | Range of $\widetilde{I}=(i, \hat{i}, j, \hat{j}, k, \hat{k})$ |
| :---: | :---: | :---: | :---: | :---: |
| $\mathrm{M}_{0}$ | 1 | $(1,1),(2,2)$ | 1 |  |
| $\mathrm{M}_{i j k}$ | $x_{i j k}$ | (1, f(i,j,k)) | 1 | $i \in\left[n_{1}\right], j \in\left[n_{2}\right], k \in\left[n_{3}\right]$ |
| $\mathrm{M}_{\tilde{I}}^{2}$ | $x_{i j k}^{2}$ | $(2,2)$ | -1 |  |
|  |  | $(f(i, j, k), f(i, j, k))$ | 1 | $\begin{gathered} \left\{i \in\left[n_{1}\right], j \in\left[n_{2}\right], k \in\left[n_{3}\right]\right\} \\ \backslash\{i=j=k=1\} \end{gathered}$ |
| $\mathrm{M}_{\widetilde{I}}^{3}$ | $x_{i \hat{j} k} x_{i j \hat{k}}$ | $(f(i, j, k), f(i, \hat{j}, \hat{k})),(f(i, j, \hat{k}), f(i, \hat{j}, k))$ | 1 | $i \in\left[n_{1}\right], j<\hat{j}, k<\hat{k}$ |
| $\mathrm{M}_{\tilde{I}}^{4}$ | $x_{i j k} x_{\hat{i} \hat{j} \hat{k}}$ | $(f(i, j, k), f(\hat{i}, \hat{j}, \hat{k})),(f(i, \hat{j}, k), f(\hat{i}, j, \hat{k}))$ | 1 |  |
|  |  | $(f(i, \hat{j}, \hat{k}), f(\hat{i}, j, k)),(f(i, j, \hat{k}), f(\hat{i}, \hat{j}, k))$ | 1 | $i<\hat{i}, j<\hat{j}, k<\hat{k}$ |
| $\mathrm{M}_{\text {I }}^{5}$ | $x_{i j k} x_{\hat{i} \hat{j} \hat{k}}$ | $(f(i, j, k), f(\hat{i}, j, \hat{k})),(f(i, j, \hat{k}), f(\hat{i}, j, k))$ | 1 | $i<\hat{i}, j \in\left[n_{2}\right], k<\hat{k}$ |
| $\mathbf{M}_{\tilde{T}}^{\underline{T}}$ | $x_{i j k} x_{\hat{i} \hat{j} k}$ | $(f(i, j, k), f(\hat{i}, \hat{j}, k)),(f(i, \hat{j}, k), f(\hat{i}, j, k))$ | 1 | $i<\hat{i}, j<\hat{j}, k \in\left[n_{3}\right]$ |
| $\mathrm{M}_{\text {I }}^{\text {T }}$ | $x_{i j k} x_{i j k}$ | $(f(i, j, k), f(\hat{i}, j, k))$ | 1 | $i<\hat{i}, j \in\left[n_{2}\right], k \in\left[n_{3}\right]$ |
| $\mathrm{M}_{\underline{1}}^{8}$ | $x_{i j k} x_{i j k}$ | $(f(i, j, k), f(i, \hat{j}, k))$ | 1 | $i \in\left[n_{1}\right], j<\hat{j}, k \in\left[n_{3}\right]$ |
| $\mathbf{M}_{\widetilde{I}}^{9}$ | $x_{i j \hat{k}} x_{i j k}$ | $(f(i, j, k), f(i, j, \hat{k}))$ | 1 | $i \in\left[n_{1}\right], j \in\left[n_{2}\right], k<\hat{k}$ |

Table 4.3. The matrices involved in the definition of the moment matrix $\mathbf{M}(t, \mathbf{y}, \mathbf{X})$. Due to the symmetry only the upper triangle part of the matrices is specified. The other non-specified entries of the matrices $\mathbf{M} \in$ $\mathbb{R}^{\left(n_{1} n_{2} n_{3}+1\right) \times\left(n_{1} n_{2} n_{3}+1\right)}$ from the first column are equal to zero. The matrix $\mathbf{M}$ corresponds to the element $g+\mathcal{J}_{3}$ of the $\theta$-basis specified in the second column. The index $\widetilde{I}=(i, \hat{i}, j, \hat{j}, k, \hat{k})$ is in the range of the last column. The function $f: \mathbb{N}^{3} \rightarrow \mathbb{N}$ is defined as $f(i, j, k)=(i-1) n_{2} n_{3}+(j-1) n_{3}+k+1$.
column. We remark that no attempt of accelerating the optimization algorithm has been made. This task is left for future research.

| $n_{1} \times n_{2} \times n_{3}$ | rank | $m_{\max }$ | $m_{\text {min }}$ | $n_{1} n_{2} n_{3}$ | $\mathrm{cpu}(\mathrm{sec})$ |
| :---: | :---: | :---: | :---: | :---: | ---: |
| $2 \times 2 \times 3$ | 1 | 4 | 12 | 12 | 0.1976 |
| $3 \times 3 \times 3$ | 1 | 6 | 19 | 27 | 0.3705 |
| $3 \times 4 \times 5$ | 1 | 11 | 30 | 60 | 6.6600 |
| $4 \times 4 \times 4$ | 1 | 11 | 32 | 64 | 7.2818 |
| $4 \times 5 \times 6$ | 1 | 18 | 42 | 120 | 129.4804 |
| $5 \times 5 \times 5$ | 1 | 18 | 43 | 125 | 138.9040 |
| $3 \times 4 \times 5$ | 2 | 27 | 56 | 60 | 7.5494 |
| $4 \times 4 \times 4$ | 2 | 26 | 56 | 64 | 8.6525 |
| $4 \times 5 \times 6$ | 2 | 41 | 85 | 120 | 192.5787 |

TABLE 4.4. Numerical results for low-rank tensor recovery in $\mathbb{R}^{n_{1} \times n_{2} \times n_{3}}$.

Except for very small tensor dimensions, we can always recover rank-one (or rank-two) tensors from a number of measurements which is significantly smaller than the dimension of the corresponding tensor space. Therefore, low-rank tensor recovery via $\theta_{1}$-minimization seems to be a promising approach. Of course, it remains to investigate the recovery performance theoretically.

We remark that we have used standard MATLAB packages for convex optimization to obtain the numerical experiments. To obtain better performance, new optimization methods should be developed specifically to solve our optimization problem, or more generally, to solve the sum-of-squares polynomial problems. We expect this to be possible and the resulting algorithms to give much better performance results since we have shown that in the matrix scenario all theta
norms correspond to the matrix nuclear norm. The state-of-the-art algorithms developed for the matrix scenario can compute the matrix nuclear norm and can solve the matrix nuclear norm minimization problem for matrices of large dimensions. The theory developed in this chapter together with the first numerical results should encourage the development into this direction.

## CHAPTER 5

## Tensor Iterative Hard Thresholding Algorithm

In this chapter we introduce an iterative approach to low-rank tensor recovery from a small number of linear measurements. In particular, we introduce and analyze several versions of the iterative hard thresholding algorithm (IHT) adapted to tensor formats - namely, to higher order singular value decomposition (HOSVD), tensor train (TT) decomposition, and hierarchical Tucker (HT) decomposition. We provide a partial convergence result for these algorithms based on the assumption that the measurement map satisfies a variant of the restricted isometry property (tensor RIP or TRIP) - similarly to compressive sensing and low-rank matrix recovery. That is, we show that if the measurement map satisfies the TRIP and if the thresholding operator satisfies an additional condition which can not be guaranteed in advance, the TIHT algorithm converges linearly. Since different tensor decompositions induce different notions of tensor rank, the notion of TRIP has to be adapted to the tensor decomposition at hand. Next, we show that partial Fourier maps combined with random sign flips of tensor entries and subgaussian measurement ensembles satisfy TRIP with high probability. Furthermore, for subgaussian measurement ensembles this is true under almost optimal bounds on the number of measurements (optimal up to the log factors) depending on the tensor format. Lastly, we present numerical experiments for low-HOSVD-rank third order tensor recovery with partial Fourier measurements combined with random sign flips of tensor entries, Gaussian measurement ensembles, and tensor completion via tensor IHT algorithms.

The tensor IHT (TIHT) algorithm - similarly to the IHT for compressive sensing and IHT for low-rank matrix recovery - consists of the following two steps. Given measurements $\mathbf{y}=\mathcal{A}(\mathbf{X})$, one starts with an initial tensor $\mathbf{X}_{0}$ (usually $\mathbf{X}_{0}=\mathbf{0}$ ), and iteratively computes (for $j=1,2, \ldots$ )

$$
\begin{aligned}
\mathbf{Y}^{j} & =\mathbf{X}^{j}+\mu_{j} \mathcal{A}^{*}\left(\mathbf{y}-\mathcal{A}\left(\mathbf{X}^{j}\right)\right) \\
\mathbf{X}^{j+1} & =\mathcal{H}_{\mathbf{r}}\left(\mathbf{Y}^{j}\right)
\end{aligned}
$$

The parameter $\mu_{j}$ is a suitable stepsize parameter and $\mathcal{H}_{\mathbf{r}}(\mathbf{Z})$ returns a rank-r approximation of a tensor $\mathbf{Z}$ within the given tensor format obtained via successive SVDs (see Subsection 2.1.5). Recall that in every step of the iterative hard thresholding algorithm for compressive sensing and low-rank matrix recovery, one computes the best $s$-sparse and the best rank- $r$ approximation of a given vector and a given matrix, respectively. This fact is exploited to prove the convergence of the IHT algorithms. Unfortunately, obtaining the best rank-r approximation of a given tensor is in general NP-hard - regardless of the choice of tensor decomposition, see 81, 82]. Nevertheless, $\mathcal{H}_{\mathbf{r}}$ computes a quasi-best approximation in the sense that

$$
\begin{equation*}
\left\|\mathbf{Z}-\mathcal{H}_{\mathbf{r}}(\mathbf{Z})\right\|_{F} \leq C(d)\left\|\mathbf{Z}-\mathbf{Z}_{\mathrm{BEST}}\right\|_{F} \quad \text { with } C(d)=\mathcal{O}(\sqrt{d}) \tag{5.1}
\end{equation*}
$$

and $\mathbf{Z}_{\text {BEST }}$ denotes the best rank- $\mathbf{r}$ approximation of $\mathbf{Z}$, see Theorem 2.6 for the exact bound for each of the tensor decompositions.

As already mentioned, our analyses of the TIHT algorithms build on the assumption that the linear operator $\mathcal{A}$ satisfies a variant of the restricted isometry property adapted to the tensor decomposition at hand (HOSVD, TT, or HT decomposition). Our analyses require additionally that at each iteration it holds

$$
\begin{equation*}
\left\|\mathbf{Y}^{j}-\mathbf{X}^{j+1}\right\|_{F} \leq(1+\varepsilon)\left\|\mathbf{Y}^{j}-\mathbf{X}_{\mathbf{r}}\right\|_{F} \tag{5.2}
\end{equation*}
$$

where $\varepsilon$ is a small non-negative number close to 0 and $\mathbf{X}_{\mathbf{r}}$ is the best rank-r approximation to $\mathbf{X}$ - the tensor to be recovered (satisfying $\mathbf{y}=\mathcal{A}(\mathbf{X})$ ), see Theorem 5.4 for details. In particular, if $\mathbf{X}$ is exactly of rank $\mathbf{r}$, then $\mathbf{X}_{\mathbf{r}}=\mathbf{X}$. Unfortunately, (5.1) only guarantees that

$$
\left\|\mathbf{Y}^{j}-\mathbf{X}^{j+1}\right\|_{F} \leq C(d)\left\|\mathbf{Y}^{j}-\mathbf{Y}_{\mathrm{BEST}}^{j}\right\|_{F} \leq C(d)\left\|\mathbf{Y}^{j}-\mathbf{X}_{\mathbf{r}}\right\|_{F}
$$

Since $C(d)=\mathcal{O}(\sqrt{d})$ regardless of the tensor format we consider here, the condition 5.2 cannot be guaranteed a priori. However, our numerical experiments indicate that usually a much better lowrank approximation to $\mathbf{Y}^{j}$ is computed than the one guaranteed in (5.1). Removing the assumption (5.2) as well as computing efficiently a better rank-r approximation than $\mathcal{H}_{\mathbf{r}}\left(\mathbf{Y}^{j}\right)$ seems to be a very difficult, if not impossible, task. As discussed in Chapter 3, there are no completely rigorous results for tensor recovery via efficient algorithms that work for a near optimal number of measurements. However, TIHT algorithm is easy to implement and fast, and additionally, our TRIP bounds give some hints on what the optimal number of measurements - depending on the tensor format - should be.

Another contribution consists in an analysis of TRIP related to the tensor formats HOSVD, TT, and HT for random measurement maps - namely, partial Fourier maps combined with the random sign flips of tensor entries and subgaussian maps. In particular, we show that subgaussian linear maps $\mathcal{A}: \mathbb{R}^{n_{1} \times n_{2} \times \cdots \times n_{d}} \rightarrow \mathbb{R}^{m}$ satisfy TRIP at rank $\mathbf{r}$ and level $\delta_{\mathbf{r}}$ with probability exceeding $1-\varepsilon$ provided that

$$
\begin{aligned}
& m \geq C_{1} \delta_{\mathbf{r}}^{-2} \max \left\{\left(r^{d}+d n r\right) \log (d), \log \left(\varepsilon^{-1}\right)\right\}, \quad \text { for HOSVD } \\
& m \geq C_{2} \delta_{\mathbf{r}}^{-2} \max \left\{\left((d-1) r^{3}+d n r\right) \log (d r), \log \left(\varepsilon^{-1}\right)\right\}, \quad \text { for TT and HT, }
\end{aligned}
$$

where $C_{1}, C_{2}>0$ are universal constants, $n=\max \left\{n_{i}: i \in[d]\right\}, r=\max \left\{r_{t}: t \in T_{I}\right\}$, and $T_{I}$ is the corresponding dimensional tree. Up to the logarithmic factors, these bounds match the number of degrees of freedom of a rank-r tensor in the particular format, and therefore are almost optimal. For linear maps $\mathcal{A}: \mathbb{C}^{n_{1} \times n_{2} \times \cdots \times n_{d}} \rightarrow \mathbb{C}^{m}$ that are constructed by composing random sign flips of the tensor entries with a $d$-dimensional Fourier transform followed by random subsampling we provide a similar result, see Theorem 5.11 for details.

The following results can be found in our paper [131].

### 5.1. Analysis of iterative hard thresholding

We now pass to our iterative hard thresholding algorithms. For each tensor format (HOSVD, TT, and HT format), we let $\mathcal{H}_{\mathbf{r}}$ be a corresponding low-rank projection operator as described previously. Given measurements $\mathbf{y}=\mathcal{A}(\mathbf{X})$ of a low-rank tensor $\mathbf{X}$, or $\mathbf{y}=\mathcal{A}(\mathbf{X})+\mathbf{e}$ if the measurements are noisy, the iterative thresholding algorithm starts with an initial guess $\mathbf{X}^{0}$ (often
$\mathbf{X}^{0}=\mathbf{0}$ ) and performs the iterations

$$
\begin{aligned}
\mathbf{Y}^{j} & =\mathbf{X}^{j}+\mu_{j} \mathcal{A}^{*}\left(\mathbf{y}-\mathcal{A}\left(\mathbf{X}^{j}\right)\right) \\
\mathbf{X}^{j+1} & =\mathcal{H}_{\mathbf{r}}\left(\mathbf{Y}^{j}\right)
\end{aligned}
$$

We analyze two variants of the algorithm which only differ by the choice of the step lengths $\mu_{j}$.

- Classical TIHT (CTIHT) uses simply $\mu_{j}=1$, see [10] and Subsection 1.1.1 for the sparse recovery variant and [85] and Subsection 1.2.1 for low-rank matrix recovery variant.
- Normalized TIHT (NTIHT) uses

$$
\begin{equation*}
\mu_{j}=\frac{\left\|\mathcal{M}^{j}\left(\mathcal{A}^{*}\left(\mathbf{y}-\mathcal{A}\left(\mathbf{X}^{j}\right)\right)\right)\right\|_{F}^{2}}{\left\|\mathcal{A}\left(\mathcal{M}^{j}\left(\mathcal{A}^{*}\left(\mathbf{y}-\mathcal{A}\left(\mathbf{X}^{j}\right)\right)\right)\right)\right\|_{2}^{2}} \tag{5.3}
\end{equation*}
$$

see [11] and Subsection 1.1.1 for the sparse vector and 152 and Subsection 1.2 .1 for the matrix variant.

Here, the operator $\mathcal{M}^{j}: \mathbb{R}^{n_{1} \times n_{2} \times \cdots \times n_{d}} \rightarrow \mathbb{R}^{n_{1} \times n_{2} \times \cdots \times n_{d}}$ depends on the choice of the tensor format and is computed via projections onto spaced spanned by left singular vectors of several matricizations of the current iterate $\mathbf{X}^{j}$. This choice of $\mu_{j}$ is motivated by the fact that in the sparse vector recovery scenario, the corresponding choice of the step length maximally decreases the residual if the support set does not change in this iteration, see discussion after Theorem 1.21 and 11 .

Let us describe the operator $\mathcal{M}^{j}: \mathbb{R}^{n_{1} \times n_{2} \times \cdots \times n_{d}} \rightarrow \mathbb{R}^{n_{1} \times n_{2} \times \cdots \times n_{d}}$ appearing in (5.3). For the sake of illustration we first specify it for the matrix case, i.e. when $d=2$. Let $\mathbf{P}_{\mathbf{U}_{1}}^{j}$ and $\mathbf{P}_{\mathbf{U}_{2}}^{j}$ be the projectors onto the top $r$ left and right singular vector spaces of $\mathbf{X}^{j}$, respectively. Then $\mathcal{M}^{j}(\mathbf{Z})=\mathbf{P}_{\mathbf{U}_{1}}^{j} \mathbf{Z} \mathbf{P}_{\mathbf{U}_{2}}^{j}$ for a matrix $\mathbf{Z}$ so that 5.3 yields

$$
\mu_{j}=\frac{\left\|\mathbf{P}_{\mathbf{U}_{1}}^{j} \mathcal{A}^{*}\left(\mathbf{y}-\mathcal{A}\left(\mathbf{X}^{j}\right)\right) \mathbf{P}_{\mathbf{U}_{2}}^{j}\right\|_{F}^{2}}{\left\|\mathcal{A}\left(\mathbf{P}_{\mathbf{U}_{1}}^{j} \mathcal{A}^{*}\left(\mathbf{y}-\mathcal{A}\left(\mathbf{X}^{j}\right)\right) \mathbf{P}_{\mathbf{U}_{2}}^{j}\right)\right\|_{2}^{2}}
$$

For the general tensor case, let $\mathbf{U}_{i, j}$ be the left singular vectors of the matricizations $\mathbf{X}^{j}{ }^{\{i\}}$, $\mathbf{X}^{j}{ }^{\{1, \ldots, i\}}, \mathbf{X}^{j^{T_{I}(i)}}$ in case of HOSVD, TT, HT decomposition with the corresponding ordered tree $T_{I}$, respectively. The corresponding projection operators are given as $\mathbf{P}_{\mathbf{U}_{i}}^{j}:=\hat{\mathbf{U}}_{i, j} \hat{\mathbf{U}}_{i, j}^{*}$, where $\hat{\mathbf{U}}_{i, j}=\mathbf{U}_{i, j}\left(:,\left[r_{i}\right]\right)$, with $r_{i}=r_{T_{I}(i)}$ in the HT case. Then in the case of the HOSVD decomposition we define

$$
\begin{equation*}
\mathcal{M}^{j}(\mathbf{Z})=\mathbf{Z} \times_{1} \mathbf{P}_{\mathbf{U}_{1}}^{j} \times_{2} \mathbf{P}_{\mathbf{U}_{2}}^{j} \times \cdots \times_{d} \mathbf{P}_{\mathbf{U}_{d}}^{j} \tag{5.4}
\end{equation*}
$$

In order to define the operator $\mathcal{M}^{j}$ for the TT decomposition we use the $k$-mode product introduced in Definition 2.1. The TT decomposition of a $d$-th order tensor $\mathbf{Z}$ can be written as

$$
\begin{aligned}
\mathbf{Z}\left(i_{1}, i_{2}, \ldots, i_{d}\right) & =\mathbf{Z}_{1}\left(i_{1}\right) \mathbf{Z}_{2}\left(i_{2}\right) \cdots \mathbf{Z}_{d}\left(i_{d}\right) \\
& =\mathbf{Z}_{d} \times_{1}\left(\mathbf{Z}_{d-1} \times_{1}\left(\cdots\left(\mathbf{Z}_{2} \times_{1} \mathbf{Z}_{1}\right)^{\{1,2\}} \cdots\right)^{\{1,2\}}\right)^{\{1,2\}}\left(\left(i_{1}, i_{2}, \ldots, i_{d-1}\right), i_{d}\right)
\end{aligned}
$$

Then the operator $\mathcal{M}^{j}: \mathbb{R}^{n_{1} \times n_{2} \times \cdots \times n_{d}} \rightarrow \mathbb{R}^{n_{1} \times n_{2} \times \cdots \times n_{d}}$ is defined as $\mathcal{M}^{j}(\mathbf{Z})=\mathcal{T}_{\text {vec }}(\hat{\mathbf{Z}})$, where

$$
\hat{\mathbf{Z}}:=\left(\mathbf{Z}_{d} \times_{1} \mathbf{P}_{\mathbf{U}_{d-1}}^{j}\left(\mathbf{Z}_{d-1} \times_{1} \mathbf{P}_{\mathbf{U}_{d-2}}^{j}\left(\cdots \mathbf{P}_{\mathbf{U}_{2}}^{j}\left(\mathbf{Z}_{2} \times{ }_{1} \mathbf{P}_{\mathbf{U}_{1}}^{j} \mathbf{Z}_{1}\right)^{\{1,2\}} \cdots\right)^{\{1,2\}}\right)^{\{1,2\}}\right)^{\{1,2\}}
$$

and $\mathcal{T}_{\text {vec }}(\mathbf{x}) \in \mathbb{R}^{n_{1} \times n_{2} \times \cdots \times n_{d}}$ represents the tensorized version of a vector $\mathbf{x}$. More precisely, the operator $\mathcal{T}_{\text {vec }}$ transforms a vector $\mathbf{x} \in \mathbb{R}^{n_{1} n_{2} \cdots n_{d}}$ into a $d$ th order tensor $\mathbf{X} \in \mathbb{R}^{n_{1} \times n_{2} \times \cdots \times n_{d}}$, i.e., $\mathcal{T}_{\text {vec }}(\operatorname{vec}(\mathbf{X}))=\mathbf{X}$.

Using the general $k$-mode product, one can define the operator $\mathcal{M}^{j}$ for the general HTdecomposition by applying the above procedure in an analogous way. In the normalized version of the tensor iterative hard thresholding algorithm (NTIHT algorithm), one computes the projection operators $\mathbf{P}_{\mathbf{U}_{i}}^{j}$ in each iteration $j$. To accomplish this, the tensor decomposition has to be computed one extra time in each iteration which makes one iteration of the NTIHT algorithm substantially slower in comparison to the CTIHT algorithm. However, we are able to provide better convergence results for the NTIHT than for the CTIHT algorithm.

Remark 5.1. For the normalized matrix iterative hard thresholding algorithm three different stepsizes have been introduced - namely, $\mu_{j}^{\mathbf{U}}:=\frac{\left\|\mathbf{P}_{\mathbf{U}}^{j} \mathcal{A}^{*}\left(\mathbf{y}-\mathcal{A}\left(\mathbf{X}^{j}\right)\right)\right\|_{F}^{2}}{\left\|\mathcal{A}\left(\mathbf{P}_{\mathbf{U}}^{j} \mathcal{A}^{*}\left(\mathbf{y}-\mathcal{A}\left(\mathbf{X}^{j}\right)\right)\right)\right\|_{2}^{2}}, \mu_{j}^{\mathbf{V}}:=\frac{\left\|\mathcal{A}^{*}\left(\mathbf{y}-\mathcal{A}\left(\mathbf{X}^{j}\right)\right) \mathbf{P}_{\mathbf{V}}^{j}\right\|_{F}^{2}}{\left\|\mathcal{A}\left(\mathcal{A}^{*}\left(\mathbf{y}-\mathcal{A}\left(\mathbf{X}^{j}\right)\right) \mathbf{P}_{\mathbf{V}}^{j}\right)\right\|_{2}^{2}}$, and $\mu_{j}^{\mathbf{U V}}:=\frac{\left\|\mathbf{P}_{\mathbf{U}}^{j} \mathcal{A}^{*}\left(\mathbf{y}-\mathcal{A}\left(\mathbf{X}^{j}\right)\right) \mathbf{P}_{\mathbf{V}}^{j}\right\|_{F}^{2}}{\left\|\mathcal{A}\left(\mathbf{P}_{\mathbf{U}}^{j} \mathcal{A}^{*}\left(\mathbf{y}-\mathcal{A}\left(\mathbf{X}^{j}\right)\right) \mathbf{P}_{\mathbf{V}}^{j}\right)\right\|_{2}^{2}}$, where $\mathbf{P}_{\mathbf{U}}^{j}$ and $\mathbf{P}_{\mathbf{V}}^{j}$ denote the projection onto the left and right singular spaces of $\mathbf{X}^{j}$, respectively (see Subsection 1.2.1 for more details). They were motivated by the following three search directions $\mathbf{W}_{j}^{\mathbf{U}}:=\mathbf{P}_{\mathbf{U}}^{j} \mathcal{A}^{*}\left(\mathbf{y}-\mathcal{A}\left(\mathbf{X}^{j}\right)\right), \mathbf{W}_{j}^{\mathbf{V}}:=$ $\mathcal{A}^{*}\left(\mathbf{y}-\mathcal{A}\left(\mathbf{X}^{j}\right)\right) \mathbf{P}_{\mathbf{V}}^{j}$, and $\mathbf{W}_{j}^{\mathbf{U V}}:=\mathbf{P}_{\mathbf{U}}^{j} \mathcal{A}^{*}\left(\mathbf{y}-\mathcal{A}\left(\mathbf{X}^{j}\right)\right) \mathbf{P}_{\mathbf{V}}^{j}$. Notice that each of these three directions result in a rank $r$ matrix. However, to obtain the rank $\mathbf{r}$ tensor, we need to consider all projections $\mathbf{P}_{\mathbf{U}_{k}}^{j}$ in (5.4). As it will be seen later, the fact that $\mathcal{M}^{j}$ returns a rank $\mathbf{r}$ tensor is also used in the proof of partial convergence for the NTIHT algorithm to provide bounds for $\mu_{j}$. Consequently, we consider only the stepsize $\mu_{j}$ defined in 5.3).

The available analysis of the IHT algorithm for recovery of sparse vectors [10] and low-rank matrices [85] is based on the restricted isometry property (RIP). Therefore, we start by introducing an analog for tensors, which we call the tensor restricted isometry property (TRIP). Since different tensor decomposition induce different notions of tensor rank, they also induce different notions of the TRIP.

Definition 5.2 (TRIP). Let $\mathcal{A}: \mathbb{R}^{n_{1} \times n_{2} \times \cdots \times n_{d}} \rightarrow \mathbb{R}^{m}$ be a measurement map. Then for a fixed tensor decomposition and a corresponding rank tuple $\mathbf{r}$, the tensor restricted isometry constant $\delta_{\mathbf{r}}$ of $\mathcal{A}$ is the smallest quantity such that

$$
\left(1-\delta_{\mathbf{r}}\right)\|\mathbf{X}\|_{F}^{2} \leq\|\mathcal{A}(\mathbf{X})\|_{2}^{2} \leq\left(1+\delta_{\mathbf{r}}\right)\|\mathbf{X}\|_{F}^{2}
$$

holds for all tensors $\mathbf{X} \in \mathbb{R}^{n_{1} \times n_{2} \times \cdots \times n_{d}}$ of rank at most $\mathbf{r}$.
We say that $\mathcal{A}$ satisfies the TRIP at rank $\mathbf{r}$ if $\delta_{\mathbf{r}}$ is bounded by a sufficiently small constant between 0 and 1. When referring to a particular tensor decomposition we use the notions HOSVDTRIP, TT-TRIP, and HT-TRIP.

The following theorem shows that TRIP is a sufficient condition for low-rank tensor recovery. It is an analogue of Theorem 1.4 for compressive sensing and Theorem 1.25 for low-rank matrix recovery.

Theorem 5.3. Let $\mathcal{A}: \mathbb{R}^{n_{1} \times n_{2} \times \cdots \times n_{d}} \rightarrow \mathbb{R}^{m}$ be a linear map that satisfies TRIP at rank $2 \mathbf{r}$ and level $\delta_{2 \mathbf{r}}<1$. Let $\mathbf{X}_{0} \in \mathbb{R}^{n_{1} \times n_{2} \times \cdots \times n_{d}}$ be a rank-r tensor and let $\mathbf{y}:=\mathcal{A}\left(\mathbf{X}_{0}\right)$. Then $\mathbf{X}_{0}$ is the only rank-r tensor satisfying $\mathcal{A}(\mathbf{X})=\mathbf{y}$.

Proof. We prove the theorem by contradiction. Thus, assume that there exists a rank $\mathbf{r}$ tensor $\mathbf{X}, \mathbf{X} \neq \mathbf{X}_{0}$ satisfying $\mathcal{A}(\mathbf{X})=\mathbf{y}$. Then $\mathbf{Z}:=\mathbf{X}_{0}-\mathbf{X} \in \operatorname{ker}(\mathcal{A}) \backslash\{\mathbf{0}\}$ and $\operatorname{rank}(\mathbf{Z}) \leq 2 \mathbf{r}$. But then

$$
0=\|\mathcal{A}(\mathbf{Z})\|_{2}^{2} \geq\left(1-\delta_{2 r}\right)\|\mathbf{Z}\|_{F}^{2}>0
$$

which is a contradiction.

Under the TRIP of the measurement operator $\mathcal{A}$, we prove partial convergence results for the two versions of the TIHT algorithm. Depending on some number $a \in(0,1)$, the operator norm and the restricted isometry constants of $\mathcal{A}$, and on the version of TIHT, we define

$$
\begin{align*}
& \delta(a)= \begin{cases}\frac{a}{4} & \text { for CTIHT, } \\
\frac{a}{a+8} & \text { for NTIHT, }\end{cases} \\
& \varepsilon(a)= \begin{cases}\frac{a^{2}}{17\left(1+\sqrt{1+\delta_{3 \mathbf{r}}}\|\mathcal{A}\|_{2 \rightarrow 2}\right)^{2}} & \text { for CTIHT, } \\
\frac{a^{2}\left(1-\delta_{3 \mathbf{r}}\right)^{2}}{17\left(1-\delta_{3 \mathbf{r}}+\sqrt{1+\delta_{3 \mathbf{r}}}\|\mathcal{A}\|_{2 \rightarrow 2}\right)^{2}} & \text { for NTIHT, }\end{cases}  \tag{5.5}\\
& b(a)= \begin{cases}2 \sqrt{1+\delta_{3 \mathbf{r}}}+\sqrt{4 \varepsilon(a)+2 \varepsilon(a)^{2}}\|\mathcal{A}\|_{2 \rightarrow 2} & \text { for CTIHT, } \\
2 \frac{\sqrt{1+\delta_{\mathbf{r}}}}{1-\delta_{3 \mathbf{r}}}+\sqrt{4 \varepsilon(a)+2 \varepsilon(a)^{2}} \frac{1}{1-\delta_{3 \mathbf{r}}}\|\mathcal{A}\|_{2 \rightarrow 2} & \text { for NTIHT. }\end{cases} \tag{5.6}
\end{align*}
$$

Theorem 5.4. For $a \in(0,1)$, let $\mathcal{A}: \mathbb{R}^{n_{1} \times n_{2} \times \cdots \times n_{d}} \rightarrow \mathbb{R}^{m}$ satisfy TRIP (for a fixed tensor format) with

$$
\delta_{3 \mathbf{r}}<\delta(a)
$$

and let $\mathbf{X} \in \mathbb{R}^{n_{1} \times n_{2} \times \cdots \times n_{d}}$ be a tensor of rank at most $\mathbf{r}$. Given measurements $\mathbf{y}=\mathcal{A}(\mathbf{X})$, the sequence $\left(\mathbf{X}^{j}\right)_{j}$ produced by CTIHT or NTIHT converges to $\mathbf{X}$ if

$$
\begin{equation*}
\left\|\mathbf{Y}^{j}-\mathbf{X}^{j+1}\right\|_{F} \leq(1+\varepsilon(a))\left\|\mathbf{Y}^{j}-\mathbf{X}\right\|_{F} \quad \text { for all } j=1,2, \ldots \tag{5.7}
\end{equation*}
$$

If the measurements are noisy, $\mathbf{y}=\mathcal{A}(\mathbf{X})+\mathbf{e}$ for some $\mathbf{e} \in \mathbb{R}^{m}$, and if (5.7) holds, then

$$
\begin{equation*}
\left\|\mathbf{X}^{j+1}-\mathbf{X}\right\|_{F} \leq a^{j}\left\|\mathbf{X}^{0}-\mathbf{X}\right\|_{F}+\frac{b(a)}{1-a}\|\mathbf{e}\|_{2} \quad \text { for all } j=1,2, \ldots \tag{5.8}
\end{equation*}
$$

Consequently, if $\mathbf{e} \neq \mathbf{0}$ then after at most $j^{*}:=\left\lceil\log _{1 / a}\left(\left\|\mathbf{X}^{0}-\mathbf{X}\right\|_{F} /\|\mathbf{e}\|_{2}\right)\right\rceil$ iterations, $\mathbf{X}^{j^{*}+1}$ estimates $\mathbf{X}$ with accuracy

$$
\begin{equation*}
\left\|\mathbf{X}^{j^{*}+1}-\mathbf{X}\right\|_{F} \leq \frac{1-a+b(a)}{1-a}\|\mathbf{e}\|_{2} . \tag{5.9}
\end{equation*}
$$

Remark 5.5. (a) The unpleasant part of the theorem is that condition (5.7) cannot be checked. It is implied by the stronger condition

$$
\left\|\mathbf{Y}^{j}-\mathbf{X}^{j+1}\right\|_{F} \leq(1+\varepsilon(a))\left\|\mathbf{Y}^{j}-\mathbf{Y}_{\mathrm{BEST}}^{j}\right\|_{F}
$$

where $\mathbf{Y}_{\text {BEST }}^{j}$ is the best rank-r approximation of $\mathbf{Y}^{j}$, since the best approximation $\mathbf{Y}_{\text {BEST }}^{j}$ is by definition a better rank-r approximation to $\mathbf{Y}^{j}$ than $\mathbf{X}$. Due to Theorem 2.6 we can only guarantee that this condition holds with $(1+\varepsilon(a))$ replaced by $C(d) \asymp \sqrt{d}$, but the proof of the theorem only works for $(1+\varepsilon(a))$. In fact, $\varepsilon(a)$ is close to 0 as $\|\mathcal{A}\|_{2 \rightarrow 2}$ scales like $\sqrt{n_{1} \cdot n_{2} \cdots n_{d} / m}$ for reasonable measurement maps with $\delta_{3 \mathbf{r}}<1$, see below. However, the approximation guarantees for $\mathcal{H}_{\mathbf{r}}$ are only worst case estimates and one may expect that usually much better approximations are computed that satisfy 5.7, which only requires a comparison of the computed approximation error of the Frobenius
distance of $\mathbf{Y}^{j}$ to $\mathbf{X}$ rather than to $\mathbf{Y}_{\mathrm{BEST}}^{j}$. In fact, during the initial iterations one is usually still far from the original tensor $\mathbf{X}$ so that (5.7) will hold. In any case, the algorithms work in practice so that the theorem may explain why this is the case.
(b) The corresponding theorem [152] (see also Theorem 1.43) for the matrix recovery case applies also to approximately low-rank matrices - not only to exactly low rank matrices - and provides approximation guarantees also for this case. This is in principle also contained in our theorem by splitting $\mathbf{X}=\mathbf{X}_{\text {BEST }}+\mathbf{X}_{c}$ into the best rank-r approximation and a remainder term $\mathbf{X}_{c}$, and writing

$$
\mathbf{y}=\mathcal{A}(\mathbf{X})+\mathbf{e}=\mathcal{A}\left(\mathbf{X}_{\mathrm{BEST}}\right)+\mathcal{A}\left(\mathbf{X}_{c}\right)+\mathbf{e}=\mathcal{A}\left(\mathbf{X}_{\mathrm{BEST}}\right)+\widetilde{\mathbf{e}}
$$

where $\widetilde{\mathbf{e}}=\mathcal{A}\left(\mathbf{X}_{c}\right)+\mathbf{e}$. Then the theorem may be applied to $\widetilde{\mathbf{e}}$ instead of $\mathbf{e}$ and 5.9 gives the error estimate

$$
\left\|\mathbf{X}^{j^{*}+1}-\mathbf{X}_{\mathrm{BEST}}\right\|_{F} \leq \frac{1-a+b(a)}{1-a}\left\|\mathcal{A}\left(\mathbf{X}_{c}\right)+\mathbf{e}\right\|_{2}
$$

In the matrix case, the right hand side can be further estimated by a sum of three terms (exploiting the restricted isometry property), one of them being the nuclear norm of $\mathbf{X}_{c}$, i.e., the error of best rank-r approximation in the nuclear norm, see Theorem 1.44 . In the tensor case, a similar estimate is problematic, in particular, the analogue of the nuclear norm approximation error is unclear.
(c) In 130 local convergence of a class of algorithms including iterative hard thresholding has been shown. That is, once an iterate $\mathbf{X}^{j}$ is close enough to the original $\mathbf{X}$ then convergence is guaranteed. (The theorem in 130] requires $\mathcal{H}_{\mathbf{r}}$ to be a retraction on the manifold of rank-r tensors which is in fact true [99, 145].) Unfortunately, the distance to $\mathbf{X}$ which ensures local convergence depends on the curvature at $\mathbf{X}$ of the manifold of rank$\mathbf{r}$ tensors and is therefore unknown a-priori. Nevertheless, together with Theorem 5.4, we conclude that the initial iterations decrease the distance to the original $\mathbf{X}$ (if the initial distance is large enough), and if the iterates become sufficiently close to $\mathbf{X}$, then we are guaranteed convergence. The theoretical question remains about the "intermediate phase", i.e., whether the iterates always do come close enough to $\mathbf{X}$ at some point.
(d) In [78], Hedge, Indyk, and Schmidt find a way to deal with approximate projections onto model sets satisfying a relation like $\left\|\mathbf{Z}-\mathcal{H}_{\mathbf{r}}(\mathbf{Z})\right\|_{F} \leq C_{d}\left\|\mathbf{Z}-\mathbf{Z}_{\mathrm{BEST}}\right\|_{F}$ within iterative hard thresholding algorithms by working with a second approximate projection $\widetilde{\mathcal{H}}_{\mathbf{r}}$ satisfying a head approximation guarantee of the form $\left\|\widetilde{\mathcal{H}}_{\mathbf{r}}(\mathbf{X})\right\|_{F} \geq c\|\mathbf{X}\|_{F}$ for some constant $c>0$. Unfortunately, we were only able to find such head approximations for the tensor formats at hand with constants $c$ that scale unfavorably with $r$ and the dimensions $n_{1}, \ldots, n_{d}$, so that in the end one arrives only at trivial estimates for the minimal number of required measurements.

Proof of Theorem 5.4. We proceed similar to the corresponding proofs for the sparse vector and matrix recovery case, see Theorem 1.17 and Theorem 1.41 , respectively. The fact that (5.7) only holds with an additional $\varepsilon=\varepsilon(a)$ requires extra care.

It follows from assumption (5.7) that

$$
(1+\varepsilon)^{2}\left\|\mathbf{Y}^{j}-\mathbf{X}\right\|_{F}^{2} \geq\left\|\mathbf{Y}^{j}-\mathbf{X}^{j+1}\right\|_{F}^{2}=\left\|\mathbf{Y}^{j}-\mathbf{X}+\mathbf{X}-\mathbf{X}^{j+1}\right\|_{F}^{2}
$$

$$
=\left\|\mathbf{Y}^{j}-\mathbf{X}\right\|_{F}^{2}+\left\|\mathbf{X}-\mathbf{X}^{j+1}\right\|_{F}^{2}+2\left\langle\mathbf{Y}^{j}-\mathbf{X}, \mathbf{X}-\mathbf{X}^{j+1}\right\rangle
$$

Subtracting $\left\|\mathbf{Y}^{j}-\mathbf{X}\right\|_{F}^{2}$ and using $\mathbf{Y}^{j}=\mathbf{X}^{j}-\mu_{j} \mathcal{A}^{*}\left(\mathcal{A}\left(\mathbf{X}^{j}\right)-\mathbf{y}\right)=\mathbf{X}^{j}-\mu_{j} \mathcal{A}^{*} \mathcal{A}\left(\mathbf{X}^{j}-\mathbf{X}\right)+$ $\mu_{j} \mathcal{A}^{*}$ e gives

$$
\begin{align*}
\left\|\mathbf{X}^{j+1}-\mathbf{X}\right\|_{F}^{2} \leq & 2\left\langle\mathbf{Y}^{j}-\mathbf{X}, \mathbf{X}^{j+1}-\mathbf{X}\right\rangle+\left(2 \varepsilon+\varepsilon^{2}\right)\left\|\mathbf{Y}^{j}-\mathbf{X}\right\|_{F}^{2} \\
= & 2\left\langle\mathbf{X}^{j}-\mathbf{X}, \mathbf{X}^{j+1}-\mathbf{X}\right\rangle-2 \mu_{j}\left\langle\mathcal{A}^{*} \mathcal{A}\left(\mathbf{X}^{j}-\mathbf{X}\right), \mathbf{X}^{j+1}-\mathbf{X}\right\rangle \\
& +2 \mu_{j}\left\langle\mathcal{A}^{*} \mathbf{e}, \mathbf{X}^{j+1}-\mathbf{X}\right\rangle+\left(2 \varepsilon+\varepsilon^{2}\right)\left\|\mathbf{Y}^{j}-\mathbf{X}\right\|_{F}^{2} \\
= & 2\left\langle\mathbf{X}^{j}-\mathbf{X}, \mathbf{X}^{j+1}-\mathbf{X}\right\rangle-2 \mu_{j}\left\langle\mathcal{A}\left(\mathbf{X}^{j}-\mathbf{X}\right), \mathcal{A}\left(\mathbf{X}^{j+1}-\mathbf{X}\right)\right\rangle \\
& +2 \mu_{j}\left\langle\mathbf{e}, \mathcal{A}\left(\mathbf{X}^{j+1}-\mathbf{X}\right)\right\rangle+\left(2 \varepsilon+\varepsilon^{2}\right)\left\|\mathbf{Y}^{j}-\mathbf{X}\right\|_{F}^{2} \\
\leq & 2\left\langle\mathbf{X}^{j}-\mathbf{X}, \mathbf{X}^{j+1}-\mathbf{X}\right\rangle-2 \mu_{j}\left\langle\mathcal{A}\left(\mathbf{X}^{j}-\mathbf{X}\right), \mathcal{A}\left(\mathbf{X}^{j+1}-\mathbf{X}\right)\right\rangle \\
& +2 \mu_{j} \sqrt{1+\delta_{3 \mathbf{r}}}\left\|\mathbf{X}^{j+1}-\mathbf{X}\right\|_{F}\|\mathbf{e}\|_{2}+\left(2 \varepsilon+\varepsilon^{2}\right)\left\|\mathbf{Y}^{j}-\mathbf{X}\right\|_{F}^{2} \tag{5.10}
\end{align*}
$$

where the last inequality is valid since $\operatorname{rank}\left(\mathbf{X}^{j+1}-\mathbf{X}\right) \leq 2 \mathbf{r} \leq 3 \mathbf{r}$ so that

$$
\left\langle\mathbf{e}, \mathcal{A}\left(\mathbf{X}^{j+1}-\mathbf{X}\right)\right\rangle \leq\left\|\mathcal{A}\left(\mathbf{X}^{j+1}-\mathbf{X}\right)\right\|_{2}\|\mathbf{e}\|_{2} \leq \sqrt{1+\delta_{3 \mathbf{r}}}\left\|\mathbf{X}^{j+1}-\mathbf{X}\right\|_{F}\|\mathbf{e}\|_{2}
$$

Now let $U^{j}$ be the subspace of $\mathbb{R}^{n_{1} \times n_{2} \times \cdots \times n_{d}}$ spanned by the tensors $\mathbf{X}, \mathbf{X}^{j}$, and $\mathbf{X}^{j+1}$ and denote by $\mathcal{Q}^{j}: \mathbb{R}^{n_{1} \times n_{2} \times \cdots \times n_{d}} \rightarrow U^{j}$ the orthogonal projection onto $U^{j}$. Then $\mathcal{Q}^{j}(\mathbf{X})=$ $\mathbf{X}, \mathcal{Q}^{j}\left(\mathbf{X}^{j}\right)=\mathbf{X}^{j}$, and $\mathcal{Q}^{j}\left(\mathbf{X}^{j+1}\right)=\mathbf{X}^{j+1}$. Clearly, the rank of $\mathcal{Q}^{j}(\mathbf{Y})$ is at most $3 \mathbf{r}$ for all $\mathbf{Y} \in \mathbb{R}^{n_{1} \times n_{2} \times \cdots \times n_{d}}$. Further, we define the operator $\mathcal{A}_{\mathbf{Q}}^{j}: \mathbb{R}^{n_{1} \times n_{2} \times \cdots \times n_{d}} \rightarrow \mathbb{R}^{n_{1} \times n_{2} \times \cdots \times n_{d}}$ by $\mathcal{A}_{\mathbf{Q}}^{j}(\mathbf{Z})=\mathcal{A}\left(\mathcal{Q}^{j}(\mathbf{Z})\right)$ for $\mathbf{Z} \in \mathbb{R}^{n_{1} \times n_{2} \times \cdots \times n_{d}}$.

With these notions the estimate 5.10 is continued as

$$
\begin{align*}
\left\|\mathbf{X}^{j+1}-\mathbf{X}\right\|_{F}^{2} \leq & 2\left\langle\mathbf{X}^{j}-\mathbf{X}, \mathbf{X}^{j+1}-\mathbf{X}\right\rangle-2 \mu_{j}\left\langle\mathcal{A}_{\mathbf{Q}}^{j}\left(\mathbf{X}^{j}-\mathbf{X}\right), \mathcal{A}_{\mathbf{Q}}^{j}\left(\mathbf{X}^{j+1}-\mathbf{X}\right)\right\rangle \\
& +2 \mu_{j} \sqrt{1+\delta_{3 \mathbf{r}}}\left\|\mathbf{X}^{j+1}-\mathbf{X}\right\|_{F}\|\mathbf{e}\|_{2}+\left(2 \varepsilon+\varepsilon^{2}\right)\left\|\mathbf{Y}^{j}-\mathbf{X}\right\|_{F}^{2} \\
= & 2\left\langle\mathbf{X}^{j}-\mathbf{X},\left(\mathbf{X}^{j+1}-\mathbf{X}\right)-\mu_{j} \mathcal{A}_{\mathbf{Q}}^{j *} \mathcal{A}_{\mathbf{Q}}^{j}\left(\mathbf{X}^{j+1}-\mathbf{X}\right)\right\rangle \\
& +2 \mu_{j} \sqrt{1+\delta_{3 \mathbf{r}}}\left\|\mathbf{X}^{j+1}-\mathbf{X}\right\|_{F}\|\mathbf{e}\|_{2}+\left(2 \varepsilon+\varepsilon^{2}\right)\left\|\mathbf{Y}^{j}-\mathbf{X}\right\|_{F}^{2} \\
= & 2\left\langle\mathbf{X}^{j}-\mathbf{X},\left(\mathbf{I}-\mu_{j} \mathcal{A}_{\mathbf{Q}}^{j *} \mathcal{A}_{\mathbf{Q}}^{j}\right)\left(\mathbf{X}^{j+1}-\mathbf{X}\right)\right\rangle \\
& +2 \mu_{j} \sqrt{1+\delta_{3 \mathbf{r}}}\left\|\mathbf{X}^{j+1}-\mathbf{X}\right\|_{F}\|\mathbf{e}\|_{2}+\left(2 \varepsilon+\varepsilon^{2}\right)\left\|\mathbf{Y}^{j}-\mathbf{X}\right\|_{F}^{2} \\
\leq & 2\left\|\mathbf{I}-\mu_{j} \mathcal{A}_{\mathbf{Q}}^{j *} \mathcal{A}_{\mathbf{Q}}^{j}\right\|_{2 \rightarrow 2}\left\|\mathbf{X}^{j}-\mathbf{X}\right\|_{F}\left\|\mathbf{X}^{j+1}-\mathbf{X}\right\|_{F} \\
& +2 \mu_{j} \sqrt{1+\delta_{3 \mathbf{r}}}\left\|\mathbf{X}^{j+1}-\mathbf{X}\right\|_{F}\|\mathbf{e}\|_{2}+\left(2 \varepsilon+\varepsilon^{2}\right)\left\|\mathbf{Y}^{j}-\mathbf{X}\right\|_{F}^{2} \tag{5.11}
\end{align*}
$$

The last term can be bounded by

$$
\begin{aligned}
\left\|\mathbf{Y}^{j}-\mathbf{X}\right\|_{F} & =\left\|\mathbf{X}^{j}-\mu_{j} \mathcal{A}^{*} \mathcal{A}\left(\mathbf{X}^{j}-\mathbf{X}\right)+\mu_{j} \mathcal{A}^{*} \mathbf{e}-\mathbf{X}\right\|_{F} \\
& =\left\|\left(\mathbf{X}^{j}-\mathbf{X}\right)-\mu_{j} \mathcal{A}^{*} \mathcal{A}\left(\mathbf{X}^{j}-\mathbf{X}\right)+\mu_{j} \mathcal{A}^{*} \mathbf{e}\right\|_{F} \\
& =\left\|\left(\mathbf{I}-\mu_{j} \mathcal{A}^{*} \mathcal{A}\right)\left(\mathbf{X}^{j}-\mathbf{X}\right)+\mu_{j} \mathcal{A}^{*} \mathbf{e}\right\|_{F}=\left\|\left(\mathbf{I}-\mu_{j} \mathcal{A}^{*} \mathcal{A}_{\mathbf{Q}}^{j}\right)\left(\mathbf{X}^{j}-\mathbf{X}\right)+\mu_{j} \mathcal{A}^{*} \mathbf{e}\right\|_{F} \\
& \leq\left\|\mathbf{I}-\mu_{j} \mathcal{A}^{*} \mathcal{A}_{\mathbf{Q}}^{j}\right\|_{2 \rightarrow 2}\left\|\mathbf{X}^{j}-\mathbf{X}\right\|_{F}+\mu_{j}\left\|\mathcal{A}^{*} \mathbf{e}\right\|_{F} \\
& \leq\left(1+\mu_{j}\|\mathcal{A}\|_{2 \rightarrow 2}\left\|\mathcal{A}_{\mathbf{Q}}^{j}\right\|_{2 \rightarrow 2}\right)\left\|\mathbf{X}^{j}-\mathbf{X}\right\|_{F}+\mu_{j}\|\mathcal{A}\|_{2 \rightarrow 2}\|\mathbf{e}\|_{2}
\end{aligned}
$$

$$
\begin{equation*}
\leq\left(1+\mu_{j} \sqrt{1+\delta_{3 \mathbf{r}}}\|\mathcal{A}\|_{2 \rightarrow 2}\right)\left\|\mathbf{X}^{j}-\mathbf{X}\right\|_{F}+\mu_{j}\|\mathcal{A}\|_{2 \rightarrow 2}\|\mathbf{e}\|_{2} \tag{5.12}
\end{equation*}
$$

Using that $(u+v)^{2} \leq 2\left(u^{2}+v^{2}\right)$ for all $u, v \in \mathbb{R}$, we obtain the estimate

$$
\begin{equation*}
\left\|\mathbf{Y}^{j}-\mathbf{X}\right\|_{F}^{2} \leq 2\left(1+\mu_{j} \sqrt{1+\delta_{3 \mathbf{r}}}\|\mathcal{A}\|_{2 \rightarrow 2}\right)^{2}\left\|\mathbf{X}^{j}-\mathbf{X}\right\|_{F}^{2}+2 \mu_{j}^{2}\|\mathcal{A}\|_{2 \rightarrow 2}^{2}\|\mathbf{e}\|_{2}^{2} \tag{5.13}
\end{equation*}
$$

Combining inequalities 5.11 and (5.13 yields

$$
\begin{aligned}
& \left\|\mathbf{X}^{j+1}-\mathbf{X}\right\|_{F}^{2} \leq 2\left\|\mathbf{I}-\mu_{j} \mathcal{A}_{\mathbf{Q}}^{j *} \mathcal{A}_{\mathbf{Q}}^{j}\right\|_{2 \rightarrow 2}\left\|\mathbf{X}^{j}-\mathbf{X}\right\|_{F}\left\|\mathbf{X}^{j+1}-\mathbf{X}\right\|_{F} \\
& +2 \mu_{j} \sqrt{1+\delta_{3 \mathbf{r}}}\left\|\mathbf{X}^{j+1}-\mathbf{X}\right\|_{F}\|\mathbf{e}\|_{2}+2\left(2 \varepsilon+\varepsilon^{2}\right)\left(1+\mu_{j} \sqrt{1+\delta_{3 \mathbf{r}}}\|\mathcal{A}\|_{2 \rightarrow 2}\right)^{2}\left\|\mathbf{X}^{j}-\mathbf{X}\right\|_{F}^{2} \\
& +2\left(2 \varepsilon+\varepsilon^{2}\right) \mu_{j}^{2}\|\mathcal{A}\|_{2 \rightarrow 2}^{2}\|\mathbf{e}\|_{2}^{2}
\end{aligned}
$$

This implies that there exist $\alpha, \beta, \gamma \in[0,1]$ such that $\alpha+\beta+\gamma \leq 1$ and

$$
\begin{align*}
& (1-\alpha-\beta-\gamma)\left\|\mathbf{X}^{j+1}-\mathbf{X}\right\|_{F}^{2} \leq 2\left\|\mathbf{I}-\mu_{j} \mathcal{A}_{\mathbf{Q}}^{j *} \mathcal{A}_{\mathbf{Q}}^{j}\right\|_{2 \rightarrow 2}\left\|\mathbf{X}^{j}-\mathbf{X}\right\|_{F}\left\|\mathbf{X}^{j+1}-\mathbf{X}\right\|_{F}  \tag{5.14}\\
& \alpha\left\|\mathbf{X}^{j+1}-\mathbf{X}\right\|_{F}^{2} \leq 2 \mu_{j} \sqrt{1+\delta_{3 \mathbf{r}}}\left\|\mathbf{X}^{j+1}-\mathbf{X}\right\|_{F}\|\mathbf{e}\|_{2}  \tag{5.15}\\
& \beta\left\|\mathbf{X}^{j+1}-\mathbf{X}\right\|_{F}^{2} \leq 2\left(2 \varepsilon+\varepsilon^{2}\right)\left(1+\mu_{j} \sqrt{1+\delta_{3 \mathbf{r}}}\|\mathcal{A}\|_{2 \rightarrow 2}\right)^{2}\left\|\mathbf{X}^{j}-\mathbf{X}\right\|_{F}^{2},  \tag{5.16}\\
& \gamma\left\|\mathbf{X}^{j+1}-\mathbf{X}\right\|_{F}^{2} \leq 2\left(2 \varepsilon+\varepsilon^{2}\right) \mu_{j}^{2}\|\mathcal{A}\|_{2 \rightarrow 2}^{2}\|\mathbf{e}\|_{2}^{2} . \tag{5.17}
\end{align*}
$$

Canceling one power of $\left\|\mathbf{X}^{j+1}-\mathbf{X}\right\|_{F}$ in inequalities (5.14) and (5.15), taking the square root of the inequalities (5.16) and (5.17), and summation of all resulting inequalities yields

$$
\begin{align*}
& \left\|\mathbf{X}^{j+1}-\mathbf{X}\right\|_{F} \\
& \quad \leq f(\beta, \gamma)\left(2\left\|\mathbf{I}-\mu_{j} \mathcal{A}_{\mathbf{Q}}^{j *} \mathcal{A}_{\mathbf{Q}}^{j}\right\|_{2 \rightarrow 2}+\sqrt{4 \varepsilon+2 \varepsilon^{2}}\left(1+\mu_{j} \sqrt{1+\delta_{3 \mathbf{r}}}\|\mathcal{A}\|_{2 \rightarrow 2}\right)\right)\left\|\mathbf{X}^{j}-\mathbf{X}\right\|_{F} \\
& \quad+f(\beta, \gamma)\left(2 \mu_{j} \sqrt{1+\delta_{3 \mathbf{r}}}+\sqrt{4 \varepsilon+2 \varepsilon^{2}} \mu_{j}\|\mathcal{A}\|_{2 \rightarrow 2}\right)\|\mathbf{e}\|_{2} \tag{5.18}
\end{align*}
$$

with $f(\beta, \gamma)=(1-\beta+\sqrt{\beta}-\gamma+\sqrt{\gamma})^{-1}$. Notice that $f$ is positive and strictly less than 1 on $[0,1] \times[0,1]$ and will therefore be omitted in the following.

Let us now specialize to CTIHT where $\mu_{j}=1$. Since $\mathcal{A}_{\mathbf{Q}}^{j}$ is the restriction of $\mathcal{A}$ to the space $U^{j}$ which contains only tensors of rank at most $3 \mathbf{r}$, we have (with I denoting the identity operator on $U^{j}$ )

$$
\begin{aligned}
\left\|\mathbf{I}-\mu_{j} \mathcal{A}_{\mathbf{Q}}^{j *} \mathcal{A}_{\mathbf{Q}}^{j}\right\|_{2 \rightarrow 2} & =\left\|\mathbf{I}-\mathcal{A}_{\mathbf{Q}}^{j *} \mathcal{A}_{\mathbf{Q}}^{j}\right\|_{2 \rightarrow 2}=\sup _{\mathbf{X} \in U_{j}:\|\mathbf{X}\|_{F}=1}\left|\|\mathbf{X}\|_{F}^{2}-\|\mathcal{A}(\mathbf{X})\|_{2}^{2}\right| \\
& \leq \sup _{\mathbf{X}: \operatorname{rank}(\mathbf{X}) \leq 3 \mathbf{r},\|\mathbf{X}\|_{F}=1}\left|\|\mathbf{X}\|_{F}^{2}-\|\mathcal{A}(\mathbf{X})\|_{2}^{2}\right|=\delta_{3 \mathbf{r}}
\end{aligned}
$$

Plugging $\mu_{j}=1$ and above estimate into (5.18) yields

$$
\begin{aligned}
\left\|\mathbf{X}^{j+1}-\mathbf{X}\right\|_{F} \leq & \left(2\left\|\mathbf{I}-\mathcal{A}_{\mathbf{Q}}^{j *} \mathcal{A}_{\mathbf{Q}}^{j}\right\|_{2 \rightarrow 2}+\sqrt{4 \varepsilon+2 \varepsilon^{2}}\left(1+\sqrt{1+\delta_{3 \mathbf{r}}}\|\mathcal{A}\|_{2 \rightarrow 2}\right)\right)\left\|\mathbf{X}^{j}-\mathbf{X}\right\|_{F} \\
& +\left(2 \sqrt{1+\delta_{3 \mathbf{r}}}+\sqrt{4 \varepsilon+2 \varepsilon^{2}}\|\mathcal{A}\|_{2 \rightarrow 2}\right)\|\mathbf{e}\|_{2} \\
\leq & \left(2 \delta_{3 \mathbf{r}}+\sqrt{4 \varepsilon+2 \varepsilon^{2}}\left(1+\sqrt{1+\delta_{3 \mathbf{r}}}\|\mathcal{A}\|_{2 \rightarrow 2}\right)\right)\left\|\mathbf{X}^{j}-\mathbf{X}\right\|_{F} \\
& +\left(2 \sqrt{1+\delta_{3 \mathbf{r}}}+\sqrt{4 \varepsilon+2 \varepsilon^{2}}\|\mathcal{A}\|_{2 \rightarrow 2}\right)\|\mathbf{e}\|_{2}
\end{aligned}
$$

Setting $\kappa:=1+\sqrt{1+\delta_{3 \mathbf{r}}}\|\mathcal{A}\|_{2 \rightarrow 2}>1$, the bound $\delta_{3 \mathbf{r}} \leq a / 4$ with $a<1$ and the definition of $\varepsilon=\varepsilon(a)$ in 5.5 yield

$$
2 \delta_{3 \mathbf{r}}+\sqrt{4 \varepsilon+2 \varepsilon^{2}}\left(1+\sqrt{1+\delta_{3 \mathbf{r}}}\|\mathcal{A}\|_{2 \rightarrow 2}\right) \leq \frac{a}{2}+\sqrt{\frac{4 a^{2}}{17 \kappa^{2}}+\frac{2 a^{4}}{17^{2} \kappa^{4}}} \kappa \leq a\left(\frac{1}{2}+\sqrt{\frac{4}{17}+\frac{2}{17^{2}}}\right)<a
$$

Thus, with the definition 5.6 of $b=b(a)$ for CTIHT we obtain

$$
\left\|\mathbf{X}^{j+1}-\mathbf{X}\right\|_{F} \leq a\left\|\mathbf{X}^{j}-\mathbf{X}\right\|_{F}+b\|\mathbf{e}\|_{2}
$$

Iterating this inequality leads to (5.8), which implies a recovery accuracy of $\left\|\mathbf{X}^{j+1}-\mathbf{X}\right\|_{F} \leq$ $\frac{1-a+b}{1-a}\|\mathbf{e}\|_{2}$ if $a^{j}\left\|\mathbf{X}^{0}-\mathbf{X}\right\|_{F} \leq\|\mathbf{e}\|_{2}$. Hence, if $\mathbf{e} \neq \mathbf{0}$ then after $j^{*}:=\left\lceil\log _{1 / a}\left(\left\|\mathbf{X}^{0}-\mathbf{X}\right\|_{F} /\|\mathbf{e}\|_{2}\right)\right\rceil$ iterations, 5.9 holds.

Let us now consider the variant NTIHT. Since the image of the operator $\mathcal{M}^{j}$ is contained in the set of rank-r tensors, the tensor restricted isometry property yields

$$
\begin{equation*}
\frac{1}{1+\delta_{\mathbf{r}}} \leq \mu_{j}=\frac{\left\|\mathcal{M}^{j}\left(\mathcal{A}^{*}\left(\mathbf{y}-\mathcal{A}\left(\mathbf{X}^{j}\right)\right)\right)\right\|_{F}^{2}}{\left\|\mathcal{A}\left(\mathcal{M}^{j}\left(\mathcal{A}^{*}\left(\mathbf{y}-\mathcal{A}\left(\mathbf{X}^{j}\right)\right)\right)\right)\right\|_{2}^{2}} \leq \frac{1}{1-\delta_{\mathbf{r}}} \tag{5.19}
\end{equation*}
$$

Since $\mathcal{Q}^{j}$ maps onto rank- $3 \mathbf{r}$ tensors, the TRIP implies that every eigenvalue of $\mathcal{A}_{\mathbf{Q}}^{j *} \mathcal{A}_{\mathbf{Q}}^{j}$ is contained in the interval $\left[1-\delta_{3 \mathbf{r}}, 1+\delta_{3 \mathbf{r}}\right]$. Therefore, every eigenvalue of $\mathbf{I}-\mu_{j} \mathcal{A}_{\mathbf{Q}}^{j *} \mathcal{A}_{\mathbf{Q}}^{j}$ is contained in $\left[1-\frac{1+\delta_{3 \mathrm{r}}}{1-\delta_{\mathrm{r}}}, 1-\frac{1-\delta_{3 \mathrm{r}}}{1+\delta_{\mathrm{r}}}\right]$. The magnitude of the lower end point is greater than that of the upper end point, giving the operator norm bound

$$
\left\|\mathbf{I}-\mu_{j} \mathcal{A}_{\mathbf{Q}}^{j *} \mathcal{A}_{\mathbf{Q}}^{j}\right\|_{2 \rightarrow 2} \leq \frac{1+\delta_{3 \mathbf{r}}}{1-\delta_{\mathbf{r}}}-1 \leq \frac{1+\delta_{3 \mathbf{r}}}{1-\delta_{3 \mathbf{r}}}-1
$$

Hence, plugging the upper bound on $\mu_{j}$ in 5.19 and the above inequality into (5.18 leads to

$$
\begin{aligned}
\left\|\mathbf{X}^{j+1}-\mathbf{X}\right\|_{F} \leq & \left(2\left\|\mathbf{I}-\mu_{j} \mathcal{A}_{\mathbf{Q}}^{j *} \mathcal{A}_{\mathbf{Q}}^{j}\right\|_{2 \rightarrow 2}+\sqrt{4 \varepsilon+2 \varepsilon^{2}}\left(1+\mu_{j} \sqrt{1+\delta_{3 \mathbf{r}}}\|\mathcal{A}\|_{2 \rightarrow 2}\right)\right)\left\|\mathbf{X}^{j}-\mathbf{X}\right\|_{F} \\
& +\left(2 \mu_{j} \sqrt{1+\delta_{3 \mathbf{r}}}+\sqrt{4 \varepsilon+2 \varepsilon^{2}} \mu_{j}\|\mathcal{A}\|_{2 \rightarrow 2}\right)\|\mathbf{e}\|_{2} \\
\leq & \left(2\left(\frac{1+\delta_{3 \mathbf{r}}}{1-\delta_{3 \mathbf{r}}}-1\right)+\sqrt{4 \varepsilon+2 \varepsilon^{2}}\left(1+\frac{\sqrt{1+\delta_{3 \mathbf{r}}}}{1-\delta_{3 \mathbf{r}}}\|\mathcal{A}\|_{2 \rightarrow 2}\right)\right)\left\|\mathbf{X}^{j}-\mathbf{X}\right\|_{F} \\
& +\left(2 \frac{\sqrt{1+\delta_{3 \mathbf{r}}}}{1-\delta_{3 \mathbf{r}}}+\frac{\sqrt{4 \varepsilon+2 \varepsilon^{2}}}{1-\delta_{3 \mathbf{r}}}\|\mathcal{A}\|_{2 \rightarrow 2}\right)\|\mathbf{e}\|_{2}
\end{aligned}
$$

Setting $\nu:=1+\frac{\sqrt{1+\delta_{3 \mathbf{r}}}}{1-\delta_{3 \mathbf{r}}}\|\mathcal{A}\|_{2 \rightarrow 2} \geq 1$, using $\delta_{3 \mathbf{r}} \leq a /(a+8)$ and the definition 5.5 of $\varepsilon=\varepsilon(a)=$ $a^{2} /\left(17 \nu^{2}\right)$, gives

$$
2\left(\frac{1+\delta_{3 \mathbf{r}}}{1-\delta_{3 \mathbf{r}}}-1\right)+\sqrt{4 \varepsilon+2 \varepsilon^{2}}\left(1+\frac{\sqrt{1+\delta_{3 \mathbf{r}}}}{1-\delta_{3 \mathbf{r}}}\|\mathcal{A}\|_{2 \rightarrow 2}\right) \leq \frac{a}{2}+\nu \sqrt{\frac{4 a^{2}}{17 \nu^{2}}+\frac{2 a^{2}}{17^{2} \nu^{4}}}<a
$$

so that with the definition of $b(a)$ in 5.6 we arrive at

$$
\left\|\mathbf{X}^{j+1}-\mathbf{X}\right\|_{F} \leq a\left\|\mathbf{X}^{j}-\mathbf{X}\right\|_{F}+b(a)\|\mathbf{e}\|_{2}
$$

The proof is concluded in the same way as for CTIHT.

Remark 5.6. For the noiseless scenario where $\|\mathbf{e}\|_{2}=0$, one may work with a slightly improved definition of $\varepsilon(a)$. In fact, 5.12 implies then

$$
\left\|\mathbf{Y}^{j}-\mathbf{X}\right\|_{F} \leq\left(1+\mu_{j} \sqrt{1+\delta_{3 \mathbf{r}}}\|\mathcal{A}\|_{2 \rightarrow 2}\right)\left\|\mathbf{X}^{j}-\mathbf{X}\right\|_{F}
$$

Following the proof in the same way as above, one finds that the constant 17 in the definition (5.5) of $\varepsilon(a)$ can be improved to 9 .

### 5.2. Tensor RIP

Now that we have shown a (partial) convergence result for the TIHT algorithm based on TRIP, the question arises which measurement maps satisfy TRIP under suitable conditions on the number of measurements in terms of the rank $\mathbf{r}$, the order $d$ and the dimensions $n_{1}, \ldots, n_{d}$. As common in compressive sensing and low-rank matrix recovery, we study this question for random measurement maps. We concentrate first on subgaussian measurement maps and consider maps based on partial random Fourier transform afterwards.

A random variable $X$ is called $L$-subgaussian if there exists a constant $L>0$ such that

$$
\mathbb{E}[\exp (t X)] \leq \exp \left(L^{2} t^{2} / 2\right)
$$

holds for all $t \in \mathbb{R}$. We call $\mathcal{A}: \mathbb{R}^{n_{1} \times n_{2} \times \cdots \times n_{d}} \rightarrow \mathbb{R}^{m}$ an $L$-subgaussian measurement ensemble if all elements of $\mathcal{A}$, interpreted as a tensor in $\mathbb{R}^{n_{1} \times n_{2} \times \cdots \times n_{d} \times m}$, are independent mean-zero, variance one, $L$-subgaussian variables. Gaussian and Bernoulli random measurement ensembles where the entries are standard normal distributed random variables and Rademacher $\pm 1$ variables (i.e., taking the values +1 and -1 with equal probability), respectively, are special cases of 1subgaussian measurement ensembles.

Theorem 5.7. Fix one of the tensor formats HOSVD, TT, HT (with decomposition tree $T_{I}$ ). For $\delta, \varepsilon \in(0,1)$, a random draw of an $L$-subgaussian measurement ensemble $\mathcal{A}: \mathbb{R}^{n_{1} \times n_{2} \times \cdots \times n_{d}} \rightarrow \mathbb{R}^{m}$ satisfies $\delta_{\mathbf{r}} \leq \delta$ with probability at least $1-\varepsilon$ provided that

$$
\begin{aligned}
\text { HOSVD: } & m \geq C_{1} \delta^{-2} \max \left\{\left(r^{d}+d n r\right) \log (d), \log \left(\varepsilon^{-1}\right)\right\} \\
\text { TT \& HT: } & m \geq C_{2} \delta^{-2} \max \left\{\left((d-1) r^{3}+d n r\right) \log (d r), \log \left(\varepsilon^{-1}\right)\right\},
\end{aligned}
$$

where $n=\max \left\{n_{i}: i \in[d]\right\}, r=\max \left\{r_{t}: t \in T_{I}\right\}$. The constants $C_{1}, C_{2}, C_{3}>0$ only depend on the subgaussian parameter $L$.

One may generalize the above theorem to situations where it is no longer required that all entries of the tensor $\mathcal{A}$ are independent, but only that the sensing tensors $\mathbf{A}_{i} \in \mathbb{R}^{n_{1} \times n_{2} \times \cdots \times n_{d}}$, $i=1, \ldots, m$, are independent. We refer to 48] for details, in particular to Corollary 5.4 and Example 5.8. Furthermore, we note that the term $d n r$ in all bounds for $m$ may be refined to $\sum_{i=1}^{d} n_{i} r_{i}$.

The proof of Theorem 5.7 uses $\varepsilon$-nets and covering numbers, see Subsection A. 3 and 163 for more background on this topic. To recall the notation, an $\varepsilon$-net of the set $\boldsymbol{\mathcal { X }}$ with respect to the norm $\|\cdot\|$ is denoted by $\mathcal{N}_{\varepsilon}^{\mathcal{X}}$. The covering number of $\boldsymbol{\mathcal { X }}$ (at scale $\varepsilon$ ) is denoted by $\mathcal{N}(\boldsymbol{\mathcal { X }},\|\cdot\|, \varepsilon)$.

It is crucial for the proof of Theorem 5.7 to estimate the covering numbers of the set of unit Frobenius norm rank-r tensors with respect to the different tensor formats. We start with the HOSVD.

Lemma 5.8 (Covering numbers related to HOSVD). The covering numbers of

$$
\mathcal{S}_{\mathbf{r}}=\left\{\mathbf{X} \in \mathbb{R}^{n_{1} \times n_{2} \times \cdots \times n_{d}}: \operatorname{rank}_{\mathrm{HOSVD}}(\mathbf{X}) \leq \mathbf{r},\|\mathbf{X}\|_{F}=1\right\}
$$

with respect to the Frobenius norm satisfy

$$
\begin{equation*}
\mathcal{N}\left(\mathcal{S}_{\mathbf{r}},\|\cdot\|_{F}, \varepsilon\right) \leq(3(d+1) / \varepsilon)^{r_{1} r_{2} \cdots r_{d}+\sum_{i=1}^{d} n_{i} r_{i}} \tag{5.20}
\end{equation*}
$$

Proof. The proof follows a similar strategy as the one of [22, Lemma 3.1]. The HOSVD decomposition $\mathbf{X}=\mathbf{S} \times{ }_{1} \mathbf{U}_{1} \times{ }_{2} \mathbf{U}_{2} \times \cdots \times_{d} \mathbf{U}_{d}$ of any $\mathbf{X} \in \mathcal{S}_{\mathbf{r}}$ obeys $\|\mathbf{S}\|_{F}=1$. Our argument constructs an $\varepsilon$-net for $\mathcal{S}_{\mathbf{r}}$ by covering the sets of matrices $\mathbf{U}_{1}, \mathbf{U}_{2}, \ldots, \mathbf{U}_{d}$ with orthonormal columns and the set of unit Frobenius norm tensors $\mathbf{S}$. For simplicity we assume that $n_{1}=n_{2}=\ldots=n_{d}=n$ and $r_{1}=r_{2}=\ldots=r_{d}=r$ since the general case requires only a straightforward modification.

The set $\mathcal{D}$ of all-orthogonal $d$-th order tensors $\mathbf{X} \in \mathbb{R}^{r \times r \times \cdots \times r}$ with unit Frobenius norm is contained in $\mathcal{F}=\left\{\mathbf{X} \in \mathbb{R}^{r \times r \times \cdots \times r}:\|\mathbf{X}\|_{F}=1\right\}$. Lemma A. 8 therefore provides an $\varepsilon /(d+1)$-net $\mathcal{N}_{\varepsilon /(d+1)}^{\mathcal{F}}$ with respect to the Frobenius norm of cardinality $\left|\mathcal{N}_{\varepsilon /(d+1)}^{\mathcal{F}}\right| \leq(3(d+1) / \varepsilon)^{r^{d}}$. For covering $\mathcal{O}_{n, r}=\left\{\mathbf{U} \in \mathbb{R}^{n \times r}: \mathbf{U}^{*} \mathbf{U}=\mathbf{I}\right\}$, it is beneficial to use the norm $\|\cdot\|_{1,2}$ defined as

$$
\|\mathbf{V}\|_{1,2}=\max _{i}\|\mathbf{V}(:, i)\|_{2}
$$

where $\mathbf{V}(:, i)$ denotes the $i$-th column of $\mathbf{V}$. Since the elements of $\mathcal{O}_{n, r}$ have normed columns, it holds $\boldsymbol{\mathcal { O }}_{n, r} \subset \mathcal{Q}_{n, r}=\left\{\mathbf{V} \in \mathbb{R}^{n \times r}:\|\mathbf{V}\|_{1,2} \leq 1\right\}$. Lemma A. 8 gives $\mathcal{N}\left(\boldsymbol{\mathcal { O }}_{n, r},\|\cdot\|_{1,2}, \varepsilon /(d+1)\right) \leq$ $(3(d+1) / \varepsilon)^{n r}$, i.e., there exists an $\varepsilon /(d+1)$-net $\mathcal{N}_{\varepsilon /(d+1)}^{\mathcal{O}_{n, r}}$ of this cardinality.

Then the set

$$
\mathcal{N}_{\varepsilon}^{\mathcal{S}_{\mathbf{r}}}:=\left\{\overline{\mathbf{S}} \times_{1} \overline{\mathbf{U}}_{1} \times_{2} \overline{\mathbf{U}}_{2} \times \cdots \times_{d} \overline{\mathbf{U}}_{d}: \overline{\mathbf{S}} \in \mathcal{N}_{\varepsilon /(d+1)}^{\mathcal{D}} \text { and } \overline{\mathbf{U}}_{i} \in \mathcal{N}_{\varepsilon /(d+1)}^{\mathcal{O}_{n, r}} \text { for all } i \in[d]\right\}
$$

obeys

$$
\left|\mathcal{N}_{\varepsilon}^{\mathcal{S}_{\mathbf{r}}}\right| \leq \mathcal{N}\left(\mathcal{D},\|\cdot\|_{F}, \varepsilon /(d+1)\right)\left[\mathcal{N}\left(\mathcal{O}_{n, r},\|\cdot\|_{1,2}, \varepsilon /(d+1)\right)\right]^{d} \leq(3(d+1) / \varepsilon)^{r^{d}+d n r}
$$

It remains to show that $\mathcal{N}_{\varepsilon}^{\mathcal{S}_{\mathbf{r}}}$ is an $\varepsilon$-net for $\mathcal{S}_{\mathbf{r}}$, i.e., that for all $\mathbf{X} \in \mathcal{S}_{\mathbf{r}}$ there exists $\overline{\mathbf{X}} \in \mathcal{N}_{\varepsilon}^{\mathcal{S}_{\mathbf{r}}}$ with $\|\mathbf{X}-\overline{\mathbf{X}}\|_{F} \leq \varepsilon$. To this end, we fix $\mathbf{X} \in \mathcal{S}_{\mathbf{r}}$ and decompose $\mathbf{X}$ as $\mathbf{X}=\mathbf{S} \times{ }_{1} \mathbf{U}_{1} \times_{2} \mathbf{U}_{2} \times \cdots \times_{d} \mathbf{U}_{d}$. Then there exists $\overline{\mathbf{X}}=\overline{\mathbf{S}} \times{ }_{1} \overline{\mathbf{U}}_{1} \times{ }_{2} \overline{\mathbf{U}}_{2} \times \cdots \times_{d} \overline{\mathbf{U}}_{d} \in \mathcal{N}_{\varepsilon}^{\mathcal{S}_{\mathbf{r}}}$ with $\overline{\mathbf{U}}_{i} \in \mathcal{N}_{\varepsilon /(d+1)}^{\mathcal{O}_{n, r}}$, for all $i \in[d]$ and $\overline{\mathbf{S}} \in \mathcal{N}_{\varepsilon /(d+1)}^{\mathcal{D}}$ obeying $\left\|\mathbf{U}_{i}-\overline{\mathbf{U}}_{i}\right\|_{1,2} \leq \varepsilon /(d+1)$, for all $i \in[d]$ and $\|\mathbf{S}-\overline{\mathbf{S}}\|_{F} \leq \varepsilon /(d+1)$. This gives

$$
\begin{align*}
\|\mathbf{X}-\overline{\mathbf{X}}\|_{F} & =\left\|\mathbf{S} \times_{1} \mathbf{U}_{1} \times \cdots \times_{d} \mathbf{U}_{d}-\overline{\mathbf{S}} \times_{1} \overline{\mathbf{U}}_{1} \times \cdots \times_{d} \overline{\mathbf{U}}_{d}\right\|_{F} \\
& =\| \mathbf{S} \times_{1} \mathbf{U}_{1} \times_{2} \mathbf{U}_{2} \times \cdots \times_{d} \mathbf{U}_{d} \pm \mathbf{S} \times_{1} \mathbf{U}_{1} \times \mathbf{U}_{2} \times \cdots \times_{d-1} \mathbf{U}_{d-1} \times_{d} \overline{\mathbf{U}}_{d} \\
& \pm \mathbf{S} \times_{1} \mathbf{U}_{1} \times_{2} \mathbf{U}_{2} \times \cdots \times_{d-2} \mathbf{U}_{d-2} \times_{d-1} \overline{\mathbf{U}}_{d-1} \times_{d} \overline{\mathbf{U}}_{d} \\
& \pm \cdots \pm \mathbf{S} \times_{1} \overline{\mathbf{U}}_{1} \times \cdots \times_{d} \overline{\mathbf{U}}_{d}-\overline{\mathbf{S}} \times_{1} \overline{\mathbf{U}}_{1} \times \cdots \times_{d} \overline{\mathbf{U}}_{d} \|_{F} \\
& \leq\left\|\mathbf{S} \times_{1} \mathbf{U}_{1} \times_{2} \mathbf{U}_{2} \times \cdots \times_{d}\left(\mathbf{\mathbf { U } _ { d }}-\overline{\mathbf{U}}_{d}\right)\right\|_{F} \\
& +\left\|\mathbf{S} \times_{1} \mathbf{U}_{1} \times_{2} \mathbf{U}_{2} \times \cdots \times_{d-1}\left(\mathbf{U}_{d-1}-\overline{\mathbf{U}}_{d-1}\right) \times_{d} \overline{\mathbf{U}}_{d}\right\|_{F} \\
& +\cdots+\left\|\mathbf{S} \times_{1}\left(\mathbf{U}_{1}-\overline{\mathbf{U}}_{1}\right) \times_{2} \overline{\mathbf{U}}_{2} \times \cdots \times_{d} \overline{\mathbf{U}}_{d}\right\|_{F} \\
& +\left\|(\mathbf{S}-\overline{\mathbf{S}}) \times_{1} \overline{\mathbf{U}}_{1} \times_{2} \overline{\mathbf{U}}_{2} \times \cdots \times_{d} \overline{\mathbf{U}}_{d}\right\|_{F} \tag{5.21}
\end{align*}
$$

For the first $d$ terms in the above estimation note that by unitarity $\sum_{i_{j}} \mathbf{U}_{j}\left(i_{j}, k_{j}\right) \mathbf{U}_{j}\left(i_{j}, l_{j}\right)=\delta_{k_{j} l_{j}}$ and $\sum_{i_{j}} \overline{\mathbf{U}}_{j}\left(i_{j}, k_{j}\right) \overline{\mathbf{U}}_{j}\left(i_{j}, l_{j}\right)=\delta_{k_{j} l_{j}}$, for all $j \in[d]$, and $\left\langle\mathbf{S}_{i_{j}=k_{j}}, \mathbf{S}_{i_{j}=l_{j}}\right\rangle=0$ for all $j \in[d]$ whenever $k_{j} \neq l_{j}$. Therefore, we obtain

$$
\left\|\mathbf{S} \times_{1} \mathbf{U}_{1} \times_{2} \mathbf{U}_{2} \times \cdots \times_{j-1} \mathbf{U}_{j-1} \times_{j}\left(\mathbf{U}_{j}-\overline{\mathbf{U}}_{j}\right) \times_{j+1} \overline{\mathbf{U}}_{j+1} \times \cdots \times_{d} \overline{\mathbf{U}}_{d}\right\|_{F}^{2}
$$

$$
\begin{aligned}
& =\sum_{i_{1}, \ldots, i_{d}}\left[\left(\mathbf{S} \times_{1} \mathbf{U}_{1} \times_{2} \mathbf{U}_{2} \times \cdots \times_{j-1} \mathbf{U}_{j-1} \times_{j}\left(\mathbf{U}_{j}-\overline{\mathbf{U}}_{j}\right) \times_{j+1} \overline{\mathbf{U}}_{j+1} \times \cdots \times_{d} \overline{\mathbf{U}}_{d}\right)\left(i_{1}, \ldots, i_{d}\right)\right]^{2} \\
& =\sum_{i_{1}, \ldots, i_{d}} \sum_{k_{1}, \ldots, k_{d}} \sum_{l_{1}, \ldots, l_{d}} \mathbf{S}\left(k_{1}, \ldots, k_{d}\right) \mathbf{S}\left(l_{1}, \ldots, l_{d}\right) \mathbf{U}_{1}\left(i_{1}, k_{1}\right) \mathbf{U}_{1}\left(i_{1}, l_{1}\right) \mathbf{U}_{2}\left(i_{2}, k_{2}\right) \mathbf{U}_{2}\left(i_{2}, l_{2}\right) \\
& \ldots \ldots\left(\mathbf{U}_{j}-\overline{\mathbf{U}}_{j}\right)\left(i_{j}, k_{j}\right)\left(\mathbf{U}_{j}-\overline{\mathbf{U}}_{j}\right)\left(i_{j}, l_{j}\right) \ldots . \overline{\mathbf{U}}_{d}\left(i_{d}, k_{d}\right) \overline{\mathbf{U}}_{d}\left(i_{d}, l_{d}\right) \\
& =\sum_{i_{j}} \sum_{k_{1}, \ldots, k_{d}} \sum_{l_{j}} \mathbf{S}\left(k_{1}, \ldots, k_{j}, \ldots, k_{d}\right) \mathbf{S}\left(k_{1}, \ldots, l_{j}, \ldots, k_{d}\right)\left(\mathbf{U}_{j}-\overline{\mathbf{U}}_{j}\right)\left(i_{j}, k_{j}\right)\left(\mathbf{U}_{j}-\overline{\mathbf{U}}_{j}\right)\left(i_{j}, l_{j}\right) \\
& =\sum_{i_{j}} \sum_{k_{1}, k_{2}, \ldots, k_{d}} \mathbf{S}\left(k_{1}, k_{2}, \ldots, k_{d}\right)^{2}\left(\left(\mathbf{U}_{j}-\overline{\mathbf{U}}_{j}\right)\left(i_{j}, k_{j}\right)\right)^{2} \leq\left\|\mathbf{U}_{j}-\overline{\mathbf{U}}_{j}\right\|_{1,2}^{2}\|\mathbf{S}\|_{F}^{2}=\left\|\mathbf{U}_{j}-\overline{\mathbf{U}}_{j}\right\|_{1,2}^{2} \\
& \leq(\varepsilon /(d+1))^{2} .
\end{aligned}
$$

In order to bound the last term in 5.21, observe that the unitarity of the matrices $\overline{\mathbf{U}}_{i}$ gives

$$
\left\|(\mathbf{S}-\overline{\mathbf{S}}) \times_{1} \overline{\mathbf{U}}_{1} \times \cdots \times_{d} \overline{\mathbf{U}}_{d}\right\|_{F}=\|\mathbf{S}-\overline{\mathbf{S}}\|_{F} \leq \varepsilon /(d+1)
$$

This completes the proof.


Figure 5.1. Tree for the HT-decomposition with $d=4$

Next, we bound the covering numbers related to the HT decomposition, which includes the TT decomposition as a special case.

Lemma 5.9 (Covering numbers related to HT-decomposition). For a given HT-tree $T_{I}$, the covering numbers of the set of unit norm, rank-r tensors

$$
\mathcal{S}_{\mathbf{r}}^{\mathrm{HT}}=\left\{\mathbf{X} \in \mathbb{R}^{n_{1} \times n_{2} \times \cdots \times n_{d}}: \operatorname{rank}_{\mathrm{HT}}(\mathbf{X}) \leq \mathbf{r}_{\mathrm{HT}},\|\mathbf{X}\|_{F}=1\right\}
$$

satisfy

$$
\begin{equation*}
\mathcal{N}\left(\mathcal{S}_{\mathbf{r}}^{\mathrm{HT}},\|\cdot\|_{F}, \varepsilon\right) \leq(3(2 d-1) \sqrt{r} / \varepsilon)^{\sum_{t \in \mathcal{I}\left(T_{I}\right)} r_{t} r_{t_{1}} r_{t_{2}}+\sum_{i=1}^{d} r_{i} n_{i}} \quad \text { for } 0 \leq \varepsilon \leq 1 \tag{5.22}
\end{equation*}
$$

where $r=\max \left\{r_{t}: t \in T_{I}\right\}$, and $t_{1}, t_{2}$ are the left and the right son of a node $t$, respectively.
The proof requires a non-standard orthogonalization of the HT-decomposition. (The standard orthogonalization leads to worse bounds, in both TT and HT case.) We say that a tensor $\mathbf{B}_{t} \in$ $\mathbb{C}^{r_{t} \times r_{t_{1}} \times r_{t_{2}}}$ is right-orthogonal if $\left(\mathbf{B}_{t}^{\{2,3\}}\right)^{T} \mathbf{B}_{t}^{\{2,3\}}=\mathbf{I}_{r_{t}}$. We call an HT-decomposition rightorthogonal if all transfer tensors $\mathbf{B}_{t}$, for $t \in \mathcal{I}\left(T_{I}\right) \backslash\left\{t_{\text {root }}\right\}$, i.e. except for the root, are right orthogonal and all frames $\mathbf{U}_{i}$ have orthogonal columns. For the sake of simple notation, we write the right-orthogonal HT-decomposition of a tensor $\mathbf{X} \in \mathbb{R}^{n_{1} \times n_{2} \times n_{3} \times n_{4}}$ with the corresponding

HT-tree as in Figure 5.1 as

$$
\begin{equation*}
\mathbf{X}=\mathbf{B}_{\{1,2,3,4\}} \nabla\left(\mathbf{B}_{\{1,2\}} \nabla \mathbf{U}_{1} \nabla \mathbf{U}_{2}\right) \nabla\left(\mathbf{B}_{\{3,4\}} \nabla \mathbf{U}_{3} \nabla \mathbf{U}_{4}\right) \tag{5.23}
\end{equation*}
$$

In fact, the above decomposition can be written as

$$
\mathbf{X}=\mathbf{B}_{\{1,2,3,4\}} \nabla\left(\mathbf{B}_{\{1,2\}} \times_{2} \mathbf{U}_{1} \times_{3} \mathbf{U}_{2}\right) \nabla\left(\mathbf{B}_{\{3,4\}} \times_{2} \mathbf{U}_{3} \times_{3} \mathbf{U}_{4}\right)
$$

since $\mathbf{U}_{i}$ is a matrix for all $i \in[4]$. However, for simplicity, we are going to use the notation as in 5.23). A right-orthogonal HT-decomposition can be obtained as follows from the standard orthogonal HT-decomposition (see [70]), where in particular, all frames $\mathbf{U}_{i}$ have orthonormal columns.

We first compute the QR-decomposition of the flattened transfer tensors $\mathbf{B}_{t}^{\{2,3\}}=\mathbf{Q}_{t}^{\{2,3\}} \mathbf{R}_{t}$ for all nodes $t$ at the highest possible level $\ell=p-1$. The level $\ell$ of the tree is defined as the set of all nodes having the distance of exactly $\ell$ to the root. We denote the level $\ell$ of the tree $T_{I}$ as $T_{I}^{\ell}=\left\{t \in T_{I}: \operatorname{level}(t)=\ell\right\}$. (For example, for tree $T_{I}$ as in Figure 5.1, $T_{I}^{0}=\{\{1,2,3,4\}\}, T_{I}^{1}=$ $\left.\{\{1,2\},\{3,4\}\}, T_{I}^{2}=\{\{1\},\{2\},\{3\},\{4\}\}.\right)$ The $\mathbf{Q}_{t}$ 's are then right-orthogonal by construction. In order to obtain a representation of the same tensor, we have to replace the tensors $\mathbf{B}_{t^{\prime}}$ with nodes at lower level $p-2$ by $\overline{\mathbf{B}}_{t^{\prime}}=\mathbf{B}_{t^{\prime}} \times{ }_{2} \mathbf{R}_{t_{\text {left }}} \times{ }_{3} \mathbf{R}_{t_{\text {right }}}$, where $t_{\text {left }}$ corresponds to the left son of $t^{\prime}$ and $t_{\text {right }}$ to the right son. We continue by computing the QR -decompositions of $\overline{\mathbf{B}}_{t^{\prime}}^{\{2,3\}}$ with $t^{\prime}$ at level $p-2$ and so on until we finally updated the root $\mathbf{B}_{\{1,2, \ldots, d\}}$ (which may remain the only non right-orthogonal transfer tensor). We illustrate this right-orthogonalization process for an HT-decomposition of the form (5.23) related to the HT-tree of Figure 5.1.

$$
\begin{aligned}
\mathbf{X} & =\mathbf{B}_{\{1,2,3,4\}} \nabla\left(\mathbf{B}_{\{1,2\}} \nabla \mathbf{U}_{1} \nabla \mathbf{U}_{2}\right) \nabla\left(\mathbf{B}_{\{3,4\}} \nabla \mathbf{U}_{3} \nabla \mathbf{U}_{4}\right) \\
& =\mathbf{B}_{\{1,2,3,4\}} \nabla\left(\left[\mathbf{Q}_{\{1,2\}} \times{ }_{1} \mathbf{R}_{\{1,2\}}\right] \nabla \mathbf{U}_{1} \nabla \mathbf{U}_{2}\right) \nabla\left(\left[\mathbf{Q}_{\{3,4\}} \times{ }_{1} \mathbf{R}_{\{3,4\}}\right] \nabla \mathbf{U}_{3} \nabla \mathbf{U}_{4}\right) \\
& =\left[\mathbf{B}_{\{1,2,3,4\}} \times{ }_{2} \mathbf{R}_{\{1,2\}} \times{ }_{3} \mathbf{R}_{\{3,4\}}\right] \nabla\left(\mathbf{Q}_{\{1,2\}} \nabla \mathbf{U}_{1} \nabla \mathbf{U}_{2}\right) \nabla\left(\mathbf{Q}_{\{3,4\}} \nabla \mathbf{U}_{3} \nabla \mathbf{U}_{4}\right) .
\end{aligned}
$$

The second identity is easily verified by writing out the expressions with index notation. The last expression is a right-orthogonal HT decomposition with root tensor $\overline{\mathbf{B}}_{\{1,2,3,4\}}=\mathbf{B}_{\{1,2,3,4\}} \times 2$ $\mathbf{R}_{\{1,2\}} \times{ }_{3} \mathbf{R}_{\{3,4\}}$.

Proof of Lemma 5.9. For the sake of better readability, we will show the result for the special case of the order-4 HT-decomposition as in Figure 5.1 as well as for the special case of the TT decomposition for arbitrary $d$. The general case is then done analogously.

For the HT-tree $T_{I}$ as in Figure 5.1 we have $T_{I}=\{\{1,2,3,4\},\{1,2\},\{1\},\{2\},\{3,4\},\{3\},\{4\}\}$ and the number of nodes is $\left|T_{I}\right|=2 d-1=7$. We have to show that for $T_{I}$ as in Figure 5.1, the covering numbers of

$$
\mathcal{S}_{\mathbf{r}}^{\mathrm{HT}}=\left\{\mathbf{X} \in \mathbb{R}^{n_{1} \times n_{2} \times \cdots \times n_{d}}: \operatorname{rank}_{\mathrm{HT}}(\mathbf{X}) \leq \mathbf{r}_{\mathrm{HT}},\|\mathbf{X}\|_{F}=1\right\}
$$

satisfy

$$
\mathcal{N}\left(\mathcal{S}_{\mathbf{r}}^{\mathrm{HT}},\|\cdot\|_{F}, \varepsilon\right) \leq(21 \sqrt{r} / \varepsilon)^{r_{\{1,2,3,4\}} r_{\{1,2\}} r_{\{3,4\}}+r_{\{1,2\}} r_{1} r_{2}+r_{\{3,4\}} r_{3} r_{4}+\sum_{i=1}^{4} r_{i} n_{i}} \quad \text { for } 0 \leq \varepsilon \leq 1
$$

For simplicity, we treat the case that $r_{t}=r$ for all $t \in T_{I}$ and $n_{i}=n$ for $i \in[4]$. We will use the right-orthogonal HT-decomposition introduced above and we cover the admissible components $\mathbf{U}_{i}$ and $\mathbf{B}_{t}$ in 5.23) separately, for all $t \in T_{I}$ and $i \in[4]$.

We introduce the set of right-orthogonal tensors $\mathcal{O}_{r, r, r}^{\text {right }}=\left\{\mathbf{U} \in \mathbb{R}^{r \times r \times r}: \mathbf{U}^{\{2,3\}^{T}} \mathbf{U}^{\{2,3\}}=\mathbf{I}_{r}\right\}$ which we will cover with respect to the norm

$$
\|\mathbf{U}\|_{F, 1}:=\max _{i}\|\mathbf{U}(i,:,:)\|_{F}
$$

The set $\mathcal{Q}_{r, r, r}^{\text {right }}:=\left\{\mathbf{X} \in \mathbb{R}^{r \times r \times r}:\|\mathbf{X}\|_{F, 1} \leq 1\right\}$ contains $\mathcal{O}_{r, r, r}^{\text {right }}$. Thus, by Lemma A. 8 there is an $\varepsilon /(7 \sqrt{r})$-set $\mathcal{N}_{\varepsilon /(7 \sqrt{r})}^{\mathcal{O}_{r, r}^{\text {right }}}$ for $\mathcal{O}_{r, r, r}^{\text {right }}$ obeying

$$
\left|\mathcal{N}_{\varepsilon /(7 \sqrt{r})}^{\mathcal{O}_{r, r}^{\text {right }}}\right| \leq(3 \cdot 7 \sqrt{r} / \varepsilon)^{r^{3}}=(21 \sqrt{r} / \varepsilon)^{r^{3}}
$$

For the frames $\mathbf{U}_{i} \in \mathbb{R}^{n \times r}$ with $i \in[4]$, we define the set $\mathcal{O}_{n, r}=\left\{\mathbf{U} \in \mathbb{R}^{n \times r}: \mathbf{U}^{T} \mathbf{U}=\mathbf{I}_{r}\right\}$ which we cover with respect to

$$
\|\mathbf{U}\|_{1,2}:=\max _{i}\|\mathbf{U}(:, i)\|_{2}
$$

Clearly, $\mathcal{O}_{n, r} \subseteq \mathcal{Q}_{n, r}:=\left\{\mathbf{X} \in \mathbb{R}^{n \times r}:\|\mathbf{X}\|_{1,2} \leq 1\right\}$ since the elements of an orthonormal set are unit normed. Again by Lemma A.8, there is an $\varepsilon /(7 \sqrt{r})$-set $\mathcal{N}_{\varepsilon /(7 \sqrt{r})}^{\mathcal{O}_{n, r}}$ for $\mathcal{O}_{n, r}$ obeying

$$
\left|\mathcal{N}_{\varepsilon /(7 \sqrt{r})}^{\mathcal{O}_{n, r}}\right| \leq(21 \sqrt{r} / \varepsilon)^{n r}
$$

Finally, to cover $\mathbf{B}_{\{1,2,3,4\}}$, we define the set $\mathcal{F}_{r, r}=\left\{\mathbf{X} \in \mathbb{R}^{1 \times r \times r}:\|\mathbf{X}\|_{F}=1\right\}$ which has an $\varepsilon /(7 \sqrt{r})$-net $\mathcal{N}_{\varepsilon /(7 \sqrt{r})}^{\mathcal{F}_{r, r}}$ of cardinality at most $(21 \sqrt{r} / \varepsilon)^{r^{2}}$. We now define

$$
\begin{aligned}
\mathcal{N}_{\varepsilon}^{\mathcal{S}_{\mathbf{r}}^{\mathrm{HT}}}:= & \left\{\overline{\mathbf{B}}_{\{1,2,3,4\}} \nabla\left(\overline{\mathbf{B}}_{\{1,2\}} \nabla \overline{\mathbf{U}}_{1} \nabla \overline{\mathbf{U}}_{2}\right) \nabla\left(\overline{\mathbf{B}}_{\{3,4\}} \nabla \overline{\mathbf{U}}_{3} \nabla \overline{\mathbf{U}}_{4}\right):\right. \\
& \left.\overline{\mathbf{B}}_{\{1,2\}}, \overline{\mathbf{B}}_{\{3,4\}} \in \mathcal{N}_{\varepsilon /(7 \sqrt{r})}^{\mathcal{O}_{r, r, r}^{\mathrm{right}}}, \overline{\mathbf{B}}_{\{1,2,3,4\}} \in \mathcal{N}_{\varepsilon /(7 \sqrt{r})}^{\mathcal{F}_{r, r}}, \overline{\mathbf{U}}_{i} \in \mathcal{N}_{\varepsilon /(7 \sqrt{r})}^{\mathcal{O}_{n, r}} \text { for all } i \in[4]\right\}
\end{aligned}
$$

and remark that

$$
\mathcal{N}\left(\mathcal{S}_{\mathbf{r}}^{\mathrm{HT}},\|\cdot\|_{F}, \varepsilon\right) \leq\left|\mathcal{N}_{\varepsilon /(7 \sqrt{r})}^{\boldsymbol{\mathcal { O }}_{r, r, r}^{\text {right }}}\right|^{2}\left|\mathcal{N}_{\varepsilon /(7 \sqrt{r})}^{\boldsymbol{\mathcal { O }}_{n, r}}\right|^{4}\left|\mathcal{N}_{\varepsilon /(7 \sqrt{r})}^{\mathcal{F}_{r, r}}\right| \leq(21 \sqrt{r} / \varepsilon)^{3 r^{3}+4 n r}
$$

It remains to show that for any $\mathbf{X} \in \mathcal{S}_{\mathbf{r}}^{\mathrm{HT}}$ there exists $\overline{\mathbf{X}} \in \mathcal{N}_{\varepsilon}^{\mathcal{S}_{\mathbf{r}}^{\mathrm{HT}}}$ such that $\|\mathbf{X}-\overline{\mathbf{X}}\|_{F} \leq 1$. For $\mathbf{X}=\mathbf{B}_{\{1,2,3,4\}} \nabla\left(\mathbf{B}_{\{1,2\}} \nabla \mathbf{U}_{1} \nabla \mathbf{U}_{2}\right) \nabla\left(\mathbf{B}_{\{3,4\}} \nabla \mathbf{U}_{3} \nabla \mathbf{U}_{4}\right)$, we choose $\overline{\mathbf{X}}=\overline{\mathbf{B}}_{\{1,2,3,4\}} \nabla$ $\left(\overline{\mathbf{B}}_{\{1,2\}} \nabla \overline{\mathbf{U}}_{1} \nabla \overline{\mathbf{U}}_{2}\right) \nabla\left(\overline{\mathbf{B}}_{\{3,4\}} \nabla \overline{\mathbf{U}}_{3} \nabla \overline{\mathbf{U}}_{4}\right) \in \mathcal{N}_{\varepsilon}^{\mathcal{S}_{\mathbf{r}}^{\mathrm{HT}}}$ such that $\overline{\mathbf{B}}_{\{1,2,3,4\}} \in \mathcal{F}_{r, r}, \overline{\mathbf{B}}_{\{1,2\}}, \overline{\mathbf{B}}_{\{3,4\}} \in$ $\mathcal{O}_{r, r, r}^{\text {right }}, \overline{\mathbf{U}}_{i} \in \mathcal{O}_{n, r}$ for all $i \in[4]$ and

$$
\begin{aligned}
& \left\|\mathbf{U}_{i}-\overline{\mathbf{U}}_{i}\right\|_{1,2} \leq \frac{\varepsilon}{7 \sqrt{r}} \text { for all } i \in[4] \\
& \left\|\mathbf{B}_{\{1,2,3,4\}}-\overline{\mathbf{B}}_{\{1,2,3,4\}}\right\|_{F} \leq \frac{\varepsilon}{7 \sqrt{r}} \\
& \left\|\mathbf{B}_{\{1,2\}}-\overline{\mathbf{B}}_{\{1,2\}}\right\|_{F, 1} \leq \frac{\varepsilon}{7 \sqrt{r}}, \quad \text { and }\left\|\mathbf{B}_{\{3,4\}}-\overline{\mathbf{B}}_{\{3,4\}}\right\|_{F, 1} \leq \frac{\varepsilon}{7 \sqrt{r}}
\end{aligned}
$$

Applying the triangle inequality results in

$$
\begin{equation*}
\|\mathbf{X}-\overline{\mathbf{X}}\|_{F} \leq\left\|\mathbf{B}_{\{1,2,3,4\}} \nabla\left(\mathbf{B}_{\{1,2\}} \nabla \mathbf{U}_{1} \nabla \mathbf{U}_{2}\right) \nabla\left(\mathbf{B}_{\{3,4\}} \nabla \mathbf{U}_{3} \nabla\left(\mathbf{U}_{4}-\overline{\mathbf{U}}_{4}\right)\right)\right\|_{F} \tag{5.24}
\end{equation*}
$$

$$
\begin{align*}
& +\left\|\mathbf{B}_{\{1,2,3,4\}} \nabla\left(\mathbf{B}_{\{1,2\}} \nabla \mathbf{U}_{1} \nabla \mathbf{U}_{2}\right) \nabla\left(\mathbf{B}_{\{3,4\}} \nabla\left(\mathbf{U}_{3}-\overline{\mathbf{U}}_{3}\right) \nabla \overline{\mathbf{U}}_{4}\right)\right\|_{F} \\
& +\left\|\mathbf{B}_{\{1,2,3,4\}} \nabla\left(\mathbf{B}_{\{1,2\}} \nabla \mathbf{U}_{1} \nabla \mathbf{U}_{2}\right) \nabla\left(\left(\mathbf{B}_{\{3,4\}}-\overline{\mathbf{B}}_{\{3,4\}}\right) \nabla \overline{\mathbf{U}}_{3} \nabla \overline{\mathbf{U}}_{4}\right)\right\|_{F} \quad(5.25  \tag{5.25}\\
& +\cdots+\left\|\left(\mathbf{B}_{\{1,2,3,4\}}-\overline{\mathbf{B}}_{\{1,2,3,4\}}\right) \nabla\left(\overline{\mathbf{B}}_{\{1,2\}} \nabla \overline{\mathbf{U}}_{1} \nabla \overline{\mathbf{U}}_{2}\right) \nabla\left(\overline{\mathbf{B}}_{\{3,4\}} \nabla \overline{\mathbf{U}}_{3} \nabla \overline{\mathbf{U}}_{4}\right)\right\|_{F} . \tag{5.26}
\end{align*}
$$

To estimate 5.24 , we use orthogonality of $\mathbf{U}_{i}, i \in[4]$, and the right-orthogonality of $\mathbf{B}_{\{1,2\}}$, $\mathbf{B}_{\{3,4\}}$ to obtain

$$
\begin{aligned}
& \left\|\mathbf{B}_{\{1,2,3,4\}} \nabla\left(\mathbf{B}_{\{1,2\}} \nabla \mathbf{U}_{1} \nabla \mathbf{U}_{2}\right) \nabla\left(\mathbf{B}_{\{3,4\}} \nabla \mathbf{U}_{3} \nabla\left(\mathbf{U}_{4}-\overline{\mathbf{U}}_{4}\right)\right)\right\|_{F}^{2} \\
& =\sum_{i_{1}, \ldots, i_{4}} \sum_{\substack{j_{1}, \ldots, j_{4} \\
k_{1}, \ldots, k_{4}}} \sum_{j_{12},} \sum_{k_{12}} \mathbf{B}_{\{1,2,3,4\}}\left(1, j_{12}, j_{34}\right) \mathbf{B}_{\{1,2,3,4\}}\left(1, k_{12}, k_{34}\right) \mathbf{B}_{\{1,2\}}\left(j_{12}, j_{1}, j_{2}\right) \\
& \cdot \mathbf{B}_{\{1,2\}}\left(k_{12}, k_{1}, k_{2}\right) \mathbf{U}_{1}\left(i_{1}, j_{1}\right) \mathbf{U}_{1}\left(i_{1}, k_{1}\right) \mathbf{U}_{2}\left(i_{2}, j_{2}\right) \mathbf{U}_{2}\left(i_{2}, k_{2}\right) \mathbf{B}_{\{3,4\}}\left(j_{34}, j_{3}, j_{4}\right) \\
& \cdot \mathbf{B}_{\{3,4\}}\left(k_{34}, k_{3}, k_{4}\right) \mathbf{U}_{3}\left(i_{3}, j_{3}\right) \mathbf{U}_{3}\left(i_{3}, k_{3}\right)\left(\mathbf{U}_{4}-\overline{\mathbf{U}}_{4}\right)\left(i_{4}, j_{4}\right)\left(\mathbf{U}_{4}-\overline{\mathbf{U}}_{4}\right)\left(i_{4}, k_{4}\right) \\
& =\sum_{i_{4}} \sum_{\substack{j_{3}, j_{4} \\
k_{4}}} \sum_{j_{12}} \sum_{\substack{j_{34}, k_{34}}} \mathbf{B}_{\{1,2,3,4\}}\left(1, j_{12}, j_{34}\right) \mathbf{B}_{\{1,2,3,4\}}\left(1, j_{12}, k_{34}\right) \mathbf{B}_{\{3,4\}}\left(j_{34}, j_{3}, j_{4}\right) \mathbf{B}_{\{3,4\}}\left(k_{34}, j_{3}, k_{4}\right) \\
& \cdot\left(\mathbf{U}_{4}-\overline{\mathbf{U}}_{4}\right)\left(i_{4}, j_{4}\right)\left(\mathbf{U}_{4}-\overline{\mathbf{U}}_{4}\right)\left(i_{4}, k_{4}\right)=\left\langle\Delta \mathbf{U}_{4}, \square \mathbf{B}_{\{3,4\}}\right\rangle \leq\left\|\Delta \mathbf{U}_{4}\right\|_{2 \rightarrow 2}\left\|\square \mathbf{B}_{\{3,4\}}\right\|_{*}
\end{aligned}
$$

where

$$
\begin{aligned}
\Delta \mathbf{U}_{4}\left(j_{4}, k_{4}\right)= & \sum_{i_{4}}\left(\mathbf{U}_{4}-\overline{\mathbf{U}}_{4}\right)\left(i_{4}, j_{4}\right)\left(\mathbf{U}_{4}-\overline{\mathbf{U}}_{4}\right)\left(i_{4}, k_{4}\right)=\left[\left(\mathbf{U}_{4}-\overline{\mathbf{U}}_{4}\right)^{T}\left(\mathbf{U}_{4}-\overline{\mathbf{U}}_{4}\right)\right]\left(j_{4}, k_{4}\right), \\
\square \mathbf{B}_{\{3,4\}}\left(j_{4}, k_{4}\right)= & \sum_{j_{3}} \sum_{j_{12}} \sum_{j_{34}, k_{34}} \mathbf{B}_{\{1,2,3,4\}}\left(1, j_{12}, j_{34}\right) \mathbf{B}_{\{1,2,3,4\}}\left(1, j_{12}, k_{34}\right) \\
& \cdot \mathbf{B}_{\{3,4\}}\left(j_{34}, j_{3}, j_{4}\right) \mathbf{B}_{\{3,4\}}\left(k_{34}, j_{3}, k_{4}\right) .
\end{aligned}
$$

Since the Frobenius norm dominates the spectral norm, we have

$$
\left\|\Delta \mathbf{U}_{4}\right\|_{2 \rightarrow 2}=\left\|\mathbf{U}_{4}-\overline{\mathbf{U}}_{4}\right\|_{2 \rightarrow 2}^{2} \leq\left\|\mathbf{U}_{4}-\overline{\mathbf{U}}_{4}\right\|_{F}^{2} \leq r\left\|\mathbf{U}_{4}-\overline{\mathbf{U}}_{4}\right\|_{1,2}^{2}
$$

Since $\square \overline{\mathbf{B}}_{\{3,4\}}$ is symmetric and positive semidefinite, it holds

$$
1=\|\overline{\mathbf{X}}\|_{F}^{2}=\left\langle\mathbf{I}, \square \overline{\mathbf{B}}_{\{3,4\}}\right\rangle=\operatorname{tr}\left(\square \overline{\mathbf{B}}_{\{3,4\}}\right)=\left\|\square \overline{\mathbf{B}}_{\{3,4\}}\right\|_{*}
$$

Hence,

$$
\left\|\mathbf{B}_{\{1,2,3,4\}} \nabla\left(\mathbf{B}_{\{1,2\}} \nabla \mathbf{U}_{1} \nabla \mathbf{U}_{2}\right) \nabla\left(\mathbf{B}_{\{3,4\}} \nabla \mathbf{U}_{3} \nabla\left(\mathbf{U}_{4}-\overline{\mathbf{U}}_{4}\right)\right)\right\|_{F} \leq \sqrt{r}\left\|\mathbf{U}_{4}-\overline{\mathbf{U}}_{4}\right\|_{1,2} \leq \frac{\varepsilon}{7}
$$

A similar procedure leads to the estimates

$$
\begin{aligned}
& \left\|\mathbf{B}_{\{1,2,3,4\}} \nabla\left(\mathbf{B}_{\{1,2\}} \nabla\left(\mathbf{U}_{1}-\overline{\mathbf{U}}_{1}\right) \nabla \overline{\mathbf{U}}_{2}\right) \nabla\left(\overline{\mathbf{B}}_{\{3,4\}} \nabla \overline{\mathbf{U}}_{3} \nabla \overline{\mathbf{U}}_{4}\right)\right\|_{F} \leq \sqrt{r}\left\|\mathbf{U}_{1}-\overline{\mathbf{U}}_{1}\right\|_{1,2} \leq \frac{\varepsilon}{7} \\
& \left\|\mathbf{B}_{\{1,2,3,4\}} \nabla\left(\mathbf{B}_{\{1,2\}} \nabla \mathbf{U}_{1} \nabla\left(\mathbf{U}_{2}-\overline{\mathbf{U}}_{2}\right)\right) \nabla\left(\overline{\mathbf{B}}_{\{3,4\}} \nabla \overline{\mathbf{U}}_{3} \nabla \overline{\mathbf{U}}_{4}\right)\right\|_{F} \leq \sqrt{r}\left\|\mathbf{U}_{2}-\overline{\mathbf{U}}_{2}\right\|_{1,2} \leq \frac{\varepsilon}{7} \\
& \left\|\mathbf{B}_{\{1,2,3,4\}} \nabla\left(\mathbf{B}_{\{1,2\}} \nabla \mathbf{U}_{1} \nabla \mathbf{U}_{2}\right) \nabla\left(\mathbf{B}_{\{3,4\}} \nabla\left(\mathbf{U}_{3}-\overline{\mathbf{U}}_{3}\right) \nabla \overline{\mathbf{U}}_{4}\right)\right\|_{F} \leq \sqrt{r}\left\|\mathbf{U}_{3}-\overline{\mathbf{U}}_{3}\right\|_{1,2} \leq \frac{\varepsilon}{7}
\end{aligned}
$$

Since $\overline{\mathbf{U}}_{i}$ is orthogonal for all $i \in[4]$ and $\overline{\mathbf{B}}_{\{1,2\}}, \overline{\mathbf{B}}_{\{3,4\}}$ are right-orthogonal, we similarly estimate 5.25 ,

$$
\left\|\mathbf{B}_{\{1,2,3,4\}} \nabla\left(\mathbf{B}_{\{1,2\}} \nabla \mathbf{U}_{1} \nabla \mathbf{U}_{2}\right) \nabla\left(\left(\mathbf{B}_{\{3,4\}}-\overline{\mathbf{B}}_{\{3,4\}}\right) \nabla \overline{\mathbf{U}}_{3} \nabla \overline{\mathbf{U}}_{4}\right)\right\|_{F}^{2}
$$

$$
\begin{aligned}
& =\sum_{\substack{i_{1}, \ldots, i_{4}}} \sum_{j_{1}, \ldots, j_{4}} \sum_{k_{1}, \ldots, k_{4}} \sum_{j_{12}, k_{12}} \sum_{j_{34}, k_{34}} \mathbf{B}_{\{1,2,3,4\}}\left(1, j_{12}, j_{34}\right) \mathbf{B}_{\{1,2,3,4\}}\left(1, k_{12}, k_{34}\right) \mathbf{B}_{\{1,2\}}\left(j_{12}, j_{1}, j_{2}\right) \\
& \cdot \mathbf{B}_{\{1,2\}}\left(k_{12}, k_{1}, k_{2}\right) \mathbf{U}_{1}\left(i_{1}, j_{1}\right) \mathbf{U}_{1}\left(i_{1}, k_{1}\right) \mathbf{U}_{2}\left(i_{2}, j_{2}\right) \mathbf{U}_{2}\left(i_{2}, k_{2}\right)\left(\mathbf{B}_{\{3,4\}}-\overline{\mathbf{B}}_{\{3,4\}}\right)\left(j_{34}, j_{3}, j_{4}\right) \\
& \cdot\left(\mathbf{B}_{\{3,4\}}-\overline{\mathbf{B}}_{\{3,4\}}\right)\left(k_{34}, k_{3}, k_{4}\right) \overline{\mathbf{U}}_{3}\left(i_{3}, j_{3}\right) \overline{\mathbf{U}}_{3}\left(i_{3}, k_{3}\right) \overline{\mathbf{U}}_{4}\left(i_{4}, j_{4}\right) \overline{\mathbf{U}}_{4}\left(i_{4}, k_{4}\right) \\
& =\sum_{j_{3}, j_{4}} \sum_{j_{12}} \sum_{j_{34}, k_{34}} \mathbf{B}_{\{1,2,3,4\}}\left(1, j_{12}, j_{34}\right) \mathbf{B}_{\{1,2,3,4\}}\left(1, j_{12}, k_{34}\right)\left(\mathbf{B}_{\{3,4\}}-\overline{\mathbf{B}}_{\{3,4\}}\right)\left(j_{34}, j_{3}, j_{4}\right) \\
& \cdot\left(\mathbf{B}_{\{3,4\}}-\overline{\mathbf{B}}_{\{3,4\}}\right)\left(k_{34}, j_{3}, j_{4}\right)=\left\langle\Delta \mathbf{B}_{\{3,4\}}, \square \mathbf{B}_{\{1,2,3,4\}}\right\rangle \leq\left\|\Delta \mathbf{B}_{\{3,4\}}\right\|_{2 \rightarrow 2}\left\|\square \mathbf{B}_{\{1,2,3,4\}}\right\|_{*}
\end{aligned}
$$

where

$$
\begin{aligned}
\Delta \mathbf{B}_{\{3,4\}}\left(j_{34}, k_{34}\right) & =\sum_{j_{3}, j_{4}}\left(\mathbf{B}_{\{3,4\}}-\overline{\mathbf{B}}_{\{3,4\}}\right)\left(j_{34}, j_{3}, j_{4}\right)\left(\mathbf{B}_{\{3,4\}}-\overline{\mathbf{B}}_{\{3,4\}}\right)\left(k_{34}, j_{3}, j_{4}\right) \\
& =\left[\left(\mathbf{B}_{\{3,4\}}^{\{2,3\}}-\overline{\mathbf{B}}_{\{3,4\}}^{\{2,3\}}\right)^{T}\left(\mathbf{B}_{\{3,4\}}^{\{2,3\}}-\overline{\mathbf{B}}_{\{3,4\}}^{\{2,3\}}\right)\right]\left(j_{34}, k_{34}\right) \\
\square \mathbf{B}_{\{1,2,3,4\}}\left(j_{34}, k_{34}\right) & =\sum_{j_{12}} \mathbf{B}_{\{1,2,3,4\}}\left(1, j_{12}, j_{34}\right) \mathbf{B}_{\{1,2,3,4\}}\left(1, j_{12}, k_{34}\right) .
\end{aligned}
$$

The spectral norm of $\Delta \mathbf{B}_{\{3,4\}}$ can be estimated as

$$
\left\|\Delta \mathbf{B}_{\{3,4\}}\right\|_{2 \rightarrow 2}=\left\|\mathbf{B}_{\{3,4\}}^{\{2,3\}}-\overline{\mathbf{B}}_{\{3,4\}}^{\{2,3\}}\right\|_{2 \rightarrow 2}^{2} \leq\left\|\mathbf{B}_{\{3,4\}}-\overline{\mathbf{B}}_{\{3,4\}}\right\|_{F}^{2} \leq r\left\|\mathbf{B}_{\{3,4\}}-\overline{\mathbf{B}}_{\{3,4\}}\right\|_{F, 1}^{2} .
$$

Since $\square \overline{\mathbf{B}}_{\{1,2,3,4\}}$ is symmetric and positive semidefinite

$$
1=\|\overline{\mathbf{X}}\|_{F}^{2}=\left\langle\mathbf{I}, \square \overline{\mathbf{B}}_{\{1,2,3,4\}}\right\rangle=\operatorname{tr}\left(\square \overline{\mathbf{B}}_{\{1,2,3,4\}}\right)=\left\|\square \overline{\mathbf{B}}_{\{1,2,3,4\}}\right\|_{*} .
$$

Hence,

$$
\begin{aligned}
\| \mathbf{B}_{\{1,2,3,4\}} \nabla\left(\mathbf{B}_{\{1,2\}} \nabla \mathbf{U}_{1} \nabla \mathbf{U}_{2}\right) \nabla\left(\left(\mathbf{B}_{\{3,4\}}-\right.\right. & \left.\left.\overline{\mathbf{B}}_{\{3,4\}}\right) \nabla \overline{\mathbf{U}}_{3} \nabla \overline{\mathbf{U}}_{4}\right) \|_{F} \\
& \leq \sqrt{r}\left\|\mathbf{B}_{\{3,4\}}-\overline{\mathbf{B}}_{\{3,4\}}\right\|_{F, 1} \leq \frac{\varepsilon}{7} .
\end{aligned}
$$

A similar procedure leads to the following estimates

$$
\begin{aligned}
\|\left(\mathbf{B}_{\{1,2,3,4\}}-\overline{\mathbf{B}}_{\{1,2,3,4\}}\right) \nabla\left(\overline{\mathbf{B}}_{\{1,2\}} \nabla \overline{\mathbf{U}}_{1} \nabla \overline{\mathbf{U}}_{2}\right) \nabla & \nabla\left(\overline{\mathbf{B}}_{\{3,4\}} \nabla \overline{\mathbf{U}}_{3} \nabla \overline{\mathbf{U}}_{4}\right) \|_{F} \\
& \leq\left\|\mathbf{B}_{\{1,2,3,4\}}-\overline{\mathbf{B}}_{\{1,2,3,4\}}\right\|_{F} \leq \frac{\varepsilon}{7}, \\
\| \mathbf{B}_{\{1,2,3,4\}} \nabla\left(\left(\mathbf{B}_{\{1,2\}}-\overline{\mathbf{B}}_{\{1,2\}}\right) \nabla \overline{\mathbf{U}}_{1} \nabla \overline{\mathbf{U}}_{2}\right) \nabla & \left(\overline{\mathbf{B}}_{\{3,4\}} \nabla \overline{\mathbf{U}}_{3} \nabla \overline{\mathbf{U}}_{4}\right) \|_{F} \\
& \leq \sqrt{r}\left\|\mathbf{B}_{\{1,2\}}-\overline{\mathbf{B}}_{\{1,2\}}\right\|_{F, 1} \leq \frac{\varepsilon}{7} .
\end{aligned}
$$

Plugging the bounds into 5.26 completes the proof for the HT-tree of Figure 5.1 .

Let us now consider the TT-decomposition for tensors of order $d \geq 3$ as illustrated in Figure 5.2. We start with a right-orthogonal decomposition (see also the discussion after Lemma 5.9) of the form

$$
\begin{aligned}
\mathbf{X}\left(i_{1}, i_{2}, \ldots, i_{d}\right)= & \sum_{j_{1}, j_{23} \ldots d} \sum_{j_{2}, j_{3} \ldots d} \ldots \sum_{j_{d-1, d}, j_{d}} \mathbf{B}_{\{1,2, \ldots, d\}}\left(1, j_{1}, j_{23 \ldots d}\right) \mathbf{U}_{1}\left(i_{1}, j_{1}\right) \\
& \cdot \mathbf{B}_{\{2,3, \ldots, d\}}\left(j_{23 \ldots d}, j_{2}, j_{3 \ldots d}\right) \mathbf{U}_{2}\left(i_{2}, j_{2}\right) \cdots \mathbf{B}_{\{d-1, d\}}\left(j_{d-1, d}, j_{d-1}, j_{d}\right) \\
& \cdot \mathbf{U}_{d-1}\left(i_{d-1}, j_{d-1}\right) \mathbf{U}_{d}\left(i_{d}, j_{d}\right)
\end{aligned}
$$

As for the general HT-decomposition, we write this as

$$
\begin{equation*}
\mathbf{X}=\mathbf{B}_{\{1,2,3, \ldots, d\}} \nabla \mathbf{U}_{1} \nabla\left(\mathbf{B}_{\{2,3, \ldots, d\}} \nabla \mathbf{U}_{2} \nabla\left(\cdots \nabla\left(\mathbf{B}_{\{d-1, d\}} \nabla \mathbf{U}_{d-1} \nabla \mathbf{U}_{d}\right) \cdots\right)\right) \tag{5.27}
\end{equation*}
$$

As above, we cover each set of admissible components $\mathbf{U}_{i}, \mathbf{B}_{t}$ separately, and then combine these
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components in order to obtain a covering of

$$
\mathcal{S}_{\mathbf{r}}^{\mathrm{TT}}=\left\{\mathbf{X} \in \mathbb{R}^{n_{1} \times n_{2} \times \cdots \times n_{d}}: \operatorname{rank}_{\mathrm{TT}}(\mathbf{X}) \leq \mathbf{r}_{\mathrm{TT}},\|\mathbf{X}\|_{F}=1\right\}
$$

with respect to the Frobenius norm, that is, we form

$$
\begin{aligned}
& \mathcal{N}_{\varepsilon}^{\mathcal{S}_{r}^{\mathrm{TT}}}:=\left\{\overline{\mathbf{B}}_{\{1,2,3, \ldots, d\}} \nabla \overline{\mathbf{U}}_{1} \nabla\left(\overline{\mathbf{B}}_{\{2,3, \ldots, d\}} \nabla \overline{\mathbf{U}}_{2} \nabla\left(\cdots \nabla\left(\overline{\mathbf{B}}_{\{d-1, d\}} \nabla \overline{\mathbf{U}}_{d-1} \nabla \overline{\mathbf{U}}_{d}\right) \cdots\right)\right):\right. \\
& \overline{\mathbf{U}}_{i \in \mathcal{N}_{\varepsilon /((2 d-1) \sqrt{r})}, \mathcal{O}_{n, r}, \overline{\mathbf{B}}_{\{1, \ldots, d\}} \in \mathcal{N}_{\varepsilon /((2 d-1) \sqrt{r})}^{\mathcal{F}_{r, r}}, \overline{\mathbf{B}}_{\{j, j+1, \ldots, d\}} \in \mathcal{N}_{\varepsilon /((2 d-1) \sqrt{r})}^{\mathcal{O}_{r, r, r}^{\text {right }}}} \\
&i \in[d-1], j=2, \ldots, d-1\} .
\end{aligned}
$$

In order to show that $\mathcal{N}_{\varepsilon}^{\mathcal{S}_{\mathbf{r}}^{\mathrm{TT}}}$ forms an $\varepsilon$-net of $\mathcal{S}_{\mathbf{r}}^{\mathrm{TT}}$ we choose an arbitrary $\mathbf{X} \in \mathcal{S}_{\mathbf{r}}^{\mathrm{TT}}$ with rightorthogonal decomposition of the form 5.27 and for each $\mathbf{U}_{i}$ and $\mathbf{B}_{\{j, \ldots, d\}}$ the closest corresponding points $\overline{\mathbf{U}}_{i} \in \mathcal{N}_{\varepsilon /((2 d-1) \sqrt{r})}^{\mathcal{O}_{n, r}}, \overline{\mathbf{B}}_{\{1, \ldots, d\}} \in \mathcal{N}_{\varepsilon /((2 d-1) \sqrt{r})}^{\mathcal{F}_{r, r}}, \overline{\mathbf{B}}_{\{j, j+1, \ldots, d\}} \in \mathcal{N}_{\varepsilon /((2 d-1) \sqrt{r})}^{\mathcal{O}_{r, r}^{\text {right }}}, j=2, \ldots, d-1$ resulting in $\mathbf{X} \in \mathcal{N}_{\varepsilon}^{\mathcal{S}_{\mathbf{r}}^{\mathrm{TT}}}$. The triangle inequality yields

$$
\begin{align*}
\|\mathbf{X}-\overline{\mathbf{X}}\|_{F} & \leq\left\|\mathbf{B}_{\{1,2, \ldots, d\}} \nabla \mathbf{U}_{1} \nabla\left(\mathbf{B}_{\{2, \ldots, d\}} \nabla \cdots\left(\mathbf{B}_{\{d-1, d\}} \nabla \mathbf{U}_{d-1} \nabla\left(\mathbf{U}_{d}-\overline{\mathbf{U}}_{d}\right)\right) \cdots\right)\right\|_{F} \\
& +\left\|\mathbf{B}_{\{1,2, \ldots, d\}} \nabla \mathbf{U}_{1} \nabla\left(\mathbf{B}_{\{2, \ldots, d\}} \nabla \cdots \nabla\left(\mathbf{B}_{\{d-1, d\}} \nabla\left(\mathbf{U}_{d-1}-\overline{\mathbf{U}}_{d-1}\right) \nabla \overline{\mathbf{U}}_{d}\right) \cdots\right)\right\|_{F}+\cdots \\
& +\left\|\left(\mathbf{B}_{\{1,2, \ldots, d\}}-\overline{\mathbf{B}}_{\{1,2, \ldots, d\}}\right) \nabla \overline{\mathbf{U}}_{1} \nabla\left(\overline{\mathbf{B}}_{\{2, \ldots, d\}} \nabla \cdots \nabla\left(\overline{\mathbf{B}}_{\{d-1, d\}} \nabla \overline{\mathbf{U}}_{d-1} \nabla \overline{\mathbf{U}}_{d}\right) \cdots\right)\right\|_{F} \tag{5.28}
\end{align*}
$$

We need to bound terms of the form (for $q \in[d]$ and $p \in[d-1]$ )

$$
\begin{align*}
& \left\|\mathbf{B}_{\{1,2, \ldots, d\}} \nabla \mathbf{U}_{1} \nabla \cdots \nabla\left(\mathbf{B}_{\{q, q+1, \ldots, d\}} \nabla\left(\mathbf{U}_{q}-\overline{\mathbf{U}}_{q}\right) \nabla\left(\overline{\mathbf{B}}_{\{q+1, \ldots, d\}} \nabla \cdots \nabla \overline{\mathbf{U}}_{d}\right) \cdots\right)\right\|_{F},  \tag{5.29}\\
& \text { and }\left\|\mathbf{B}_{\{1,2, \ldots, d\}} \nabla \mathbf{U}_{1} \nabla \cdots \nabla \mathbf{U}_{p-1} \nabla\left(\left(\mathbf{B}_{\{p, p+1, \ldots, d\}}-\overline{\mathbf{B}}_{\{p, p+1, \ldots, d\}}\right) \nabla \overline{\mathbf{U}}_{p} \nabla\left(\cdots \nabla \overline{\mathbf{U}}_{d}\right) \cdots\right)\right\|_{F} . \tag{5.30}
\end{align*}
$$

To estimate (5.29), we use orthogonality of $\mathbf{U}_{q}, \overline{\mathbf{U}}_{q}, q \in[d]$, and right-orthogonality of $\mathbf{B}_{\{p, p+1 \ldots, d\}}$, $\overline{\mathbf{B}}_{\{p, p+1, \ldots, d\}}, p=2,3, \ldots, d-1$, to obtain

$$
\left\|\mathbf{B}_{\{1,2, \ldots, d\}} \nabla \mathbf{U}_{1} \nabla \cdots \nabla\left(\mathbf{B}_{\{q, q+1, \ldots, d\}} \nabla\left(\mathbf{U}_{q}-\overline{\mathbf{U}}_{q}\right) \nabla\left(\overline{\mathbf{B}}_{\{q+1, \ldots, d\}} \nabla \cdots \nabla \overline{\mathbf{U}}_{d}\right) \cdots\right)\right\|_{F}^{2}
$$

$$
\begin{aligned}
& =\sum_{\substack{i_{1}, \ldots, i_{d}}} \sum_{\substack{j_{1}, \ldots, j_{d} \\
k_{1}, \ldots, k_{d}}} \sum_{j_{23} \ldots d, k_{23} \ldots d,} \sum_{\{1,2, \ldots, d\}}\left(1, j_{1}, j_{23 \ldots d}\right) \mathbf{B}_{\{1,2, \ldots, d\}}\left(1, k_{1}, k_{23 \ldots d}\right) \mathbf{U}_{1}\left(i_{1}, j_{1}\right) \mathbf{U}_{1}\left(i_{1}, k_{1}\right) \\
& { }_{j}^{\cdots-1, d} \stackrel{\cdots}{k_{d-1, d}} \\
& \cdots \mathbf{B}_{\{q, q+1, \ldots, d\}}\left(j_{q, q+1 \ldots d}, j_{q}, j_{q+1 \ldots d}\right) \mathbf{B}_{\{q, q+1, \ldots, d\}}\left(k_{q, q+1 \ldots d}, k_{q}, k_{q+1 \ldots d}\right) \\
& \cdot\left(\mathbf{U}_{q}-\overline{\mathbf{U}}_{q}\right)\left(i_{q}, j_{q}\right)\left(\mathbf{U}_{q}-\overline{\mathbf{U}}_{q}\right)\left(i_{q}, k_{q}\right) \overline{\mathbf{B}}_{\{q+1, \ldots, d\}}\left(j_{q+1 \ldots d}, j_{q+1}, j_{q+2 \ldots d}\right) \\
& \cdot \overline{\mathbf{B}}_{\{q+1, \ldots, d\}}\left(k_{q+1 \ldots d}, k_{q+1}, k_{q+2 \ldots d}\right) \cdots \overline{\mathbf{U}}_{d}\left(i_{d}, j_{d}\right) \overline{\mathbf{U}}_{d}\left(i_{d}, k_{d}\right) \\
& =\sum_{i_{q}} \sum_{\substack{j_{1}, \ldots, j_{q} \\
k_{q}}} \sum_{\substack{j_{23} \ldots d, j_{3} \ldots d, \ldots, j_{q+1} \ldots d}} \sum_{\substack{k_{23} \ldots d, k_{3} \ldots d, \ldots,}} \mathbf{B}_{\{1,2, \ldots, d\}}\left(1, j_{1}, j_{23 \ldots d}\right) \mathbf{B}_{\{1,2, \ldots, d\}}\left(1, j_{1}, k_{23 \ldots d}\right) \\
& \ldots \overline{\mathbf{B}}_{\{q, q+1, \ldots, d\}}\left(j_{q, q+1 \ldots d}, j_{q}, j_{q+1 \ldots d}\right) \overline{\mathbf{B}}_{\{q, q+1, \ldots, d\}}\left(k_{q, q+1 \ldots d}, k_{q}, j_{q+1 \ldots d}\right) \\
& \cdot\left(\mathbf{U}_{q}-\overline{\mathbf{U}}_{q}\right)\left(i_{q}, j_{q}\right)\left(\mathbf{U}_{q}-\overline{\mathbf{U}}_{q}\right)\left(i_{q}, k_{q}\right) \\
& =\left\langle\Delta \mathbf{U}_{q}, \square \overline{\mathbf{B}}_{\{q, q+1, \ldots, d\}}\right\rangle \leq\left\|\Delta \mathbf{U}_{q}\right\|_{2 \rightarrow 2}\left\|\square \overline{\mathbf{B}}_{\{q, q+1, \ldots, d\}}\right\|_{*},
\end{aligned}
$$

where

$$
\begin{aligned}
\Delta \mathbf{U}_{q}\left(j_{q}, k_{q}\right)= & \sum_{i_{q}}\left(\mathbf{U}_{q}-\overline{\mathbf{U}}_{q}\right)\left(i_{q}, j_{q}\right)\left(\mathbf{U}_{q}-\overline{\mathbf{U}}_{q}\right)\left(i_{q}, k_{q}\right), \\
\square \overline{\mathbf{B}}_{\{q, q+1, \ldots, d\}}\left(j_{q}, k_{q}\right)= & \sum_{j_{1}, \ldots, j_{q-1}} \sum_{\substack{j_{23}, \ldots d \\
j_{3} \ldots d, \ldots, j_{q+1, \ldots, d} \ldots, k_{q, \ldots, d}}} \sum_{\substack{k_{23} \ldots d, k_{3}, \ldots, d}} \mathbf{B}_{\{1,2, \ldots, d\}}\left(1, j_{1}, j_{23 \ldots d}\right) \mathbf{B}_{\{1,2, \ldots, d\}}\left(1, j_{1}, k_{23 \ldots d}\right) \\
& \cdots \mathbf{B}_{\{q-1, q, \ldots, d\}}\left(j_{q-1, q \ldots d}, j_{q-1}, j_{q \ldots d}\right) \mathbf{B}_{\{q-1, q, \ldots, d\}}\left(k_{q-1, q \ldots d}, j_{q-1}, k_{q \ldots d}\right) \\
& \cdot \overline{\mathbf{B}}_{\{q, q+1, \ldots, d\}}\left(j_{q, q+1 \ldots d}, j_{q}, j_{q+1 \ldots d}\right) \overline{\mathbf{B}}_{\{q, q+1, \ldots, d\}}\left(k_{q, q+1 \ldots d}, k_{q}, j_{q+1 \ldots d}\right)
\end{aligned}
$$

We have

$$
\left\|\Delta \mathbf{U}_{q}\right\|_{2 \rightarrow 2}=\left\|\mathbf{U}_{q}-\overline{\mathbf{U}}_{q}\right\|_{2 \rightarrow 2}^{2} \leq\left\|\mathbf{U}_{q}-\overline{\mathbf{U}}_{q}\right\|_{F}^{2} \leq r\left\|\mathbf{U}_{q}-\overline{\mathbf{U}}_{q}\right\|_{1,2}^{2}
$$

Since $\square \overline{\mathbf{B}}_{\{q, q+1, \ldots, d\}}$ is symmetric and positive semidefinite

$$
1=\|\overline{\mathbf{X}}\|_{F}^{2}=\left\langle\mathbf{I}, \square \overline{\mathbf{B}}_{\{q, q+1, \ldots, d\}}\right\rangle=\operatorname{tr}\left(\square \overline{\mathbf{B}}_{\{q, q+1, \ldots, d\}}\right)=\left\|\square \overline{\mathbf{B}}_{\{q, q+1, \ldots, d\}}\right\|_{*}
$$

Hence,

$$
\begin{aligned}
&\left\|\mathbf{B}_{\{1,2, \ldots, d\}} \nabla \mathbf{U}_{1} \nabla \cdots \nabla\left(\mathbf{B}_{\{q, q+1, \ldots, d\}} \nabla\left(\mathbf{U}_{q}-\overline{\mathbf{U}}_{q}\right) \nabla\left(\overline{\mathbf{B}}_{\{q+1, \ldots, d\}} \nabla \cdots \nabla \overline{\mathbf{U}}_{d}\right) \cdots\right)\right\|_{F} \\
& \leq \sqrt{r}\left\|\mathbf{U}_{q}-\overline{\mathbf{U}}_{q}\right\|_{1,2}
\end{aligned}
$$

In a similar way, distinguishing the cases $p=1$ and $p=2, \ldots, d-1$, we estimate terms of the form (5.30) as

$$
\left\|\mathbf{B}_{\{1,2, \ldots, d\}} \nabla \mathbf{U}_{1} \nabla \cdots \nabla \mathbf{U}_{p-1} \nabla\left(\left(\mathbf{B}_{\{p, p+1, \ldots, d\}}-\overline{\mathbf{B}}_{\{p, p+1, \ldots, d\}}\right) \nabla \overline{\mathbf{U}}_{p} \nabla\left(\cdots \nabla \overline{\mathbf{U}}_{d}\right) \cdots\right)\right\|_{F} \leq \frac{\varepsilon}{2 d-1}
$$

Plugging the bounds into 5.28 completes the proof for the TT decomposition.

The proof of Theorem 5.7 also requires a recent deviation bound 49, 95 for random variables of the form $X=\sup _{\mathbf{B} \in \mathcal{B}}\left|\|\mathbf{B} \boldsymbol{\xi}\|_{2}^{2}-\mathbb{E}\|\mathbf{B} \boldsymbol{\xi}\|_{2}^{2}\right|$ in terms of a complexity parameter of the set of matrices $\mathcal{B}$ involving covering numbers. In order to state it, we introduce the radii of a set of
matrices $\mathcal{B}$ in the Frobenius norm, the operator norm, and the Schatten-4 norm as

$$
d_{F}(\mathcal{B}):=\sup _{\mathbf{B} \in \mathcal{B}}\|\mathbf{B}\|_{F}, d_{2 \rightarrow 2}(\mathcal{B}):=\sup _{\mathbf{B} \in \mathcal{B}}\|\mathbf{B}\|_{2 \rightarrow 2}, d_{4}(\boldsymbol{\mathcal { B }}):=\sup _{\mathbf{B} \in \mathcal{B}}\|\mathbf{B}\|_{S_{4}}=\sup _{\mathbf{B} \in \mathcal{B}}\left(\operatorname{tr}\left(\mathbf{B}^{T} \mathbf{B}\right)^{2}\right)^{1 / 4}
$$

The complexity parameter is Talagrand's $\gamma_{2}$-functional $\gamma_{2}\left(\mathcal{B},\|\cdot\|_{2 \rightarrow 2}\right)$. We do not give the precise definition here, but refer to 151 for details. For us, it is only important that it can be bounded in terms of covering numbers via a Dudley type integral [53, 151 as

$$
\begin{equation*}
\gamma_{2}\left(\boldsymbol{\mathcal { B }},\|\cdot\|_{2 \rightarrow 2}\right) \leq C \int_{0}^{d_{2 \rightarrow 2}(\mathcal{B})} \sqrt{\log \mathcal{N}\left(\mathcal{B},\|\cdot\|_{2 \rightarrow 2}, u\right)} d u \tag{5.31}
\end{equation*}
$$

We will use the following result from [49, Theorem 6.5] which is a slightly refined version of the main result of 95].

Theorem 5.10. Let $\mathcal{B}$ be a set of matrices, and let $\boldsymbol{\xi}$ be a random vector whose entries $\xi_{j}$ are independent, mean-zero, variance 1 and $L$-subgaussian random variables. Set

$$
\begin{aligned}
E & =\gamma_{2}\left(\mathcal{B},\|\cdot\|_{2 \rightarrow 2}\right)\left(\gamma_{2}\left(\mathcal{B},\|\cdot\|_{2 \rightarrow 2}\right)+d_{F}(\mathcal{B})\right)+d_{F}(\mathcal{B}) d_{2 \rightarrow 2}(\boldsymbol{\mathcal { B }}) \\
V & =d_{4}^{2}(\boldsymbol{\mathcal { B }}), \text { and } U=d_{2 \rightarrow 2}^{2}(\mathcal{B}) .
\end{aligned}
$$

Then, for $t>0$,

$$
\mathbb{P}\left(\sup _{\mathbf{B} \in \mathcal{B}}\left|\|\mathbf{B} \boldsymbol{\xi}\|_{2}^{2}-\mathbb{E}\|\mathbf{B} \boldsymbol{\xi}\|_{2}^{2}\right| \geq c_{1} E+t\right) \leq 2 \exp \left(-c_{2} \min \left\{\frac{t^{2}}{V^{2}}, \frac{t}{U}\right\}\right) .
$$

The constants $c_{1}, c_{2}$ only depend on $L$.

Proof of Theorem 5.7. We write

$$
\mathcal{A}(\mathbf{X})=\mathbf{V}_{\mathbf{X}} \boldsymbol{\xi}
$$

where $\boldsymbol{\xi}$ is an $L$-subgaussian random vector of length $n_{1} n_{2} \cdots n_{d} m$ and $\mathbf{V}_{\mathbf{X}}$ is the $m \times n_{1} n_{2} \cdots n_{d} m$ block-diagonal matrix

$$
\mathbf{V}_{\mathbf{X}}=\frac{1}{\sqrt{m}}\left[\begin{array}{cccc}
\mathbf{x}^{T} & \mathbf{0} & \cdots & \mathbf{0} \\
\mathbf{0} & \mathbf{x}^{T} & \cdots & \mathbf{0} \\
\vdots & \vdots & \ddots & \vdots \\
\mathbf{0} & \mathbf{0} & \cdots & \mathbf{x}^{T}
\end{array}\right]
$$

with $\mathbf{x}$ being the vectorized version of the tensor $\mathbf{X}$. With this notation the restricted isometry constant is given by

$$
\delta_{\mathbf{r}}=\sup _{\mathbf{X} \in \mathcal{T}}\left|\left\|\mathbf{V}_{\mathbf{X}} \boldsymbol{\xi}\right\|_{2}^{2}-\mathbb{E}\left\|\mathbf{V}_{\mathbf{X}} \boldsymbol{\xi}\right\|_{2}^{2}\right|,
$$

where in the HOSVD case $\mathcal{T}=\mathcal{S}_{\mathbf{r}}=\left\{\mathbf{X} \in \mathbb{R}^{n_{1} \times n_{2} \times \cdots \times n_{d}}: \operatorname{rank}_{\text {HOSVD }}(\mathbf{X}) \leq \mathbf{r},\|\mathbf{X}\|_{F}=1\right\}$, and $\mathcal{T}=\mathcal{S}_{\mathbf{r}}^{\mathrm{HT}}=\left\{\mathbf{X} \in \mathbb{R}^{n_{1} \times n_{2} \times \cdots \times n_{d}}: \operatorname{rank}_{\mathrm{HT}}(\mathbf{X}) \leq \mathbf{r},\|\mathbf{X}\|_{F}=1\right\}$ in the HT-case (including the TT case). Theorem 5.10 provides a general probabilistic bound for expressions in the form of the right hand side above in terms of the diameters $d_{F}(\mathcal{B}), d_{2 \rightarrow 2}(\mathcal{B})$, and $d_{4}(\mathcal{B})$ of the set $\mathcal{B}:=$ $\left\{\mathbf{V}_{\mathbf{X}}: \mathbf{X} \in \boldsymbol{\mathcal { T }}\right\}$, as well as in terms of Talagrand's functional $\gamma_{2}\left(\mathcal{B},\|\cdot\|_{2 \rightarrow 2}\right)$. It is straightforward
to see that $d_{F}(\boldsymbol{\mathcal { B }})=1$, since $\|\mathbf{X}\|_{F}=1$, for all $\mathbf{X} \in \mathcal{T}$. Furthermore, for all $\mathbf{X} \in \mathcal{T}$,

$$
m \mathbf{V}_{\mathbf{X}} \mathbf{V}_{\mathbf{X}}^{T}=\left[\begin{array}{cccc}
\mathbf{x}^{T} \mathbf{x} & \mathbf{0} & \cdots & \mathbf{0}  \tag{5.32}\\
\mathbf{0} & \mathbf{x}^{T} \mathbf{x} & \cdots & \mathbf{0} \\
\vdots & \vdots & \ddots & \vdots \\
\mathbf{0} & \mathbf{0} & \cdots & \mathbf{x}^{T} \mathbf{x}
\end{array}\right]=\left[\begin{array}{cccc}
\|\mathbf{x}\|_{2}^{2} & \mathbf{0} & \cdots & \mathbf{0} \\
\mathbf{0} & \|\mathbf{x}\|_{2}^{2} & \cdots & \mathbf{0} \\
\vdots & \vdots & \ddots & \vdots \\
\mathbf{0} & \mathbf{0} & \cdots & \|\mathbf{x}\|_{2}^{2}
\end{array}\right]=\mathbf{I}_{m}
$$

so that $\left\|\mathbf{V}_{\mathbf{X}}\right\|_{2 \rightarrow 2}=\frac{1}{\sqrt{m}}$ and $d_{2 \rightarrow 2}(\boldsymbol{\mathcal { B }})=\frac{1}{\sqrt{m}}$. (Since the operator norm of a block-diagonal matrix is the maximum of the operator norm of its diagonal blocks we obtain

$$
\begin{equation*}
\left.\left\|\mathbf{V}_{\mathbf{X}}\right\|_{2 \rightarrow 2}=\frac{1}{\sqrt{m}}\|\mathbf{x}\|_{2}=\frac{1}{\sqrt{m}}\|\mathbf{X}\|_{F} .\right) \tag{5.33}
\end{equation*}
$$

From the cyclicity of the trace and 5.32 it follows that

$$
\left\|\mathbf{V}_{\mathbf{X}}\right\|_{S_{4}}^{4}=\operatorname{tr}\left[\left(\mathbf{V}_{\mathbf{X}}^{T} \mathbf{V}_{\mathbf{X}}\right)^{2}\right]=\operatorname{tr}\left[\left(\mathbf{V}_{\mathbf{X}} \mathbf{V}_{\mathbf{X}}^{T}\right)^{2}\right]=\operatorname{tr}\left[\left(\frac{1}{m} \mathbf{I}_{m}\right)^{2}\right]=\operatorname{tr}\left(\frac{1}{m^{2}} \mathbf{I}_{m}\right)=\frac{1}{m}
$$

for all $\mathbf{V}_{\mathbf{X}} \in \mathcal{B}$. Thus, $d_{4}^{2}(\mathcal{B})=\sup _{\mathbf{V}_{\mathbf{X}} \in \mathcal{B}}\left\|\mathbf{V}_{\mathbf{X}}\right\|_{S_{4}}^{2}=\frac{1}{\sqrt{m}}$. Using observation (5.33), the bound of the $\gamma_{2}$-functional via the Dudley type integral (5.31) yields

$$
\begin{equation*}
\gamma_{2}\left(\mathcal{B},\|\cdot\|_{2 \rightarrow 2}\right) \leq C \frac{1}{\sqrt{m}} \int_{0}^{1} \sqrt{\log \left(\mathcal{N}\left(\mathcal{S}_{\mathbf{r}},\|\cdot\|_{F}, u\right)\right)} d u \tag{5.34}
\end{equation*}
$$

where $\mathcal{S}_{\mathbf{r}}$ is replaced by $\mathcal{S}_{\mathbf{r}}^{\mathrm{HT}}$ in the HT case.
Let us first continue with the HOSVD case. Using the bound 5.20 for $\mathcal{N}\left(\mathcal{S}_{\mathbf{r}},\|\cdot\|_{F}, u\right)$ and the triangle inequality we reach

$$
\begin{align*}
\gamma_{2}\left(\mathcal{B},\|\cdot\|_{2 \rightarrow 2}\right) & \leq C \frac{1}{\sqrt{m}} \int_{0}^{1} \sqrt{\left(r_{1} r_{2} \cdots r_{d}+\sum_{i=1}^{d} n_{i} r_{i}\right) \log (3(d+1) / u)} d u \\
& =C \sqrt{\frac{r_{1} r_{2} \cdots r_{d}+\sum_{i=1}^{d} n_{i} r_{i}}{m}} \int_{0}^{1} \sqrt{\log (d+1)+\log (3 / u)} d u \\
& \leq C \sqrt{\frac{r_{1} r_{2} \cdots r_{d}+\sum_{i=1}^{d} n_{i} r_{i}}{m}}\left(\sqrt{\log (d+1)}+\int_{0}^{1} \sqrt{\log (3 / u)} d u\right) \\
& \leq \tilde{C} \sqrt{\frac{\left(r_{1} r_{2} \cdots r_{d}+\sum_{i=1}^{d} n_{i} r_{i}\right) \log (d)}{m}} \leq \tilde{C} \sqrt{\frac{\left(r^{d}+d n r\right) \log (d)}{m}} \tag{5.35}
\end{align*}
$$

where $r:=\max \left\{r_{i}: i \in[d]\right\}$ and $n:=\max \left\{n_{i}: i \in[d]\right\}$.
Let us now consider the HT case (including the TT case). Using the bound (5.34) of the $\gamma_{2^{-}}$ functional via Dudley type integral and the covering number bound 5.22 for $\mathcal{N}\left(\mathcal{S}_{\mathbf{r}}^{\mathrm{HT}},\|\cdot\|_{F}, u\right)$, we obtain

$$
\begin{aligned}
\gamma_{2}\left(\mathcal{B},\|\cdot\|_{2 \rightarrow 2}\right) & \leq C \frac{1}{\sqrt{m}} \int_{0}^{1} \sqrt{\log \left(\mathcal{N}\left(\mathcal{S}_{\mathbf{r}}^{\mathrm{HT}},\|\cdot\|_{F}, u\right)\right)} d u \\
& \leq C \frac{1}{\sqrt{m}} \sqrt{\sum_{t \in \mathcal{I}\left(T_{I}\right)} r_{t} r_{t_{1}} r_{t_{2}}+\sum_{i=1}^{d} r_{i} n_{i} \cdot \int_{0}^{1} \sqrt{\log (3(2 d-1) \sqrt{r} / u)} d u} \\
& \leq \tilde{C}_{1} \sqrt{\frac{\left(\sum_{t \in \mathcal{I}\left(T_{I}\right)} r_{t} r_{t_{1}} r_{t_{2}}+\sum_{i=1}^{d} r_{i} n_{i}\right) \log ((2 d-1) \sqrt{r})}{m}}
\end{aligned}
$$

$$
\begin{equation*}
\leq \tilde{C}_{1} \sqrt{\frac{\left((d-1) r^{3}+d n r\right) \log ((2 d-1) \sqrt{r})}{m}} . \tag{5.36}
\end{equation*}
$$

In order to apply Theorem 5.10 we note that

$$
\begin{aligned}
E & =\gamma_{2}\left(\mathcal{B},\|\cdot\|_{2 \rightarrow 2}\right)\left(\gamma_{2}\left(\mathcal{B},\|\cdot\|_{2 \rightarrow 2}\right)+d_{F}(\boldsymbol{\mathcal { B }})\right)+d_{F}(\boldsymbol{\mathcal { B }}) d_{2 \rightarrow 2}(\boldsymbol{\mathcal { B }}) \\
& =\gamma_{2}^{2}\left(\boldsymbol{\mathcal { B }},\|\cdot\|_{2 \rightarrow 2}\right)+\gamma_{2}\left(\boldsymbol{\mathcal { B }},\|\cdot\|_{2 \rightarrow 2}\right)+\frac{1}{\sqrt{m}} \\
V & =d_{4}^{2}(\boldsymbol{B})=\frac{1}{\sqrt{m}}, \quad U=d_{2 \rightarrow 2}^{2}(\mathcal{B})=\frac{1}{m} .
\end{aligned}
$$

The bound on $m$ of Theorem 5.7 ensures that $c_{1} E \leq \delta / 2$ and that $2 \exp \left(-c_{2} \min \left\{\frac{t^{2}}{V^{2}}, \frac{t}{U}\right\}\right) \leq \varepsilon$ with $t=\delta / 2$ (provided constants are chosen appropriately). Therefore, the claim follows from Theorem 5.10.

### 5.3. Random Fourier measurements

While subgaussian measurements often provide benchmark guarantees in compressive sensing and low-rank recovery in terms of the minimal number of required measurements, they lack of any structure and therefore are of limited use in practice. In particular, no fast multiplication routines are available for them. In order to overcome such limitations, structured random measurement matrices have been studied in compressive sensing [28, 60, 96, 129] and low-rank matrix recovery [23, 27, 58, 96] and almost optimal recovery guarantees have been shown.

In this section, we extend one particular construction of a randomized Fourier transform from the matrix case [58, Section 1] to the tensor case. The measurement map

$$
\mathcal{A}: \mathbb{C}^{n_{1} \times n_{2} \times \cdots \times n_{d}} \rightarrow \mathbb{C}^{m}, \quad \mathcal{A}=\frac{1}{\sqrt{m}} \mathcal{R}_{\Omega} \mathcal{F}_{d} \mathcal{D}
$$

is the composition of a random sign flip map $\mathcal{D}: \mathbb{C}^{n_{1} \times n_{2} \times \cdots \times n_{d}} \rightarrow \mathbb{C}^{n_{1} \times n_{2} \times \cdots \times n_{d}}$ defined componentwise as $\mathcal{D}(\mathbf{X})\left(j_{1}, \ldots, j_{d}\right)=\epsilon_{j_{1}, \ldots, j_{d}} \mathbf{X}\left(j_{1}, \ldots, j_{d}\right)$ with the $\epsilon_{j_{1}, \ldots, j_{d}}$ being independent $\pm 1$ Rademacher variables, a $d$-dimensional Fourier transform

$$
\begin{aligned}
& \mathcal{F}_{d}: \mathbb{C}^{n_{1} \times n_{2} \times \cdots \times n_{d}} \rightarrow \mathbb{C}^{n_{1} \times n_{2} \times \cdots \times n_{d}} \\
& \mathcal{F}_{d}(\mathbf{X})\left(j_{1}, \ldots, j_{d}\right)=\sum_{k_{1}=1}^{n_{1}} \cdots \sum_{k_{d}=1}^{n_{d}} \mathbf{X}\left(k_{1}, \ldots, k_{d}\right) e^{-2 \pi i \sum_{\ell=1}^{d} \frac{k_{\ell} j_{\ell}}{n_{\ell}}},
\end{aligned}
$$

and a random subsampling operator $\mathcal{R}_{\boldsymbol{\Omega}}: \mathbb{C}^{n_{1} \times n_{2} \times \cdots \times n_{d}} \rightarrow \mathbb{C}^{\boldsymbol{\Omega}}=\mathbb{C}^{m}, \mathcal{R}_{\boldsymbol{\Omega}}(\mathbf{X})_{\mathbf{j}}=\mathbf{X}(\mathbf{j})$ for $\mathbf{j} \in$ $\boldsymbol{\Omega} \subset\left[n_{1}\right] \times \cdots \times\left[n_{d}\right]$, where $\boldsymbol{\Omega}$ is selected uniformly at random among all subsets of $\left[n_{1}\right] \times \cdots \times\left[n_{d}\right]$ of cardinality $m$. Instead of the $d$-dimensional Fourier transform, we can also use the 1-dimensional Fourier transform applied to the vectorized version of a tensor $\mathbf{X}$ without changes in the results below. Since the Fourier transform can be applied quickly in $\mathcal{O}\left(n^{d} \log n^{d}\right), n=\max \left\{n_{\ell}: \ell \in[d]\right\}$, operations using the FFT, the map $\mathcal{A}$ runs with this computational complexity - as opposed to the trivial running time of $\mathcal{O}\left(n^{2 d}\right)$ for unstructured measurement maps. By vectorizing tensors in $\mathbb{C}^{n_{1} \times n_{2} \times \cdots \times n_{d}}$, the map $\mathcal{A}$ can be written as a partial random Fourier matrices with randomized column signs.

The randomized Fourier map $\mathcal{A}$ satisfies the TRIP for an almost optimal number of measurements as shown by the next result.

Theorem 5.11. Let $\mathcal{A}: \mathbb{C}^{n_{1} \times n_{2} \times \cdots \times n_{d}} \rightarrow \mathbb{C}^{m}$ be the randomized Fourier map described above. Then $\mathcal{A}$ satisfies TRIP with tensor restricted isometry constant $\delta_{\mathbf{r}}$ with probability exceeding $1-2 e^{-\eta}$ as long as

$$
\begin{equation*}
m \geq C \delta_{\mathbf{r}}^{-1}(1+\eta) \log ^{2}\left(n^{d}\right) \max \left\{\delta_{\mathbf{r}}^{-1}(1+\eta) \log ^{2}\left(n^{d}\right), f(n, d, r)\right\} \tag{5.37}
\end{equation*}
$$

where

$$
\begin{aligned}
& f(n, d, r)=\left(r^{d}+d n r\right) \log (d) \quad \text { for the HOSVD case } \\
& f(n, d, r)=\left(d r^{3}+d n r\right) \log (d r) \quad \text { for the TT and HT case, }
\end{aligned}
$$

$n=\max \left\{n_{i}: i \in[d]\right\}$ and $r=\max \left\{r_{t}: t \in T_{I}\right\}$.
To prove Theorem 5.11 we use a special case of Theorem 3.3 in 127 (included in Appendix A as Theorem A.4 for the partial Fourier matrix with randomized column signs, which generalizes the main result of 97 . Using that the Gaussian width of a set $\mathcal{T}$ is equivalent to $\gamma_{2}\left(\mathcal{T},\|\cdot\|_{2}\right)$ by Talagrand's majorizing theorem [149, 150, this result reads in our notation as follows.

Theorem 5.12. Let $\mathcal{T} \subset \mathbb{C}^{n_{1} \times n_{2} \times \cdots \times n_{d}}$ and let $\mathcal{A}: \mathbb{C}^{n_{1} \times n_{2} \times \cdots \times n_{d}} \rightarrow \mathbb{C}^{m}$ be the randomized Fourier map as described above. Then for $0<\delta<1$

$$
\sup _{\mathbf{X} \in \mathcal{T}}\left|\|\mathcal{A}(\mathbf{X})\|_{2}^{2}-\|\mathbf{X}\|_{2}^{2}\right| \leq \delta \cdot\left(d_{F}(\boldsymbol{\mathcal { T }})\right)^{2}
$$

holds with probability at least $1-2 e^{-\eta}$ as long as

$$
\begin{equation*}
m \geq C \delta^{-2}(1+\eta)^{2}\left(\log \left(n_{1} \cdots n_{d}\right)\right)^{4} \max \left\{1, \frac{\gamma_{2}^{2}\left(\boldsymbol{\mathcal { T }},\|\cdot\|_{F}\right)}{\left(d_{F}(\mathcal{T})\right)^{2}}\right\} \tag{5.38}
\end{equation*}
$$

Proof of Theorem 5.11. We use $\boldsymbol{\mathcal { T }}=\mathcal{S}_{\mathbf{r}}$ and $\boldsymbol{\mathcal { T }}=\mathcal{S}_{\mathbf{r}}^{\mathrm{HT}}$ and recall that $d_{F}(\boldsymbol{\mathcal { T }})=1$. Moreover, $\gamma_{2}\left(\mathcal{T},\|\cdot\|_{F}\right)$ has been estimated in 5.35 and 5.36). By distinguishing cases, one then verifies that 5.38 implies 5.37 so that Theorem 5.12 implies Theorem 5.11 .

Using recent improved estimates for the standard RIP for random partial Fourier matrices [12, 77] in connection with techniques from [127] it may be possible to improve Theorem 5.12 and thereby (5.37) in terms of logarithmic factors.

### 5.4. Numerical results

We present numerical results for recovery of third order tensors $\mathbf{X} \in \mathbb{R}^{n_{1} \times n_{2} \times n_{3}}$ and the HOSVD format which illustrate that tensor iterative hard thresholding works very well despite the fact that we only have a partial recovery result. We ran experiments for both versions (CTIHT and NTIHT) of the algorithm and for Gaussian random measurement maps, randomized Fourier measurement maps (where $\mathbf{X} \in \mathbb{C}^{n_{1} \times n_{2} \times n_{3}}$ ), and tensor completion, i.e., recovery from randomly chosen entries of the tensor. (No theoretical investigations are yet available for the latter scenario).

For other related numerical results, we refer to papers [45, 65, where they have considered a slightly different versions of the tensor iterative hard thresholding algorithm and compared it with NTIHT.

We consider recovery of a cubic tensor, i.e., $n_{1}=n_{2}=n_{3}=10$, with equal and unequal ranks of its unfoldings, respectively, (first and second experiment) and of a non-cubic tensor $\mathbf{X} \in \mathbb{R}^{6 \times 10 \times 15}$ with equal ranks of the unfoldings, i.e., $r_{1}=r_{2}=r_{3}=r$ (third experiment). For

| type | tensor dimensions | rank | CTIHT- $\bar{n}$ | CPU time in sec |
| :---: | :---: | :---: | :---: | :---: |
| Fourier | $100 \times 100 \times 100$ | $(1,1,1)$ | 10 | 16.2709 |
|  | $100 \times 100 \times 100$ | $(1,1,1)$ | 20 | 14.9761 |
|  | $100 \times 100 \times 100$ | $(5,5,5)$ | 10 | 31.8866 |
|  | $100 \times 100 \times 100$ | $(5,5,5)$ | 20 | 26.3486 |
|  | $100 \times 100 \times 100$ | $(7,7,7)$ | 20 | 27.2222 |
|  | $100 \times 100 \times 100$ | $(10,10,10)$ | 20 | 36.3950 |
| Fourier | $200 \times 200 \times 200$ | $(1,1,1)$ | 10 | 142.2105 |

Table 5.1. The numerical experiments are run on a personal computer with processor Intel(R) Core(TM) i7-2600 CPU @ 3.40 GHz on Windows 7 Professional Platform (with 64-bit operating system) and 8 GB RAM; $\bar{n}$ denotes the percentage of measurements - the number of measurements equals to $m=\left\lceil n_{1} n_{2} n_{3} \frac{\bar{n}}{100}\right\rceil$;
fixed tensor dimensions $n_{1} \times n_{2} \times n_{3}$, fixed HOSVD-rank $\mathbf{r}=\left(r_{1}, r_{2}, r_{3}\right)$ and a fixed number of measurements $m$ we performed 200 simulations. We say that an algorithm successfully recovers the original tensor $\mathbf{X}_{0}$ if the reconstruction $\mathbf{X}^{\#}$ satisfies $\left\|\mathbf{X}_{0}-\mathbf{X}^{\#}\right\|_{F}<10^{-3}$ for Gaussian measurement maps and Fourier measurement ensembles, and $\mathbf{X}^{\#}$ such that $\left\|\mathbf{X}_{0}-\mathbf{X}^{\#}\right\|_{F}<2.5 \cdot 10^{-3}$ for tensor completion. The algorithm stops in iteration $j$ if $\left\|\mathbf{X}^{j+1}-\mathbf{X}^{j}\right\|_{F}<10^{-4}$ in which case we say that the algorithm converged, or it stops if it reached 5000 iterations.

A Gaussian linear mapping $\mathcal{A}: \mathbb{R}^{n_{1} \times n_{2} \times n_{3}} \rightarrow \mathbb{R}^{m}$ is defined by tensors $\mathbf{A}_{k} \in \mathbb{R}^{n_{1} \times n_{2} \times n_{3}}$ via $[\mathcal{A}(\mathbf{X})](k)=\left\langle\mathbf{X}, \mathbf{A}_{k}\right\rangle$, for all $k \in[m]$, where the entries of the tensors $\mathbf{A}_{k}$ are i.i.d. Gaussian $\mathcal{N}\left(0, \frac{1}{m}\right)$. The tensor $\mathbf{X}^{0} \in \mathbb{R}^{n_{1} \times n_{2} \times n_{3}}$ of rank $\mathbf{r}=\left(r_{1}, r_{2}, r_{3}\right)$ is generated via its Tucker decomposition $\mathbf{X}^{0}=\mathbf{S} \times{ }_{1} \mathbf{U}_{1} \times{ }_{2} \mathbf{U}_{2} \times{ }_{3} \mathbf{U}_{3}$ : Each of the elements of the tensor $\mathbf{S}$ is taken independently from the normal distribution $\mathcal{N}(0,1)$, and the components $\mathbf{U}_{k} \in \mathbb{R}^{n_{k} \times r_{k}}$ are the first $r_{k}$ left singular vectors of a matrix $\mathbf{M}_{k} \in \mathbb{R}^{n_{k} \times n_{k}}$ whose elements are also drawn independently from the normal distribution $\mathcal{N}(0,1)$.

We have used the toolbox TensorLab [143] for computing the HOSVD decomposition of a given tensor and the truncation operator $\mathcal{H}_{r}$. By exploiting the Fast Fourier Transform (FFT), the measurement operator $\mathcal{A}$ from Section 5.3 related to the Fourier transform and its adjoint $\mathcal{A}^{*}$ can be applied efficiently which leads to reasonable run-times for comparably large tensor dimensions, see Table 5.1.

The numerical results for low-rank tensor recovery obtained via the NTIHT algorithm and Gaussian measurement maps are presented in Figures 5.3, 5.4, and 5.5. In Figure 5.3 and 5.4 we present the recovery results for low-rank tensors of size $10 \times 10 \times 10$. The horizontal axis represents the number of measurements taken with respect to the number of degrees of freedom of an arbitrary tensor of this size. To be more precise, for a tensor of size $n_{1} \times n_{2} \times n_{3}$, the number $\bar{n}$ on the horizontal axis represents $m=\left\lceil n_{1} n_{2} n_{2} \frac{\bar{n}}{100}\right\rceil$ measurements. The vertical axis represents the percentage of successful recovery.

Finally, in Table 5.2 we present numerical results for third order tensor recovery via the CTIHT and the NTIHT algorithm. We consider Gaussian measurement maps, Fourier measurement ensembles, and tensor completion. With $m_{0}$ we denote the minimal number of measurements that are necessary to get full recovery and with $m_{1}$ we denote the maximal number of measurements for which we do not manage to recover any out of 200 tensors.


Figure 5.3. Recovery of low HOSVD-rank $10 \times 10 \times 10$ tensors of rank $\mathbf{r}=$ $(r, r, r)$ via NTIHT


Figure 5.4. Recovery of low HOSVD-rank $10 \times 10 \times 10$ tensors of different unfolding ranks via NTIHT


Figure 5.5. Recovery of low HOSVD-rank $6 \times 10 \times 15$ tensors of rank $\mathbf{r}=(r, r, r)$ via NTIHT

| type | tensor dimensions | rank | NTIHT- $\bar{n}_{0}$ | NTIHT- $\bar{n}_{1}$ | CTIHT- $\bar{n}_{0}$ | CTIHT- $\bar{n}_{1}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Gaussian | $10 \times 10 \times 10$ | $(1,1,1)$ | 8 | 3 | 24 | 6 |
|  | $10 \times 10 \times 10$ | $(2,2,2)$ | 20 | 6 | 39 | 21 |
|  | $10 \times 10 \times 10$ | $(3,3,3)$ | 21 | 11 | 60 | 40 |
|  | $10 \times 10 \times 10$ | $(5,5,5)$ | 33 | 23 | - | - |
|  | $10 \times 10 \times 10$ | $(7,7,7)$ | 53 | 47 | - | - |
| Gaussian | $10 \times 10 \times 10$ | $(1,2,2)$ | 10 | 5 | 34 | 16 |
|  | $10 \times 10 \times 10$ | $(1,5,5)$ | 12 | 9 | 57 | 37 |
|  | $10 \times 10 \times 10$ | $(2,5,7)$ | 20 | 15 | 83 | 64 |
|  | $10 \times 10 \times 10$ | $(3,4,5)$ | 23 | 15 | 83 | 62 |
| Gaussian | $6 \times 10 \times 15$ | $(1,1,1)$ | 9 | 3 | 25 | 8 |
|  | $6 \times 10 \times 15$ | $(2,2,2)$ | 20 | 7 | 44 | 27 |
|  | $6 \times 10 \times 15$ | $(5,5,5)$ | 34 | 26 | - | - |
| Fourier | $10 \times 10 \times 10$ | $(1,1,1)$ | 16 | 3 | 15 | 8 |
|  | $10 \times 10 \times 10$ | $(2,2,2)$ | 11 | 6 | 25 | 16 |
|  | $10 \times 10 \times 10$ | $(3,3,3)$ | 16 | 14 | 31 | 26 |
|  | $10 \times 10 \times 10$ | $(5,5,5)$ | 29 | 26 | 43 | 40 |
|  | $10 \times 10 \times 10$ | $(7,7,7)$ | 51 | 48 | 50 | 49 |
| Fourier | $10 \times 10 \times 10$ | $(1,2,2)$ | 10 | 5 | 21 | 14 |
|  | $10 \times 10 \times 10$ | $(1,5,5)$ | 16 | 12 | 31 | 25 |
|  | $10 \times 10 \times 10$ | $(2,5,7)$ | 21 | 18 | 37 | 33 |
|  | $10 \times 10 \times 10$ | $(3,4,5)$ | 21 | 18 | 37 | 33 |
| Fourier | $6 \times 10 \times 15$ | $(1,1,1)$ | 12 | 3 | 16 | 9 |
|  | $6 \times 10 \times 15$ | $(2,2,2)$ | 13 | 8 | 25 | 20 |
|  | $6 \times 10 \times 15$ | $(5,5,5)$ | 32 | 29 | 45 | 42 |
| completion | $10 \times 10 \times 10$ | $(1,1,1)$ | 17 | 2 | 27 | 2 |
|  | $10 \times 10 \times 10$ | $(2,2,2)$ | 43 | 8 | 45 | 13 |
|  | $10 \times 10 \times 10$ | $(3,3,3)$ | 37 | 12 | 32 | 16 |
|  | $10 \times 10 \times 10$ | $(5,5,5)$ | 44 | 24 | 50 | 30 |
|  | $10 \times 10 \times 10$ | $(7,7,7)$ | 71 | 46 | 84 | 54 |
| completion | $10 \times 10 \times 10$ | $(1,2,2)$ | 33 | 6 | 38 | 10 |
|  | $10 \times 10 \times 10$ | $(1,5,5)$ | 57 | 15 | 58 | 21 |
|  | $10 \times 10 \times 10$ | $(2,5,7)$ | 35 | 17 | 47 | 24 |
|  | $10 \times 10 \times 10$ | $(3,4,5)$ | 36 | 17 | 41 | 22 |
| completion | $6 \times 10 \times 15$ | $(1,1,1)$ | 20 | 3 | 33 |  |
|  | $6 \times 10 \times 15$ | $(2,2,2)$ | 47 | 10 | 51 | 14 |
|  | $6 \times 10 \times 15$ | $(5,5,5)$ | 46 | 27 | 51 | 33 |

Table 5.2. Recovery results for low-rank matrix recovery via Gaussian measurement maps, Fourier measurement ensembles and tensor completion for NTIHT and CTIHT algorithm. An algorithm successfully recovers the sensed tensor $\mathbf{X}_{0}$ if it returns a tensor $\mathbf{X}^{\#}$ such that $\left\|\mathbf{X}_{0}-\mathbf{X}^{\#}\right\|_{F}<10^{-3}$ for Gaussian measurement maps and Fourier ensembles, and $\mathbf{X}^{\#}$ such that $\left\|\mathbf{X}_{0}-\mathbf{X}^{\#}\right\|_{F}<2.5 \cdot 10^{-3}$ for tensor completion. $\bar{n}_{0}$ : minimal percentage of measurements needed to get hundred percent recovery; $\bar{n}_{1}$ : maximal percentage of measurements for which recover is not successful for all out of 200 tensors. That is, the number of measurements is $m_{i}=\left\lceil n_{1} n_{2} n_{3} \frac{\bar{n}_{i}}{100}\right\rceil$, for $i=0,1$. - means that we did not manage to recover all 200 tensors with percentage of measurements less than $\bar{n}=100$;

## CHAPTER 6

## Conclusion and future work

In Chapter 1 we have introduced compressive sensing and low-rank matrix recovery. We have focused mostly on convex optimization approaches and on iterative hard thresholding algorithm since in Chapter 4 and Chapter 5 we have extended these approaches to low-rank tensor recovery.

In Chapter 2 we have introduced different tensor formats. Several tensor properties have been discussed which cause significant difficulties in the analyses of algorithms for low-rank tensor recovery. In particular, the CP-decomposition (canonical decomposition), which could be considered as a natural generalization of the matrix singular value decomposition, is in general NP-hard to compute. Consequently, the CP-rank and the corresponding tensor nuclear norm are also NPhard to compute. This has led to the development of other tensor formats - Tucker (HOSVD) format, TT-format, and HT-format. For these decompositions, the tensor rank is a vector and a well defined quantity. That is, the entries of the ranks equal to the ranks of the corresponding tensor matricizations. Unfortunately, computing the best rank-r approximation of a given tensor remains NP-hard - regardless of the choice of tensor format.

In Chapter 3 several previous approaches to low-rank tensor recovery have been introduced with the corresponding theoretical results. Unfortunately, none of the approaches are complete from both applicational and theoretical point of view. More precisely, either the methods are not tractable, or the recovery results quantifying the minimal number of measurements are non-optimal or even non-existent.

A new convex optimization approach to low-rank tensor recovery has been introduced in Chapter 4. This approach is based on theta bodies of the appropriately defined polynomial ideal which induce new tensor norms called theta norms. The $\theta_{k}$-norm of a given tensor can be computed via semidefinite programming. Additionally, a unit- $\theta_{k}$-norm ball is a superset of the unit-tensor-nuclear-norm ball for all $k$ and the theta norms satisfy $\|\mathbf{X}\|_{\theta_{1}} \leq\|\mathbf{X}\|_{\theta_{2}} \leq \cdots \leq\|\mathbf{X}\|_{\theta_{k-1}} \leq$ $\|\mathbf{X}\|_{\theta_{k}} \leq \cdots \leq\|\mathbf{X}\|_{*}$, for all $\mathbf{X} \in \mathbb{R}^{n_{1} \times n_{2} \times \cdots \times n_{d}}$. We have shown that in the matrix case, all $\theta_{k}$-norms coincide with the matrix nuclear norm. We have provided a semidefinite program for computing the $\theta_{1}$-norm of a given order-three tensor as well as the semidefinite program for lowrank order-three tensor recovery via $\theta_{1}$-norm minimization. The numerical results presented in Section 4.5 indicate that the low-rank tensor recovery via $\theta_{1}$-norm is a promising approach. In the future we would like to describe the boundary of the unit- $\theta_{k}$-norm balls, to develop faster algorithms for computing $\theta_{k}$-norm of a given tensor and for recovery of low-rank tensors via the same norm, and to quantify the number of measurements needed for low-rank tensor recovery via $\theta_{k}$-norm minimization.

The theta-body approach requires computing the reduced Gröbner basis with respect to the grevlex ordering of the polynomial ideal $\mathcal{J}_{d}$ whose real algebraic variety is the set of all order- $d$ rank-one Frobenius-norm-one tensors. In the matrix scenario, the polynomial ideal $\mathcal{J}_{2}$ is related
to the determinantal ideal often denoted in literature by $\mathcal{I}_{2}$. Recall that the real algebraic variety of the determinantal ideal $\mathcal{I}_{t}$ with $t \geq 2$ is the set of all rank-(t-1) matrices. Thus, in the tensor scenario, the ideal $\mathcal{I}_{2, d}$ generated by all order-two minors of all tensor matricizations (i.e., the real algebraic variety of $\mathcal{I}_{2, d}$ is the set of all rank-one tensors) could be considered as a natural generalization of determinantal ideal $\mathcal{I}_{2}$. The polynomial ideals $\mathcal{I}_{2, d}$ to the best of our knowledge have not been considered before. (One can also generalize in an analogous way determinantal ideals $\mathcal{I}_{t}$ with $t \geq 3$.) We have also computed the reduced Gröbner basis with respect to the grevlex ordering of the polynomial ideal $\mathcal{I}_{2, d}$. Determinatal ideals have been the central topic throughout the last three decades in both algebraic geometry and commutative algebra. In future, we would like to extend the results of determinatal ideals $\mathcal{I}_{t}$ to the higher-order determinantal ideals $\mathcal{I}_{t, d}$ that naturally arose in our research.

In Chapter 5 we have introduced and analyzed several versions of the iterative hard thresholding (IHT) algorithm - namely, classical tensor iterative hard thresholding algorithm (CTIHT) and its normalized version (NTIHT) - adapted to the tensor decomposition at hand. Here, the Tucker, TT, and HT decompositions have been considered. The TIHT algorithms are iterative thresholding based methods to low-rank tensor recovery. The analysis of these algorithms is based on the corresponding notion of the tensor restricted isometry property (TRIP). We have proved that partial Fourier maps combined with random sign flips of the tensor entries and subgaussian measurement ensembles satisfy TRIP with high probability. Under the assumption that the measurement map satisfies TRIP, we have provided a partial convergence of the TIHT algorithms. More precisely, we proved that the algorithms converge linearly if the thresholding operator satisfies a specific condition which can not be guaranteed a priori. This condition is required since the best rank-r approximation of a given tensor is in general NP-hard to compute and the thresholding operator computes only its quasi-best rank-r approximation. In spite of this additional assumption on the thresholding operator needed for the theoretical guarantees, our numerical experiments for third-order low-HOSVD-rank tensor recovery suggest that TIHT algorithms perform well in practice. Providing theoretical guarantees for tensor completion as well as for the complete convergence of the TIHT algorithms is left for future research.

## CHAPTER 7

## Summary

In this thesis we have considered a further extension of compressive sensing and low-rank matrix recovery to low-rank tensor recovery. The aim is to reconstruct an order- $d$ low-rank tensor from a number of linear measurements much smaller than its ambient dimension. As expected, the natural approach of finding the solution of the optimization problem

$$
\min _{\mathbf{Z} \in \mathbb{R}^{n_{1} \times n_{2} \times \cdots \times n_{d}}} \operatorname{rank}(\mathbf{Z}) \quad \text { s.t. } \quad \mathcal{A}(\mathbf{Z})=\mathbf{y}
$$

where $\mathcal{A}: \mathbb{R}^{n_{1} \times n_{2} \times \cdots \times n_{d}} \rightarrow \mathbb{R}^{m}$ is a known linear operator and $\mathbf{y} \in \mathbb{R}^{m}$ is a measurement vector with $m \ll n_{1} n_{2} \cdots n_{d}$, is in general NP-hard. Although several approaches to low-rank tensor recovery have already been suggested, due to the certain tensor properties there is no completely satisfactory theory available for these methods. Either the method is not tractable, or the recovery results quantifying the minimal number of measurements are non-optimal or even non-existent.

We have presented two new approaches to low-rank tensor recovery. The first approach was a convex optimization approach and could be considered as a tractable extension of $\ell_{1}$ minimization for sparse vector recovery and nuclear norm minimization for matrix recovery to tensor scenario. It is based on theta bodies - a recently introduced tool from real algebraic geometry. This approach required computing the reduced Gröbner basis of the polynomial ideal $\mathcal{J}_{d}$ in $\mathbb{R}\left[x_{11 \ldots 1}, x_{11 \ldots 2}, \ldots, x_{n_{1} n_{2} \ldots n_{d}}\right]$ with respect to the graded reverse lexicographic (grevlex) ordering. The corresponding real algebraic variety $\nu_{\mathbb{R}}\left(\mathcal{J}_{d}\right)=\left\{\mathbf{x}: f(\mathbf{x})=0\right.$, for all $\left.f \in \mathcal{J}_{d}\right\}$ is the set of all rank-one Frobenius-norm-one tensors in $\mathbb{R}^{n_{1} \times n_{2} \times \cdots \times n_{d}}$. We have treated each variable as a tensor entry. We have considered the canonical format and the corresponding tensor nuclear norm which are in general NP-hard to compute. Theta bodies $\mathrm{TH}_{k}\left(\mathcal{J}_{d}\right)$ are closed convex sets containing the closure of the convex hull of $\nu_{\mathbb{R}}\left(\mathcal{J}_{d}\right)$ denoted by $\overline{\operatorname{conv}\left(\nu_{\mathbb{R}}\left(\mathcal{J}_{d}\right)\right)}$ and they satisfy

$$
\mathrm{TH}_{1}\left(\mathcal{J}_{d}\right) \supseteq \mathrm{TH}_{2}\left(\mathcal{J}_{d}\right) \supseteq \cdots \supseteq \mathrm{TH}_{k-1}\left(\mathcal{J}_{d}\right) \supseteq \mathrm{TH}_{k}\left(\mathcal{J}_{d}\right) \supseteq \cdots \supseteq \operatorname{conv}\left(\nu_{\mathbb{R}}\left(\mathcal{J}_{d}\right)\right)
$$

Since $\operatorname{conv}\left(\nu_{\mathbb{R}}\left(\mathcal{J}_{d}\right)\right)$ is the unit-tensor-nuclear-norm-ball, every theta body provides its convex closed relaxation. This has allowed us to define new tensor norms $-\theta_{k}$-norms - via their unit norm balls. That is,

$$
\left\{\mathbf{X}:\|\mathbf{X}\|_{\theta_{k}} \leq 1\right\}=\mathrm{TH}_{k}\left(\mathcal{J}_{d}\right), \quad \text { for all } k \in \mathbb{N}
$$

All $\theta_{k}$-norms can be computed via semidefinite programming. However, for simplicity, we have provided only a semidefinite program for computing the $\theta_{1}$-norm of a given order- 3 tensor. We have shown that in the matrix scenario (i.e., when $d=2$ ) all $\theta_{k}$-norms are equal and coincide with the matrix nuclear norm. In the tensor scenario, however, we have obtained - to the best of our knowledge - new tensor norms. We have also provided a semidefinite program for low-rank tensor
recovery via $\theta_{1}$-norm minimization, i.e., a semidefinite program for

$$
\min _{\mathbf{Z} \in \mathbb{R}^{n_{1} \times n_{2} \times n_{3}}}\|\mathbf{Z}\|_{\theta_{1}} \quad \text { s.t. } \quad \mathcal{A}(\mathbf{Z})=\mathbf{y} .
$$

In our numerical experiments we have always recovered rank-one and rank-two tensors of order3 via Gaussian measurement ensembles from a number of measurements significantly smaller than the ambient dimension of the corresponding tensor. Therefore, low-rank tensor recovery via $\theta_{1}$-norm minimization seems to be a promising approach. Additionally, we have also briefly considered the ideal $\mathcal{I}_{d}$ whose real algebraic variety contains all rank-one order- $d$ tensors (not necessarily of Frobenius-norm-one). These ideals that - to the best of our knowledge - have not been considered before could be considered as a natural higher-order generalization of the determinantal ideal $\mathcal{I}_{2}$. We have gone one step further and defined generalized determinantal ideals $\mathcal{I}_{t, d}$ whose real algebraic variety contains all rank- $(t-1)$ order- $d$ tensors. We call these ideals higher-order determinantal ideals. We have also computed the reduced Gröbner basis $\mathcal{G}_{2, d}$ of the polynomial ideal $\mathcal{I}_{2, d}$ with respect to the grevlex ordering. To be more precise, we have shown that $\mathcal{G}_{2, d}=\mathcal{G}_{2} \backslash\left\{g_{d}=\sum_{i_{1}, i_{2}, \ldots, i_{d}} x_{i_{1} i_{2} \ldots i_{d}}^{2}-1\right\}$, where $\mathcal{G}_{d}$ is the reduced Gröbner basis of the ideal $\mathcal{J}_{d}$ with respect to the grevlex ordering. This is - to the best of our knowledge - the first result available for the higher-order determinantal ideals $\mathcal{I}_{t, d}$ with $d \geq 3$.

The second approach was a generalization of the iterative hard thresholding algorithm (IHT algorithm) for sparse vector and low-rank matrix recovery to the tensor scenario (tensor IHT or TIHT algorithm). We have considered the Tucker format, the tensor train (TT) decomposition, and the hierarchical Tucker (HT) decomposition. The crucial step of the IHT algorithms consists in taking a projection onto the set of sparse vectors or the manifold of low-rank matrices/tensors. Unlike in the vector and the matrix scenario, it is NP-hard to compute the best rank-r approximation of a given tensor - regardless of the choice of tensor format. Even more, sometimes the best rank-r approximation does not even exist. Therefore, in this step of the algorithm we have computed a quasi-best rank-r approximation $\mathcal{H}_{\mathbf{r}}(\mathbf{X})$ of a given tensor $\mathbf{X}$ which can be done efficiently. The analysis of the algorithm was based, similarly to the vector and the matrix scenario, on the version of the restricted isometry property (tensor RIP or TRIP) adapted to the tensor decomposition at hand. We have showed that subgaussian measurement ensembles satisfy TRIP with high probability under an almost optimal condition on the number of measurements. We have also proved that partial Fourier maps combined with random sign flips of the tensor entries satisfy TRIP with high probability. Under the assumption that the linear operator satisfies TRIP and under an additional assumption on the thresholding operator we have provided a linear convergence result for the TIHT algorithm. In spite of the additional condition on the thresholding operator (which can not be guaranteed a priori) required for theoretical guarantees, our numerical results indicated that the algorithm performs well in practice. That is, we have always recovered a low-HOSVD-rank third-order tensor via Partial Fourier maps combined with random sign flips of tensor entries, tensor completion, and Gaussian measurement ensembles from a much smaller number of measurements than its ambient dimension.

## APPENDIX A

In this appendix we collect several basic definitions and results related to matrices (Subsection A.1), tensors (Subsection A.2), and covering numbers (Subsection A.3).

Before passing to (random) matrices, we present a general estimate used in Subsection 4.4
Lemma A. 1 (60). Integers $n \geq k>0$ satisfy

$$
\binom{n}{k} \leq\left(\frac{e n}{k}\right)^{k}
$$

Proof. First notice that for $k \in \mathbb{N}$ it holds that

$$
e^{k}=\sum_{\ell=0}^{\infty} \frac{k^{\ell}}{\ell!} \geq \frac{k^{k}}{k!}
$$

The estimate then follows from

$$
\binom{n}{k}=\frac{n(n-1) \cdots(n-k+1)}{k!} \leq \frac{n^{k}}{k!}=\frac{k^{k}}{k!} \frac{n^{k}}{k^{k}} \leq\left(\frac{e n}{k}\right)^{k}
$$

## A.1. (Random) matrices

Definition A. 2 (Kronecker product). Let $\mathbf{A} \in \mathbb{C}^{m \times n}$ and $\mathbf{B} \in \mathbb{C}^{p \times q}$. The Kronecker product of two matrices $\mathbf{A}$ and $\mathbf{B}$ is the matrix $\mathbf{A} \otimes_{K} \mathbf{B} \in \mathbb{C}^{m p \times n q}$ defined by

$$
\mathbf{A} \otimes_{K} \mathbf{B}=\left(\begin{array}{cccc}
\mathbf{A}(1,1) \mathbf{B} & \mathbf{A}(1,2) \mathbf{B} & \cdots & \mathbf{A}(1, n) \mathbf{B} \\
\mathbf{A}(2,1) \mathbf{B} & \mathbf{A}(2,2) \mathbf{B} & \cdots & \mathbf{A}(2, n) \mathbf{B} \\
\vdots & \vdots & \ddots & \vdots \\
\mathbf{A}(m, 1) \mathbf{B} & \mathbf{A}(m, 2) \mathbf{B} & \cdots & \mathbf{A}(m, n) \mathbf{B}
\end{array}\right)
$$

The Fourier matrix $\mathbf{F}_{n} \in \mathbb{C}^{n \times n}$ is the most important complex matrix in applied mathematics since it is used to define the Fourier transform. The fast Fourier transform (FFT) reduces the multiplication by $\mathbf{F}_{n}$ from $n^{2}$ to roughly $n\left(\log _{2} n\right)$ multiplications.

The Fourier matrix $\mathbf{F}_{n} \in \mathbb{C}^{n \times n}$ is defined element-wise as $\mathbf{F}_{n}(j, k)=\frac{1}{\sqrt{n}} \omega^{(j-1)(k-1)}$, where $\omega=e^{-\frac{2 \pi i}{n}}$, or equivalently

$$
\mathbf{F}_{n}=\frac{1}{\sqrt{n}}\left(\begin{array}{ccccc}
1 & 1 & 1 & \cdots & 1 \\
1 & \omega & \omega^{2} & \cdots & \omega^{n-1} \\
1 & \omega^{2} & \omega^{4} & \cdots & \omega^{2(n-1)} \\
1 & \omega^{3} & \omega^{6} & \cdots & \omega^{3(n-1)} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
1 & \omega^{n-1} & \omega^{2(n-1)} & \cdots & \omega^{(n-1)(n-1)}
\end{array}\right)
$$

The vector $\hat{\mathbf{x}}=\mathbf{F}_{n} \mathbf{x}$ is called the discrete Fourier transform of $\mathbf{x}$. Matrix $\mathbf{A} \in \mathbb{C}^{m \times n}$ obtained by choosing $m$ rows independently and uniformly at random from $\mathbf{F}_{n}$ is called random partial Fourier matrix.

In compressive sensing, instead of the Fourier matrix, often the nonequispaced Fourier matrix is used. That is, a matrix $\hat{\mathbf{F}}_{n}:=\sqrt{n} \mathbf{F}_{n}$.

Partial circulant matrices are another class of structured random matrices. In such set-up for a vector $\mathbf{c}=\left(c_{0}, c_{1}, \ldots, c_{n-1}\right)^{T} \in \mathbb{C}^{n}$, the $n \times n$ circulant matrix $\mathbf{A}=\mathbf{A}(\mathbf{c})$ is of the form

$$
\mathbf{A}=\left(\begin{array}{ccccc}
c_{0} & c_{n-1} & \cdots & c_{2} & c_{1} \\
c_{1} & c_{0} & \cdots & c_{3} & c_{2} \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
c_{n-2} & c_{n-3} & \cdots & c_{0} & c_{n-1} \\
c_{n-1} & c_{n-2} & \cdots & c_{1} & c_{0}
\end{array}\right)
$$

Partial circulant matrix $\mathbf{A}^{\boldsymbol{\Omega}}=\mathbf{A}^{\boldsymbol{\Omega}}(\mathbf{c}) \in \mathbb{C}^{m \times N}$ is a submatrix of $\mathbf{A}$ consisting of the rows indexed by $\boldsymbol{\Omega}$. Additionally, if $\mathbf{c}$ is a Rademacher vector $\varepsilon$ (a vector of independent random variables taking +1 and -1 with equal probability), then $\mathbf{A}^{\boldsymbol{\Omega}}(\varepsilon)$ is called random partial circulant matrix.

We remark that circulant matrices can be diagonalized using the discrete Fourier transform. Thus, there exists an algorithm - using FFT - such that the (circulant) matrix-vector multiplication is of complexity $\mathcal{O}(n \log n)$.

In the following we focus on a more general type of structured matrices called SORS (Subsampled Orthogonal with Randomized Signs) matrices that have been studied in 127. We also present their main theorem that we apply in Chapter 5.

Definition A. 3 ([127]). Let $\mathbf{F} \in \mathbb{R}^{N \times N}$ denote a matrix obeying

$$
\begin{equation*}
\mathbf{F}^{*} \mathbf{F}=\mathbf{I} \quad \text { and } \quad \max _{i, j}|\mathbf{F}(i, j)| \leq \frac{\Delta}{\sqrt{N}} \tag{A.1}
\end{equation*}
$$

Define the random subsampled matrix $\mathbf{H} \in \mathbb{R}^{m \times N}$ with i.i.d. (independently identically distributed) rows chosen uniformly at random from the rows of $\mathbf{F}$. Now we define the Subsampled Orthogonal with Random Signs (SORS) measurement ensemble as $\mathbf{A}=\mathbf{H D}$, where $\mathbf{D} \in \mathbb{R}^{N \times N}$ is a random diagonal matrix with the diagonal entries i.i.d. $\pm 1$ with equal probability.

For example, an $N \times N$ nonequispaced Fourier matrix and (normalized) Fourier matrix satisfy the conditions A.1 in the above definition with $\Delta=\sqrt{N}$ and $\Delta=1$, respectively. To present the theorem, we need to introduce some notation. With $d_{2}(\mathcal{T})$ we denote the diameter of a given set $\boldsymbol{\mathcal { T }}$, i.e., $d_{2}(\mathcal{T})=\sup _{\mathbf{v} \in \boldsymbol{\mathcal { T }}}\|\mathbf{v}\|_{2}$. The Gaussian width $\omega(\boldsymbol{\mathcal { T }})$ of a set $\boldsymbol{\mathcal { T }}$ is defined as $\omega(\boldsymbol{T})=\mathbb{E}\left[\sup _{\mathbf{v} \in \mathcal{T}} \mathbf{g}^{T} \mathbf{v}\right]$, where $\mathbf{g} \in \mathbb{R}^{N}$ is a standard Gaussian random vector.

Theorem A. $4([127])$. Let $\mathcal{T} \subset \mathbb{R}^{N}$ and suppose $\widetilde{\mathbf{A}}=\sqrt{\frac{N}{m}} \mathbf{A}$, where $\mathbf{A} \in \mathbb{R}^{m \times N}$ is selected from the SORS distribution of Definition A.3. Then,

$$
\sup _{\mathbf{x} \in \mathcal{T}}\left|\|\widetilde{\mathbf{A}} \mathbf{x}\|_{2}^{2}-\|\mathbf{x}\|_{2}^{2}\right| \leq \max \left\{\delta, \delta^{2}\right\} \cdot\left(d_{2}(\mathcal{T})\right)^{2}
$$

holds with probability at least $1-2 e^{-\eta}$ as long as

$$
m \geq C \delta^{-2} \Delta^{2}(1+\eta)^{2}(\log N)^{4} \max \left\{1, \frac{\omega^{2}(\boldsymbol{\mathcal { T }})}{\left(d_{2}(\boldsymbol{T})\right)^{2}}\right\}
$$

## A.2. Tensors

The following lemma shows a way of decomposing the HOSVD-rank $2 \mathbf{r} d$ th-order tensor in a sum of pairwise orthogonal (entry-wise) at most HOSVD-rank $\mathbf{r}$ tensors.

Lemma A.5. Any tensor $\mathbf{X} \in \mathbb{R}^{n_{1} \times n_{2} \times \cdots \times n_{d}}$ of HOSVD-rank $2 \mathbf{r}=\left(2 r_{1}, 2 r_{2}, \ldots, 2 r_{d}\right)$ can be decomposed into a set of $2^{d}$ tensors $\left\{\mathbf{X}_{i}\right\}_{i=1}^{2^{d}}$ s.t.

$$
\begin{aligned}
& \mathbf{X}=\mathbf{X}_{1}+\mathbf{X}_{2}+\cdots+\mathbf{X}_{2^{d}} \\
& \operatorname{rank}_{\text {HOSVD }}\left(\mathbf{X}_{p}\right) \leq \mathbf{r}, \text { for all } p \in\left[2^{d}\right] \\
& \left\langle\mathbf{X}_{p}, \mathbf{X}_{q}\right\rangle=0, \text { whenever } p \neq q .
\end{aligned}
$$

Proof. The HOSVD decomposition of a tensor $\mathbf{X}$ is of the form

$$
\mathbf{X}=\mathbf{S} \times_{1} \mathbf{U}_{1} \times_{2} \mathbf{U}_{2} \times \cdots \times_{d} \mathbf{U}_{d}
$$

where $\mathbf{S} \in \mathbb{R}^{2 r_{1} \times 2 r_{2} \times \cdots \times 2 r_{d}}$ and $\mathbf{U}_{i} \in \mathbb{R}^{n_{i} \times 2 r_{i}}$, for all $i \in[d]$.
Let

$$
\begin{array}{ll}
\mathbf{U}_{i}^{0}\left(:,\left[r_{i}\right]\right)=\mathbf{U}_{i}\left(:,\left[r_{i}\right]\right), & \mathbf{U}_{i}^{0}\left(:,\left[2 r_{i}\right] \backslash\left[r_{i}\right]\right)=\mathbf{0} \\
\mathbf{U}_{i}^{1}\left(:,\left[r_{i}\right]\right)=\mathbf{0}, & \mathbf{U}_{i}^{1}\left(:,\left[2 r_{i}\right] \backslash\left[r_{i}\right]\right)=\mathbf{U}_{i}\left(:,\left[2 r_{i}\right] \backslash\left[r_{i}\right]\right), \text { for all } i \in[d]
\end{array}
$$

In other words, let $\mathbf{U}_{i}^{0}$ be a matrix identical to $\mathbf{U}_{i}$ on the first $r_{i}$ columns and zero otherwise and let $\mathbf{U}_{i}^{1}$ be a matrix identical to $\mathbf{U}_{i}$ on the last $r_{i}$ columns and zero otherwise.

Notice that, since $\mathbf{U}_{i}=\mathbf{U}_{i}^{0}+\mathbf{U}_{i}^{1}$ for all $i \in[d]$,

$$
\mathbf{X}=\mathbf{S} \times_{1}\left(\mathbf{U}_{1}^{0}+\mathbf{U}_{1}^{1}\right) \times_{2}\left(\mathbf{U}_{2}^{0}+\mathbf{U}_{2}^{1}\right) \times \cdots \times_{d}\left(\mathbf{U}_{d}^{0}+\mathbf{U}_{d}^{1}\right)
$$

Next, define

$$
\mathbf{X}_{p}:=\mathbf{X}_{p_{1} \cdot 2^{d-1}+\cdots+p_{d-1} \cdot 2+p_{d}+1}=\mathbf{S} \times{ }_{1} \mathbf{U}_{1}^{p_{1}} \times_{2} \mathbf{U}_{2}^{p_{2}} \times \cdots \times_{d} \mathbf{U}_{d}^{p_{d}}, \text { for all } p_{1}, p_{2}, \ldots, p_{d} \in\{0,1\}
$$

Then $\operatorname{rank}\left(\mathbf{X}_{p}\right) \leq \mathbf{r}$, for all $p$, and

$$
\left\langle\mathbf{X}_{p}, \mathbf{X}_{q}\right\rangle=\sum_{i_{1}=1}^{n_{1}} \sum_{i_{2}=1}^{n_{2}} \ldots \sum_{i_{d}=1}^{n_{d}} \mathbf{X}_{p}\left(i_{1}, i_{2}, \ldots, i_{d}\right) \mathbf{X}_{q}\left(i_{1}, i_{2}, \ldots, i_{d}\right)=0, \text { whenever } p \neq q
$$

We only show that $\mathbf{X}_{1}$ has rank at most $\mathbf{r}$ since the proofs for all other $\mathbf{X}_{p}$ with $p \in\left[2^{d}\right]$ are analogous. Recall that

$$
\mathbf{X}_{1}=\mathbf{S} \times_{1} \mathbf{U}_{1}^{0} \times_{2} \mathbf{U}_{2}^{0} \times \cdots \times_{d} \mathbf{U}_{d}^{0}
$$

or elementwise

$$
\begin{aligned}
\mathbf{X}_{1}\left(i_{1}, i_{2}, \ldots, i_{d}\right) & =\sum_{j_{1}=1}^{2 r_{1}} \sum_{j_{2}=1}^{2 r_{2}} \ldots \sum_{j_{d}=1}^{2 r_{d}} \mathbf{S}\left(j_{1}, j_{2}, \ldots, j_{d}\right) \mathbf{U}_{1}^{0}\left(i_{1}, j_{1}\right) \mathbf{U}_{2}^{0}\left(i_{2}, j_{2}\right) \cdots \mathbf{U}_{d}^{0}\left(i_{d}, j_{d}\right) \\
& =\sum_{j_{1}=1}^{r_{1}} \sum_{j_{2}=1}^{r_{2}} \ldots \sum_{j_{d}=1}^{r_{d}} \mathbf{S}\left(j_{1}, j_{2}, \ldots j_{d}\right) \mathbf{U}_{1}\left(i_{1}, j_{1}\right) \mathbf{U}_{2}\left(i_{2}, j_{2}\right) \cdots \mathbf{U}_{d}\left(i_{d}, j_{d}\right)
\end{aligned}
$$

First, notice that the above decomposition is not necessarily its HOSVD (for example, the tensor $\mathbf{S}\left(\left[r_{1}\right],\left[r_{2}\right], \ldots,\left[r_{d}\right]\right)$ does not have to be all-orthogonal). The first unfolding of $\mathbf{X}_{1}$ is of
the form

$$
\begin{aligned}
& \mathbf{X}_{1}^{\{1\}}\left(i_{1} ;\left(i_{2}, i_{3}, \ldots, i_{d}\right)\right)=\mathbf{X}_{1}\left(i_{1}, i_{2}, i_{3}, \ldots, i_{d}\right) \\
& =\sum_{j_{1}=1}^{r_{1}} \mathbf{U}_{1}\left(i_{1}, j_{1}\right) \sum_{j_{2}=1}^{r_{2}} \sum_{j_{3}=1}^{r_{3}} \ldots \sum_{j_{d}=1}^{r_{d}} \mathbf{S}\left(j_{1}, j_{2}, j_{3}, \ldots, j_{d}\right) \mathbf{U}_{2}\left(i_{2}, j_{2}\right) \mathbf{U}_{3}\left(i_{3}, j_{3}\right) \cdots \mathbf{U}_{d}\left(i_{d}, j_{d}\right)
\end{aligned}
$$

Define the matrix $\mathbf{M}_{1} \in \mathbb{R}^{r_{1} \times n_{2} n_{3} \cdots n_{d}}$ element-wise as

$$
\mathbf{M}_{1}\left(j_{1} ;\left(i_{2}, i_{3}, \ldots, i_{d}\right)\right):=\sum_{j_{2}=1}^{r_{2}} \sum_{j_{3}=1}^{r_{3}} \ldots \sum_{j_{d}=1}^{r_{d}} \mathbf{S}\left(j_{1}, j_{2}, j_{3}, \ldots, j_{d}\right) \mathbf{U}_{2}^{0}\left(i_{2}, j_{2}\right) \mathbf{U}_{3}^{0}\left(i_{3}, j_{3}\right) \cdots \mathbf{U}_{d}^{0}\left(i_{d}, j_{d}\right)
$$

and matrix $\overline{\mathbf{U}}_{1} \in \mathbb{R}^{n_{1} \times r_{1}}$ as a submatrix of $\mathbf{U}_{1}$ containing the first $r_{1}$ columns. Then we can write

$$
\mathbf{X}_{1}^{\{1\}}=\overline{\mathbf{U}}_{1} \mathbf{M}_{1}
$$

Since $\operatorname{rank}\left(\overline{\mathbf{U}}_{1}\right) \leq r_{1}$, we deduce that $\operatorname{rank}\left(\mathbf{X}_{1}^{\{1\}}\right) \leq r_{1}$. Similarly, we can show that $\operatorname{rank}\left(\mathbf{X}_{1}^{\{k\}}\right) \leq r_{k}$, for all the other $k \in[d]$, which proves the first statement.

For the second statement of the theorem notice that

$$
\begin{aligned}
\left\langle\mathbf{X}_{p}, \mathbf{X}_{q}\right\rangle & =\sum_{i_{1}=1}^{n_{1}} \sum_{i_{2}=1}^{n_{2}} \ldots \sum_{i_{d}=1}^{n_{d}} \mathbf{X}_{p}\left(i_{1}, i_{2}, \ldots, i_{d}\right) \mathbf{X}_{q}\left(i_{1}, i_{2}, \ldots, i_{d}\right) \\
& =\sum_{j_{1}, j_{2}, \ldots, j_{d}} \sum_{k_{1}, k_{2}, \ldots, k_{d}} \mathbf{S}\left(j_{1}, j_{2}, \ldots, j_{d}\right) \mathbf{S}\left(k_{1}, k_{2}, \ldots, k_{d}\right) \sum_{i_{1}} \mathbf{U}_{1}^{p_{1}}\left(i_{1}, j_{1}\right) \mathbf{U}_{1}^{q_{1}}\left(i_{1}, k_{1}\right) \\
& \cdot \sum_{i_{2}} \mathbf{U}_{2}^{p_{2}}\left(i_{2}, j_{2}\right) \mathbf{U}_{2}^{q_{2}}\left(i_{2}, k_{2}\right) \cdots \sum_{i_{d}} \mathbf{U}_{d}^{p_{d}}\left(i_{d}, j_{d}\right) \mathbf{U}_{d}^{q_{d}}\left(i_{d}, k_{d}\right)
\end{aligned}
$$

Since $p \neq q$, for at least one $i, p_{i} \neq q_{i}$. Without loss of generality, we can assume that $i=1$ and $p_{1}=0, q_{1}=1$. From the definition of $\mathbf{U}_{1}^{0}$ and $\mathbf{U}_{1}^{1}$ it is clear that $\sum_{i_{1}} \mathbf{U}_{1}^{0}\left(i_{1}, j_{1}\right) \mathbf{U}_{1}^{1}\left(i_{1}, k_{1}\right)=0$, for all $j_{1}, k_{1} \in\left[2 r_{1}\right]$ which proves the claim.

In the following, three algorithms for HT-truncation suggested in [70] are presented. In the following, as in paper [70], we consider tensors as vectors over product index sets. For this purpose we introduce

$$
I:=\mathcal{I}_{1} \times \mathcal{I}_{2} \times \cdots \times \mathcal{I}_{d}, \quad \mathcal{I}_{\mu}:=\left\{1,2, \ldots, n_{\mu}\right\} \quad(\text { with } \mu \in[d])
$$

and we write that tensor $\mathbf{X} \in \mathbb{R}^{I}$. The $I$ defined above corresponds to the subscript of the corresponding dimensional tree $T_{I}$.

Theorem A. 6 ([70]). Let $T_{I}$ be a dimension tree and $\mathbf{X} \in \mathbb{R}^{I}$. Let $\mathbf{X}_{\text {BEST }}$ denote the best HT$\operatorname{rank} \mathbf{r}=\left\{r_{t}\right\}_{t \in T_{I}}$ approximation of $\mathbf{X}$ and let $\pi_{t}$ be the orthogonal frame projection for the $t$-frame $\mathbf{U}_{t}$ that consists of the left singular vectors of $\mathbf{X}^{t}$ corresponding to the $r_{t}$ largest singular values $\sigma_{t, i}$ of $\mathbf{X}^{t}$ (i.e., $\left(\pi_{t} \mathbf{X}\right)^{t}:=\mathbf{U}_{t} \mathbf{U}_{t}^{T} \mathbf{X}^{t}$ and $\pi_{\{1, \ldots, d\}} \mathbf{X}=\mathbf{X}$ ). Then for any order of the projections $\pi_{t}, t \in T_{I}$, the following holds

$$
\left\|\mathbf{X}-\prod_{t \in T_{I}} \pi_{t} \mathbf{X}\right\|_{F} \leq \sqrt{\sum_{t \in T_{I}} \sum_{i>r_{t}} \sigma_{t, i}^{2}} \leq \sqrt{2 d-2}\left\|\mathbf{X}-\mathbf{X}_{\mathrm{BEST}}\right\|_{F} .
$$

Additionally, for the root node $t=\{1, \ldots, d\}$ with sons $t_{1}$ and $t_{2}$, combining the projections $\pi_{t_{1}}$ and $\pi_{t_{2}}$ into a single projection via the SVD, leads to the improved bound $\sqrt{2 d-3}$ (instead of $\sqrt{2 d-2})$.

We call the above algorithm truncation via projections.
We explain the notation in Algorithm A. 1 and Algorithm A.2. The $i$-th column of a matrix $\mathbf{U}$ is denoted with $\mathbf{U}(:, i)$. Also, recall that $\mathcal{L}\left(T_{I}\right)$ and $\mathcal{I}\left(T_{I}\right)$ denote the set of all leaf nodes and all interior nodes of the tree $T_{I}$, respectively.

Algorithm A.1. root-to-leaves truncation of arbitrary tensors to HT-format

```
Input: tensor }\mathbf{X}\in\mp@subsup{\mathbb{R}}{}{I}\mathrm{ , dimension tree }\mp@subsup{T}{I}{}(\mathrm{ depth }p>0)
    target representation rank (r}\mp@subsup{r}{t}{}\mp@subsup{)}{t\in\mp@subsup{T}{I}{}}{}
for each singleton }\alpha\in\mathcal{L}(\mp@subsup{T}{I}{})\mathrm{ do
    Compute an SVD of X'\alpha}\mathrm{ and store the dominant }\mp@subsup{r}{\alpha}{}\mathrm{ left singular vectors in the
    columns of the }\alpha\mathrm{ -frame }\mp@subsup{\mathbf{U}}{\alpha}{}\mathrm{ .
end for
for \ell = p-1,\ldots,0 do
    for each mode cluster t\in\mathcal{I}(\mp@subsup{T}{I}{})\mathrm{ on level }\ell\mathrm{ do}
        Compute an SVD of }\mp@subsup{\mathbf{X}}{}{t}\mathrm{ and store the dominant }\mp@subsup{r}{t}{}\mathrm{ left singular vectors in the
        columns of the t-frame }\mp@subsup{\mathbf{U}}{t}{}\mathrm{ .
            Let }\mp@subsup{\mathbf{U}}{\mp@subsup{t}{1}{}}{}\mathrm{ and }\mp@subsup{\mathbf{U}}{\mp@subsup{t}{2}{}}{}\mathrm{ denote the frames for the successors of t on level }\ell+1\mathrm{ .
            Compute the entries of the transfer tensor:
                B
        end for
    end for
    Compute the entries of the root (with sons }\mp@subsup{t}{1}{},\mp@subsup{t}{2}{}\mathrm{ ) transfer tensors
        B
```



## A.3. Covering numbers

The proofs of several theorems in Chapter 5 use $\varepsilon$-nets and covering numbers.
Definition A. $7(\underline{163}])$. A set $\mathcal{N}_{\varepsilon}^{\mathcal{X}} \subset \mathcal{X}$, where $\mathcal{X}$ is a subset of a normed space, is called an $\varepsilon$-net of $\boldsymbol{\mathcal { X }}$ with respect to the norm $\|\cdot\|$ if for each $v \in \mathcal{X}$, there exists $v_{0} \in \mathcal{N}_{\varepsilon}^{\mathcal{X}}$ with $\left\|v_{0}-v\right\| \leq \varepsilon$. The minimal cardinality of an $\varepsilon$-net of $\boldsymbol{\mathcal { X }}$ with respect to the norm $\|\cdot\|$ is denoted by $\mathcal{N}(\boldsymbol{\mathcal { X }},\|\cdot\|, \varepsilon)$ and is called the covering number of $\boldsymbol{\mathcal { X }}$ (at scale $\varepsilon$ ).

In Chapter 5 the following result is used frequently.
Lemma A. $8\left([163)\right.$. Let $\varepsilon \in(0,1)$. For any set $\mathcal{X}$ there always exists an $\varepsilon$-net $\mathcal{N}_{\varepsilon}^{\mathcal{X}}$ with respect to a norm $\|\cdot\|$ satisfying $\mathcal{N}_{\varepsilon}^{\mathcal{X}} \subset \mathcal{X}$ and

$$
\left|\mathcal{N}_{\varepsilon}^{\mathcal{X}}\right| \leq \frac{\operatorname{Vol}\left(\boldsymbol{\mathcal { X }}+\frac{\varepsilon}{2} \boldsymbol{\mathcal { B }}\right)}{\operatorname{Vol}\left(\frac{\varepsilon}{2} \boldsymbol{\mathcal { B }}\right)}
$$

where $\frac{\varepsilon}{2} \mathcal{B}$ is an $\varepsilon / 2$ ball with respect to the norm $\|\cdot\|$ and $\boldsymbol{\mathcal { X }}+\frac{\varepsilon}{2} \mathcal{B}=\left\{x+y: x \in \mathcal{N}_{\varepsilon}^{\mathcal{X}}, y \in \frac{\varepsilon}{2} \mathcal{B}\right\}$. Specifically, if $\boldsymbol{\mathcal { X }}$ is a subset of the unit ball in $d$ dimensions then $\boldsymbol{\mathcal { X }}+\frac{\varepsilon}{2} \mathcal{B}$ is contained in the $\left(1+\frac{\varepsilon}{2}\right)$-ball and thus

$$
\left|\mathcal{N}_{\varepsilon}^{\mathcal{X}}\right| \leq \frac{(1+\varepsilon / 2)^{d}}{(\varepsilon / 2)^{d}}=\left(1+\frac{2}{\varepsilon}\right)^{d}<(3 / \varepsilon)^{d}
$$

Algorithm A.2. leaves-to-root truncation of arbitrary tensors to HT-format

```
Input: tensor \(\mathbf{X} \in \mathbb{R}^{I}\), dimension tree \(T_{I}(\) depth \(p>0)\),
    target representation rank \(\left(r_{t}\right)_{t \in T_{I}}\);
for each singleton \(\alpha \in \mathcal{L}\left(T_{I}\right)\) do
    Compute an SVD of \(\mathbf{X}^{\alpha}\) and store the dominant \(r_{\alpha}\) left singular vectors in the
    columns of the \(\alpha\)-frame \(\mathbf{U}_{\alpha}\).
end for
    Compute the core tensor \(\mathbf{C}_{p}:=\mathbf{X} \times{ }_{1} \mathbf{U}_{\{1\}}^{T} \times \cdots \times_{d} \mathbf{U}_{\{d\}}^{T}\).
for \(\ell=p-1, \ldots, 0\) do
    Initialize \(\mathbf{C}_{\ell}:=\mathbf{C}_{\ell+1}\).
    for each mode cluster \(t \in \boldsymbol{\mathcal { I }}\left(T_{I}\right)\) on level \(\ell\) do
        Compute an SVD of \(\left(\mathbf{C}_{\ell+1}\right)^{t}\) and store the dominant \(r_{t}\) left singular vectors in the
            columns of the \(t\)-frame \(\mathbf{U}_{t} \in \mathbb{R}^{r_{t_{1}} r_{t_{2}} \times r_{t}}\). Let \(\mathbf{U}_{t_{1}}\) and \(\mathbf{U}_{t_{2}}\) denote
            the corresponding frames for the successors \(t_{1}, t_{2}\) of \(t\) on level \(\ell+1\).
            Compute the entries of the transfer tensor
                \(\mathbf{B}_{t}(i, j, \nu):=\left\langle\mathbf{U}_{t}(:, i), \mathbf{U}_{t_{1}}(:, j) \otimes \mathbf{U}_{t_{2}}(:, \nu)\right\rangle\)
        Update the core tensor \(\mathbf{C}_{\ell}:=\mathbf{C}_{\ell} \times{ }_{t} \mathbf{U}_{t}^{T}\)
    end for
end for
return HT-rank \(\mathbf{r}=\left\{r_{t}\right\}_{t \in T_{I}}\) approximation \(\mathbf{X}_{H T}:\left(\left\{\mathbf{U}_{\alpha}\right\}_{\alpha \in \mathcal{L}\left(T_{I}\right)},\left\{\mathcal{B}_{t}\right\}_{t \in \boldsymbol{\mathcal { I }}\left(T_{I}\right)}\right)\).
```

where the last inequality follows since $\varepsilon<1$. We always require that $\mathcal{N}_{\varepsilon}^{\mathcal{X}} \subset \mathcal{X}$.

Next we prove a special case of above lemma for $\mathcal{X}$ being the unit Euclidean sphere in $d$ dimensions denoted by $\mathcal{S}^{d-1}$. The proof for Lemma A. 8 follows by similar arguments. With $\boldsymbol{\mathcal { B }}_{d}(\mathbf{x}, \varepsilon)$ we denote the Euclidean ball in $d$ dimensions, centered at $\mathbf{x}$ of radius $\varepsilon$.

Lemma A. 9 (Covering number of the sphere, [163]). The unit Euclidean sphere $\mathcal{S}^{d-1}$ equipped with the Euclidean metric satisfies

$$
\left|\mathcal{N}_{\varepsilon}^{\mathcal{S}^{d-1}}\right| \leq\left(1+\frac{2}{\varepsilon}\right)^{d} \quad \text { for every } \varepsilon>0
$$

Proof. Let us fix $\varepsilon>0$ and choose $\mathcal{N}_{\varepsilon}^{\boldsymbol{\mathcal { S }}^{d-1}}$ to be a maximal $\varepsilon$-separated subset of $\boldsymbol{\mathcal { S }}^{d-1}$. (In other words, $\|\mathbf{x}-\mathbf{y}\|_{2} \geq \varepsilon$, for all $\mathbf{x}, \mathbf{y} \in \mathcal{N}_{\varepsilon}^{\mathcal{S}^{d-1}}, \mathbf{x} \neq \mathbf{y}$, and no other subset of $\mathcal{S}^{d-1}$ containing $\mathcal{N}_{\varepsilon}^{\mathcal{S}^{d-1}}$ has this property.)

The maximality property implies that $\mathcal{N}_{\varepsilon}^{\mathcal{S}^{d-1}}$ is an $\varepsilon$-net of $\mathcal{S}^{d-1}$. Otherwise, there would exist $\mathbf{x} \in \mathcal{S}^{d-1} \backslash \mathcal{N}_{\varepsilon}^{\mathcal{S}^{d-1}}$ such that $\|\mathbf{x}-\mathbf{y}\|_{2}>\varepsilon$, for all $\mathbf{y} \in \mathcal{N}_{\boldsymbol{\varepsilon}}^{\mathcal{S}^{d-1}}$. But then $\mathcal{N}_{\boldsymbol{\varepsilon}}^{\mathcal{S}^{d-1}} \cup\{\mathbf{x}\}$ would be an $\varepsilon$-separated set (which is in contradiction with $\mathcal{N}_{\varepsilon}^{\boldsymbol{\mathcal { S }}^{d-1}}$ being the maximal $\varepsilon$-separated subset of $\boldsymbol{\mathcal { S }}^{d-1}$ ).

The separation property implies that the balls centered at the points in $\mathcal{N}_{\varepsilon}^{\mathcal{S}^{d-1}}$ of radius $\varepsilon / 2$ are disjoint. Additionally, they lie in the ball centered at origin of radius $(1+\varepsilon / 2)$. That is,

$$
\cup_{\mathbf{x} \in \mathcal{N}_{\varepsilon} \boldsymbol{s}^{d-1}} \boldsymbol{\mathcal { B }}_{d}\left(\mathbf{x}, \frac{\varepsilon}{2}\right) \subseteq \boldsymbol{\mathcal { B }}_{d}\left(\mathbf{0}, 1+\frac{\varepsilon}{2}\right)
$$

Comparing the volume and applying that $\operatorname{Vol}\left(\boldsymbol{\mathcal { B }}_{d}(\mathbf{0}, r)\right)=r^{d} \operatorname{Vol}\left(\boldsymbol{\mathcal { B }}_{d}(\mathbf{0}, 1)\right)=r^{d}$ gives

$$
\left|\mathcal{N}_{\varepsilon}^{\mathcal{S}^{d-1}}\right| \cdot\left(\frac{\varepsilon}{2}\right)^{d} \leq\left(1+\frac{\varepsilon}{2}\right)^{d}
$$

which implies that

$$
\left|\mathcal{N}_{\varepsilon}^{\mathcal{S}^{d-1}}\right| \leq\left(\frac{1+\frac{\varepsilon}{2}}{\frac{\varepsilon}{2}}\right)^{d}=\left(1+\frac{2}{\varepsilon}\right)^{d} .
$$

## APPENDIX B

In the following, we provide an intuition behind the sum-of-squares certificates. In particular, we focus on the theta bodies in Subsection B. 1 and in Subsection B. 2 we introduce some basic definitions and results related to Gröbner bases.

## B.1. Intuition behind the sum-of-squares certificates

A central problem in optimization is to find the maximum value of a linear function over a set $\mathcal{S} \in \mathbb{R}^{n}$. That is, solving

$$
\max _{\mathbf{x}}\langle\mathbf{c}, \mathbf{x}\rangle \quad \text { s.t. } \quad \mathbf{x} \in \mathcal{S}
$$

which is equivalent to solving

$$
\max _{\mathbf{x}}\langle\mathbf{c}, \mathbf{x}\rangle \quad \text { s.t. } \quad \mathbf{x} \in \overline{\operatorname{conv}(\mathcal{S})}
$$

where $\overline{\operatorname{conv}(\mathcal{S})}$ denotes the closure of the convex hull of the set $\mathcal{S}$. For example, in linear programming the set $\mathcal{S}$ is a polyhedron $\mathcal{S}=\left\{\mathbf{x} \in \mathbb{R}^{n}: \mathbf{A x} \leq \mathbf{b}\right\}$. We are interested in the case where $\mathcal{S}$ is a real algebraic set, i.e., a set of all real solutions to a finite set of polynomials. In particular, for a given polynomial ideal $\mathcal{J}$ generated by a finite basis $\left\{f_{1}, f_{2}, \ldots, f_{m}\right\}$, the set $\mathcal{S}$ we are interested in is the real algebraic variety of the ideal $\mathcal{J}$ denoted by $\nu_{\mathbb{R}}(\mathcal{J})$. That is, the set $\mathcal{S}$ is of the form

$$
\mathcal{S}:=\nu_{\mathbb{R}}(\mathcal{J})=\left\{\mathbf{x} \in \mathbb{R}^{n}: f(\mathbf{x})=0, \forall f \in \mathcal{J}\right\}=\left\{\mathbf{x} \in \mathbb{R}^{n}: f_{i}(\mathbf{x})=0, \forall i \in[m]\right\}
$$

Recall that every closed convex set $\mathcal{C} \subset \mathbb{R}^{n}$ is the intersection of closed half-spaces that contain it. That is,

$$
\begin{align*}
\mathcal{C} & =\cap\{\mathcal{H}: \mathcal{H} \text { closed half-space, } \mathcal{C} \subseteq \mathcal{H}\}  \tag{B.1}\\
& =\{\mathbf{x}: \mathbf{x} \in \mathcal{H} \text { for every closed half-space } \mathcal{H} \text { satisfying } \mathcal{C} \subseteq \mathcal{H}\} \tag{B.2}
\end{align*}
$$

By definition, every closed half-space $\mathcal{H} \subset \mathbb{R}^{n}$ is identified with the affine function $\ell_{\mathcal{H}}$ which specifies the corresponding hyperplane $\left\{\mathbf{x}: \ell_{\mathcal{H}}(\mathbf{x})=0\right\}$. (There exists a one-to-one correspondence between the affine functions and closed half-spaces.) That is, for every closed half-space $\mathcal{H}$ there exist $a_{0}^{\mathcal{H}}, a_{1}^{\mathcal{H}}, a_{2}^{\mathcal{H}}, \ldots, a_{n}^{\mathcal{H}} \in \mathbb{R}$ (not all zero) such that

$$
\{\mathbf{x} \in \mathcal{H}\}=\left\{\mathbf{x}: \ell_{\mathcal{H}}(\mathbf{x}) \geq 0, \ell_{\mathcal{H}}(\mathbf{x})=a_{0}^{\mathcal{H}}+a_{1}^{\mathcal{H}} x_{1}+a_{2}^{\mathcal{H}} x_{2}+\cdots+a_{n}^{\mathcal{H}} x_{n}\right\}
$$

Thus, set $\mathcal{C}$ defined in B.2 can be expressed as

$$
\begin{equation*}
\mathcal{C}=\left\{\mathbf{x}: \ell_{\mathcal{H}}(\mathbf{x}) \geq 0 \text { for all affine } \ell_{\mathcal{H}} \text { s.t. } \ell_{\mathcal{H}} \mid \mathcal{C} \geq 0\right\} . \tag{B.3}
\end{equation*}
$$

Additionally, it is enough to consider only the affine functions $\ell_{\mathcal{H}}$ satisfying $\left.\ell_{\mathcal{H}}\right|_{\mathcal{C}} \geq 0$ which define the supporting hyperplanes $\boldsymbol{\ell}_{\mathcal{H}}(\mathbf{x})=0$ of the set $\mathcal{C}$ - see FigureB.1. Recall that a closed half-space $\mathcal{H}=\left\{\mathbf{x}: \ell_{\mathcal{H}}(\mathbf{x}) \geq 0\right\}$ containing $\mathcal{C}$ where $\ell_{\mathcal{H}}(\mathbf{x})=0$ is the supporting hyperplane of the set $\mathcal{C}$


Figure B.1. Representation of $\overline{\operatorname{conv}(\mathcal{C})}$ as the intersection of possibly infinitely many half-spaces $\mathcal{H}$ defined via affine functions $\ell_{\mathcal{H}}$. The supporting hyperplanes $\left\{\mathbf{x}: \ell_{\mathcal{H}}(\mathbf{x})=0\right\}$ are denoted in red in the third figure.
satisfies $\mathcal{C} \subseteq \mathcal{H}$ and $\mathcal{C} \cap \mathcal{H} \neq \emptyset$. However, for a general set $\mathcal{C}$, it can be a difficult task to determine all its supporting hyperplanes.

Let us now return to our set of interest $\mathcal{S}=\nu_{\mathbb{R}}(\mathcal{J})$, where $\mathcal{J}$ is a polynomial ideal. By setting $\mathcal{C}$ to be the smallest closed convex superset of $\mathcal{S}=\nu_{\mathbb{R}}(\mathcal{J})$, i.e. $\mathcal{C}=\overline{\operatorname{conv}(\mathcal{S})}=\overline{\operatorname{conv}\left(\nu_{\mathbb{R}}(\mathcal{J})\right)}$, (B.3) gives

$$
\begin{equation*}
\overline{\operatorname{conv}\left(\nu_{\mathbb{R}}(\mathcal{J})\right)}=\left\{\mathbf{x} \in \mathbb{R}^{n}: \ell(\mathbf{x}) \geq 0 \text { for all } \ell \text { affine s.t. }\left.\ell\right|_{\overline{\operatorname{conv}\left(\nu_{\mathbb{R}}(\mathcal{J})\right)}} \geq 0\right\} \tag{B.4}
\end{equation*}
$$

Notice that if $\ell(\mathbf{x}) \geq 0$ for all $\mathbf{x} \in \nu_{\mathbb{R}}(\mathcal{J})$, then $\ell(\mathbf{x}) \geq 0$ for all $\mathbf{x} \in \overline{\operatorname{conv}\left(\nu_{\mathbb{R}}(\mathcal{J})\right)}$. Thus, in B. 4 . it is enough to consider only affine polynomials $\ell$ satisfying $\left.\ell\right|_{\nu_{\mathbb{R}}(\mathcal{J})} \geq 0$. However, already checking for a single polynomial $\ell \in \mathbb{R}[\mathbf{x}]$ whether it is nonnegative on a set $\nu_{\mathbb{R}}(\mathcal{J})$ can be a difficult task. The idea is to relax the condition $\left.\ell\right|_{\nu_{\mathbb{R}}(\mathcal{J})} \geq 0$ into something which is easier to verify at the risk of losing some of the affine $\ell$ 's in B. 4 and obtaining a superset of $\overline{\operatorname{conv}\left(\nu_{\mathbb{R}}(\mathcal{J})\right)}$. One possibility to obtain the hierarchy of the convex relaxations is restricting only to the affine polynomials which are $k$-sos $\bmod \mathcal{J}$, i.e., to the polynomials that can be written as

$$
\begin{equation*}
\ell(\mathbf{x})=\sigma(\mathbf{x})+p(\mathbf{x}), \quad \text { where } \sigma \in \Sigma_{2 k}, p \in \mathcal{J} \tag{B.5}
\end{equation*}
$$

with $\Sigma_{2 k}$ denoting the sum of squares (sos) polynomials of degree at most $2 k$ in $\mathbb{R}[\mathbf{x}]$. That is,

$$
\sigma \in \Sigma_{2 k} \quad \text { if } \quad \exists h_{1}, h_{2}, \ldots, h_{t} \text { with } \operatorname{deg}\left(h_{1}\right), \ldots, \operatorname{deg}\left(h_{t}\right) \leq k \text { s.t. } \sigma(\mathbf{x})=\sum_{i=1}^{t} h_{i}^{2}(\mathbf{x})
$$

Nonnegativity in B.5) is guaranteed since $\sigma(\mathbf{x}) \geq 0$ and $p(\mathbf{x})=0$, for all $\mathbf{x} \in \nu_{\mathbb{R}}(\mathcal{J})$. These relaxations defined for all $k \in \mathbb{N}$ are called theta bodies [9, 68. More precisely, for $k \in \mathbb{N}$, the $k$-th theta body is the set

$$
\mathrm{TH}_{k}(\mathcal{J})=\left\{\mathbf{x} \in \mathbb{R}^{n}: \ell(\mathbf{x}) \geq 0, \text { for all } \ell \text { affine that are } k \text {-sos } \bmod \mathcal{J}\right\}
$$

Notice that, by definition, theta bodies satisfy

$$
\begin{equation*}
\overline{\operatorname{conv}\left(\nu_{\mathbb{R}}(\mathcal{J})\right)} \subseteq \cdots \subseteq \mathrm{TH}_{k}(\mathcal{J}) \subseteq \mathrm{TH}_{k-1}(\mathcal{J}) \subseteq \cdots \subseteq \mathrm{TH}_{1}(\mathcal{J}) \tag{B.6}
\end{equation*}
$$

In the following example we compute the theta body relaxations of the unit $\ell_{1}$-ball in $\mathbb{R}^{2}$. In particular, we show that the first theta body coincides with the unit $\ell_{1}$-ball which together with (B.6) further implies that all theta bodies are equal in this scenario and coincide with the unit $\ell_{1}$-ball.


Figure B.2. Representation of the unit $\ell_{1}$-ball together with its four supporting hyperplanes $\left\{\left(x_{1}, x_{2}\right): \ell_{i}\left(x_{1}, x_{2}\right)=0\right\}$ for all $i \in[4]$, with $\ell_{i}$ defined in (B.7). The corresponding half-spaces are $\mathcal{H}_{i}=\left\{\left(x_{1}, x_{2}\right): \ell_{i}\left(x_{1}, x_{2}\right) \geq 0\right\}$, for all $i \in[4]$.

Example B. 1 (Relaxations of the unit $\ell_{1}$-ball in $\mathbb{R}^{2}$ ). First, notice that the unit $\ell_{1}$-ball can be written as a convex hull of its extreme points $\mathcal{S}:=\{(1,0),(-1,0),(0,-1),(0,1)\}$, see Figure B.2. Thus, following the discussion above, we define a polynomial ideal $\mathcal{J}_{1}$ such that its real algebraic variety $\nu_{\mathbb{R}}\left(\mathcal{J}_{1}\right)$ coincides with the set $\mathcal{S}$. Clearly, for every $\mathbf{x} \in \mathcal{S}$ it holds that $x_{1}, x_{2} \in\{0,1,-1\}$ which is ensured by the constraint $f_{i}(\mathbf{x})=0$, where $f_{i}(\mathbf{x})=x_{i}\left(x_{i}-1\right)\left(x_{i}+1\right)$, for $i=1,2$. Additionally, every $\mathbf{x} \in \mathcal{S}$ satisfies $\left|x_{1}\right|+\left|x_{2}\right|=1$ which is guaranteed by the constraint $f_{3}(\mathbf{x})=0$, where $f_{3}(\mathbf{x})=x_{1}^{2}+x_{2}^{2}-1$.

Thus, one option to define the polynomial ideal $\mathcal{J}_{1} \in \mathbb{R}[\mathbf{x}]=\mathbb{R}\left[x_{1}, x_{2}\right]$ such that $\nu_{\mathbb{R}}\left(\mathcal{J}_{1}\right)=\mathcal{S}$ is

$$
\mathcal{J}_{1}=\left\langle f_{1}, f_{2}, f_{3}\right\rangle=\left\langle x_{1}\left(x_{1}-1\right)\left(x_{1}+1\right), x_{2}\left(x_{2}-1\right)\left(x_{2}+1\right), x_{1}^{2}+x_{2}^{2}-1\right\rangle .
$$

From Figure B. 2 it is clear that there are only four supporting hyperplanes $\ell_{i}(\mathbf{x})=0$ of the unit $\ell_{1}$-ball corresponding to the following four affine functions

$$
\begin{align*}
& \ell_{1}\left(x_{1}, x_{2}\right)=-x_{1}-x_{2}+1 \\
& \ell_{2}\left(x_{1}, x_{2}\right)=x_{1}-x_{2}+1 \\
& \ell_{3}\left(x_{1}, x_{2}\right)=x_{1}+x_{2}+1 \\
& \ell_{4}\left(x_{1}, x_{2}\right)=-x_{1}+x_{2}+1 \tag{B.7}
\end{align*}
$$

In other words,

$$
\overline{\operatorname{conv}\left(\nu_{\mathbb{R}}\left(\mathcal{J}_{1}\right)\right)}=\left\{\mathbf{x} \in \mathbb{R}^{2}: \ell_{i}(\mathbf{x}) \geq 0, \quad \text { for all } i \in[4]\right\}
$$

In addition, notice that
$\ell_{i}\left(x_{1}, x_{2}\right)=\sigma_{i}\left(x_{1}, x_{2}\right)+p_{i}\left(x_{1}, x_{2}\right)=\frac{1}{2} \ell_{i}^{2}\left(x_{1}, x_{2}\right)+(-1)^{i} x_{1} x_{2}-\frac{1}{2}\left(x_{1}^{2}+x_{2}^{2}-1\right), \quad$ for all $i \in[4]$, where $\sigma_{i}\left(x_{1}, x_{2}\right)=\frac{1}{2} \ell_{i}^{2}\left(x_{1}, x_{2}\right) \in \Sigma_{2}$ and $p_{i}\left(x_{1}, x_{2}\right)=(-1)^{i} x_{1} x_{2}-\frac{1}{2}\left(x_{1}^{2}+x_{2}^{2}-1\right) \in \mathcal{J}_{1}$, for all $i \in[4]$ (since $x_{1} x_{2}=x_{1} x_{2} \cdot f_{3}-x_{2} \cdot f_{1}-x_{1} \cdot f_{2} \in \mathcal{J}_{1}$ ). That is, the polynomial $\ell_{i}$ is 1 -sos $\bmod \mathcal{J}_{1}$, for all $i \in[4]$. Thus, in this scenario, all the theta body relaxations coincide with the unit $\ell_{1}$-ball.

At the end of Subsection B.2, we generalize the above result to the unit- $\ell_{1}$-norm balls in $\mathbb{R}^{n}$, with $n \in \mathbb{N}$.

Remark B.2. Lasserre's method is another sum-of-squares method for obtaining the hierarchy of convex relaxations of the set $\overline{\operatorname{conv}\left(\nu_{\mathbb{R}}(\mathcal{J})\right)}$, see 102. Let $\mathcal{J}$ be a polynomial ideal generated by the
basis $\left\{f_{1}, f_{2}, \ldots, f_{m}\right\}$. In this scenario, instead of considering all affine polynomials nonnegative on $\nu_{\mathbb{R}}(\mathcal{J})$, one considers affine polynomials $\ell$ of the form

$$
\begin{equation*}
\ell(\mathbf{x})=\sigma(\mathbf{x})+\sum_{i=1}^{m} g_{i}(\mathbf{x}) f_{i}(\mathbf{x}) \tag{B.8}
\end{equation*}
$$

where $\sigma \in \Sigma_{2 k}$ and $g_{i} f_{i} \in \mathbb{R}[\mathbf{x}]_{2 k}$, for a fixed positive integer $k$. In this case, polynomial $\ell$ is called $k$-sos $\bmod \left\{f_{1}, f_{2}, \ldots, f_{m}\right\}$. Notice that the the polynomial $\ell$ in B.8 is nonnegative on $\nu_{\mathbb{R}}(\mathcal{J})$, since $\sigma(\mathbf{x}) \geq 0$ and $f_{i}(\mathbf{x})=0$, for all $\mathbf{x} \in \nu_{\mathbb{R}}(\mathbf{x})$ and all $i \in[m]$.

Although theta bodies and Lasserre's method are closely related, in general they result in different sets of hierarchical relaxations. Lasserre's relaxations depend on the choice of the basis of the ideal. Therefore, different bases will in general provide different sets of hierarchical relaxations. On the other side, the theta bodies do not depend on the choice of the basis of the ideal and thus are more natural if one is interested in the geometry of $\nu_{\mathbb{R}}(\mathcal{J})$ and $\operatorname{conv}\left(\nu_{\mathbb{R}}(\mathcal{J})\right)$. However, one has to compute a Gröbner basis of $\mathcal{J}$ which can be a challenging task - Buchberger's algorithm for computing a Gröbner basis of a given polynomial ideal has a double exponential worst case complexity, see 5.

In addition, notice that even if $\left\{f_{1}, f_{2}, \ldots, f_{m}\right\}$ is a Gröbner basis of the ideal, Lasserre's relaxations in general differ from theta bodies since for a fixed positive integer $k$, Lasserre's relaxation has additional degree restriction on the polynomial $p(\mathbf{x})=\sum_{i=1}^{m} g_{i}(\mathbf{x}) f_{i}(\mathbf{x}) \in \mathcal{J}$.

We remark that tensor completion via Lassere's relaxations has been analyzed in 4.

## B.2. Gröbner bases

In this section we present the monomial orderings and the Gröbner bases. All the results are stated without proofs which can be found together with the definitions in [36, 37].

To compute a Gröbner basis of a polynomial ideal in $\mathbb{R}[\mathbf{x}]=\mathbb{R}\left[x_{1}, x_{2}, \ldots, x_{n}\right]$ we need to fix a monomial ordering. In the following we introduce the lexicographic (lex), graded lexicographic (grlex), and graded reverse lexicographic (grevlex) ordering. For further details on monomial orderings, we refer the interested reader to [36, 37.

Definition B.3. Let $\boldsymbol{\alpha}=\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}\right), \boldsymbol{\beta}=\left(\beta_{1}, \beta_{2}, \ldots, \beta_{n}\right) \in \mathbb{Z}_{\geq 0}^{n}$ and the vector difference $\boldsymbol{\alpha}-\boldsymbol{\beta} \in \mathbb{Z}^{n}$. With $\mathbf{x}^{\boldsymbol{\alpha}}$ we denote the monomial $x_{1}^{\alpha_{1}} x_{2}^{\alpha_{2}} \cdots x_{n}^{\alpha_{n}}$. Then we write

1) $\mathrm{x}^{\boldsymbol{\alpha}}>_{\text {lex }} \mathrm{x}^{\boldsymbol{\beta}}$ if in $\boldsymbol{\alpha}-\boldsymbol{\beta}$ the leftmost nonzero entry is positive.
2) $\mathbf{x}^{\boldsymbol{\alpha}}>_{\text {grlex }} \mathbf{x}^{\boldsymbol{\beta}}$ if $|\boldsymbol{\alpha}|=\sum_{i=1}^{n} \alpha_{i}>|\boldsymbol{\beta}|=\sum_{i=1}^{n} \beta_{i}$ or $|\boldsymbol{\alpha}|=|\boldsymbol{\beta}|$ and $\boldsymbol{\alpha}>_{\text {lex }} \boldsymbol{\beta}$.
3) $\mathbf{x}^{\boldsymbol{\alpha}}>_{\text {grevlex }} \mathbf{x}^{\boldsymbol{\beta}}$ if $|\boldsymbol{\alpha}|>|\boldsymbol{\beta}|$ or $|\boldsymbol{\alpha}|=|\boldsymbol{\beta}|$ and the rightmost nonzero entry of $\boldsymbol{\alpha}-\boldsymbol{\beta}$ is negative.

Notice that all three monomial orderings induce the variable order $x_{1}>x_{2}>\cdots>x_{n}$.

Example B.4. We order the terms of polynomial $f(x, y, z)=5 x^{3}-7 x z^{2}+2 x y^{2}-3 y^{2} z+y z-z^{4} \in$ $\mathbb{R}[x, y, z]$ in decreasing order with respect to different monomial orderings
(1) lex: $5 x^{3}+2 x y^{2}-7 x z^{2}-3 y^{2} z+y z-z^{4}$
(2) grlex: $-z^{4}+5 x^{3}+2 x y^{2}-7 x z^{2}-3 y^{2} z+y z$
(3) grevlex: $-z^{4}+5 x^{3}+2 x y^{2}-3 y^{2} z-7 x z^{2}+y z$.

A Gröbner basis is a particular kind of generating set of a polynomial ideal. It was first introduced in 1965 in the Phd thesis of Buchberger [17] together with the algorithm for transforming a given generator set of a polynomial ideal into a Gröbner basis, see Algorithm B. 1 .

Definition B.5 (Gröbner basis). Fix a monomial order. A basis $\mathcal{G}=\left\{g_{1}, g_{2}, \ldots, g_{s}\right\}$ of a polynomial ideal $\mathcal{J} \subset \mathbb{R}[\mathbf{x}]$ is a Gröbner basis (or standard basis) if for all $f \in \mathbb{R}[\mathbf{x}]$ there exist unique $r \in \mathbb{R}[\mathbf{x}]$ and $g \in \mathcal{J}$ s.t.

$$
\begin{equation*}
f=g+r \tag{B.9}
\end{equation*}
$$

and no monomial of $r$ is divisible by any of the leading monomials in $\mathcal{G}$, i.e., by any of the $\operatorname{LM}\left(g_{1}\right), \operatorname{LM}\left(g_{2}\right), \ldots, \operatorname{LM}\left(g_{s}\right)$.

Notice that since the remainder $r$ in the above definition is unique, a Gröbner basis can be used to determine whether a certain polynomial belongs to an ideal. That is, a polynomial $f \in \mathbb{R}[\mathbf{x}]$ as in B.9 is in the ideal $\mathcal{J}$ if and only if $r=0$. A Gröbner basis is also one of the main computational tools in solving systems of polynomial equations 37] and in the elimination theory [37]. A Gröbner basis is not unique, but the reduced version (defined below) is.

Definition B.6. The reduced Gröbner basis for a polynomial ideal $\mathcal{J} \in \mathbb{R}[\mathbf{x}]$ is a Gröbner basis $\mathcal{G}=\left\{g_{1}, g_{2}, \ldots, g_{s}\right\}$ for $\mathcal{J}$ such that

1) $\mathrm{LC}\left(g_{i}\right)=1$, for all $i \in[s]$.
2) no monomial of $g_{i}$ lies in $\left\langle\operatorname{LT}\left(\mathcal{G} \backslash\left\{g_{i}\right\}\right)\right\rangle$, for all $i \in[s]$.

In other words, a Gröbner basis $\mathcal{G}=\left\{g_{1}, g_{2}, \ldots, g_{s}\right\}$ of $\mathcal{J}$ is the reduced Gröbner basis of $\mathcal{J}$ if for all $i \in[s]$ the polynomial $g_{i} \in \mathcal{G}$ is monic (i.e., $\left.\mathrm{LC}\left(g_{i}\right)=1\right)$ and its leading monomial $\operatorname{LM}\left(g_{i}\right)$ does not divide $\operatorname{LM}\left(g_{j}\right)$, for any $j \neq i$.

With $\bar{f}^{\mathcal{F}}$ we denote the remainder on division of $f$ by the ordered $k$-tuple $\mathcal{F}=\left(f_{1}, f_{2}, \ldots, f_{k}\right)$. If $\mathcal{F}$ is a Gröbner basis for an ideal $\left\langle f_{1}, f_{2}, \ldots, f_{k}\right\rangle$, then we can regard $\mathcal{F}$ as a set without any particular order by Definition B.5. Therefore, $\bar{f}^{\mathcal{G}}=r$ in Definition B. 5 .

Next we define the $S$-polynomial of given polynomials $f$ and $g$. The $S$-polynomial plays an important role in the Buchberger's algorithm for computing a Gröbner basis of a given polynomial ideal.

Definition B.7. Let $f, g \in \mathbb{R}[\mathbf{x}]$ be a nonzero polynomials.
(1) If multideg $(f)=\boldsymbol{\alpha}$ and multideg $(g)=\boldsymbol{\beta}$, then let $\gamma=\left(\gamma_{1}, \gamma_{2}, \ldots, \gamma_{n}\right)$, where $\gamma_{i}=$ $\max \left\{\alpha_{i}, \beta_{i}\right\}$, for every $i$. We call $\mathbf{x}^{\boldsymbol{\gamma}}$ the least common multiple of $\operatorname{LM}(f)$ and $\mathrm{LM}(g)$ written $\mathbf{x}^{\boldsymbol{\gamma}}=\operatorname{LCM}(\operatorname{LM}(f), \operatorname{LM}(g))$.
(2) The $S$-polynomial of $f$ and $g$ is the combination

$$
S(f, g)=\frac{\mathbf{x}^{\gamma}}{\mathrm{LT}(f)} f-\frac{\mathbf{x}^{\gamma}}{\mathrm{LT}(g)} g
$$

The following result follows directly from Definition B.5 and Division algorithm [37.
Corollary B.8. Fix a monomial ordering and let $\mathcal{G}=\left\{g_{1}, g_{2}, \ldots, g_{s}\right\} \subset \mathbb{R}[\mathbf{x}]$ be a Gröbner basis of a polynomial ideal $\mathcal{J}$. A polynomial $f \in \mathbb{R}[\mathbf{x}]$ is in the ideal $\mathcal{J}$ if it can be written in the form $f=a_{1} g_{1}+a_{2} g_{2}+\ldots+a_{s} g_{s}$, where $a_{i} \in \mathbb{R}[\mathbf{x}]$, for all $i \in[s]$, such that whenever

$$
a_{i} g_{i} \neq 0
$$

we have

$$
\text { multideg }(f) \geq \text { multideg }\left(a_{i} g_{i}\right)
$$

The following definition is important in computing a Gröbner basis of a polynomial ideal.
Definition B.9. Fix a monomial order and let $\mathcal{G}=\left\{g_{1}, g_{2}, \ldots, g_{s}\right\} \subset \mathbb{R}[\mathbf{x}]$. Given $f \in \mathbb{R}[\mathbf{x}]$, we say that $f$ reduces to zero modulo $\mathcal{G}$ and write

$$
f \rightarrow_{\mathcal{G}} 0
$$

if $f$ can be written in the form $f=a_{1} g_{1}+a_{2} g_{2}+\ldots+a_{s} g_{s}$, where $a_{i} \in \mathbb{R}[\mathbf{x}]$ for all $i \in[s]$, s.t. whenever

$$
a_{i} g_{i} \neq 0
$$

we have

$$
\operatorname{multideg}(f) \geq \text { multideg }\left(a_{i} g_{i}\right)
$$

Assume that $\mathcal{G}$ in the above definition is a Gröbner basis of a given ideal $\mathcal{J}$. Then a polynomial $f$ is in the ideal $\mathcal{J}$ if and only if $f$ reduces to zero modulo $\mathcal{G}$. In other words, for a Gröbner basis $\mathcal{G}$,

$$
f \rightarrow_{\mathcal{G}} 0 \quad \text { if and only if } \quad \bar{f}^{\mathcal{G}}=0 .
$$

Theorem B. 10 (Buchberger's algorithm). Let $\mathcal{J}=\left\langle f_{1}, f_{2}, \ldots, f_{k}\right\rangle \neq\{0\}$ be a polynomial ideal. Then a Gröbner basis of $\mathcal{J}$ can be constructed in a finite number of steps via Buchberger's algorithm (presented in Algorithm B.1).

By the Hilbert Basis Theorem every polynomial ideal $\mathcal{J} \subset \mathbb{R}[\mathbf{x}]=\mathbb{R}\left[x_{1}, x_{2}, \ldots, x_{n}\right]$ has a finite basis. By the above theorem, a Gröbner basis of a polynomial ideal always exists and can be computed from a basis of a corresponding polynomial ideal in a finite number of steps via Buchberger's algorithm, see Algorithm B.1 and [17, 36, 37. Therefore, a Gröbner basis is also finite.

Algorithm B.1. Buchberger's algorithm

```
Input: Basis \mathcal{F}=(\mp@subsup{f}{1}{},\mp@subsup{f}{2}{},\ldots,\mp@subsup{f}{k}{})\mathrm{ for an ideal }\mathcal{J}.
    \mathcal{G}}:=\mathcal{F}
    repeat
        \mathcal{G}}\mp@subsup{}{}{\prime}:=\mathcal{G}
        for each pair {p,q}, p\not=q in \mp@subsup{\mathcal{G}}{}{\prime}
            S:= \overline{S(p,q)}}\mp@subsup{}{}{\mp@subsup{\mathcal{G}}{}{\prime}
            if}S\not=
                \mathcal{G}}:=\boldsymbol{\mathcal{G}}\cup{S}
            end if
            end for
```



```
    Output: Gröbner basis \mathcal{G}={\mp@subsup{g}{1}{},\mp@subsup{g}{2}{},\ldots,\mp@subsup{g}{s}{}}\mathrm{ for }\mathcal{J}\mathrm{ with }\mathcal{F}\subset\mathcal{G}\mathrm{ .}
```

The following theorem gives a criterion for checking whether a given basis of a polynomial ideal is a Gröbner basis.

Theorem B. 11 (Buchberger's criterion). A basis $\mathcal{G}=\left\{g_{1}, g_{2}, \ldots, g_{s}\right\}$ for a polynomial ideal $\mathcal{J} \subset \mathbb{R}[\mathbf{x}]$ is a Gröbner basis if and only if $S\left(g_{i}, g_{j}\right) \rightarrow \mathcal{G} 0$, for all $i \neq j$.

Computing whether $S\left(g_{i}, g_{j}\right) \rightarrow_{\mathcal{G}} 0$ for all the possible pairs of polynomials in the basis $\mathcal{G}$ can be a tedious task. The following proposition tells us for which pairs of polynomials this is not needed.

Proposition B.12. Given a finite set $\mathcal{G} \subset \mathbb{R}[\mathbf{x}]$, suppose that we have $f, g \in \mathcal{G}$ s.t. the leading monomials of $f$ and $g$ are relatively prime, i.e.,

$$
\operatorname{LCM}(\operatorname{LM}(f), \operatorname{LM}(g))=\operatorname{LM}(f) \operatorname{LM}(g) .
$$

Then $S(f, g) \rightarrow \boldsymbol{\mathcal { G }} 0$.
Therefore, to prove that the set $\mathcal{G} \subset \mathbb{R}[\mathbf{x}]$ is a Gröbner basis, it is enough to show that $S\left(g_{i}, g_{j}\right) \rightarrow_{\mathcal{G}} 0$ for those $i<j$ where $\operatorname{LM}\left(g_{i}\right)$ and $\operatorname{LM}\left(g_{j}\right)$ are not relatively prime.

Example B. 13 (Ideal $\mathcal{J}_{M_{22}}$ from Chapter 4). Let $\mathcal{J} \subset \mathbb{R}[\mathbf{x}]=\mathbb{R}\left[x_{11}, x_{12}, x_{21}, x_{22}\right]$ be an ideal defined as $\mathcal{J}=\langle f, g\rangle$, where

$$
\begin{aligned}
& f(\mathbf{x})=x_{12} x_{21}-x_{11} x_{22} \\
& g(\mathbf{x})=x_{11}^{2}+x_{12}^{2}+x_{21}^{2}+x_{22}^{2}-1 .
\end{aligned}
$$

The variable order is $x_{11}>x_{12}>x_{21}>x_{22}$ regardless of the choice of monomial ordering. In the following we compute a Gröbner basis $\mathcal{G}$ of $\mathcal{J}$ (with variable order $x_{11}>x_{12}>x_{21}>x_{22}$ ) with respect to the
(1) graded reverse lexicographic order: Since the leading monomials of polynomials $f$ and $g$ $\left(\operatorname{LM}(f)=x_{12} x_{21}\right.$ and $\left.\operatorname{LM}(g)=x_{11}^{2}\right)$ are relatively prime, then by Proposition B. 12 the Gröbner basis $\boldsymbol{\mathcal { G }}_{\text {grevlex }}$ with respect to the grevlex order is $\boldsymbol{\mathcal { G }}_{\text {grevlex }}=\{f, g\}$.
(2) lexicographic order: We start by defining $\mathcal{G}=\{f, g\}$ and computing the $S$-polynomial $S(f, g)$

$$
\begin{aligned}
h_{1}(\mathbf{x})=S(f, g) & =\frac{x_{11}^{2} x_{22}}{-x_{11} x_{22}}\left(-x_{11} x_{22}+x_{12} x_{21}\right)-\frac{x_{11}^{2} x_{22}}{x_{11}^{2}}\left(x_{11}^{2}+x_{12}^{2}+x_{21}^{2}+x_{22}^{2}-1\right) \\
& =-x_{11} x_{12} x_{21}-x_{12}^{2} x_{22}-x_{21}^{2} x_{22}-x_{22}^{3}+x_{22} .
\end{aligned}
$$

Since $\operatorname{LM}\left(h_{1}\right)=x_{11} x_{12} x_{21}$ is not divisible by any of the leading monomials of $f$ and $g$, we include the polynomial $h_{1}$ in the basis $\mathcal{G}$. Next, we compute the $S$-polynomial of $f$ and $h_{1}$

$$
h_{2}(\mathbf{x})=S\left(f, h_{1}\right)=-x_{12}^{2} x_{21}^{2}-x_{12}^{2} x_{22}^{2}-x_{21}^{2} x_{22}^{2}-x_{22}^{4}+x_{22}^{2} .
$$

Similarly to before, since $\operatorname{LM}\left(h_{2}\right)=x_{12}^{2} x_{21}^{2}$ is not divisible by any of the leading monomials of $f, g$, and $h_{1}$, we add the polynomial $h_{2}$ in the basis $\mathcal{G}$ which is now of the form $\mathcal{G}=\left\{f, g, h_{1}, h_{2}\right\}$. By above, $S(f, g) \rightarrow_{\boldsymbol{\mathcal { G }}} 0$ and $S\left(f, h_{1}\right) \rightarrow_{\boldsymbol{\mathcal { G }}} 0$. By Proposition B. 12 , we have that $S\left(f, h_{2}\right) \rightarrow_{\mathcal{G}} 0$ and $S\left(g, h_{2}\right) \rightarrow_{\mathcal{G}} 0$. It remains to compute $\overline{S\left(g, h_{1}\right)}{ }^{\mathcal{G}}$ and $\overline{S\left(h_{1}, h_{2}\right)}{ }^{\mathcal{G}}$

$$
\begin{aligned}
S\left(g, h_{1}\right) & =f \cdot\left(x_{12}^{2}+x_{21}^{2}+x_{22}^{2}-1\right) \rightarrow \mathcal{G} 0 \\
S\left(h_{1}, h_{2}\right) & =x_{22} \cdot f \cdot\left(x_{12}^{2}+x_{21}^{2}+x_{22}^{2}-1\right) \rightarrow_{\mathcal{G}} 0 .
\end{aligned}
$$

Therefore, $\mathcal{G}_{\text {lex }}:=\left\{f, g, h_{1}, h_{2}\right\}$ is the Gröbner basis of the ideal $\mathcal{J}$ with respect to the lexicographic order.

One can show that $\mathcal{G}_{\text {lex }}=\left\{f, g, h_{1}, h_{2}\right\}$ as in (2) is also the Gröbner basis of the ideal $\mathcal{J}$ with respect to the grlex order. However, $\mathcal{G}_{\text {lex }}$ is not the reduced Gröbner basis of $\mathcal{J}$, since $\mathrm{LC}(f)=$ $\mathrm{LC}\left(h_{1}\right)=\mathrm{LC}\left(h_{2}\right)=-1$. However, $\mathcal{G}^{\prime}{ }_{\text {lex }}=\left\{-f, g,-h_{1},-h_{2}\right\}$ is the reduced Gröbner basis of the ideal $\mathcal{J}$ with respect to the lexicographic and grlex ordering. On the other hand, $\boldsymbol{\mathcal { G }}_{\text {grevlex }}=\{f, g\}$ is already the reduced Gröbner basis of $\mathcal{J}$ with respect to the grevlex ordering.

Example B. 14 (Continuing the Example B.1). Recall that we are considering an ideal $\mathcal{J}_{1}$ and the corresponding basis $\mathcal{B}_{1}$

$$
\mathcal{J}_{1}=\left\langle\mathcal{B}_{1}\right\rangle=\left\langle x_{1}\left(x_{1}-1\right)\left(x_{1}+1\right), x_{2}\left(x_{2}-1\right)\left(x_{2}+1\right), x_{1}^{2}+x_{2}^{2}-1\right\rangle
$$

The basis $\mathcal{B}_{1}$ is not a Gröbner basis of the ideal $\mathcal{J}_{2}$ with respect to the grevlex ordering since $\overline{S\left(x_{1}^{2}+x_{2}^{2}-1, x_{1}^{3}-x_{1}\right)^{\mathcal{B}_{1}}}=x_{1} x_{2}^{2}$. However, recall that we have showed that $x_{1} x_{2} \in \mathcal{J}_{2}$ and thus $\mathcal{B}_{2}:=\mathcal{B}_{1} \cup\left\{x_{1} x_{2}\right\}$ defines a new basis of $\mathcal{J}_{2}$. Additionally, $S\left(x_{1}^{2}+x_{2}^{2}-1, x_{1}^{3}-x_{1}\right) \rightarrow_{\boldsymbol{B}_{2}} 0$. One can verify that $\boldsymbol{\mathcal { B }}_{2}$ is a Gröbner basis but it is not the reduced Gröbner basis of the ideal $\mathcal{J}_{2}$ since the leading monomial $\mathrm{LM}\left(x_{1}^{2}+x_{2}^{2}+1\right)=x_{1}^{2}$ divides the leading monomial $\operatorname{LM}\left(x_{1}^{3}-x_{1}\right)=x_{1}^{3}$. Moreover, $x_{1}^{3}-x_{1}=x_{1} \cdot\left(x_{1}^{2}+x_{2}^{2}-1\right)-x_{2} \cdot\left(x_{1} x_{2}\right)$.

However, eliminating the polynomial $x_{1}^{3}-x_{1}$ from the basis $\mathcal{B}_{2}$ leads to the basis

$$
\mathcal{G}_{1}=\left\{x_{2}\left(x_{2}-1\right)\left(x_{2}+1\right), x_{1}^{2}+x_{2}^{2}-1, x_{1} x_{2}\right\}
$$

which is the reduced Gröbner basis of the ideal $\mathcal{J}_{1}$.
In Example B. 1 we have shown that the theta body relaxations of the unit- $\ell_{1}$-norm ball in $\mathbb{R}^{2}$ coincide with the unit- $\ell_{1}$-norm ball. Consequently, the theta body relaxations do not provide new vector norms. In the following we show that this is true also for the unit- $\ell_{1}$-norm ball in $\mathbb{R}^{n}$, with $n \in \mathbb{N}$.

Example B. 15 (the unit- $\ell_{1}$-norm ball in $\mathbb{R}^{n}$ ). It is easy to see that $\mathbf{x} \in \mathbb{R}^{n}$ is an extreme point of the unit- $\ell_{1}$-norm ball if and only if

$$
\begin{aligned}
& x_{1}^{2}+x_{2}^{2}+\cdots+x_{n}^{2}=1 \\
& x_{i} \in\{0,-1,1\}, \quad \text { for all } i \in[n] \\
& x_{j} \cdot x_{k}=0, \quad \text { for all } 1 \leq j<k \leq n
\end{aligned}
$$

Following the example above, we define an ideal $\mathcal{J}_{n}=\left\langle\mathcal{G}_{n}\right\rangle$ through its basis

$$
\begin{aligned}
\mathcal{G}_{n}= & \left\{g(\mathbf{x})=x_{1}^{2}+x_{2}^{2}+\cdots+x_{n}^{2}-1,\right. \\
& f_{i}(\mathbf{x})=x_{i}\left(x_{i}-1\right)\left(x_{i}+1\right), \quad i \in\{2,3, \ldots, n\}, \\
& \left.h_{j k}(\mathbf{x})=x_{j} x_{k}, \quad 1 \leq j<k \leq n\right\}
\end{aligned}
$$

Similarly to the previous example, we omitted $f_{1}(\mathbf{x})=x_{1}^{3}-x_{1}$ from $\mathcal{G}_{n}$ since $x_{1}^{3}-x_{1}=x_{1} \cdot g(\mathbf{x})-$ $\sum_{k=2}^{n} h_{1 k}(\mathbf{x}) \cdot x_{k}$. Clearly, the real algebraic variety $\nu_{\mathbb{R}}\left(\mathcal{J}_{n}\right)$ of the ideal $\mathcal{J}_{n}$ is the set of all extreme points of the unit- $\ell_{1}$-norm ball in $\mathbb{R}^{n}$. We claim that $\boldsymbol{\mathcal { G }}_{n}$ is also the reduced Gröbner basis of the ideal $\mathcal{J}_{n}$ with respect to the grevlex ordering. Notice that the leading terms of $g$ and $f_{i}$, as well as the leading terms of $g$ and $h_{j k}$ with $j \geq 2$ are relatively prime. In the following we compute
the remaining $S$-polynomials.

$$
\begin{aligned}
& S\left(g, h_{1 k}\right)=x_{2}^{2} x_{k}+\cdots+x_{n}^{2} x_{k}-x_{k}=f_{k}+\sum_{i=2}^{k-1} x_{i} h_{i k}+\sum_{i=k+1}^{n} x_{i} h_{k i} \rightarrow_{\boldsymbol{G}_{n}} 0, \quad \text { for } k \in\{2, \ldots, n\} \\
& S\left(f_{j}, h_{j k}\right)=S\left(f_{k}, h_{j k}\right)=-x_{j} x_{k}=-h_{j k} \rightarrow \boldsymbol{\mathcal { G }}_{n} 0, \quad \text { for } 1 \leq j<k \leq n .
\end{aligned}
$$

Additionally, all the polynomials in the set $\mathcal{G}_{n}$ are monic. Also, no monomial of $p \in \mathcal{G}_{n}$ lies in $\langle\operatorname{LT}(\mathcal{G} \backslash\{p\})\rangle$, for all $p \in \mathcal{G}_{n}$. Thus, set $\mathcal{G}_{n}$ is the reduced Gröbner basis of the polynomial $\mathcal{J}_{n}$ with respect to the grevlex ordering.

Next, we compute the theta bodies $\mathrm{TH}_{k}\left(\mathcal{J}_{n}\right)$, for $k \in \mathbb{N}$. Recall that a vector $\mathbf{x}$ is in the unit- $\ell_{1}$-norm ball in $\mathbb{R}^{n}$ if and only if

$$
x_{1}^{2}+x_{2}^{2}+\cdots+x_{n}^{2} \leq 1 .
$$

Thus, the supporting hyperplanes of the unit- $\ell_{1}$-norm ball in $\mathbb{R}^{n}$ are of the form $\ell_{i}(\mathbf{x})=0$, where

$$
\ell_{i}(\mathbf{x})=(-1)^{i_{1}} x_{1}+(-1)^{i_{2}} x_{2}+\cdots+(-1)^{i_{n}} x_{n}+1 \quad \text { for all } i \in\left\{0,1,2, \ldots, 2^{n}-1\right\},
$$

and $i_{1} i_{2} \cdots i_{n}$ is the binary representation of the number $i$. The unit- $\ell_{1}$-norm ball $\mathcal{B}^{n}$ in $\mathbb{R}^{n}$ is then of the form

$$
\mathcal{B}^{n}=\overline{\operatorname{conv}\left(\nu_{\mathbb{R}}\left(\mathcal{J}_{n}\right)\right)}=\left\{\mathbf{x}: \ell_{i}(\mathbf{x}) \geq 0, \quad \text { for all } i \in\left\{0,1,2, \ldots, 2^{n}-1\right\}\right\}
$$

and the theta bodies $\mathrm{TH}_{k}\left(\mathcal{J}_{n}\right)$ are defined as

$$
\mathrm{TH}_{k}\left(\mathcal{J}_{n}\right)=\left\{\mathbf{x}: \ell_{i}(\mathbf{x}) \geq 0, \quad \text { for all } i \in\left\{0,1,2, \ldots, 2^{n}-1\right\} \text { s.t. } \ell_{i} \text { is } k \text {-sos } \bmod \mathcal{J}_{n}\right\} .
$$

For every $i \in\left\{0,1,2, \ldots, 2^{n}-1\right\}$ it holds that

$$
\ell_{i}=\frac{1}{2} \ell_{i}^{2}-\left(\frac{1}{2} g+\sum_{j<k}(-1)^{i_{j}+i_{k}} h_{j k}\right)
$$

where $\frac{1}{2} \ell_{i}^{2} \in \Sigma_{2}$ and $p=-\left(\frac{1}{2} g+\sum_{j<k}(-1)^{i_{j}+i_{k}} h_{j k}\right) \in \mathcal{J}_{n}$. Thus, the polynomial $\ell_{i}$ is 1sos $\bmod \mathcal{J}_{n}$ for every $i$ and the unit- $\ell_{1}$-norm ball coincides with the first theta body $\operatorname{TH}_{1}\left(\mathcal{J}_{n}\right)$. Consequently, in this scenario, all theta bodies are equal to the unit- $\ell_{1}$-norm ball.

## APPENDIX C

## C.1. Semidefinite programming

Semidefinite programming is a part of convex programming where one minimizes (or maximizes) a linear objective function over a spectahedron (intersection of the cone of positive semidefinite matrices with an affine space).

Semidefinite programming is a relatively new field which recently gained a lot of interest since many practical problems in combinatorial optimization can be modeled or approximated by semidefinite programs (SDPs). In addition, since SDPs are a special case of cone programming, they can be solved efficiently via interior point methods, see [166].

A general SDP (also called a primal problem) is of the form

$$
\begin{align*}
\min _{\mathbf{X} \in \mathcal{S}^{n}}\langle\mathbf{C}, \mathbf{X}\rangle_{\mathcal{S}^{n}} \quad \text { subject to } \quad & \left\langle\mathbf{A}_{i}, \mathbf{X}\right\rangle_{\mathcal{S}^{n}}=\mathbf{b}(i), i \in[m] \\
& \mathbf{X} \succeq \mathbf{0}, \tag{P1}
\end{align*}
$$

where $\mathcal{S}^{n}=\left\{\mathbf{X} \in \mathbb{R}^{n \times n}: \mathbf{X}=\mathbf{X}^{T}\right\}$ and $\langle\mathbf{A}, \mathbf{B}\rangle_{\mathcal{S}^{n}}=\operatorname{tr}\left(\mathbf{B}^{T} \mathbf{A}\right)=\sum_{i=1}^{n} \sum_{j=1}^{n} \mathbf{A}(i, j) \mathbf{B}(i, j)$.
The corresponding dual problem is

$$
\begin{equation*}
\max _{\mathbf{y} \in \mathbb{R}^{m}}\langle\mathbf{b}, \mathbf{y}\rangle_{\mathbb{R}^{m}} \quad \text { subject to } \quad \sum_{i=1}^{m} \mathbf{y}(i) \mathbf{A}_{i} \preceq \mathbf{C} \tag{D1}
\end{equation*}
$$

where $\langle\cdot, \cdot\rangle_{\mathbb{R}^{m}}$ denotes the standard $\ell_{2}$-inner product. It is possible to start with a different primal problem (maximizing instead of minimizing a linear functional), i.e.

$$
\begin{align*}
\max _{\mathbf{X} \in \mathcal{S}^{n}}\langle\mathbf{C}, \mathbf{X}\rangle_{\mathcal{S}^{n}} \quad \text { subject to } & \left\langle\mathbf{A}_{i}, \mathbf{X}\right\rangle_{\mathcal{S}^{n}}=\mathbf{b}(i), i \in[m] \\
& \mathbf{X} \succeq \mathbf{0} . \tag{P2}
\end{align*}
$$

Noticing that $\max _{\mathbf{X} \in \mathcal{S}^{n}}\langle\mathbf{C}, \mathbf{X}\rangle_{\mathcal{S}^{n}}=-\min _{\mathbf{X} \in \mathcal{S}^{n}}\langle-\mathbf{C}, \mathbf{X}\rangle_{\mathcal{S}^{n}}$ leads to an equivalent primal problem

$$
\begin{aligned}
-\min _{\mathbf{X} \in \mathcal{S}^{n}}\langle-\mathbf{C}, \mathbf{X}\rangle_{\mathcal{S}^{n}} \quad \text { such that } \quad & \left\langle\mathbf{A}_{i}, \mathbf{X}\right\rangle_{\mathcal{S}^{n}}=\mathbf{b}(i), i \in[m] \\
& \mathbf{X} \succeq \mathbf{0} .
\end{aligned}
$$

Then the corresponding dual problem is

$$
-\max _{\mathbf{y} \in \mathbb{R}^{m}}\langle\mathbf{b}, \mathbf{y}\rangle_{\mathbb{R}^{m}} \quad \text { s.t. } \quad \sum_{i=1}^{m} \mathbf{y}(i) \mathbf{A}_{i} \preceq-\mathbf{C} \Leftrightarrow \min _{\mathbf{y} \in \mathbb{R}^{m}}\langle\mathbf{b},-\mathbf{y}\rangle_{\mathbb{R}^{m}} \quad \text { s.t. } \quad \sum_{i=1}^{m}(-\mathbf{y}(i)) \mathbf{A}_{i} \succeq \mathbf{C} .
$$

Applying the substitution $\mathbf{w}:=-\mathbf{y}$ leads to an equivalent SDP

$$
\begin{equation*}
\min _{\mathbf{w}}\langle\mathbf{b}, \mathbf{w}\rangle_{\mathbb{R}^{m}} \quad \text { s.t. } \quad \sum_{i=1}^{m} \mathbf{w}(i) \mathbf{A}_{i} \succeq \mathbf{C} . \tag{D2}
\end{equation*}
$$

Definition C. $1\left([113)\right.$ ). Let $\mathbf{X}=\left[\begin{array}{cc}\mathbf{A} & \mathbf{B} \\ \mathbf{B}^{T} & \mathbf{C}\end{array}\right]$ be a symmetric matrix in $\mathbb{R}^{n \times n}$, where $\mathbf{A}$ is invertible. Then the matrix

$$
\mathbf{S}=\mathbf{C}-\mathbf{B}^{T} \mathbf{A}^{-1} \mathbf{B}
$$

is the Schur complement of the block $\mathbf{A}$ in $\mathbf{X}$.
The Schur complement of $\mathbf{A}$ in $\mathbf{X}$ is closely connected to the positive definiteness of the block matrix $\mathbf{X}$.
Proposition C. $2([15])$. Let $\mathbf{X}=\left[\begin{array}{cc}\mathbf{A} & \mathbf{B} \\ \mathbf{B}^{T} & \mathbf{C}\end{array}\right]$ be a symmetric matrix in $\mathbb{R}^{n \times n}$. If $\mathbf{A} \succ \mathbf{0}$, then

$$
\begin{equation*}
\mathbf{X} \succeq \mathbf{0} \text { if and only if } \mathbf{S} \succeq \mathbf{0} \tag{C.1}
\end{equation*}
$$

where $\mathbf{S}$ is the Schur complement of $\mathbf{A}$ in $\mathbf{X}$.
Example C. 3 (Matrix operator norm minimization, see [15, 133]). We want to compute the operator norm of a matrix $\mathbf{Z} \in \mathbb{R}^{m \times n} \backslash\{\mathbf{0}\}$. In the following, $\lambda_{\max }(\mathbf{Z})$ denotes the largest eigenvalue of matrix $\mathbf{Z}$ and $\mathbf{I}_{n} \in \mathbb{R}^{n \times n}$ denotes the identity matrix. We obtain the following equivalent statements

$$
\begin{aligned}
& \|\mathbf{Z}\|_{2 \rightarrow 2} \leq t \Leftrightarrow \lambda_{\max }\left(\mathbf{Z}^{T} \mathbf{Z}\right) \leq t^{2} \Leftrightarrow \max _{\|\mathbf{v}\|_{2}=1} \mathbf{v}^{T} \mathbf{Z}^{T} \mathbf{Z} \mathbf{v} \leq t^{2} \Leftrightarrow \max _{\|\mathbf{v}\|_{2}=1}\left(\mathbf{v}^{T} \mathbf{Z}^{T} \mathbf{Z} \mathbf{v}-t^{2} \mathbf{v}^{T} \mathbf{v}\right) \leq 0 \\
\Leftrightarrow & -\max _{\|\mathbf{v}\|_{2}=1}\left(\mathbf{v}^{T} \mathbf{Z}^{T} \mathbf{Z} \mathbf{v}-t^{2} \mathbf{v}^{T} \mathbf{v}\right) \geq 0 \Leftrightarrow \min _{\|\mathbf{v}\|_{2}=1}\left(-\mathbf{v}^{T} \mathbf{Z}^{T} \mathbf{Z} \mathbf{v}+t^{2} \mathbf{v}^{T} \mathbf{v}\right) \geq 0 \\
\Leftrightarrow & \min _{\|\mathbf{v}\|_{2}=1} \mathbf{v}^{T}\left(t^{2} \mathbf{I}_{n}-\mathbf{Z}^{T} \mathbf{Z}\right) \mathbf{v} \geq 0 \Leftrightarrow t^{2} \mathbf{I}_{n}-\mathbf{Z}^{T} \mathbf{Z} \succeq \mathbf{0} .
\end{aligned}
$$

Applying C.1 leads to the following SDP for computing the operator norm of a matrix $\mathbf{Z}$

$$
\min _{t \geq 0} t \quad \text { such that } \quad\left[\begin{array}{cc}
t \mathbf{I}_{m} & \mathbf{Z} \\
\mathbf{Z}^{T} & t \mathbf{I}_{n}
\end{array}\right] \succeq \mathbf{0}
$$

In the following example we show that the matrix nuclear norm is a dual norm of the matrix operator norm. Recall that in an inner product space, the dual norm $\|\cdot\|_{d}$ of a given norm $\|\cdot\|$ always exists and is defined as

$$
\begin{equation*}
\|\mathbf{X}\|_{d}:=\max _{\mathbf{Y}}\{\langle\mathbf{X}, \mathbf{Y}\rangle:\|\mathbf{Y}\| \leq 1\} \tag{C.2}
\end{equation*}
$$

In addition, the dual norm of the norm $\|\cdot\|_{d}$ is the original norm $\|\cdot\|$. The matrix space $\mathbb{R}^{m \times n}$ is equipped with the inner product $\langle\mathbf{X}, \mathbf{Y}\rangle=\operatorname{tr}\left(\mathbf{Y}^{T} \mathbf{X}\right)$.

Example C. 4 (Dual norm of the matrix operator norm is the nuclear norm, see [133]). From Example C.3, a semidefinite characterization of the operator norm is

$$
\|\mathbf{Z}\|_{2 \rightarrow 2}=\min _{t \geq 0} t \quad \text { such that } \quad\left[\begin{array}{cc}
t \mathbf{I}_{m} & \mathbf{Z}  \tag{C.3}\\
\mathbf{Z}^{T} & t \mathbf{I}_{n}
\end{array}\right] \succeq \mathbf{0}
$$

Let $\mathbf{X}=\mathbf{U} \boldsymbol{\Sigma} \mathbf{V}^{T}$ be the reduced singular value decomposition of the matrix $\mathbf{X} \in \mathbb{R}^{m \times n}$, with $\mathbf{U} \in \mathbb{R}^{m \times r}$, diagonal $\boldsymbol{\Sigma} \in \mathbb{R}^{r \times r}$, and $\mathbf{V} \in \mathbb{R}^{n \times r}$, where $r$ denotes the rank of the matrix $\mathbf{X}$. For a matrix $\mathbf{Y}:=\mathbf{U V}^{T}$ it holds that $\|\mathbf{Y}\|_{2 \rightarrow 2}=1$ and $\langle\mathbf{X}, \mathbf{Y}\rangle=\operatorname{tr}\left(\mathbf{Y}^{T} \mathbf{X}\right)=\operatorname{tr}\left(\mathbf{V U}^{T} \mathbf{U} \boldsymbol{\Sigma} \mathbf{V}\right)=$ $\operatorname{tr}(\boldsymbol{\Sigma})=\sum_{i=1}^{r} \sigma_{i}(\mathbf{X})=\|\mathbf{X}\|_{*}$, where $\left\{\sigma_{i}(\mathbf{X})\right\}_{i=1}^{r}$ is the set of the singular values of the matrix $\mathbf{X}$. Therefore, by $\left(\mathbf{C} .2\right.$ it holds that $\|\mathbf{X}\|_{d} \geq\|\mathbf{X}\|_{*}$, for all $\mathbf{X} \in \mathbb{R}^{m \times n}$.

For the upper bound on the dual norm we use the SDP duality theory. Notice that by (C.3)

$$
\max _{\mathbf{Y}}\left\{\langle\mathbf{X}, \mathbf{Y}\rangle:\|\mathbf{Y}\|_{2 \rightarrow 2} \leq 1\right\} \Leftrightarrow \max _{\mathbf{Y}} \operatorname{tr}\left(\mathbf{Y}^{T} \mathbf{X}\right) \quad \text { s.t. } \quad\left[\begin{array}{cc}
\mathbf{I}_{m} & \mathbf{Y}  \tag{C.4}\\
\mathbf{Y}^{T} & \mathbf{I}_{n}
\end{array}\right] \succeq \mathbf{0}
$$

Define matrices $\mathbf{Z}:=\left[\begin{array}{cc}\mathbf{I}_{m} & \mathbf{Y} \\ \mathbf{Y}^{T} & \mathbf{I}_{n}\end{array}\right], \mathbf{C}:=\frac{1}{2}\left[\begin{array}{cc}\mathbf{0} & \mathbf{X} \\ \mathbf{X}^{T} & \mathbf{0}\end{array}\right], \mathbf{A}_{1}:=\left[\begin{array}{cc}\frac{1}{m} \mathbf{I}_{m} & \mathbf{0} \\ \mathbf{0} & \mathbf{0}\end{array}\right]$, and $\mathbf{A}_{2}:=\left[\begin{array}{cc}\mathbf{0} & \mathbf{0} \\ \mathbf{0} & \frac{1}{n} \mathbf{I}_{n}\end{array}\right]$. Noticing that $\left\langle\mathbf{Z}, \mathbf{A}_{1}\right\rangle=\left\langle\mathbf{Z}, \mathbf{A}_{2}\right\rangle=1$ leads to a semidefinite program

$$
\begin{equation*}
\max _{\mathbf{Z}}\langle\mathbf{C}, \mathbf{Z}\rangle \quad \text { such that } \quad\left\langle\mathbf{A}_{1}, \mathbf{Z}\right\rangle=1,\left\langle\mathbf{A}_{2}, \mathbf{Z}\right\rangle=1, \mathbf{Z} \succeq \mathbf{0} . \tag{C.5}
\end{equation*}
$$

Notice that every feasible matrix $\mathbf{Y}$ for (C.4) induces a feasible $\mathbf{Z}$ for C.5. The dual problem corresponding to C.5 is

$$
\begin{equation*}
\min _{\mathbf{y}}(\mathbf{y}(1)+\mathbf{y}(2)) \quad \text { such that } \quad \mathbf{y}(1) \mathbf{A}_{1}+\mathbf{y}(2) \mathbf{A}_{2} \succeq \mathbf{C} \tag{C.6}
\end{equation*}
$$

which is equivalent to

$$
\min _{\mathbf{y}}(\mathbf{y}(1)+\mathbf{y}(2)) \quad \text { such that } \quad\left[\begin{array}{cc}
\frac{2 \mathbf{y}(1)}{m} \mathbf{I}_{m} & -\mathbf{X} \\
-\mathbf{X}^{T} & \frac{2 \mathbf{y}(2)}{n} \mathbf{I}_{n}
\end{array}\right] \succeq \mathbf{0} .
$$

For matrices $\mathbf{A} \in \mathbb{C}^{m \times m}, \mathbf{X} \in \mathbb{C}^{m \times n}$, and $\mathbf{C} \in \mathbb{C}^{n \times n}$ it holds that $\left[\begin{array}{cc}\mathbf{A} & \mathbf{X} \\ \mathbf{X}^{T} & \mathbf{C}\end{array}\right] \succeq \mathbf{0}$ if and only if $\left[\begin{array}{cc}\mathbf{A} & -\mathbf{X} \\ -\mathbf{X}^{T} & \mathbf{C}\end{array}\right] \succeq \mathbf{0}$ since

$$
\left[\begin{array}{ll}
\mathbf{y}_{1}^{T} & \mathbf{y}_{2}^{T}
\end{array}\right]\left[\begin{array}{cc}
\mathbf{A} & \mathbf{X} \\
\mathbf{X}^{T} & \mathbf{C}
\end{array}\right]\left[\begin{array}{l}
\mathbf{y}_{1} \\
\mathbf{y}_{2}
\end{array}\right]=\left[\begin{array}{ll}
\mathbf{y}_{1}^{T} & -\mathbf{y}_{2}^{T}
\end{array}\right]\left[\begin{array}{cc}
\mathbf{A} & -\mathbf{X} \\
-\mathbf{X}^{T} & \mathbf{C}
\end{array}\right]\left[\begin{array}{c}
\mathbf{y}_{1} \\
-\mathbf{y}_{2}
\end{array}\right], \quad \text { for } \mathbf{y}=\left[\begin{array}{l}
\mathbf{y}_{1} \\
\mathbf{y}_{2}
\end{array}\right]
$$

Thus, the dual problem (C.6) is equivalent to

$$
\min _{\mathbf{y}}(\mathbf{y}(1)+\mathbf{y}(2)) \quad \text { such that } \quad\left[\begin{array}{cc}
\frac{2 \mathbf{y}(1)}{m} \mathbf{I}_{m} & \mathbf{X} \\
\mathbf{X}^{T} & \frac{2 \mathbf{y}(2)}{n} \mathbf{I}_{n}
\end{array}\right] \succeq \mathbf{0} .
$$

By defining the matrices $\mathbf{W}_{1}:=\frac{2 \mathbf{y}(1)}{m} \mathbf{I}_{m}$ and $\mathbf{W}_{2}:=\frac{2 \mathbf{y}(2)}{n} \mathbf{I}_{n}$ we obtain the following semidefinite program

$$
\min _{\mathbf{W}_{1}, \mathbf{W}_{2}} \frac{1}{2}\left(\operatorname{tr}\left(\mathbf{W}_{1}\right)+\operatorname{tr}\left(\mathbf{W}_{2}\right)\right) \quad \text { such that } \quad\left[\begin{array}{cc}
\mathbf{W}_{1} & \mathbf{X}  \tag{C.7}\\
\mathbf{X}^{T} & \mathbf{W}_{2}
\end{array}\right] \succeq \mathbf{0} .
$$

Recall that $\mathbf{X}=\mathbf{U} \boldsymbol{\Sigma} \mathbf{V}^{T}$ and set $\mathbf{W}_{1}:=\mathbf{U} \boldsymbol{\Sigma} \mathbf{U}^{T}$ and $\mathbf{W}_{2}:=\mathbf{V} \boldsymbol{\Sigma} \mathbf{V}^{T}$. Then the tuple $\left(\mathbf{W}_{1}, \mathbf{W}_{2}, \mathbf{Z}\right)$ is feasible for (C.7) since

$$
\left[\begin{array}{cc}
\mathbf{W}_{1} & \mathbf{X} \\
\mathbf{X}^{T} & \mathbf{W}_{2}
\end{array}\right]=\left[\begin{array}{l}
\mathbf{U} \\
\mathbf{V}
\end{array}\right] \boldsymbol{\Sigma}\left[\begin{array}{ll}
\mathbf{U}^{T} & \mathbf{V}^{T}
\end{array}\right] \succeq \mathbf{0}
$$

and $\boldsymbol{\Sigma}$ is a diagonal matrix with non-negative entries. Furthermore, the objective function satisfies $\frac{1}{2} \operatorname{tr}\left(\mathbf{W}_{1}+\mathbf{W}_{2}\right)=\|\mathbf{X}\|_{*}$. Since any feasible solution of C.7) provides an upper bound for C.4), we have that the dual norm is less or equal to the nuclear norm which concludes the proof.

Let $\boldsymbol{\sigma} \in \mathbb{R}^{r}$ denote the vector of singular vales of a given matrix $\mathbf{X}$. By duality theory in vector space $\mathbb{R}^{r}$ it holds that $\ell_{1}$-norm and $\ell_{\infty}$-norm are dual to each other (see [15]). Then, it
follows that

$$
\|\boldsymbol{\sigma}\|_{1}=\sum_{i=1}^{r} \sigma_{i}=\|\mathbf{X}\|_{*} \text { is a dual norm to }\|\boldsymbol{\sigma}\|_{\infty}=\max _{1 \leq i \leq r} \boldsymbol{\sigma}(i)=\|\mathbf{X}\|_{2 \rightarrow 2}
$$

Therefore, the above example is consistent with the duality theory in $\mathbb{R}^{r}$, see also [15].
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