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Introduction
"Dr. Robert Lerner, a radiologist at the University of Rochester, was intrigued by
the ability of palpation to detect some prostate cancers that were undetectable by
ultrasound" [1] wrote Parker et al. in their review paper on imaging elastic properties
of tissue. For Lerner and Parker, this lead to the development of vibration amplitude
sonoelastography, one of the earliest techniques for imaging the elastic properties of
tissue and imitating manual palpation [2].
Manual palpation, as a means to examine the elastic properties of tissue, has been

one of the oldest medical examination techniques used even by physicians in ancient
Egypt or Mesopotamia [3] and was also held in high regard by the modern, scientific
physicians emerging after the French Revolution: "There was, quite aside from the
world of sight, an entire world of touch which we had never perceived before." [4] wrote
Karl Stern, a resident physician in Fankfurt even in the early 1930s [5, 6].

In the 1980s an impressive arsenal of medical imaging modalities had emerged: Be-
ginning 1895 with the discovery of x-rays by Röntgen [7] and including the introduction
and development of modalities like ultrasound (US) pioneered by Wild in 1949 [8–12],
nuclear or molecular imaging, starting in the 1950s and leading to techniques like
SPECT (single photon emission computed tomography) and PET (positron emission
tomography) [12–15], or CT (x-ray based computer tomography) with its first clinical
scanner developed by Hounsfield and EMI Ltd in 1971 [12, 16–18]. In the 1970s and
1980s magnetic resonance imaging (MRI) was developed [19–21] - a technique that is
based on the interaction between the nuclear spins in the human body, strong magnetic
fields and radio waves. MRI forms a basis for this thesis. All these radiological methods
traditionally provide structural (x-ray, CT, MRI, US) or dynamic information (Doppler
US, nuclear imaging, measurements with contrast agents, diffusion/perfusion images).

To complement the arsenal of imaging techniques, in the 1980s and 1990s multiple
techniques emerged which aimed at measuring also the mechanical properties of tissue
and provide an objective, high resolution and sensitive imaging modality that imitated
palpation [1, 6, 22]. After early attempts in the 1950s by Oestreicher and von Gierke
to study the behavior of human tissue by exciting surface waves [23, 24], now different
techniques based on US imaging were investigated [25, 26]. They induce either a
dynamic, transient or static strain in the tissue (using mostly external sources or
acoustic radiation force) and use different US imaging techniques to measure this
strain in order to infer the mechanical properties of the tissue. Some examples include
(but are not limited to) the above mentioned vibration amplitude sonoelastography
which uses Doppler US to measure the amplitude of low frequency vibration (20 −
1000 Hz) [2, 27], compression elastography which compares US images before and
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after a static compression [28], transient shear wave imaging [29–31], radiation force
vibration acustography [32], supersonic shear imaging [33] or acoustic radiation force
imaging [34]. In the mid 1990s dynamic magnetic resonance elastography (MRE)
emerged, a technique that uses MR phase-contrast to image the propagation of low
frequency shear waves [35, 36]. Later other techniques using MR phase-images to
investigate the influence of acoustic radiation force were developed [37–40].
Elastography has meanwhile been applied to various clinical issues. Both US and

MR elastography show promising results for example in breast and liver examinations,
while especially US elastography is also applied to various other areas (including both
thyroid and prostate). Overviews of the applications can be found for example in [1, 6,
41–43].

One area, however, where neither manual palpation nor US elastography can be
used non-invasively to access the mechanical properties of tissue is the brain since
it is protected from most outside influence by the skull. MRE, on the other hand,
can give access to the brain’s properties [44, 45], and it has been shown that it can
deliver interesting insights, for example on the consistency of brain tumors [46–49],
multiple sclerosis [50, 51], neurodegenerative diseases [52, 53] or normal pressure
hydrocephalus [54, 55].

However, MRE still faces some challenges in the investigation of the brain. On the
one hand, multiple approaches and algorithms exist to extract mechanical properties
for the tissue [56] and they can yield inconsistent results [57, 58]. Also, studies trying
to differentiate different kinds of tissue inside the brain vary in their results for the
shear modulus over one order of magnitude [59]. Another challenge concerns the form
of the excitation: since the skull protects the brain against direct access, the shear
waves measured are typically excited from the outside by vibrating the skull and have
to travel inwards through the brain. Brain tissue, however, is a lossy medium [44]
which might lead to locally different excitations depending on how strong the waves
are attenuated from the outside in and thus may cause different sensitivity in the inner
regions of the brain.

The aim of this thesis is to show the feasibility of an alternative method to image the
mechanical properties of brain tissue, which we call MR rheology (MRR) [60–62]. In its
excitation it is similar to the work done by Bayly et al. [63], who use MRI tagging [64] to
measure the strain after acceleration of the head to investigate deformations associated
with traumatic brain injuries. MRR uses a short fall (≈ 1 mm) of the human head as a
global excitation of the entire brain volume aiming for an equal sensitivity in the inner
and outer regions of the brain. The response of the brain tissue to this shock excitation
is measured using motion sensitive MR phase imaging. The technical development of
this method has been described by Ulucay in [65].
In this thesis first systematic measurements on phantoms and healthy volunteers

are presented and means to evaluate the acquired data are investigated. Homogeneous
phantoms are used as a model system for the human brain to investigate the response
to the shock excitation and to determine the influence of size, stiffness and boundary
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conditions of the probe. An oscillation in the phase can be observed in response
to the excitation and its frequency allows to distinguish between different phantom
configurations. Inhomogeneous phantoms are then measured to learn about the
feasibility to resolve substructures using MRR, for example to resolve a cube inside a
substrate with different mechanical properties and an edge length of approx. 15 mm.
The insights gained from the phantom measurements are then transferred to the
measurements of human volunteers to evaluate the experimental set-up under real
conditions and the comparability of in vivo MRR measurements of healthy brains are.
In chapter 1 the theoretical background for this thesis is explained, including the

basic principles of MRI and rheology as well as an introduction to the constitution
and mechanical properties of the human brain. The experimental methods used are
described in chapter 2: The main principle and the experimental realization of MRR
as a creep relaxation experiment are explained as well as the phantom realizations
and the measuring protocols for both phantoms and human volunteers and the basic
data processing steps. The results of the measurements are shown in chapter 3. This
chapter is divided into sections for homogeneous phantoms, inhomogeneous phantoms
and the human volunteers. In chapter 4 the results are discussed according to the
analysis approach that was applied. Additionally, the technical realizations of these
field tests are evaluated.
Some parts of the content of this thesis have been published in [62].
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1 Theory

1.1 Magnetic Resonance Imaging
Living tissue consists to 60− 80 % of water. Each hydrogen proton contained in the
water molecules provides a spin and an associated magnetic moment through which the
nucleus interacts with external magnetic fields. By using short radio frequency(RF)-
pulses the magnetic moments can be manipulated to emit RF-signals whose magnitude
and temporal behavior include information about the environment of the nucleus and
thus about the tissue itself. This phenomena is called nuclear magnetic resonance
(NMR) and was first discovered by Rabi [66] in molecular beams and later by Bloch [67]
and Purcell [68] in liquids and solids respectively. Rabi received the Nobel Prize in
Physics in 1944 for his work while Bloch and Purcell shared the prize in 1952. NMR
is the basis for the magnetic resonance imaging (MRI) technique developed in the
nineteen seventies mainly by Lauterbur, Mansfield and Damadian [19–21]. For their
work Lauterbur and Mansfield were awarded with the Nobel prize in Physiology or
Medicine in 2003.
The aim of the first part of this section is to give a short overview of the physical

principles of NMR - more detailed descriptions can be found for example in the
references [12, 69, 70]. Furthermore, the fundamentals of the image generation are
described as they are explained for example in references [12, 71–73].

1.1.1 Nuclear Magnetic Resonance
Protons have a nuclear spin I and a corresponding magnetic moment µ = γ I (gy-
romagnetic ratio for a proton: γ = 2.675× 108 rad s−1 T−1). The absolute value of I
can be derived from |I| = ~

√
I (I + 1), where I is the nuclear spin quantum number,

which is I = 1/2 for a proton. From the uncertainty relation follows that not all
components of I can be derived simultaneously, so that the direction of the nuclear spin
and, thus, also of the magnetic moment cannot be measured with equal precision. The
z-component of the nuclear spin, however, can be defined by Iz = ~mz, with mz as the
magnetic quantum number which runs in 2 I + 1 steps through −I,−(I − 1), ...,+I.
In a magnetic field B0 = B0 ez aligned in z-direction the magnetic moment µ couples
to its field and for the potential energy follows

E = −µ ·B0 = −µz B0 = γ Iz B0. (1.1)

Thus, the afore degenerate energy eigenstates are split into 2 I + 1 (in the case of the
proton into 2) levels (Nuclear Zeemann effect). These levels are associated with the
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E E↓

E↑

∆E = γ ~B0

B = 0 B = B0

Figure 1.1: Nuclear Zeemann
Effect:
The orientation of the nuclear
spins without a magnetic field
is arbratrary and the energy
states are degenerated. When
a magnetic field is applied the
degeneration is suspended and
in a proton the energy le-
vels split up into a favorable
one where the spins are alig-
ned parallel to the magnetic
field (E↑) and one where the
spins are aligned anti-parallel
(E↓). The difference between
these states is given by ∆E =
γ ~B0.

spin being aligned parallel or anti-parallel to the magnetic field, where the parallel
state is energetic favorable: E↑/↓ = ∓1

2 γ ~B0 (cf. fig. 1.1). From this follows that the
energy difference between these states is:

∆E = γ ~B0 = ~ωL, (1.2)

where ωL is called Larmor frequency. The relation

ωL = γ B0 (1.3)

is fundamental for NMR since by applying a resonant RF-pulse with the frequency ωL
transitions between these energy states can be induced.
The number of protons in 1 mm3 of water is of the order of 1020. According to the

Boltzmann statistic the population excess of the energetic favorable state at T = 310 K
(typical value for a living body) in a magnetic field of B0 = 1.5 T (typical magnetic field
in a medical MRI scanner) is in the order of 10−5. Hence, in 1 mm3 of water there are
about 1014 more protons aligned parallel to the magnetic field than anti-parallel and it
is thus justified to change from the quantum mechanical description to a quasi classical
one and sum up the single magnetic moments of a spin ensemble to a quasi classical
magnetic moment m. Multiple spin ensembles inside a volume yield a macroscopic
magnetization M = ∑

i mi which is a continuous quantity. It follows from quantum
mechanical considerations that when the orientation of the z-component of the spin
is precisely oriented along the axis of the magnetic field, the orientation of the x-
and y-component are completely uncertain so that the magnetization M precesses
about the z-axis with the frequency ωL. In a reference frame that rotates with the
frequency ωL (x′, y′, z′ = z) the magnetization M′ becomes a stationary quantity.
The component of the magnetization vector M parallel to the z-axis Mz (M′

z in the
rotating reference frame) is called longitudinal magnetization and is a measure of

6



1.1 Magnetic Resonance Imaging

x
y

z

B1

ωL

M

(a) Laboratory frame of reference

x′ y′

z′ = z

ωL

B1

M′
α

(b) Rotating reference frame

Figure 1.2: Reference Frames:
When considering a great number spins, the single magnetic moments with their discrete
energy levels add up to a continuous quantity and a macroscopic magnetization M(M′ in
the rotating reference frame) can be defined. An RF-pulse moves the magnetization M/M′

from its equilibrium state aligned to the z/z′-axis. In the Laboratory frame of reference (a)
the magnetization spirals towards the x− y-plane. In a reference frame that rotates with
ωL (b) the angle α between the z′-axis and M′ increases with the duration and strength of
the RF-pulse. [74]

how many magnetic moments are aligned with the magnetic field. The components
Mx and My are jointly called transversal magnetization MT (M′

T respectively). The
transversal magnetization describes the phase coherence of the magnetic moments.
After the magnetization has aligned itself along B0, the temporal behavior of the

magnetization M can be described by the equation of motion
dM
dt = γM×B. (1.4)

When an RF-Pulse in the form of an additional alternating magnetic field B1 that
rotates with the Larmor frequency is applied in the x-y-direction, transitions between
the two energy levels can be induced and the magnetization spirals from its state of
equilibrium into the x-y-plane. In the rotating reference frame the magnetization M′

moves towards the x′-y′-plane (cf. fig. 1.2). The longer the time t̃ the transversal field
is applied the larger the cone angle α between the z-axis and the magnetization M
becomes:

α = γ BT t̃. (1.5)

An RF-pulse that moves the magnetization from the z-direction into the x-y-plane is
called a 90◦-pulse. A pulse that flips the magnetization into the −z-direction is called
a 180◦-pulse.

When the magnetization has been moved from its thermal equilibrium, Mz regains
its original state Mz(0) through interaction with its surrounding with the rate

dMz

dt = Mz(0)−Mz(t)
T1

(1.6)
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x′ y′

z′
t0

x′
y′

z′
t1

x′
y′

z′
t2

x′
y′

z′
t3

(a) Decay of phase coherency

MT (0)

MT

t0 t1 t2 t3 t

(b) Exponential decay of transversal magnetization

Figure 1.3: Transversal Relaxation:
(a) Due to locally different magnetic fields, the phase coherency of the transversal magneti-
zation decays. (b) The magnitude of MT after a 90◦-pulse also decays exponentially with
the time constant T2.

where T1 is the longitudinal (or spin-lattice) relaxation time. Simultaneously to the
longitudinal magnetization a transversal magnetization develops when an RF-pulse
moves the magnetization from its equilibrium as many magnetic moments perform
a precession in phase with the frequency ωL. However, the phase coherency decays
through different local magnetic fields caused by spin-spin-interaction (cf. eq. 1.3,
fig. 1.3). The time constant that describes the decay of the transversal magnetization
is the transversal relaxation time T2. Considering these effects one can describe the
movement of the magnetization using the Bloch-equations for each component of M
with B = B0 ez +B1 (ex + ey)

dMx

dt = γ (M×B)x + Mx

T2
dMy

dt = γ (M×B)y + My

T2
dMz

dt = γ (M×B)z + M0 −Mz

T1
.

(1.7)

For the longitudinal magnetization after a 90◦-pulse (cf. fig. 1.4) follows for example:

Mz(t) = M (1− exp(−t/T1)). (1.8)
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1.1 Magnetic Resonance Imaging

M0

Mz

t

Figure 1.4: Longitudinal Relaxation:
After a 90◦-pulse the magnetization is flipped into the
x-y-plane, thus rendering the longitudinal magnetiza-
tion zero. Due to interaction with the surrounding Mz

recovers exponentially with the time constant T1.

For the transversal magnetization a similar equation can be drawn (cf. fig. 1.3):

MT (t) = MT (0) exp(−t/T2). (1.9)

Aside from the aforementioned spin-spin-interaction which yield the relaxation time
T2 inhomogeneities of the external magnetic field cause the spin ensembles to lose their
coherency. Thus, the decay of MT proceeds with time coefficient T ∗2 , which is always
less than T2:

1
T ∗2

= 1
T2

+ 1
T2i

(1.10)

with T2i as the time coefficient for the inhomogeneities.
The relaxation times reflect the surrounding of the spin ensembles and therefore

by measuring the times T1 and T2 conclusions can be drawn about the composition
of the probe. For medical imaging the fact is utilized that different tissues can be
distinguished by their relaxation times or by the magnitude of the magnetization as a
measure for the proton density (cf. table 1.1).
In order to measure the behavior of the magnetization, an antenna whose surface

normal stands perpendicular to the static field can be used. When the magnetization
is flipped in the x-y-plane and assumed to rotate there undisturbed with the frequency
ωtextbfL a magnetic flux Φ occurs in the antenna. Thus, the flux is proportional to
the transversal magnetization Φ ∝ MT cos(ωL t) and a measurable voltage U(t) ∝
MT ωL sin(ωL t) is induced.

To be more precise, considering the transversal magnetization decays with the above
mentioned time constant T ∗2 (cf. eq. 1.9, 1.10) and simultaneously the longitudinal
magnetization builds up again with T1 (cf. eq. 1.8), the resulting signal in the antenna

Tissue Proton Density [%] T1 [ms] T2 [ms]
Liquor 100 >4000 >2000

Gray Matter 70 780 90
White Matter 85 920 100
Meningioma 90 400 80
Metastasis 85 1800 85

Adipose Tissue 100 260 80

Table 1.1: Relaxation ti-
mes and proton density
for different tissues for
Bz = 1.5 T [75]
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decays exponentially with T ′2:
1
T ′2

= 1
T2

+ 1
T2i

+ 1
T1
. (1.11)

The thus decaying signal after an excitation pulse is called free induction decay (FID).

1.1.2 Tomography
As mentioned before, the aim of MRI is to generate images which give spatial resolved
information about the distribution of proton spins and their respective relaxation
behavior. MRI is a tomographic imaging technique which means that multiple sections
of a volume can be recorded and not just a projection of the whole volume. The word
tomography comes from the Greek words τoµή (tome, “section”) and γράϕω (grapho,
“to write”).

In order to achieve this, a single FID is insufficient so that pulse sequences are
used for spatial encoding. A sequence consists of a time-ordered set of basically four
operations: the transmission of an RF-pulse, the application of a magnetic gradient
pulse, the reception of the NMR signal and the use of delays to observe the time
dependent development of the spin ensembles.
Some basic sets of operations and sequences are explained in the following.

1.1.2.1 Spin Echo

Due to field inhomogeneities the time constant for the decay of the transversal magne-
tization is much decreased from T2 to T ∗2 (cf. eq. 1.10). To compensate for this effect
a combination of a 90◦- and a 180◦-pulse can be used to recover some of the signal in
a so called spin echo. Its principle is illustrated in fig. 1.5.
After a 90◦-pulse is applied at t0 the spin ensembles that rotate in the x-y-plane

will dephase since each ensemble precesses with a different Larmor frequency due to
inhomogeneities (cf. eq. 1.3). Thus, after a time t1 > T ∗2 the net magnetization in
the transversal plane is much decreased (cf. fig. 1.5a - (t1)). Suppose a 180◦-pulse is
applied at a time TE/2 after the 90◦-pulse (TE is called echo time) (cf. fig. 1.5b). Any
magnetization in the x-y-plane would be rotated by 180◦ about the y-axis (cf. fig. 1.5a
- (t2)). Those spin ensembles which have a higher precession frequency and are ahead
of the average ensembles by a certain angle are now flipped so that they run behind
the average ensembles by the same angle. The same applies for those spin ensembles
which are subjected to a slightly lower magnetic field and have gotten behind a certain
amount. They are now rotated so they run ahead the average ensemble by the same
amount. Since the ensembles do not change their spatial position their respective
precession frequency depending on the local field inhomogeneities stays the same. As
a consequence, following the 180◦-pulse the rapid spin ensembles catch up with the
slower ones and at TE the ensembles refocus again and a transversal magnetization
becomes measurable as a spin echo which itself builds up and decays with T ∗2 (cf.
fig. 1.5a - (TE)). The maximal amplitude of the echo, however, decays with T2 due to
the irreversible transversal relaxation.

10
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x′ y′

z′
t0

x′
y′

z′
t1

x′
y′

z′
t2

x′
y′

z′
TE

(a) Spin ensembles during a spin echo

t

RF

t

MT

90◦

t0

180◦

TE/2

FID exp(−t/T2)

Echo

TE

(b) RF-pulses and transversal magnetization of a spin echo

Figure 1.5: Spin Echo:
After a 90◦-pulse the magnetization is turned into the transversal plane and all spin
ensembles are in phase (a - t0). After a time t1 > T ∗2 the coherency is lost since some
ensembles rotate with a higher (light gray) and other with a lower (dark gray) frequency
than the Larmor frequency. The signal resulting from MT has decayed. When a 180◦-pulse
is applied at a time TE/2 the ensembles are flipped along the x′-axis. Now, the faster
ensembles run behind and the slower ones run ahead (a - t2). At the time TE the ensembles
are coherent again and an echo signal from MT can be measured. The amplitude of the
echo declines with T2 b.

1.1.2.2 Gradient Echoes

By combining a 90◦-RF-pulse with a bipolar magnetic gradient a gradient echo is
created. When a magnetic field gradient which varies B0 along one spatial axis (e.g.
Gz = ∂B0

∂z
) is superimposed on the static field for a time TE/2 following the 90◦-pulse

all spin ensembles along the gradient axis have a different precession frequency due to
eq. 1.3. Thus, the ensembles dephase and the transversal net magnetization decays to
zero even faster than with T ∗2 . To restore the transversal magnetization the polarity of
the gradient is reversed - again for a time TE/2 - and the spin ensembles catch up with
each other until at a time TE when they are in phase again and an echo is produced.
In contrast to the spin-echo-technique, gradient echoes do not compensate for field
inhomogeneities and thus the amplitude of the gradient echo decays with T ∗2 . In order
to use gradient echoes a magnetic field with high homogeneity is needed as well as the
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possibility to apply gradients very fast.

1.1.2.3 Selective Excitation

There are different operations to achieve a spatial resolution. One common operation
to encode a spatial direction is the selective excitation of a single slice inside the volume.
This can be realized by applying a gradient of B0 in one direction (e.g. in z-direction:
Gz = ∂B0

∂z
) simultaneously to an exciting 90◦-pulse. The resulting magnetic field in

z-direction is now B′ = B0 + Gz and according to eq. 1.3 the Larmor frequency is
now dependent on the position of the spin ensemble along the z-axis. Since a typical
RF-pulse has a finite bandwidth, the Larmor resonance condition (cf. eq. 1.2 and
1.3) is only satisfied in a certain area along the z-axis. Thus, only spin ensembles in
this slice are turned into the x-y-plane and create a signal. The width of the slice is
dependent on the steepness of the gradient (a steeper gradient allows for a narrower
slice) and on the bandwidth of the RF-pulse. A widely used pulse form is a cropped
sinc-pulse (sinc(x) = sin(x)

x
) which yields a quasi rectangular slice shape.

1.1.2.4 Frequency Encoding

When a gradient (e.g. in x-direction (Gx = ∂B0
∂x

)) is applied during the signal readout
(when an echo is generated) the spin ensembles at different locations along the x-
axis will give signals with different frequencies. By analyzing the amplitudes of each
frequency in the spectrum of the received signal through a Fourier transformation the
amplitude of the signal at each location can be deduced. Thus, space is mapped onto
frequency through the gradient.

1.1.2.5 Phase Encoding

Finally, the phase of the received signals can be modulated so that it is dependent on
the location. By applying a magnetic field gradient along one axis (e.g. Gy = ∂B0

∂y
) for

a time Ty between the excitation and the signal readout each spin ensemble rotates
for this time with a different precession frequency that is dependent on its position
along the y-axis. After the gradient is turned off a phase angle φ(y) = γ Gy Ty y is
retained by each ensemble. Since the received signal is a superposition of the signals
of all ensembles, a proper spatial resolution along the y-axis cannot be achieved by
applying only one phase encoding gradient. Instead, to achieve a spatial resolution of
N pixels along the y-axis N signals with N different gradients Gy need to be received.
This way, the amplitude of the signal of each ensemble can be extracted from a linear
system of equations.

1.1.2.6 Spin Echo Sequence

In order to generate an image, all three spatial directions have to be encoded. A basic
sequence which is not very demanding on the scanner hardware is the spin echo (SE)
sequence (cf. fig. 1.6). It consists of a 90◦-pulse during which a gradient provides a
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Figure 1.6: Spin Echo Sequence:
During a 90◦-pulse a slice se-
lecting gradient is applied. The
lobe with opposite polarity and
half the area ensures the phase
coherency of the transversal mag-
netization. The 180◦-pulse at a
time TE/2 generates an echo at a
time TE. During the 180◦-pulse
a second slice selecting gradient
ensures, that only the previously
excited spins are flipped. Between
the two RF-pulses the phase enco-
ding gradient is applied for a time
Ty- at each of the N cycles of the
sequence the amplitude is varied
in order to generate N phase en-
coding steps. During the echo sig-
nal readout a gradient is used for
frequency encoding. [72]

selective excitation of one slice (cf. sec. 1.1.2.3). As the name suggests, after a time
TE/2 a 180◦-pulse follows which generates a spin echo at a time TE (cf. sec. 1.1.2.1) to
eliminate magnetic field inhomogeneities. During the 180◦-pulse another slice selective
gradient is applied in order to only generate a spin echo in the previously excited slice.
By means of this 180◦-pulse there is more time to apply the phase encoding gradients
between the 90◦- and 180◦-pulse (cf. sec. 1.1.2.5). Finally, during the echo signal
readout the frequency encoding gradient is applied to encode the third spatial direction
(cf. paragraph 1.1.2.4). Beforehand, a second gradient in the frequency encoding
direction can be used to shorten the T2 time in order to accelerate the sequence. The
sequence is repeated with a repetition time TR with different phase encoding gradients
N -times to achieve a spatial resolution in phase encoding direction.
The sequence is relatively slow due to the time consuming phase encoding but on

the other hand it is comparatively robust against imaging artifacts.

1.1.2.7 Echo Planar Imaging

An echo planar imaging (EPI) sequence is a gradient echo based imaging sequence
(cf. sec. 1.1.2.2) that can image one slice with a single selective excitation 90◦-pulse
and thus has a very short acquisition time. The FID signal, which decays with T ∗2
(cf. eq. 1.10), is modified with a train of bipolar oscillating gradients in the readout
direction to create a series of gradient echoes and simultaneously encode the readout
direction in the frequency of the signal. In between the echoes an additional gradient
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Figure 1.7: Echo Planar Imaging Se-
quence:
A slice selecting gradient is applied
during the 90◦-pulse. A series of al-
ternating gradient lobes in readout
direction generates multiple gradient
echoes and also are used for frequency
encoding. Between each echo a short
phase encoding gradient is applied.
Before the first echo, a prephasing
gradient in phase encoding direction
is used to determine the origin in
Fourier space. [72]

in the other spatial direction is applied for phase encoding. The gradients have to be
applied fast and precise to ensure that sufficient phase encoding steps are recorded
before the signal amplitude has decayed.

1.1.2.8 Motion Encoding

A magnetic field gradient cannot only be used to encode space but also motion in
the phase of a signal. This becomes apparent when considering the general relation
between a gradient G(t) and the phase φ a spin ensemble acquires due to the variation
of the Larmor frequency:

φ(t) =
t∫

0

∆ω(u) du = γ

t∫
0

G(u)x(u) du. (1.12)

When gradient moments mn(t) =
∫ t

0G(u)un du are introduced, the phase can be
expressed in relation to the initial displacement x0 and velocity v0 of the ensemble:

φ(t) =
∑
n

γ

(
m0 x0 +m1 v0 + . . .+ 1

n!mn

(
dnx
dtn

)
t=0

+ . . .

)
. (1.13)

The zeroth gradient moment m0 yields the area of the gradient m0 =
∫ t

0G(u) du = A
and thus it becomes clear that a rectangular gradient applied for a certain time can
encode the position x0 of a spin ensemble as described in sec. 1.1.2.5.
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In order to encode velocity, the zeroth moment has to vanish. This can be realized
by applying two gradient lobes with equal area but opposite polarity as additional
velocity encoding gradients. The net area for both lobes is zero but the first moment
yields m1 = A∆ (∆: time between the beginning of the lobes). Thus, from eq. 1.13
the phase shift can be obtained as

φ = γ A∆ v0 (1.14)

which depends on the - as constant assumed - velocity.
By nulling further gradient moments higher moments of motion can be observed.

For example, a gradient with four lobes would encode acceleration when both the
zeroth and first moment vanish.

For arbitrary trajectories of spin ensembles with relevant higher moments of motion
eq. 1.12 and eq. 1.13 still hold true, however, calculating the trajectory from the phase
shift becomes complex.

1.2 Rheology
Rheology is an interdisciplinary area of research with the aim to describe the relation
between force and deformation for a multitude of realistic materials. The name rheology
originates from the Greek word ρέω (rheo, “to flow”) and it emerged as a independent
field around 1928 through the collaboration of Bingham and Reiner combining physics,
chemistry, engineering, material sciences and biomechanics. With the emergence of the
chemical industry and polymer production it became apparent that the simple models
of an ideal elastic solid and an ideal viscose liquid as described by Hooke and Newton
respectively are not sufficient and that most materials are much more complex. This
led to the need for more complex constitutive equations.

Rheology includes Macro-Rheology with the aim to describe the behavior of materials
and to formulate constitutive equations from there and Micro-Rheology with the
objective of explaining the observed behavior from the structure of the material.
Rheometry as a subfield engages in the task of developing measuring procedures for
different classes of materials while the Applied Rheology researches the influence of
rheological properties on the processing of materials.

The aim of this section is to introduce some of the basic constitutive equations and
models used in rheology to describe more complex materials. It is based on the much
more detailed explanations in [76–78].

1.2.1 Basic Constitutive Equations

Before describing more complex material models the two basic models of an ideal
elastic solid and an ideal viscose liquid are described.
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(b) Creep Relaxation Experiment

Figure 1.8: Elastic Solid:
An elastic solid can be represented by a spring or Hooke element (a). Under a creep
relaxation experiment, where the stress is given in a step function and the strain is
observed, in an elastic solid the strain follows the stress immediately to a value that is
inversely proportional to the shear modulus. After the stress is removed the deformation is
reversed instantaneously (b). [77]

1.2.1.1 Elastic Solid

One of the basic material models is the elastic solid which is characterized by the
facts that it can only store energy and that its deformation is instantaneous but finite.
When the stress is removed, the solid returns instantaneously to its original state - the
deformation is reversible. It can be symbolized as a spring or a Hooke element (cf.
fig. 1.8a) and is described by Hooke’s law

σ(t) = EH ε(t), (1.15)

where the deformation or strain ε is proportional to the normal stress σ. The coefficient
EH is called the elastic or Young’s modulus and is a material property. A similar
coefficient - the shear modulus GH - can be defined for a shear stress τ with the shear
strain γ

τ(t) = GH γ(t). (1.16)

Here, the principle holds also true that when a shear stress is applied the strain follows
instantaneously and when the stress is removed the strain returns to its original value
(creep relaxation experiment, cf. fig. 1.8b). These coefficients for the spring symbol
should not be equalized with the coefficients of a real solid (shear modulus G, Young’s
modulus E and bulk modulus K). For those the relations

E = 3K (1− 2µ) = 2G (1 + µ) (1.17)

hold true. µ is here the Poisson’s ratio. For incompressible materials where µ = 0.5
and K =∞ this yields

E = 3G. (1.18)
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(a) Newton Element
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(b) Creep Relaxation Experiment

Figure 1.9: Newtonian Liquid:
A liquid can be symbolized by a Newton element (a). This damper represents the attribute
of a Newtonian liquid to dissipate energy and to allow for a delayed strain in a creep
relaxation experiment (b). The slope of the strain function is proportional to 1/ηN . After
the stress is removed there remains an irreversible deformation. [77]

1.2.1.2 Newtonian Liquid

The simplest description of a liquid is given by Newton’s law of viscosity

τ(t) = ηN γ̇(t) (1.19)

where the shear stress τ is proportional to the rate of straining γ̇ = dγ/dt. The
constant of proportionality ηN is called viscosity and is a measure for the friction in
the liquid. In contrast to an elastic solid a Newtonian liquid dissipates energy and,
thus, is symbolized by a liquid filled damper or a Newton element (cf. fig. 1.9a). In a
viscous material the deformation is delayed with respect to the onset of the stress but
unlimited and irreversible (cf. fig. 1.9b).

1.2.2 Viscoelastic Materials
Though these ideal material models are quite successful for a wide range of materials at
small strains, there is a wide range of relevant materials that exhibit mixed (for example
both elastic and viscous) behavior. They show a time dependent response such as an
instantaneous deformation followed by a continuous creeping motion. These materials
are called viscoelastic and can be described by a linear superposition of elements that
store energy and those that dissipate it. Depending on whether the stresses or the
strains are superimposed this yields both viscoelastic fluids or viscoelastic solid.

1.2.2.1 Kelvin-Voigt-Model

The consideration of the superposition of elastic and viscose stresses under a collective
strain yields

τ = τH + τN = GH γ + ηN γ̇. (1.20)
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(a) Kelvin-Voigt Element
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Figure 1.10: Kelvin-Voigt-Model:
(a) A Kelvin-Voigt model consists of a spring and a damper in parallel connection. (b)
When a stress is imposed the deformation of the spring is slowed down by the damper. For
short times t << λ a Kelvin-Voigt body acts as a fluid. For longer times it creeps into
a steady deformation determined by the Hooke element. When the stress is removed the
material recovers through a exponential decay back into its original state. [77]

This is a model for a viscoelastic solid since for a constant strain this equation turns
into Hooke’s law (cf. eq. 1.16). It can be symbolized by putting a Hooke and a Newton
element in parallel, so that both elements suffer the same strain (cf. fig. 1.10a).

Consider a creep relaxation experiment, where an instantaneous stress τ0 is applied
(cf. fig. 1.10b). The spring deforms but is slowed down by the Newton element so
that the deformation is not instantaneous but converges to a finite value given by the
Hooke element. For a creep experiment the deformation can be deduced from eq. 1.20
to read

γ(t) = τ0

GH

[
1− exp

(−t
λ

)]
. (1.21)

Here, λ = ηN/GH is the retardation time and determines the time response of
the material. For long times t > λ the Kelvin-Voigt-Model behaves as a solid (cf.
sec. 1.2.1.1), for t << λ as a fluid (cf. sec. 1.2.1.2).
When the external stress is removed the material returns from a deformation

γ0 = τ0/GH into its original state - the deformation is reversible:

γ(t) = γ0 exp(−t/λ). (1.22)

1.2.2.2 Maxwell-Model

The Maxwell model is the connection of a Hooke and a Newton element in series
(cf. fig. 1.11a), this means that both elements experience the same stress and the
deformations are superimposed resulting in the constitutive law

γ̇ = ˙γH + ˙γN = 1
GH

˙τN + 1
ηN

τ. (1.23)
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(b) Creep Relaxation Element

Figure 1.11: Maxwell Model:
(a) A Maxwell model consists of a spring and a damper in serial connection. (b) When
a stress is applied, the spring deforms instantaneously while the damper moves delayed.
When the stress is removed only the deformation due to the spring in reversed. [77]

For a constant stress this turns into Newton’s law (cf. eq. 1.19). This means that a
Maxwell material behaves as a viscoelastic fluid since due to the Newton element the
deformation is infinite and irreversible. The Hooke element provides the possibility of
an instant deformation while the Newton element reacts delayed. When the stress is
removed, the deformation due to the Hooke element is reversed instantaneously while
the built-up deformation due to the Newton element remains (cf. fig. 1.11b). The
behavior of the Maxwell-model under a creep-recovery experiment can be described by

γ(t) = τ0

GH

+ τ0

ηN
t. (1.24)

1.2.2.3 Voigt-Maxwell-Model

It is also possible to combine three or more elements. With an additional Newton
element (cf. sec. 1.2.1.2) put into series with a Kelvin-Voigt model (cf. sec. 1.2.2.1) it is
already possible to describe a more realistic fluid with retarded elasticity (cf. fig. 1.12).
Here, the principle of linear superposition yields the following equations for the single
Newton element and the Kelvin-Voigt element, respectively

τ = η1 γ̇1,

τ = η2 γ̇2 +GH γ2.
(1.25)

The deformations are added to the total deformation γ = γ1 + γ2.

1.2.3 Plastic Behavior
In order to describe irreversible plastic deformation a third element aside from the
Hooke and the Newton element is introduced: the St.-Venant element (cf. fig. 1.13).
It is symbolized by a sliding block which cannot be moved until the static friction
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(a) Voigt-Maxwell Element
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Figure 1.12: Voigt-Maxwell Model:
(a) A Voigt-Maxwell fluid can be represented by the serial connection of a Newton element
(light blue) and a Kelvin-Voigt element (dark blue). (b) In a creep relaxation experiment
the strains of the two elements can be superimposed to receive the complete strain function
of the Voigt-Maxwell element (black). [77]

is overcome. More precisely, for a stress smaller than a yield stress τ < τy there is
no deformation while for τ ≥ τy the material flows readily and the deformation is
irreversible. Hence, an ideal plastic material acts as a rigid body for stresses below the
yield stress and otherwise like a liquid with infinitesimal viscosity.

A St.-Venant element can also be put in connection with a Hooke or a Newton
element. Put into a series connection with a Hooke element, it describes an elastoplastic
solid that shows - like many real material like steal - an elastic behavior up to τy and
then a plastic deformation. This is called a Prandtl-Reuß element (cf. fig. 1.14).

It remains to note, that the Prandtl-Reuß-element is only a model for elastoplastic of
zeroth order since most materials (also steel) show the phenomenon of a strengthening
due to plastic deformation, the so called work hardening. This means that the material
does not begin to simply flow (parallel part of the stress strain relation in fig. 1.14b)
but since the material hardens during the deformation the stress strain relation has
still a finite but continuously changing slope.

Figure 1.13: St.-Venant Model:
Plastic behavior can be represented by a sliding block. Until
a yield stress τy is overcome it behaves as a rigid solid. For
τ ≥ τy it flows readily and deforms irreversibly. [77]
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(a) Prandtl-Reuß Element
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(b) Stress Strain Relation

Figure 1.14: Elastoplastic Solid:
A serial connection of a Hooke and a St.-Venant element is called a Prandtl-Reuß element
and represents a elastoplastic material. Up to the yield stress τy it behaves like a solid
where the stress is proportional to the strain. When the yield stress is reached the material
begins to flow and deforms plastically. [77]

In a similar fashion the Bingham fluid can be conceived. Here, a St.Venant element
is put in a parallel connection with a Newton element adding up to a viscoplastic
behavior of a fluid that only starts to flow after the yield stress is overcome (like tooth
paste or mayonnaise).
For a good description of most realistic materials usually even more complex con-

nections of three or more elements are necessary. Elastoplastic materials for example
show a finite deformation and strain hardening for τ ≥ τy. This can be modeled by
putting a second Hooke element in parallel connection to a Prandtl-Reuß element.
With the convention that parallel connection means a superposition of stresses and a
series connection a superposition of strains a multitude of complex material models
can be created. However, it has to be kept in mind that the here introduced material
models are part of a linear theory and can also be expanded to include non-linear
relations between stress and strain.

1.2.4 Dynamic modulus
Creep-recovery experiments where the effect of a given stress is observed are merely one
of several experimental arrangements to measure viscoelastic properties. Relaxation
experiments where the deformation is given or experiments with a given deforma-
tion velocity are also common. Measuring the appropriate variables leads to the
corresponding moduli. Another approach is to use an oscillating deformation

γ = γ̂ sin(ω t) (1.26)

and to measure the phase difference between strain and stress (cf. fig. 1.15). For a
Hooke element the stress follows an imposed strain instantaneously and both oscillate
in phase:

τH = GH γ̂ sin(ω t). (1.27)
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Figure 1.15: Dynamic Modulus:
For an oscillating strain excitation γ(t) (upper
panel) the stress of a Hooke element GH γ(t)
follows the strain in phase (middle) while for
a Newton element the stress ηN γ(t) is shifted
by π/2 (lower). [77]

For a Newton element on the other hand the stress is - according to eq. 1.19 -
proportional to the strain velocity γ̇, thus yielding for the stress a phase difference of
π/2

τN = ηN γ̇ = ηN ω γ̂ cos(ω t) = ηN ω γ̂ sin
(
ω t+ π

2

)
= τ̂ sin

(
ω t+ π

2

)
. (1.28)

The behavior of a viscoelastic material can be deduced likewise (cf. fig. 1.16),
for example for the Kelvin-Voigt-model from eq. 1.20 with the complex modulus
G∗K = GH + i ωηN :

τ = GH γ̂ sin(ωt) + ηN ω γ̂ cos(ωt) = γ̂ |G∗K | sin(ωt+ δK). (1.29)

The phase difference δK between stress and strain depends on the ratio between
viscosity and shear modulus

δK = tan−1
(
ω ηN
GH

)
. (1.30)

In a similar way a complex modulus can be defined for a general viscoelastic material.
Here, a frequency depending storage modulus G′(ω) for the elastic component and
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t

γ̂

τ̂

δK

Figure 1.16: Dynamic modulus for Kelvin-Voigt
Element:
The phase shift δK between strain and stress
is determined by the ratio between Newtonian
viscosity and Hooke shear modulus. [77]
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G′′

G′

G∗

δ

Figure 1.17: Complex Shear Modulus:
For arbitrary viscoelastic materials a frequency
depending complex modulus G∗(ω) can be de-
fined. The phase shift δ describes the ratio
between storage and loss modulus G′(ω) and
G′′(ω). [77]

a loss modulus G′′(ω) = η(ω)ω for the energy dissipating viscose component can
be defined. By measuring the frequency dependence between stress and strain (cf.
eq. 1.29)

τ = γ̂ |G∗(ω)| sin(ωt+ δ) (1.31)

the phase shift δ can be obtained and from it the relation between storage and loss
modulus (cf. fig. 1.17)

δ(ω) = tan−1
(
G′(ω)
G′′(ω)

)
. (1.32)

1.3 The Human Brain
The brain as part of the central nervous system is in many aspects one of the most
complex and also one of the most important organs of the human organism. The brain
tissue itself is also one of the most sensitive organs with its texture resembling a stiff
pudding [79, 80], which is why it is specially protected inside the skull through several
layers of connective tissue. In this section a brief overview of the anatomy of the brain
is given with a focus on its coupling to the skull.
The second aspect of this section is to describe some hitherto existing methods to

measure and to model the mechanical properties of brain tissue.

1.3.1 Anatomy of the human brain
Together with the spinal cord the brain forms the central nervous system. The brain
itself can be divided from a developmental point of view into five parts (cf. fig. 1.18):

• the myelencephalon (or medulla oblongata which connects the brain to the spinal
cord)

• the metencephalon (consisting of the cerebellum ("little brain") and the pons)

• the mesencephalon ("midbrain", first part of the brain stem)

• the diencephalon ("interbrain", with the thalamus and hypothalamus)
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Figure 1.18: Human brain with characteristic structures. [81]

• and the telencephalon or cerebrum (consisting of the cerebral cortex as well as
subcoratical structures like the hippocampus).

The cerebrum is divided into two hemispheres and folds characteristically into gyri
(elevations) and sulci (depressions) in order to increase its surface. The surface of
the hemispheres - called the cerebral cortex - consists of an accumulation of neuronal
cell bodies which process signals (gray matter). Gray matter can also be found in
the inside of the cerebrum as nuclei (e.g. the hippocampus) or in the diencephalon
(e.g. in the thalamus and hypothalamus). The bulk of the cerebrum is white matter,
which is composed of nerve fiber tracts which relay the signals from the cortex and the
nuclei. Aside from neuronal cells the brain tissue consists of about ten times more glia
cells which support and protect the neuronal cells and fulfill further tasks. Further
information about the anatomy of the human brain can be found for example in the
references [82, 83].

1.3.1.1 Meninges and Cerebrospinal Fluid

The brain is surrounded by several membranes, the meninges (cf. fig. 1.19). The
outermost layer is the dura mater made of dense, tough connective tissue, which is
firmly connected to the skull. The dura mater forms also septa - dividing layers -
which run deep into the inside of the skull, for example between the hemispheres of
the cerebrum (falx cerebri) or separating the cerebrum from the cerebellum (tentorium
cerebelli). The dura mater stabilizes the soft brain tissue. The pia mater - a very flimsy
and sensitive membrane - lies directly on the brain tissue and follows all elevations
and depressions of the brain. Between the dura and the pia mater lies the arachnoidea.
It is a spiderweb-like and thin membrane which lies on the dura mater but is not
tightly connected to it. The space between the pia mater and the arachnoidea is called
subarachnoid space and is traversed by arachnoid trabeculae - formed from collagen
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Figure 1.19: Meninges of the
Human Brain:
The brain (here the cerebral
cortex) is protected by the
skull and several layers of me-
ninges as well as by the CSF
flowing in the subarachnoidal
space. [81]

and fibroblast fibers - connecting the pia mater and thus the brain to the arachnoidea
and preventing excessive motion of the brain in relation to the skull.

The subarachnoid space itself is filled with cerebrospinal fluid (CFS), thus, resembling
a biphasic structure [84] which acts as an additional mechanical protection of the
brain against e.g. jolts. CFS is also found in the ventricular system - a set of four
interconnected cavities deep inside of the brain. Here, the CFS is produced - daily
about 500ml. The CFS circulates from the ventricles to the subarachnoid space where
it is reabsorbed, so that at a given point of time there are about 30ml of CFS inside
the ventricle system and about 120ml in the subarachnoid space. The CSF in the
ventricle system serves primarily as a stabilization of the brain from the inside. Since
the brain - so to speak - floats in the CFS its effective weight is reduced from an actual
weight of approx. 1500 g to about 50 g with which it presses against the skull [85].

1.3.2 Mechanical Properties of Brain Tissue
Measuring the elastic properties of brain tissue and characterizing it has been an active
area of research since the middle of the last century. In the 1950s first experiments
where done on mammals before in 1969 Fallenstein et al. and in 1970 Galford and
McElhaney did first in vitro experiments on human brain [86, 87].
Since then a multitude of different rheological experiments on animal and human

brain tissue have been conducted [59, 88]. However, due to a large disparity in
experimental protocols and results (Chatelin et. al mention that the scatter of results
for the shear modulus can be as high as 10-20 times from the mean) it remains difficult
to clearly characterize the mechanical properties of brain tissue [59, 84]. One issue
with comparing results from different studies comes from the fact that when using
different experimental set-ups different mechanical properties are measured (like shear,
compression or relaxation modulus) and the relation between these parameters depends
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Tissue Density [g cm−3]
CSF 1.007(9)

Gray/White Matter 1.081(3)
Dura Mater 1.133(10)

Pia Mater & Arachnoidea 1.171(77)

Table 1.2: Density for different brain
tissues [95]

highly on the underlying material model (regarding for example homogeneity, isotropy
or incompressibility). Also, when comparing results of different studies for the same
mechanical parameters like storage and loss moduli (cf. 1.2.4), they can vary in the
order of magnitude, since effects of preconditioning, boundary conditions or sample
size can influence the results as well.
In order to overcome some of the challenges presented with in vitro measurements

efforts are made to measure the mechanical properties of human brain tissue in vivo.
One approach is to perform rheometry on the open brain during surgery [89, 90]. These
highly invasive techniques are, however, not suitable for scientific research.
A non-invasive in vivo method to measure elastic properties of human tissue is

magnetic resonance elastography (MRE) which has emerged in the 1990s [35]. It
uses MR phase imaging to measure the propagation of induced shear waves through
tissue in order to calculate its mechanical properties and is an active field of research -
an overview can be obtained for example from the references [42, 43]. MRE is also
used for brain examinations [44, 45], where the motion is induced by various external
actuators (for example head cradles [91], bite bars [92, 93] or the MR table [94]) or by
the intrinsic blood vessel pulsation [57].

1.3.2.1 Overview of Mechanical Properties in Literature

Even though precise values for the mechanical properties of brain tissue cannot be
given, there is a consent in the literature that for strains inside the linear viscoelastic
limit (in the order of 0.1− 0.3%, though a limit of up to 1% can also be found in the
literature) brain tissue is a very soft solid material with a complex shear modulus
in the order of a few kilopascal, with the storage modulus G′ being larger than the
loss modulus G′′ (cf. sec. 1.2.4). In the linear range the shear modulus increases with
the loading frequency following a power-law. Beyond that regime the shear modulus
decreases with applied strain. A broader overview can be found for example in [59, 84,
88].
There are indications for variations in the shear modulus of gray and white brain

matter as well as for regional variations within the brain, though these differences are
not very large [43, 45, 84, 92].

Brain tissue can with good approximation be assumed to be incompressible (µ ≈ 0.5)
[96] and has a density of about 1 g cm−3 with the meninges being slightly denser than
the CSF and white and gray matter (cf. table 1.2) [95]. As an example for values for
the shear modulus, different MRE studies yield values between 1 to 13 kPa [43].
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1.3 The Human Brain

1.3.2.2 Mechanical Models of the Human Brain

In order to interpret the results from different measuring techniques as well as for the
use in computer simulations a constitutive model for brain tissue is needed. However,
since brain tissue shows a very complex, non-linear viscoelastic behavior it is not easy
to find a model that captures all the responses to different loading rates and types or
a wide range of strain rates.

In the literature, different types of models are used which often depend also on the
application. A widely used approach are non-linear hyperelastic models like the Odgen
model combined with a linear viscoelastic relaxation modulus or special cases of the
Odgen model for incompressible materials like the Mooney-Rivlin or neo-Hookean
model [84]. Also multi-mode Maxwell models (cf. sec. 1.2.2.2) are used to simulate
non-linear viscoelasticity [97]. They try to capture the behavior of brain tissue during
larger deformations like in traumatic brain injuries but also the response of brain
tissue in small areas in neurosurgical simulations. In MRE, often linear elasticity
models are used [56, 57, 98, 99], but also other models are investigated, for example
poroelasticity [57, 100], which is also proposed for studying slow, large deformations
(like hydrocephalus) [96].
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2 Methods
The aim of this chapter is to explain the experimental methods, called magnetic
resonance rheology (MRR), used in this thesis. At first, the basic measuring technique
is introduced - a creep relaxation experiment after a shock excitation inside an MRI
machine [60, 61, 65] - used to investigate the rheological properties of samples like
the human brain in vivo or tissue mimicking phantoms. Afterwards, the details of
measurements of human subjects and the properties and production of tissue mimicking
phantoms are explained, before at last the basic steps of data processing are presented.

2.1 Creep Relaxation Experiment in the Brain
In this section the concept and implementation of an in vivo creep relaxation ex-
periment for the human brain is presented. The concept can be explained in a
gedankenexperiment, before the actual set-up of the experiment is described.

2.1.1 Main Principle
In this thesis a non-invasive creep relaxation experiment after a shock excitation is
performed in vivo on a human brain while the subject lays in an MRI machine, which
is used to observe the response of the tissue. The main principle can be drawn from a
gedankenexperiment which is illustrated in figure 2.1:

Consider a head, where the hard skull (dark blue) encloses the brain (cf. fig. 1.19).
The brain tissue can be envisioned as a viscoelastic material - in the case depicted in
figure 2.1 as a Kelvin-Voigt material (cf. sec. 1.2.2.1) - coupled to the skull. Different
volume elements of the brain (light blue and green cubes) can have different mechanical
properties represented by different springs and dampeners. For a head at rest at
a small height ∆H the gravitational force FG and the inner restoring forces are in
equilibrium and no net force is acting on the system (left). Now the center of mass
reference frame of the head is considered. When the head is dropped, the gravitational
force is reduced - in the case of a free fall even reduced to zero (middle) - while the
inner forces remain. Therefore, the equilibrium of forces is disturbed and the volume
elements suffer an acceleration. Since the inner forces depend on the local viscoelastic
properties and the coupling of the volume elements to each other and to the skull, the
rate of acceleration consequently reflects upon those properties. When the head has
landed (right), the gravitational force acts again, and consequently, the brain tissue
relaxes back into its original state - each volume element once again on a trajectory
determined by the local material properties.
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Figure 2.1: Creep Relaxation Experiment in the Brain:
The main principle of the method used in this thesis can be explained with the help of a
gedankenexperiment of a creep relaxation experiment.
On the left, a head at rest lifted to a height ∆H is considered. The hard skull (dark blue)
encloses the brain tissue, symbolized by different Kelvin-Voigt elements (light blue and
green cubes) representing volume elements of the brain with different viscoelastic properties.
As long as the head is at rest, the inner restoring forces FI are in equilibrium with the
gravitational force FG.
In the middle, the head is considered during a free fall, so that in the center of mass
reference frame of the head, FG vanishes. This leads to an acceleration of the brain
tissue, where each volume element is accelerated depending on the local distribution of FI .
Since the inner forces depend aside from the boundary conditions on the local viscoelastic
properties, the trajectory of each volume element under the influence on FI reflects upon
those properties.
On the right, the head has landed and - remaining in the center of mass reference frame -
FG acts again. Consequently, the brain tissue tries to move back into its original state,
each volume element once again on a trajectory determined by the local material properties.

To image the thus induced motion of each volume element inside the brain, a motion
encoding MRI sequence (cf. sec. 1.1.2.8) is used.
Since in reality both the mass and the inertia of the brain factor into the response

of the system, the response will be complex. The changes of the forces during the
short time at the beginning of the fall and during the landing excite oscillations with
a broad band of frequencies. Since the brain tissue as a viscoelastic medium possesses
dampening properties, all but the resonance frequencies of the system (which will
depend on its elastic properties and the boundary conditions) will quickly die out (cf.
spring pendulum).

2.1.2 Experimental Setup
One challenge of the proposed method is the realization of such an excitation inside
the head coil of a clinical MRI machine under the consideration of three aspects: First
of all, the experiment has to be safe and feasible for human subjects. That means for
example that the accelerations must be restricted to an acceptable level. Secondly, the
setup has to be compatible with the high magnetic field and the RF-pulses of an MRI
and must not disturb the imaging quality. Consequently, the materials that can be used
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2.1 Creep Relaxation Experiment in the Brain

for the setup are limited to materials that are not magnetic and have a low electrical
dissipation factor. And finally, there should be no structural changes to the MRI system
which means particularly that the setup had to be integrated into the existing space
of the head coil which is limited. Accommodating these requirements the experiment
shall yield reproducible data from which differences in the viscoelastic properties of
the measured material can be deduced. During the course of this dissertation a setup
has been developed in Professor Maier’s and Professor Urbach’s research groups and is
now evaluated.
In the following, the setup will be described - a schematic of the setup is shown in

figure 2.2. For details of the development and construction see [65].
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Figure 2.2: Schematics of the experimental
setup:
The actual lifting device is located inside
the head coil of a clinical MRI machine.
It is driven pneumatically, while the ma-
croscopic motion of the device is monito-
red optically. In order to synchronize the
motion of the lifting device to the MRI
sequence, either the RF-pulses of the se-
quence detected by an antenna or an opti-
cal trigger issued by the sequence are used
to control the pneumatic. For a detailed
description of each component see the cor-
responding sections.

As mentioned above, the experiment takes place inside an MRI head coil. To induce
a fall, a lifting device is placed inside the coil. The lifting device is driven pneumatically
in order to avoid components that disturb the imaging process. The pressure and the
control system are located in the control room from which the actual MRI machine is
electromagnetically shielded. The motion of the lifting device is monitored in real time
using an optical system. Since the induced motion of the brain tissue is imaged with a
motion encoding sequence, the fall has to be synchronized to the sequence which is
realized by electronically processing either an optical trigger pulse or the RF-pulses
issued by the sequence to control the pneumatic.
All these components will be described in further detail in the next sections. The

MRI system used was a clinical 1.5T MAGNETOM Avanto scanner equipped with a
Head Matrix Tim coil (both Siemens Healthcare, Erlangen, Germany) located at the
Life & Brain research center (Life & Brain GmbH, Bonn, Germany).
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Figure 2.3: Lifting Device:
The base (gray part) is made of POM and fits tightly into the base of the head coil. The
movable shell is made of a sandwich-structured composite made out of an aramid honeycomb
and two layers of aramid-fiber reinforced laminate. Between the base and the shell two
hoses are attached to the base which are connected to the pneumatic system and elevate the
shell when inflated. When the hoses are evacuated the shell is allowed to fall. The shell is
connected to the base through four flat springs and four screws which act as stoppers. The
movement of the shell can be monitored at three points with an optical positioning system.

2.1.2.1 Lifting Device

The lifting device consists of a base (cf. fig. 2.3 - gray part) which fits tightly in the
base of the head coil, and a movable shell (cf. fig. 2.3 - brown part) on which the
subject’s head is fixated.

The base is made out of polyoxymethylene (POM), a thermoplastic polymer which
is distinguished both by its high stiffness and Young’s modulus as well as by its low
dielectric loss coefficient. The shell is constructed as a sandwich-structured composite
made out of a 3mm thick aramid honeycomb and two 1mm thick layers of aramid-fiber
reinforced laminate. This ensures that the shell is both very rigid and very light while
still MRI-compatible.

Between the base and the shell two hoses are attached to the base which are connected
to the pneumatic system. When they are filled with air, they lift up the shell and
when they are evacuated, they allow the shell to fall.

For the purpose of impeding any rotating motion the shell is suspended from the
base at four points by means of flat springs made of 0.9 mm thick fiberglass reinforced
epoxy plates (GFK). To limit and adjust the lifting height, four screws in the middle
of the shell act as stoppers. They limit the lifting height to maximal 1.5mm. For the
experiments discussed in this thesis, however, the height was set between 1.0 mm and
1.4 mm which was owned to the fact that the flat springs did not allow for a larger
range of motion while still supporting the weight of the shell.
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Figure 2.4: Exemplary Positioning Curve:
The data displayed here is form a measurement on volunteer id9 for τ = 35 ms (cf. fig. 2.6).
The antenna detects the RF-pulses from the MRI sequence, here, both the 90◦- and the
180◦-pulse are shown. The signal from the positioning indicators located on either side of
the subject’s neck are plotted as left and right while the signal form the indicator located
at the top of the subject’s head is plotted as superior. At the beginning of the sequence,
the signal of the positioning indicators is high, indicating that the shell resides steadily in
the upper position. Approximately 20 ms before the 180◦-pulse the shell starts to fall at all
three points simultaneously. However, the slope of the signal is slightly different for the
three indicators. After the landing (≈ 20 ms after the 180◦-pulse) the shell apparently does
not come fully to rest but bounces.

The movement of the shell can be monitored at three points with an optical positio-
ning system integrated into the base and located on both sides of a subject’s neck and
at the top of their head.

2.1.2.2 Optical Positioning System

The optical positioning system allows for a real time survey of the relative movement
between base and shell. Light from three light emitting diodes (LEDs) located in the
control room is guided through optical fibers to slits in the base and then picked up
again by optical fibers and guided back into the control room. There, photodiodes
register the light signal and convert it into an electronic signal that is displayed on an
oscilloscope. In the slit a blind connected to the shell screens off a fraction of the light
and the intensity transmitted is proportional to the vertical position of the shell.

In fig. 2.4 examples of the measured signals are plotted. In dark blue the RF-pulses
of the MRI sequence detected by the antenna is shown. Both the excitatory 90◦-
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and the spin-echo generating 180◦-pulse can be seen. The signal from the positioning
indicators located on either side of the subject’s neck (left and right) are plotted in light
blue and dark green, respectively, while the signal from the indicator located at the
top of the subject’s head is plotted in light green (superior). The data displayed here
comes from a measurement of a healthy volunteer. At the beginning of the sequence,
the signal of the positioning indicators is high, indicating that the shell resides steadily
in the upper position. Approximately 20 ms before the 180◦-pulse the shell starts to
fall at all three points simultaneously. However, the slope of the signal is slightly
different for the three indicators. After the landing (≈ 20 ms after the 180◦-pulse)
the shell apparently does not come fully to rest but bounces. In [65] it is shown that
the light signal can be regarded as linear proportional to the vertical position of the
shell, however, the data here is not calibrated so that no absolute statement about the
trajectory of the shell can be made.

2.1.2.3 Pneumatic System

The pneumatic system is located in the control room and consists of two 10L contai-
ners in which a vacuum membrane pump creates a positive and a negative pressure
respectively. For the course of this thesis the values were set to positive 26.0 kPa and
negative 16.0 kPa with an accuracy of 0.2 kPa compared to the ambient pressure. Both
containers are connected via throttle and regulating valves to the same supply pipe
connected to the hoses in the lifting device. To raise the device one control valve closes
the low pressure circuit while another opens the overpressure one so that air can flow
into the hoses. When a fall shall be induced the control valves are switched and the
overpressure circuit is closed off while the air is sucked out of the hoses into the low
pressure container. The switching of the control valves can be synchronized to the
MRI sequence.

2.1.2.4 MRI Imaging Sequence

The relative movement between different volume elements (voxel, from volume and
pixel) of brain tissue induced by the aforementioned excitation is expected to be in
the micrometer scale. This can be imaged using a motion encoding MRI sequence (cf.
sec. 1.1.2.8). For the work presented here, a modified single shot spin echo EPI sequence
with two added gradients in phase encoding direction was used (cf. fig. 2.5) which
was provided by Dr. Jürgen Finsterbusch (Universitätsklinikum Hamburg-Eppendorf,
Department of Systems Neuroscience) [101]. This sequence is a composition of the
concepts presented in section 1.1.2:
The image generation works basically like in an EPI sequence where a 90◦-pulse

and a slice selecting gradient are used for excitation while the frequency and phase
encoding happens during a train of gradient echoes (cf. sec. 1.1.2.7). In this sequence,
however, a spin echo generating 180◦-pulse is added (cf. sec. 1.1.2.1). This allows
for the echo train to start later so that the center of the echo train coincide with the
center of the spin echo. The time gained by applying the spin echo is used to place
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Figure 2.5: Motion Encoding Spin Echo EPI Sequence:
The sequence used is basically an EPI sequence with an additional spin echo generating
180◦-pulse placed between the excitatory 90◦-pulse and the beginning of the gradient echo
train. To make the sequence motion sensitive, two identical trapezoidal gradients are placed
around the 180◦-pulse. The amplitude of the gradients is G, the time between the start of
a gradient pulse and the end of the plateau δ, and the time between the end of the plateau
of the first gradient and the start of the second δ∆. The first gradient imposes a phase
shift on each spin ensemble. If the ensembles remain stationary, they are flipped by the
180◦-pulse and the second gradient pulse cancels out the phase shift. However, if the spins
have changed their position they do not see the exact same field during the second gradient
and a phase offset remains, which can be visualized in a phase image. [72]

two motion encoding gradients around the 180◦-pulse (cf. sec. 1.1.2.8). When the spin
ensembles in a voxel do not move between the beginning of the first gradient and the
end of the second one, any phase shift caused by the first one will be canceled out by
the second one, since the polarity of the gradients are the same but the 180◦-pulse flips
the spin system. Have the spin ensembles though changed their position along the
phase encoding axis, the second gradient cannot cancel out the phase shift imposed
by the first one and a phase offset according to equation 1.12 remains which can be
displayed in a phase image. The phase data extracted from these images form the
basis for the work of this thesis.

The phase offset acquired depends according to eq. 1.12 - beside of the trajectory -
on the shape of the gradients. In the sequence used the gradients were of trapezoidal
form. The length of the gradients is defined as the time δ between the beginning of the
rising ramp and the end of the plateau and could be chosen in the sequence settings
additionally to the amplitude G of the gradients (cf. fig. 2.5). When there is motion
during both gradients, the time δ∆ between the lobes plays a role as well and this can
also be adjusted in the sequence settings.
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Figure 2.6: Definition of τ :
In order to define the synchronization bet-
ween the MRI sequence (represented here
by the 90◦- and 180◦-pulse and the two
motion sensitizing gradient G1/G2) and
the motion of the of the head (blue curve)
the parameter τ is used. It is defined as
the time between the end of the second
motion encoding gradient and the begin-
ning of the fall of the head. For τ ≤ 0, the
fall only stars after the motion sensitive
part of the sequence.

In order to synchronize the sequence and the motion of the lifting device so that
specific parts of the system’s response to the excitation can be encoded in the phase
images two approaches were used. For earlier measurements a loop antenna was
used to receive the RF-pulses of the sequence. These pulses were converted into a
TTL(transistor-transistor logic)-pulse which was used to trigger the control valves of
the pneumatic system. For later measurements the sequence was modified to issue a
trigger pulse which could be read out optically. Using a photodiode it was converted
into an electric pulse which was then also transformed into a TTL-pulse to operate
the control valves. Both pulses could be digitally delayed so that the beginning of the
fall of the shell can be shifted in relation to the sequence. The position of the optical
trigger pulse issued by the sequence in relation to the 90◦-pulse can also be changed by
adjusting the sequence settings, thus changing the timing of the fall without changing
the digital delay.
For the purpose of describing when the fall of the shell occurs in relation to the

sequence the parameter τ is used. Its definition is explained in figure 2.6 as the time
between the end of the second motion encoding gradient and the beginning of the
fall. A negative value or a value of zero for τ implies that the shell starts moving
only after the motion encoding part of the sequence so that no relevant information
can be encoded in the phase images. A small positive value of τ implies that the
beginning of the fall is observed as the shell is stationary in the upper position during
the first gradient and begins to fall during the second gradient, while a large value
of τ can mean that the shell moves during both gradients or even that the shell has
landed before the first gradient and the development fo the system’s response to the
excitation in encoded in the phase images. This also means, that by taking a series
of measurements with different values for τ basically the entire response of the brain
tissue during the fall experiment can be sampled.

2.2 Human Subjects and Phantoms
In the course of this thesis, measurements were taken both on tissue mimicking
phantoms and on healthy volunteers in order to assess the potential and limits of the
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proposed method.

2.2.1 Human Subjects
The measurements on human subjects were taken on a group consisting of two females
and eight males ranging in age from 26 to 32 years (mean: 28.9 years). The study was
approved by the ethics committee of the University Hospital Bonn (directive 139/12)
and written informed consent was obtained from all volunteers.
For the experiment the head of the subject was fixated in the lifting device inside

the head coil with the use of a vacuum cushion (made by Sylvia Napiletzki in the
course of her master’s thesis) to minimize both voluntary and involuntary head motion
(cf. fig. 2.7). For each subject a series of structural images were taken from which a
transversal slice (a slice perpendicular to the longitudinal axis of the human body) lying
only slightly above the ventricles and cutting through the cerebrum (cf. sec. 1.3.1 and
1.3.1.1) was selected. Using the motion sensitive sequence described in section 2.1.2.4
two time series were recorded where τ was varied.
For the first series the gradient values were chosen to be δ = 5.36 ms, δ∆ = 40ms

and G = 25.4 mT m−1 with the gradient length δ being set to its minimal value.
The τ -values sampled are listed in table 2.1. The sampling steps were mostly set to
∆τ = 5 ms. For the second time series the length of the gradients was increased to
δ = 10.36 ms while the amplitude was decreased to G = 17.3 mT m−1 to test how
different gradient settings influence the results. Unfortunately, with the sequence
version used it was not possible to change δ while keeping δ∆ and G constant. In order
to keep the time the subject had to stay inside the MRI to an acceptable level, the
second time series was sampled more coarsely. The details can be found in table 2.2.
For both series the additional sequence parameters (cf. sections 1.1.2.1 and 1.1.2.6)
were chosen as follows: repetition time TR = 3000 ms, echo time TE = 120 ms, voxel
size between 1.3 mm× 1.3 mm× 5 mm and 1.6 mm× 1.6 mm× 5 mm. For each value
of τ ten measurements were taken. Ten measurements were also taken while the head
was at rest and no motion occurred during the sequence.

Figure 2.7: Volunteer Inside the Head Coil:
The head of the human subjects was fixa-
ted using a vacuum cushion to minimize
voluntary and involuntary head motion.
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Volunteer ∆τ [ms] τmax [ms] τmissing [ms] Nτ Ntotal ttotal [min]

id01a 5.0 115.0 90.0 - 95.0 22 345 17
id01b 5.0 105.0 22 345 17
id02 5.0 90.0 85.0 18 285 14
id03 5.0 125.0 80.0 - 95.0 22 345 17
id04 5.0 135.0 80.0 - 100.0 23 360 18
id05 5.0 135.0 75.0 - 95.0 23 360 18
id06 5.0 135.0 75.0 - 95.0 23 360 18
id07 5.0 140.0 80.0 - 100.0 24 375 19
id08a 5.0 140.0 80.0 - 100.0 24 375 19
id08b 1.0/2.0 100.0/140.0 121 1245 62
id09 5.0 140.0 80.0 - 100.0 24 375 19
id09 5.0 140.0 80.0 - 100.0 24 375 19

Table 2.1: Measuring Protocols for Healthy Volunteers for First Gradient Setting:
∆τ is the sampling interval used for the measurements, which was always 5 ms except for
id08b for whom two different intervals were used. All measurements were taken from
τmin = 0 ms to τmax. The first τmax-value for id08b denotes the change of the sampling
interval. τmissing indicates the data points in between that were not sampled in order to
reduce the total scan time ttotal. Nτ is the total amount of time points measured while
Ntotal is the total number of acquisitions. These include also preparation scans of the EPI
sequence that were not used to reconstruct an image as well as the acquisitions required
for an image without induced motion.

Volunteer ∆τ [ms] τmax [ms] τmissing [ms] Nτ Ntotal ttotal [min]

id03 5.0/10.0 15.0/135 75.0 - 105.0 13 195 10
id04 5.0/10.0 15.0/145 75.0 - 105.0 15 240 12
id05 5.0/10.0 20.0/140 70.0 - 100.0 15 240 12
id06 5.0/10.0 20.0/140 70.0 - 100.0 15 240 12
id07 5.0/10.0 20.0/140 70.0 - 100.0 15 240 12
id08a 5.0/10.0 20.0/140 70.0 - 100.0 15 240 12
id09 5.0/10.0 20.0/140 80.0 - 110.0 15 240 12
id09 5.0/10.0 25.0/145 75.0 - 105.0 16 255 13

Table 2.2: Measuring Protocols for Healthy Volunteers for Second Gradient Setting:
The measuring protocol is described correspondingly to table 2.1. The sampling interval
used for the measurements was 5 ms up to the first τmax and 10ms for the measurements
after τmissing.
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2.2.2 Tissue mimicking Phantoms
In order to validate and to better understand measurements taken on human subjects
phantoms where produced and measured that were supposed to mimic the brain tissue
inside the hard skull. Different phantoms were used but they all had the same basic
setup. The skull was imitated by a cylindrical container made out of polymethyl
methacrylate (PMMA, a transparent thermoplastic) while an agar based hydrogel
simulated the soft brain tissue.

First the basic design and the material is described in more detail before the different
phantom realizations are introduced.

2.2.2.1 Phantom Container and Material

To investigate the boundary effect of the size of the probe, containers with six diffe-
rent diameters were used: d = 85 mm, 90 mm, 100 mm, 110 mm, 127 mm, 144 mm. All
cylinders had a height of h = 100 mm and could fit accurately inside the shell of the
lifting device (cf. fig. 2.8). To protect them from sliding during the experiment they
were fixated with tape. Since even the largest container has only a volume of about
1.6 L, yielding a weight of about 1.6 kg when filled with hydrogel, they were weighed
down with sandbags to approximate the weight of a human head (which lies in the
order of 3.5 kg-4.7 kg [102]) and the vacuum cushion used (2 kg).
The material used to simulate the brain tissue was chosen with regards to mainly

two aspects. It should be possible to produce the phantom material easily and to vary
its rheological properties. The agar based hydrogel chosen is a material which fulfills
these criteria and is also widely used for elastography experiments in the literature
[103–106]. Agar is a substance derived from certain red seaweeds and consists of
different polysaccharides which can be divided into agarose - the polysaccharide
fraction with high gelling potential - and agaropectin - the poor or non-gelling charged
polysaccharides. Since agar is composed in fact of an heterogeneous population of
molecules, different kinds of agar can vary in their physico-chemical and rheological
properties [107]. In the course of this thesis Agar-Agar, Kobe I (Carl Roth GmbH &
Co. Kg, Karlsruhe, Germany) was used which has a gelling temperature of 35 to 42 ◦C

Figure 2.8: Phantom Container:
Phantom container with different diameters were
used. They all had the same basic setup and
were made out of a PMMA tube with a length
of h = 100 mm covered with two plates which
allowed the container to fit accurately inside the
shell of the lifting device.
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and a gel strength of ≥ 1000 g cm−2 (for a 1.5% gel). The gel was prepared by adding
the agar into water and boiling the mixture for 2.5min while stirring. It was then
cooled down in a water quench to about 45 ◦C at which point the mixture was poured
into the phantom container and allowed to cool down further until the gelling process
was completed. In order to change the shear modulus of the gel the agar concentration
was varied [103, 108]. The relation between agar concentration and shear modulus
follows a power law [109] and for the work presented here, the relation observed by
Hall et al. was used for orientation:

E ≈ 0.349 kPa ·
(

C

g L−1

)1.87

(2.1)

with E the Young’s modulus in kPa and C the agar concentration in g L−1 [110].
From this and the relation between shear and Young’s modulus given in equation 1.18
(which can be justified since the loss modulus of agar gel is much lower than its
storage modulus, thus it behaves almost fully elastic [103, 109], and since it is nearly
incompressible) the shear modulus can be estimated to be

G = E/3 ≈ 0.116 kPa ·
(

C

g L−1

)1.87

. (2.2)

Since brain tissue is assumed to be quite soft (cf. sec. 1.3.2.1) agar concentrati-
ons between 0.422± 0.009% and 0.927± 0.020% were used for the phantoms. This
corresponds to shear moduli between 1.87± 0.03 kPa and 7.5± 0.3 kPa according to
equation 2.2.

The errors for the agar concentrations arise from uncertainties in both measuring the
mass of the agar and of the water as well from water evaporating during the cooking
procedure.

2.2.2.2 Phantom Realizations

Both homogeneous and inhomogeneous phantoms were tested. All phantoms used are
listed in the following tables 2.3, 2.4, 2.5, 2.6.
With the use of homogeneous phantoms the influence of the agar concentration

and of the diameter of the container was investigated. Six different container sizes
and seven different agar concentrations were used (phantoms α1 to ζ7, table 2.3). For
each kind of phantom between one and six (67 phantoms overall) realizations were
produced.

To investigate the effect of the coupling between the homogeneous hydrogel and the
container different spongy interlinings loosely based of the coupling between the brain
tissue and the skull through the meninges (cf. sec. 1.3.1.1) were used (constructed by
Birgit Schu-Schätter in the course of her diploma’s thesis). Three different kind of
sponges were used as interlinings: a coarsely pored and a fine pored rubber sponge
as well as medium pored cellulose sponge. From each sponge a lining for a 144 mm
container was constructed with a thickness of x ≈ 16 mm. In order to prevent the

40



2.2 Human Subjects and Phantoms

liquid hydrogel to soak the sponges, they were sealed using UHU Poly Max R©Glasklar
Express, a waterproof, silyl modified polymer sealant [111]. Hydrogels with two
different agar concentrations were used here (phantoms λ1 to ν2, table 2.6).

Inhomogeneous phantoms were used to assess the possibility to distinguish different
agar concentrations inside one phantom as well as small substructures. Therefore,
both phantoms with two layers of hydrodgel with different agar concentrations as well
as a phantom consisting of two small cubes of hydrogel embedded into a homogeneous
hydrogel with a different concentration were used. Additionally, a cyst was simulated by
embedding a water filled spherical balloon inside an agar phantom. For the two layered
phantoms, three 110 mm containers were lined with a 9 mm thick fine pored rubber
sponge, which was sealed again with UHU Poly Max R©. The interlining was used to
prevent the hydrogel from turning inside the container, so that a fixed orientation
of the two layers could be ensured. One half of each container was filled with a still
liquid 0.640 % hydrogel. During the gelling process the containers were turned on
the side. After the gelling was completed the rest of the container was filled with
a second hydrogel. Three different concentrations were used (ϑ1 to ϑ3, table 2.5).
After the measurements the container was opened and it was manually ensured that
the two layers were still connected and could not slide against each other. For the
phantom with the cubic inclusions η (cf. table 2.4) first the 0.442 % hydrogel for the
cubes was cooked and allowed to cool down. From this two cubes with an edge length
of ec ≈ 15 mm were cut. Then a 127 mm container was filled with a 0.640 % liquid
hydrogel. During the gelling process the cubes were carefully placed to float in the
surrounding hydrogel while it cooled down completely. For the phantom simulating a
cystic inclusion κ (cf. table 2.6) a 85 mm container was used. A balloon filled with
water to a diameter of d = 33 mm was hung inside the container, which was then filled
with an 0.736 % hydrogel.

For all but the κ phantom with the fluid filled inclusion time series were measured
alike those for the human subjects. The parameters were chosen as follows: δ = 5.36 ms,
δ∆ = 40 ms, G = 25.4 mT m−1, 0 ms ≤ τ ≤ 120 ms, ∆τ = 2 ms, TR = 3000 ms,
TE = 120 ms, voxel size between 1.3 mm×1.3 mm×5 mm and 1.6 mm×1.6 mm×5 mm.
For each value of τ ten measurements were taken. Ten measurements were also taken
while the phantom was at rest and no motion occurred during the sequence. For each
kind of homogeneous phantom multiple realizations of the phantoms were produced.
One phantom realization of a β4, a γ4 and a δ4 phantom were measured twice on
the same day, respectively, in order to estimate how the positioning of the phantom
container and the additional sandbags on the lifting device influence the measurements.
In a proof of principle measurement, for the phantoms with fluid filled inclusion

only one τ -value was measured for τ = 50 ms. The imaging parameters were chosen
as follows: δ = 5.36 ms, δ∆ = 20 ms, G = 34.6 mT m−1, TR = 3000 ms, TE = 120 ms,
voxel size 1.4 mm× 1.4 mm× 5 mm.
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Phantom d[mm] c[%] G[kPa]
α1 85 0.422(9) 1.87(7)
α2 85 0.529(11) 2.63(10)
α3 85 0.640(14) 3.73(13)
α4 85 0.705(15) 4.5(2)
α5 85 0.795(17) 5.6(2)
α6 85 0.850(18) 6.37(27)
α7 85 0.927(20) 7.5(3)
β4 90 0.705(15) 4.5(2)
β5 90 0.795(17) 5.6(2)
β6 90 0.850(18) 6.37(27)
γ4 100 0.705(15) 4.5(2)
γ5 100 0.795(17) 5.6(2)
γ6 100 0.850(18) 6.37(27)
δ1 110 0.442(9) 1.87(7)
δ2 110 0.529(11) 2.63(10)
δ3 110 0.640(14) 3.73(13)
δ4 110 0.705(15) 4.5(2)
δ5 110 0.795(17) 5.6(2)
δ6 110 0.850(18) 6.37(27)
ε3 127 0.640(14) 3.73(13)
ε4 127 0.705(15) 4.5(2)
ε5 127 0.795(17) 5.6(2)
ε6 127 0.850(18) 6.37(27)
ζ4 144 0.705(15) 4.5(2)
ζ5 144 0.795(17) 5.6(2)
ζ6 144 0.850(18) 6.37(27)
ζ7 144 0.927(20) 7.5(3)

Table 2.3: Homogeneous Phantoms:
List of the homogeneous phantoms measured sorted by the diameter of the container. For
each container size, phantoms with different agar concentration c (yielding corresponding
shear moduli G) were produced. For each kind of phantom multiple realizations were
produced.

Phantom Surroundings Cube
cs[%] Gs[kPa] cc[%] Gc[kPa] ec[mm]

η 0.640(14) 3.73(13) 0.442(9) 1.87(7) 15

Table 2.4: Phantom with Two Cubic Inclusions:
A container with a diameter of d = 127 mm was used. Two inclusions with the same
mechanical properties and edge lengths ec were placed inside the surrounding hydrogel.
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Phantom Layer 1 Layer 2
c1[%] G1[kPa] c2[%] G2[kPa]

ϑ1 0.640(14) 3.73(13) 0.795(17) 5.6(2)
ϑ2 0.640(14) 3.73(13) 0.705(15) 4.5(2)
ϑ3 0.640(14) 3.73(13) 0.529(11) 2.63(10)

Table 2.5: Phantoms Consisting of Two Layers:
A container with a diameter of d = 110 mm lined with a fine pored rubber sponge of
thickness x = 9 mm was used.

Phantom c[%] G[kPa]
κ fluid filled inclusion 0.736(16) 4.9(3)
λ1 coarsely pored rubber sponge 0.795(17) 5.6(2)
λ2 coarsely pored rubber sponge 0.850(18) 6.37(27)
µ1 fine pored rubber sponge 0.795(17) 5.6(2)
µ2 fine pored rubber sponge 0.850(18) 6.37(27)
ν1 medium pored cellulose sponge 0.795(17) 5.6(2)
ν2 medium pored cellulose sponge 0.850(18) 6.37(27)

Table 2.6: Phantom with Fluid Filled Inclusion and Homogeneous Phantoms with Interlining:
The container diameter for the phantom with the fluid filled inclusion was d = 85 mm and
for the phantoms with an interlayer it was d = 144 mm.
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2.3 Data Processing
The MR magnitude and phase images were available in the Digital Imaging and
Communications in Medicine (DICOM) standard. It includes the 12 bit image data
as well as additional information (for example imaging parameters). The images can
be viewed and edited using various software programs. For the analysis presented
here ImageJ, a Java based image processing and analysis program (U.S. National
Institutes fo Health, Bethesda, Maryland, USA, http://imagej.nih.gov/ij/) [112, 113],
and a Python (Python Software Fondation, Version 2.7) based package written by
Theilenberg [114] were used.

(a) single image with mo-
tion

(b) averaged and unwrapped
with motion

(c) averaged and masked
without motion

Figure 2.9: Exemplary Phase Images:
In (a) a raw phase image of a homogeneous γ5 phantom taken with induced motion is
shown. The noise around the circular cut through the phantom results from the fact that
there is no signal coming from this area and thus, the phase is not well defined. Since the
phase is only defined from 0−2π, values exceeding this range result in a phase discontinuity
in the image - the abrupt transition from white to black. For further analysis the area
around the phantom is masked and the phase is unwrapped (b). Then a masked average
over ten measurements without motion is taken (c). This is subtracted from the average of
ten masked and unwrapped images with motion to correct for unwanted motion as well as
magnetic field inhomogeneities, resulting in the right image.

In figure 2.9 exemplary phase images from a homogeneous phantom are shown to
illustrate the basic data processing steps taken with all images. On the left side a
single raw phase image with motion is shown. In the area around the circular phantom
there is noise due to the fact that there is no MR signal in this area and thus a phase
cannot be defined (cf. fig. 2.9a). During the further analyzing steps this area is always
masked. The mask was created from a magnitude image at rest using ImageJ. Since
the phase is defined periodically in the interval [0; 2π) a motion exceeding the range of
2π leads to a phase jump - a value of 2π+ δ is perceived as identical to δ. In the image
this is visualized by a jump from white (2π − ε) to black (0). These phase jumps can
be unwrapped by unfolding the data onto an interval with a length of multiple times
of 2π using a quality guided [115] or the Goldstein [115, 116] algorithm implemented
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in the Python package that was used for all further data processing. The unwrapping
can produce an offset of 2π between two images which have originally been measured
in reference to the same master phase, since it is not unambiguously defined in which
direction the phase interval is expanded. After masking and unwrapping all phase
images - with and without motion - an average over the ten measurements taken for
one τ was generated (cf. fig. 2.9b). Then the averaged image without induced motion
(cf. fig. 2.9c) was subtracted from each average with induced motion to correct for
effects due to unwanted motion (like vibrations from the MRI table) or due to magnetic
field inhomogeneities.
Because a technique to reconstruct the true trajectory of each voxel from the

phase data is still a subject of research and requires up to now substantial additional
measurement time, a goal of this thesis is to investigate whether significant information
can be extracted just from the phase data.
The absolute phase of a voxel is not suitable for analysis since in it both the

macroscopic motion of the whole ensemble of shell, container and phantom material is
encoded while physical relevant and comparable for different τ is the relative motion of
the phantom material in the center of mass reference frame. However, measuring the
phase accumulating only through the macroscopic motion was not possible. Alternative
approaches are investigated and described in the following chapter.
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3 Results
In this chapter, the results of measurements of phantoms and human volunteers are
presented.

3.1 Homogeneous Phantoms
In this section measurements of different homogeneous phantoms are presented. By
means of these measurements the response of a simple system to the in the previous
chapter described excitation (cf. sec. 2.1) is investigated. A method to extract
information and compare measurements is developed and the influence of the agar
concentration (and thus of the stiffness of the material) as well as of the size of the
phantom is investigated. Additionally, the influence of the boundary between hydrogel
and container is briefly examined.

3.1.1 Response to excitation
After a shock excitation, it is expected that a broad band of frequencies is excited, which
are increasingly dampened the higher the frequency until only the lowest resonance
frequency of the system remains. It is assumed that this frequency should depend both
on the geometry and the elastic properties of the system, while the viscose properties
should be reflected mainly in the dampening of the oscillation.

In order to verify this assumption a series of phase images is acquired which measures
the time response of a homogeneous phantom to the excitation of a fall. After these
images are processed as described in sec. 2.3 (phase unwrapping and background
correction), the time series of images shows an oscillatory behavior in the phase as can
be seen for exemplary measurements on a γ5 (100 mm, 5.6 kPa) phantom in fig. 3.1.
For τ = 0 ms the phase image exhibits a homogeneous phase since the fall only begins
after the motion encoding part of the MRI sequence (cf. fig. 2.6). For higher values
of τ it can be seen that the center of the phantom moves differently than the border
region which is surrounded by the container. For some τ -values in these images the
center of the phantom is lighter (corresponding to a higher phase), thus indicating a
displacement relative to the border region (cf. fig. 3.1d, 3.1f, 3.1h) while for other the
center is darker (corresponding to a lower phase), indicating a displacement in the
opposite direction (cf. fig. 3.1e, 3.1g).

In order to illustrate this oscillation more clearly and investigate it further the phase
along a horizontal line through the center of the phantom is plotted for different values
of τ in fig. 3.2. Here, the oscillation becomes apparent very clearly but there is also a
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(a) magnitude (b) τ = 0 ms (c) τ = 26 ms (d) τ = 46 ms

(e) τ = 62 ms (f) τ = 80 ms (g) τ = 94 ms (h) τ = 110 ms

Figure 3.1: Exemplary Magnitude and Phase Images:
(a) shows a magnitude image of a γ5 phantom (100 mm, 5.6 kPa). Some small air bubbles
can be seen. (b) to (h) show phase images for different τ -values. For τ = 0 ms the phantom
has a homogeneous phase since the fall begins only after the motion encoding. For higher
values of τ it can be seen that the center of the phantom moves differently than the border
region connected to the container. For some τ -values ((d), (f), (h)) the center is lighter -
corresponding to a higher phase and thus a motion - compared to the border region while
for other τ -values it is darker (corresponding to a lower phase and thus a motion in the
opposite direction) ((e), (g)). Overall, a oscillatory behavior of the phase can be observed.

phase offset between the plots for different τ -values which can be attributed to the
macroscopic movement or to the unwrapping procedure (cf. sec. 2.3).

When considering the response of a single voxel to the excitation these offsets prove
to be an obstacle. In fig. 3.3 the phase of the central voxel of the γ5 phantom is plotted
against τ . The phase exhibits discontinuities, which cannot be removed if the phase
difference between two points exceeds π.
In order to overcome the influence of the macroscopic motion and reduce the

probability of discontinuities the relative phase ∆φ in relation to a reference phase
inside the phantom is calculated. For the phantoms, the reference is chosen as the
mean between the phase of the outer left and outer right voxel in the central line
(φL, φR), thus leading for the relative phase ∆φi for a voxel i to:

∆φi = φi −
φL + φR

2 . (3.1)

When the cuts through the phantom and the temporal behavior of the central voxel are
plotted using the relative phase ∆φ, continuity does not provide a problem anymore
(cf. fig. 3.4) and the oscillation can be examined easily for a single voxel (cf. fig. 3.5).
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Figure 3.2: Phase φ vs.
Voxel:
φ is plotted along a horizon-
tal cut through the middle
of a γ5 phantom for several
τ -values. Here, the oscilla-
tion in the phase becomes
apparent very clearly. Ho-
wever, a phase offset bet-
ween the plots for different
τ -values can also be obser-
ved.

0 20 40 60 80 100 120
−10

−5

0

5

τ/ms

φ
/r

ad Figure 3.3: Discontinuous
Temporal Behavior of a Sin-
gle Voxel:
The phase φ of the cen-
tral voxel of the γ5 phantom
is plotted versus τ . The
phase exhibits discontinui-
ties which prohibit an inter-
pretation of this data.

After the transient effect during the roughly first 30 ms it is possible to extract the
frequency f of the oscillation from the data. This is done by interpolating the data
using a weighted spline of third order and determining the value of τn for each of the
spline’s n extrema (cf. fig. 3.5). Then the τn are plotted against the number n of the
extrema and via a weighted line fit (cf. fig 3.6) the frequency is calculated from the
slope a as

f = 1
T

= 1
2a. (3.2)

In order to estimate errors on the frequency, firstly the statistical errors for ∆φ are
computed from the ten measurement repetitions (cf. sec. 2.2.2.2) which are also shown
in the plots in fig. 3.2 to 3.5. Those statistical errors are then propagated to the
frequency using a parametric bootstrap procedure with 1500 bootstrap samples. For
the bootstrap procedure simulated data sets are drawn from the normal distribution
of the original data set. The width of the distribution is determined by the statistical
errors of the original data points. For each simulated data set a frequency is calculated
as described above, yielding a distribution of 1500 frequencies. The standard deviation
of this frequency distribution corresponds then to the standard error of the frequency
extracted from the original data set.
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Figure 3.4: Relative Phase
∆φ vs. Voxel:
∆φ is plotted on a horizon-
tal cut through the middle
of a γ5 phantom for se-
veral τ -values. Here, the
oscillation in the phase can
be seen nicely while also
no phase discontinuities are
present and the outer voxel
are in a narrow range of
values. (Already published
in [62].)
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Figure 3.5: Continuous
Temporal Behavior of a
Single Voxel:
The relative phase ∆φ of
the central voxel of the
γ5 phantom is plotted
versus τ . After a transient
phenomenon up to about
30 ms an oscillation can be
observed. Additionally, the
interpolating spline and the
spline’s extrema used for
calculating the frequency
are plotted. (Already
published in [62].)

3.1.1.1 Disturbed Measurements

The validity of this method to calculate the frequency is based on the quality of the
oscillation data of the relative phase and its conformity to the hypothesis that the
data can be characterized by a single frequency. Fig. 3.5 shows a very good example.
However, also deviations could be observed - examples of the different problems that
can occur are shown in fig. 3.7. Sometimes a measurement has to be rejected and
sometimes only a part of the measurement can be used to determine the frequency,
reducing the confidence of the frequency value.

In figure 3.7a the influence of artifacts can be seen which occur when the border of
a phase discontinuity is slightly blurred (which is a motion artifact). Then the phase
cannot be correctly unwrapped which leads to extremely high errors and discontinuities
for some τ -values and can make it difficult to correctly determine the position of the
extrema (in the example given here the third extrema at approximately τ = 80 ms is
not well defined due to unwrapping artifacts).

In fig. 3.7b the relative phase data displays two challenges to extract the frequency
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Figure 3.6: Line Fit to Determine the
Frequency:
The τn-values of each extrema n are
plotted. From the slope of the weigh-
ted line fit, which represents half of
the periodic time T , the frequency is
determined according to eq. 3.2.

with good precision. On the one hand the time measured allowed only for two extrema
to develop and on the other hand the second extrema is not well defined but quite
broad.
In the case of fig. 3.7c a clear oscillation can be seen up to τ = 84 ms. Between

84 ms < τ < 108 ms a plateau forms, which cannot be explained up to now, and then
it seems as if another maximum develops. Here, only the measured points up to
τ = 80 ms are considered for extracting the frequency.
In fig. 3.7d the determination of the frequency is hampered by the double peak

around 100 ms which occurs in the data of some phantoms while the data displayed in
fig. 3.7e shows a somehow erratic and diminished oscillation for τ > 60 ms.
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(c) ε5, (127 mm, 5.6 kPa)
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(e) β5, (90 mm, 5.6 kPa)

Figure 3.7: Examples of Disturbed Phase Oscillations:
These plots illustrate the different challenges that can occur when extracting the frequency
from the phase oscillation. In (a) the errors for some τ -values are extremely high. This is
the influence of a motion artifact which blurs the border of a phase discontinuity slightly.
The phase can then not be correctly unwrapped, which leads to these high errors and residual
discontinuous data points. In (b) two challenges can be observed: the time measured allowed
only for two extrema to develop and the second extremum is not well defined but quite
broad. Both facts make it difficult to extract the frequency precisely. In (c) a plateau forms
between 84 ms < τ < 108 ms which cannot be explained up to now. Here, only the measured
point up to τ = 80 ms are considered for extracting the frequency. In (d) the determination
of the frequency is hampered by the double peak around 100 ms which occurs in the data of
some phantoms while the data displayed in (e) shows a somehow erratic and diminished
oscillation for τ > 60 ms.

52



3.1 Homogeneous Phantoms

3.1.1.2 Comparison with spatial oscillation

Using the previously presented findings, a way to characterize a phantom through
the frequency f of the oscillation of the relative phase ∆φ is proposed. However,
before it is used to compare phantoms it is worth to consider how the thus determined
frequency relates to the spatial frequency fs of the oscillation a voxel performs in space
coordinates. Since determining the trajectory in space of a voxel was not possible for
the data presented here (cf. sec. 2.3), a theoretical trajectory is used to examine the
correlation between the phase and the spatial frequency.

A spatial oscillation with a transient part at the beginning was used as an example.
In fig. 3.8 two realizations of a trajectory y(τ) are shown for frequencies fs1 = 15 Hz
and fs2 = 30 Hz. Using eq. 1.12 the trajectories were converted into the phase φ(τ)
for the gradients G(u) as they were used in the measurements (δ∆ = 45 ms, δ =
5 ms, |G| = 25.397 mT m−1) which was then plotted together with the corresponding
trajectory. When comparing both curves it can be seen that for approximately the
time of the gradients (δ∆ + 2 δ = 55 ms) the frequency of the phase does not match the
frequency of the spatial oscillation. After an appropriate time, however, the frequencies
align with each other. When the frequency is determined from the whole time series as
described in the previous part of this section it can be illustrated that the deviations
between the spatial frequency f ′s and the phase frequency f extracted from the slope of
the fits (cf. eq. 3.2) are acceptable small as they result to f ′s1 = 15 Hz vs. f1 = 14.4 Hz
and f ′s2 = 30.3 Hz vs. f2 = 30.1 Hz (cf. fig. 3.9). When comparing these results to
the theoretical values, the slight influence of the transient part of the curve becomes
apparent for the higher frequency.
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(a) fs1 = 15 Hz

0 50 100 150 200
−1

0

1

−1

0

1

τ/ms

φ
(τ

)/
50

ra
dy(τ)

φ(τ)

(b) fs2 = 30 Hz

Figure 3.8: Comparison between Spatial and Phase Oscillation:
Two theoretical spatial oscillations with a transient part at the beginning are compared to
their respective phase oscillations determined using eq. 1.12. The following parameters
were used: fs1 = 15 Hz (a), fs2 = 30 Hz (b), δ∆ = 45 ms, δ = 5 ms, |G| = 25.397 mT m−1.
When comparing both curves it can be seen that for approximately the time of the gradients
(δ∆ + 2 δ = 55 ms) the frequency of the phase does not match the frequency of the spatial
oscillation. After an appropriate time, however, the frequencies align with each other. In
the case of the lower frequency (a) a phase offset remains.
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Figure 3.9: Comparison of Line Fits for Spatial and Phase Oscillation:
Here, the line fits used to determine the frequency of both the spatial as well as the phase
oscillation are compared for the two examples presented in fig: 3.8. The slopes differ
more for the lower frequency in (a), but the differences in the frequency are in both cases
acceptably small: f ′s1 = 15 Hz vs. f1 = 14.4 Hz for (a) and f ′s2 = 30.3 Hz vs. f2 = 30.1 Hz
for (b).

3.1.1.3 Frequency distribution

In a last step, it is investigated how f depends on the choice of the individual voxel (up
to now the central voxel of a slice was used) and on the slice measured. In a cylindrical
phantom it is expected that the frequency determined for a phantom is consistent over
most of the volume - apart from regions where boundary conditions predominate the
behavior of the material. The frequency was calculated in the manner described above
for 25 different voxel on a 5× 5 grid spaced equally over the area of the phantom with
the central voxel also in the center of the grid. For each voxel the relative phase ∆φ
was calculated as for the central voxel in reference to (φL + φR)/2. In fig. 3.10 the
spread of the frequency for the γ5 phantom considered before is shown. Apart from
the outer voxel the frequencies lie in a range of 33.56± 0.14 Hz to 29.13± 0.04 Hz.
Two other examples of frequency distributions are shown in fig. 3.11. On the left,

fig. 3.11a shows one of the smoothest distribution found in the phantoms measu-
red. It was derived from an α6 phantom and displays a frequency range between
31.14± 0.15 Hz and 33.06± 0.22 Hz, while fig. 3.11b shows one of the more disturbed
distribution. For this β4 phantom the frequency distribution does not only show
extreme values at the outer voxels but also an uneven distribution along the x-axis
with frequency values ranging from 24.24± 0.18 Hz to 30.38± 0.22 Hz.

On average, however, the frequency extracted from the central voxel is relatively
representative for the entire slice measured and, furthermore, for phantoms the central
voxel can easily be found.

In order to investigate the influence of the slice chosen, different slices were measured
in two phantoms. In a relatively small and stiff β6 phantom six slices and in a relatively
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Figure 3.10: Frequency for Diffe-
rent Voxels:
The frequency f was determined
for 25 different voxels in a γ5
phantom (100 mm, 5.6 kPa) on a
5 × 5 grid. Apart from some
outer voxel the frequencies lie
in a range of 33.56± 0.14 Hz to
29.13± 0.04 Hz.

large and soft ζ4 phantom five slices were measured. In both phantoms a central slice
was selected (whose position is defined as z = 0 mm) - as would have been for a normal
measurement - and the other slices were placed with a spacing of 10 mm respectively
above and below that slice. An exception is the sixth slice in the β6 phantom which
is only 5 mm apart from the fifth slice. For each slice the frequency of the central
voxel was calculated and the results are shown in fig. 3.12. Although six slices were
measured for the β6 phantom, only five could be evaluated, the measurements of the
first slice were too distorted to extract a frequency. The frequencies for the β6 phantom
lie in a range of 31.27± 0.12 Hz to 32.92± 0.13 Hz and for the ζ4 phantom in a range
of 15.07± 0.27 Hz to 18.24± 0.10 Hz. For later measurements this is encouraging,
since - even though it was not possible to choose the exact same slice in different
measurements - all selected slices lay in a range of about 15 mm around the middle of
the phantom.

Taking the results presented in fig. 3.10 and 3.12 into account, the frequency which
is determined in the above explained manner can be considered as a quantity that
is relatively stable over the volume of the phantom over the range of about 3 Hz.
Additionally, in fig. 3.12 it can be observed that the small and stiff β6 phantom displays
frequencies that are almost twice as high as those in the large and soft ζ4 phantom,
which gives an indication that the hypothesis formulated at the beginning of this
section - that the frequency should depend both on the geometry and on the elastic
properties of the system - is valid. To investigate this further, the influence of the
diameter and of the agar-concentration (thus the elastic properties) on the frequency
are presented in the following two sections.
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Figure 3.11: Further Examples of Frequency Distributions in Phantoms:
(a) shows one of the smoothest distributions found in the phantoms measured with a
frequency range between 31.14± 0.15 Hz and 33.06± 0.22 Hz. This data comes from an
α6 phantom (85 mm, 6.37 kPa). (b) shows one of the most disturbed distributions with
a frequency range between 24.24± 0.18 Hz to 30.38± 0.22 Hz and extreme values at the
outer voxels from a β4 phantom (90 mm, 4.5 kPa).
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Figure 3.12: Frequency for Different
Slices in Two Phantoms:
For a small and stiff β6
(90 mm, 6.37 kPa) and a large
and soft ζ4 (144 mm, 4.5 kPa)
phantom for slices around the
central one at z = 0 mm were
measured and the frequency for each
slice is plotted here. The frequencies
for the β6 phantom lie in a range of
31.27± 0.12 Hz to 32.92± 0.13 Hz
and for the ζ4 phantom in a range of
15.07± 0.27 Hz to 18.24± 0.10 Hz.
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3.1.2 Influence of size and stiffness
In order to investigate the influence of the size of the phantom, containers with six
different diameters were used (phantoms α to ζ, cf. table 2.3). These were filled with
hydrogel of different agar concentration to investigate the influence of the diameter
for different stiffnesses. For each type of phantom between one and five realizations
were produced and a central slice was measured. After the post processing described
in section 2.3 the frequency was determined as describes in section 3.1.1.
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Figure 3.13: Overview of Fre-
quency vs. Container Size - part
one:
The frequency f is plotted
against the diameter d of
the container for hydrogels
with four different shear mo-
duli (G = 1.87 kPa, 3.37 kPa,
5.6 kPa, 7.5 kPa). The frequen-
cies for different phantom reali-
zations are plotted.
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Figure 3.14: Overview of Fre-
quency vs. Container Size -
part two:
The frequency f is plotted
against the diameter d of
the container for hydrogels
with the three remaining dif-
ferent shear moduli (G =
2.63 kPa, 4.5 kPa, 6.37 kPa).
The frequencies for different
phantom realizations are plot-
ted.

In fig. 3.13 and 3.14 an overview of the frequencies measured is given. The measure-
ments are split into two plots for better clarity. The frequency f is plotted against the
diameter d of the phantom container for hydrogels with different agar concentration
and shear moduli. The multiple data points for each kind of phantom represent the
different phantom realizations. Not all combinations of diameter and concentration
were produced.

It can be seen that the frequencies decline for higher diameters and that softer
phantoms tend to exhibit lower frequencies. The error of the individual data points
is relatively small since it is propagated from the quite small statistical error on the
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Figure 3.15: Mean Frequency vs. Container Size:
The weighted mean of the frequency is calculated over the different phantom realizations
and plotted against the diameter of the container for the seven shear moduli. For larger
phantom diameters the frequency decreases with exceptions for the smallest diameter
of 85 mm at higher shear moduli. Phantoms with lower shear moduli show also lower
frequencies. (In parts already published in [62].)

phase of each voxel (cf. sec. 3.1.1) and is mostly < 1 Hz and at most 1.5 Hz. The
spread between the individual phantom realizations is in the order of around 3 Hz,
with a maximum of 5 Hz, which is considerably larger.

The results from the different phantom realizations can be combined by calculating
the weighted mean of the frequencies and its error. This is shown in fig. 3.15 where the
mean frequency is plotted against the diameter for the seven different shear moduli.
For larger diameters the frequency decreases with an exception for the phantoms with
relatively high shear moduli of 5.6 kPa and 6.37 kPa at the smallest diameter of 85 mm.
Here, the frequency is smaller than for the next larger phantom. Additionally, for this
container size the frequencies of the four stiffer phantoms (4.5 kPa − 7.5 kPa) lie very
closely together, rendering them virtually indistinguishable.

No analytical solution of oscillations excited in a phantom with the given geometry
and boundary conditions to compare these results to. However, in [117] solutions for
the resonance frequency of simpler models are given and from those it can be deduced
that the frequency in theses phantoms should be inversely proportional to a power of
the diameter:

f ∝ 1
dγ

(3.3)
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Figure 3.16: Exemplary Fit for
Phantoms with G = 4.5 kPa:
In order to test the hypothesis of
eq. 3.3, a hyperbola was fitted to
the f(d) data for G = 4.5 kPa
shown in fig. 3.15. When consi-
dering that the errors are unde-
restimated since the spread due
to the different phantom realiza-
tions is not fully accounted for
and the statistic for each data
point is quite low, the fit repre-
sents the data reasonably well.

with a coefficient γ > 0. The data presented in fig. 3.15 does not contradict this
prediction which can be seen exemplary in fig. 3.16, where f(d) = p1 · 1/d + p2 has
been fitted to the frequency data for phantoms with the shear modulus G = 4.5 kPa.
When considering that the errors are underestimated since the spread of the different
phantom realizations is not fully accounted for and the statistic for each data point is
quite low, the fits represent the data reasonably well (cf. fig. 3.13 and 3.14).

In order to investigate the influence of the shear modulus of the phantom material,
the frequencies can also be plotted against the modulus which is shown in fig. 3.17 for
the six different container sizes. Again the weighted mean frequency over the different
phantom realization is used. The error of the shear modulus results from uncertainties
in the cooking procedure (cf. sec. 2.2.2.1). It can be observed that the frequency
increases with the shear modulus which is expected.

In this plot the unexpected behavior in the smallest container (d = 85 mm) becomes
very evident when the frequency for shear moduli above G = 4.5 kPa reaches a plateau
at about f = 32 Hz and when the frequencies for the d = 90 mm phantoms exceed
those for the smaller phantom for G = 5.6 kPa and G = 6.37 kPa.
From systems and geometries for which an analytical solution exist (cf. [117]) and

from dimensional considerations it can be deduced that the frequency f should be
proportional to the square root of the shear modulus G:

f ∝
√
G. (3.4)

The data measured - except for the 85 mm-container - roughly follows this behavior.
For the container size of d = 110 mm the relation of eq. 3.4 to the data is shown
in fig. 3.18. It should be again kept in mind that errors for the frequency might
be underestimated and that the estimation of the shear modulus G is based on the
reliability of Hall’s equation 2.2.

59



3 Results

2 3 4 5 6 7 8

0

5

10

15

20

25

30

35

40

G/kPa

f
/H

z

85 mm
90 mm

100 mm
110 mm
127 mm
144 mm

Figure 3.17: Mean Frequency vs. Shear Modulus:
The weighted mean of the frequency is calculated over the different phantom realizations
and plotted against the shear modulus for six container sizes. For higher shear moduli
the frequency increases. For the smallest phantom size the frequencies level out around
f ≈ 32 Hz. Overall, larger phantoms have lower frequencies. (In parts already published
in [62].)
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Figure 3.18: Exemplary Fit for
Phantoms with d = 110 mm:
In order to test the hypothesis
of eq. 3.3 a root function was
fitted to the f(G) data for d =
110 mm shown in fig. 3.17. As
described in fig. 3.16, the errors
are underestimated. Thus, the
fit does not contradict the data.
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3.1.3 Influence of boundary conditions
With the measurements presented in the previous section it could be shown that both
the size and the shear modulus - which is contingent upon the agar concentration
- influence the frequency extracted form the oscillation in the relative phase. It
is presumed that the basic of these findings can be transfered later on to in vivo
measurements on human brains.

Before considering a comparison, however, the boundary conditions should be taken
into account. The brain tissue is coupled to the skull via complicated layers of meninges
(cf. sec. 1.3.1.1, fig. 1.19), while up to now the agar hydrogel representing the brain
tissue in the phantoms was coupled directly to the container wall representing the
skull (cf. sec. 2.2.2).
In order to investigate whether and what kind of influence an intermediate layer

could have on the behavior of the relative phase ∆φ, several realizations of six phantoms
with different kind of sponges as an intermediate layer were used (phantoms λ1 to
ν2, cf. table 2.6). Since the inner diameter of the container outlaid with the sponge
is d = 108 mm and the hydrogel used had a shear modulus of G1 = 5.6 kPa and
G2 = 6.37 kPa respectively, these λ, µ and ν phantoms are compared to δ5 and δ6
phantoms with a diameter of d = 110 mm and a shear modulus of G1 = 5.6 kPa and
G2 = 6.37 kPa respectively as well.
When comparing the relative phase data plotted against τ for the phantoms with

interlining, eight out of 14 phantom realizations showed a disturbed behavior (com-
parable to those displayed in fig. 3.7) for τ ≥ 40 ms. In the undisturbed time frame,
there were always two extrema located. For the λ1 and all the phantoms with shear
modulus G2 actually no phantom realization showed data that was undisturbed for
a longer time τ . This is not totally unexpected, since the boundary layer allows for
additional degrees of freedom, which might influence the behavior of the phantom
material.
For this reason, only the first two extrema were used for all phantoms - also for

the δ phantoms used for comparison - to estimate the frequency in order to increase
the comparability. Otherwise the frequency and its error was determined as described
previously (cf. sec. 3.1.1) and the results are plotted in fig. 3.19 comparing the δ
phantoms without interlining to the three phantoms with different types of interlayer.
On the left are the frequencies for the softer phantoms with G = 5.6 kPa and on

the right those for the slightly stiffer ones with G = 6.37 kPa. It can be observed that
for both shear moduli the additional interlayer seems to increase the frequency. For
G = 5.6 kPa the coarsely pored rubber sponge (phantom λ5) shows a significantly higher
increase in the frequency than both the other two interlayers, while for G = 6.37 kPa
all three interlayers had a similar influence.
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Figure 3.19: Influence of Boundary
Conditions:
Four different boundary conditions
for two different shear moduli are
compared. The mean frequency of
a δ phantom (direct connection be-
tween hydrogel and container, d =
110 mm) is compared to the frequen-
cies of λ, µ and ν phantoms (phan-
toms with sponge interlayer (coar-
sely, fine and medium pored spon-
ges)) for G1 = 5.6 kPa (left) and
G2 = 6.37 kPa (right). For both
shear moduli, it seems that all in-
terlayers increase the frequency.

3.2 Inhomogeneous Phantoms
After it could be shown that the stiffness and size of homogeneous phantoms influence
their response to a shock excitation in the previous section, in this section results from
inhomogeneous phantoms are described with the aim to asses possible contrasts inside
a phantom as well as the spatial resolution.
For that, three phantoms (ϑ1 to ϑ3) with two layers, a phantom η with two cubic

hydrogel inclusions with a stiffness different than the surrounding material, and a
phantom κ with a cystic inclusion were investigated.

3.2.1 Two Layered Phantoms
Three phantoms were investigated which were fabricated as described in sec. 2.2.2.2
and consisted of two parts of hydrogel with different agar concentrations. A time
series over 120 ms was acquired for each phantom and the images were processed as
described in sec. 2.3.

In the figures 3.20, 3.23, and 3.26 seven exemplary phase images for different τ -values
are shown per phantom ((b)-(h)) as well as one corresponding magnitude image (a)
in which the two layers can be clearly distinguished. In the phase images for τ = 0 ms
(b), the two halves cannot be distinguished as the phase is homogeneous over the
whole phantom. In the phase images for larger τ -values, an oscillation can again be
observed as could be for the homogeneous phantoms (cf. fig. 3.1). For the two layered
phantoms, however, a discrete oscillation in each of the halves emerges through which
the two parts become distinguishable from each other for the values of τ depicted here.
Apart from this signature, in multiple phase images unwrapping artifacts are visible
(cf. fig. 3.20e, 3.23f or 3.26d).

For further analysis, two plots are shown for each phantom. In the figures 3.21, 3.24,
3.27 the relative phase ∆φ along a line cutting horizontally through the middle of each
phantom is shown for selected values of τ (cf. fig. 3.4 for homogeneous phantoms).
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(a) magnitude (b) τ = 0 ms (c) τ = 26 ms (d) τ = 36 ms

(e) τ = 48 ms (f) τ = 58 ms (g) τ = 86 ms (h) τ = 116 ms

Figure 3.20: Two Layered ϑ1 Phantom - Exemplary Magnitude and Phase Images:
(a) shows a magnitude image. The two halves can be clearly distinguished with the right
side (G1 = 3.73 kPa) appearing lighter than the stiffer left side (G2 = 5.6 kPa). For
τ = 0 ms (b) the phase has a homogeneous phase and the two sides cannot be distinguished.
For larger τ -values ((c) - (h)) a discrete oscillation in each of the halves emerges and a
distinction between the layers is possible. In (d), (e) and (g) unwrapping artifacts can be
seen.

The border between the two halves is indicated with a black dotted line in each plot.
In the figures 3.22, 3.25, 3.28 the relative phase for one voxel in each layer is plotted

against τ . The voxels were all chosen to lie ten voxels away from the border between
the two halves on the horizontal line through middle of the phantom.

When considering the cuts through the middle of the phantoms, different behavior
can be observed. The plots of the ϑ1 phantom in fig. 3.21 show not much similarity
with the cuts through the homogeneous phantom in fig. 3.4. For τ = 26 ms and
τ = SI48ms the endpoints show a significant asymmetry. The border between the
two layers (indicated by the dotted line) cannot easily be inferred from the data,
although, when considering the global phase information presented in the phase images
in fig. 3.20 there the distinction is possible.

For the ϑ2 phantom the plots in fig. 3.24 show on the right side a high resemblance
to the homogeneous phantom in a way that this side seems to perform a discrete
oscillation. The left half on the other hand shows mostly a lot less dynamic, apart from
τ = 72 ms where an inverse oscillation compared to the right layer can be observed.
For this phantom the position of the border could have been estimated from the data.
It can be seen that the phase in fig. 3.27 for the ϑ3 phantom (the only one where

the left side is softer than the right side) shows a different behavior than the other two
phantoms. For one, both sides - but especially the softer left side - show a much higher
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Figure 3.21: Two Layered ϑ1
Phantom - ∆φ vs. Voxel:
The relative phase ∆φ along
horizontal cuts through the
phantom is plotted for selected
τ -values. The data shows
a distinctly different behavior
from what could be observed in
the homogeneous phantoms (cf.
fig. 3.4). In these plots the bor-
der between the two layers is
indicated by the dotted line but
cannot be easily inferred from
the data.
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Figure 3.22: Two Layered ϑ1
Phantom - Time Series for Two
Voxels:
∆φ is plotted versus τ for one
voxel in each layer. The voxels
were chosen to lie ten voxels
away from the border between
the tow halves. Each voxel
shows an oscillation over time
with quite similar frequency.
The data for the stiffer G2 =
5.6 kPa side, however, shows
a slightly disturbed oscillation
with lower amplitude.

dynamic range. Also, the division between the two layers is much more pronounced (in
some cases the phase changes for more than 2π) and can be determined from this data
very precisely. However, after the measurements it was verified that the two layers
were still attached to each other.

When considering the time series for the two selected voxels inside the different
layers for the ϑ1 phantom in fig. 3.22, contradictory to what was expected from
the cuts in fig. 3.21, an oscillation can be observed in both halves of the phantom.
Here, the frequencies lie in each others margins of error (f5.6 = 15.2± 0.4 Hz, f3.73 =
14.9± 0.5 Hz). In this figure, the both halves can be distinguished for some τ -values
mostly by the difference in the amplitude of the oscillation.
Fig. 3.25 shows the time series for the ϑ2 phantom where the oscillations are more

disturbed than in the ϑ1 phantom. Especially the stiffer G2 = 4.5 kPa half shows a
very low dynamic and no clear oscillation, but also the beginning of the G1 = 3.73 kPa
half the time series is more disturbed than in the ϑ1 phantom. A frequency estimation
for the stiffer left side seems not justifiable. The frequency for the softer right side of
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(a) amplitude (b) τ = 0 ms (c) τ = 38 ms (d) τ = 50 ms

(e) τ = 72 ms (f) τ = 90 ms (g) τ = 102 ms (h) τ = 116 ms

Figure 3.23: Two Layered ϑ2 Phantom - Exemplary Magnitude and Phase Images:
(a) shows a magnitude image. The two halves can be clearly distinguished with the right side
(G1 = 3.73 kPa) appearing lighter than the stiffer left side (G2 = 4.5 kPa). Additionally,
an air bubble can be seen on the far left. It has, however, no significant effect on the
phase. For τ = 0 ms (b) the phase has a homogeneous phase and the two sides cannot be
distinguished. For larger τ -values ((c) - (h)) a discrete oscillation in each of the halves
emerges and a distinction between the layers is possible. In all of these phase images for
τ 0 ms there are unwrapping artifacts present.

3.73 kPa leads to f3.73 = 15.2± 0.5 Hz.
On the other hand - as noted above - the ϑ3 phantom shows oscillations with a

much higher dynamic, notably in both layers (cf. fig. 3.28). Here, the frequencies
of the softer G2 = 2.63 kPa side is somewhat lower than the one for the stiffer side
(f2.63 = 14.5± 0.1 Hz, f3.73 = 15.1± 0.3 Hz). The relative phase of the two selected
voxels differs from each other for almost every τ -value after τ = 36 ms. For all three
phantoms it can be observed that in the beginning of the time series the two chosen
voxel show the same behavior.
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Figure 3.24: Two Layered ϑ2
Phantom - ∆φ vs. Voxel:
The relative phase Deltaφ al-
ong horizontal cuts through the
phantom is plotted for selected
τ -values. The right side shows
a distinct oscillation similar to
the one observed in homogene-
ous phantoms. The stiffer left
side, however, shows mostly a
lot less dynamic than the right
side (apart from τ = 72 ms). It
would be possible to roughly in-
fer the border between the two
layers from the data, which is
indicated by the dotted line.
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Figure 3.25: Two Layered ϑ2
Phantom - Time Series for Two
Voxels:
∆φ is plotted versus τ for one
voxel in each layer. The voxels
were chosen to lie ten voxels
away from the border between
the tow halves. The stiffer side
shows a much lower dynamic
than the voxel in the softer side.
A frequency determination does
not seem justifiable. For the
voxel in the G1 = 3.73 kPa side
the data at the beginning of the
time series seems more distorted
than for the ϑ1 phantom.
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(a) magnitude (b) τ = 0 ms (c) τ = 42 ms (d) τ = 64 ms

(e) τ = 80 ms (f) τ = 96 ms (g) τ = 104 ms (h) τ = 112 ms

Figure 3.26: Two Layered ϑ3 Phantom - Exemplary Magnitude and Phase Images:
(a) shows a magnitude image. The two halves can be clearly distinguished with the right
side (G1 = 3.73 kPa) appearing darker than the softer left side (G2 = 2.63 kPa). For
τ = 0 ms (b) the phase has a homogeneous phase and the two sides cannot be distinguished.
For larger τ -values ((c) - (h)) a discrete oscillation in each of the halves emerges and a
distinction between the layers is possible. In all of these phase images for τ 0 ms there are
unwrapping artifacts present.
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Figure 3.27: Two Layered ϑ3
Phantom - ∆φ vs. Voxel:
The relative phase ∆φ along
horizontal cuts through the
phantom is plotted for selected
τ -values. The two sides show
a distinctly different behavior
form each other. In each half
an oscillation can be observed,
with the softer left side having
a much higher dynamic range.
The border between the two lay-
ers - indicated by the dotted line
- can be nicely inferred from the
data.
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3.73 kPa Figure 3.28: Two Layered ϑ3

Phantom - Time Series for Two
Voxels:
∆φ is plotted versus τ for one
voxel in each layer. The voxels
were again chosen to lie ten
voxels away from the border bet-
ween the two halves. Both voxels
show an oscillation with a high
dynamic range. The data for
the G2 = 2.63 kPa side shows
an unusual behavior up to about
τ ≈ 45 ms.
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C2 C1

(a) magnitude (b) τ = 0 ms (c) τ = 34 ms

(d) τ = 44 ms (e) τ = 90 ms (f) τ = 100 ms

Figure 3.29: Phantom η with Two Cubic Inclusions - Exemplary Magnitude and Phase
Images:
In (a) the magnitude image shows the position of the two softer cubic inclusions very
clearly. Their corners are marked with black dots which are also shown in the phase images
to guide the eye. In the upper half a semi circular dark shadow can be seen which results
form a ghosting artifact. The phase image for τ = 0 ms (b) shows a homogeneous gray
value. In the phase images for larger τ -values ((c) - (f)) the cubes cannot be distinguished
clearly, but sometimes slight local variations in the shade of gray can be observed.

3.2.2 Cubic Inclusion

In order to show the possibility of creating a spatially resolved contrast based on
the mechanical properties in phantoms, phantom η with two cubic inclusions was
investigated. The properties of the phantom are described in table 2.4. Again a
time series over 120ms was acquired and the images were processed as described in
section 2.3.

In fig. 3.29 an amplitude image (a) is shown in which the two cubes are clearly visible.
In the five exemplary phase images for different τ -values ((b) to (f)) the position of the
cubes are indicated with black dots at their corners. In the phase images the cubes
cannot be distinguished clearly, but sometimes slight local variations in the shade of
gray can be observed. Further data processing was done to explore whether a clear
signature of the cubes can be achieved.

Correspondingly to fig. 3.4 the relative phase along a line through each of the cubes,
respectively, was calculated and plotted for different τ -values in fig. 3.30. The position
of each cube is indicated in the two figures with dotted lines, in fig. 3.30a for the lower,
right cube C1 and in fig. 3.30b for the upper, left one C2. An oscillation comparable
to the one observed in homogeneous phantoms is present here, too. For some τ -values
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(a) Cube C1
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(b) Cube C2

Figure 3.30: Phantom η - Cuts Through the Middle of Each Cube:
The relative phase ∆φ along a line through the middle of each cube for several τ -values is
plotted. The positions of the cubes are indicated by the dotted lines, in (a) for cube C1
and in (b) for cube C2. The overall form of the cuts show a similar characteristic to the
one found for homogeneous phantoms. For some τ -values, however, a deviation can be
seen at the location of the cube (most prominently for C1 at τ = 98 ms). The signatures
of the cubes are more prominent for C1 than for C2.

a deviation from the expected behavior can be seen at the location of the cube, most
prominently for C1 at τ = 98 ms. In some cases the boundaries of the cubes can be
deduces quite accurately from the extent of the deviation (e.g. the left boundary of C2
at τ = 98 ms) while at other times a clear distinction of the boundaries is not possible
even when the cube leaves a signature (e.g. right boundary of C1 at τ = 88 ms).
The line chosen for fig. 3.30 was a line through the middle of the cube. In fig. 3.31

horizontal cuts through the phantom at different y-values (from line 57 to line 87)
are shown for τ = 100 ms. The maximal horizontal extend of both cubes is indicated,
while cube C1 extends vertically between 77 ≤ y ≤ 86 and C2 between 63 ≤ y ≤ 77.
Especially for C1 at y = 72 (maybe even at y = 67) it can be observed that the cube
leaves a signature above its real position. C2 also shows a wide signature at y = 62,
even though its upper corner lies as y = 63 (cf. the location of the cubes in fig. 3.29a).
On the other hand, there is no significant signature in the cuts below the cubes (y = 87
for C1 and y = 82 for C2).
Since the signatures of the cubes in the phase images and therefore also in the

cut plots is predominated by the effect of the global oscillation the gradient of the
phase was calculated, which we call phase strain εφ. This was done by smoothing
the post processed phase data using a Gaussian filter with a standard deviation for
the Gaussian kernel of σ = 0.1 and then calculating the absolute value of the phase
gradient in y-direction (the main direction of the movement) using central differences:

|εφ| =
∣∣∣∣∣∂φ∂y

∣∣∣∣∣ . (3.5)
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Figure 3.31: Phantom η -
∆φ vs. Voxels at Different
y-values:
For τ = 100 ms the ∆φ is
plotted along different hori-
zontal lines for 57 ≤ y ≤
87. The maximal horizon-
tal extend of the cubes is
indicated by the dotted li-
nes. C1 in the middle
extends vertically between
77 ≤ y ≤ 86 and C2 bet-
ween 63 ≤ y ≤ 77.

In fig. 3.32 a series of phase strain images of the phantom for different τ -values is
shown. In these images blue indicates a low, red a high absolute phase strain. The
corners of the cubes are again marked by black dots. In these images the cubes leave
a much clearer signature of higher |εφ|-values than in the phase images (cf. fig. 3.29).
While not always both cubes are visible altogether, when they are the borders are very
well defined.

Additionally to the signatures of the cubes some other features are visible in the
phase strain images, which result from artifacts. In all images parts of a semi circle
with apparently higher phase strain values in the upper part of the phantom can be
seen. This is the result of a ghosting artifact and can also be observed to a lesser
degree in the amplitude and phase images in fig. 3.29. In other images, lines (especially
in the lower part of the phantom) are visible. These are residuals of phase unwrapping
artifacts.
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(a) τ = 0 ms (b) τ = 22 ms (c) τ = 30 ms (d) τ = 44 ms

(e) τ = 54 ms (f) τ = 70 ms (g) τ = 90 ms (h) τ = 120 ms

Figure 3.32: Phantom η - Exemplary Absolute Phase Strain Images:
In the phase strain images blue indicates a low, red a high absolute phase strain |εφ|. The
corners of the cubes are again marked by black dots. In these images the cubes leave a
much clearer signature of higher |εφ|-values. Additionally to the signatures of the cubes
some features resulting from artifacts can be seen. The semicircle in the upper half of the
phantom results from a ghosting artifact, while the lines mostly present in the lower half
of the phantom result from unwrapping artifacts.
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(a) magnitude (b) phase image (c) phase strain image

Figure 3.33: Phantom κ with Fluid Filled Inclusion:
In the magnitude image (a) the fluid filled inclusion is visible very well. In the phase
image (b) taken at τ = 50 ms the lower part of the inclusion is also visible as a darker
area, while the upper part is not visible so well. The lighter line in the upper part and the
darker line in the lower part result from unwrapping artifacts. In the phase strain image
(c) the inclusion is again very prominently visible as a dark blue area. Dark blue indicates
a very low phase strain, which is comprehensible due to the incompressibility of water.

3.2.3 Fluid Filled Inclusion
After exploring the signature of a hydrogel inclusion in the previous section, the
feasibility of detecting a cystic, fluid filled inclusion is investigated here. To mimic
this, phantom κ (a water filled balloon inside a G = 4.9 kPa hydrogel phantom - cf.
sec. 2.2.2.2) was investigated. Here, in contrast to the previous studies however, only
a measurement with ten averages at τ = 50 ms was taken.

The magnitude, phase and the absolute phase strain image are displayed in figure 3.33.
The fluid filled inclusion is readily visible in the magnitude image (a) due to the much
higher T1- and T2-values of water (cf. table 1.1). In the phase image (b), the inclusion
is also visible, especially in the lower part. The two lines in the phase image are phase
unwrapping artifacts. In the phase strain image (c) the inclusion is again visible much
more clearly than in the phase image. Since dark blue colors refer to low and red to
high |εφ|-values, it can be seen very nicely that due to the incompressibility of water
and the fact that it has no room to flow the inclusion exhibits also a very low phase
strain. As in the phase images two lines resulting from phase unwrapping artifacts are
prominent.

In fig. 3.34 the relative phase along horizontal cuts through the phantom is plotted
for different y-values. The maximal horizontal extent of the inclusion is indicated
by the dotted lines, while it extents vertically between 40 ≤ y ≤ 62. It can be seen,
that for the cuts through the inclusion (y = 45, 49, and 55) ∆φ shows a very clear
signature as it remains virtually constant. This is a different behavior than for the
cubic inclusions (cf. fig. 3.31) where the signature is more dent like. Additionally, no
influence of the inclusion can be detected for the cuts directly above (y = 39) and
below (y = 63) the inclusion.
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Figure 3.34: Phantom κ - ∆φ vs.
Voxel at Different y-values:
The relative phase ∆φ is plot-
ted along six lines with different
y-values through the phantom.
The maximal extend of the in-
clusion in x-direction is indica-
ted by the dotted lines, while it
extents vertically between 40 ≤
y ≤ 62. For the cuts through
the inclusion (y = 45, 49, 55)
∆φ shows a very clear signature
as it remains virtually constant.
However, there is no signature
of the inclusion in the cuts di-
rectly above (y = 39) or below
(y = 63) the inclusion. In the
plot for y = 55 and y = 63
phase unwrapping artifacts are
present.

3.3 Human Volunteers
During the investigation of the homogeneous and inhomogeneous phantoms different
concepts of analyzing the phase data have been utilized. Examining the oscillation
of the relative phase of the voxels and their frequencies seems to provide a measure
for the bulk properties (cf. sec. 3.1.2). The relative phase along a line or phase strain
images, on the other hand, have turned out to be feasible approaches to investigate
local structures (cf. sec. 3.2).

In this section these concepts are transfered to the measurements of healthy human
volunteers which were taken according to the description in sec. 2.2.1. In order to keep
the scan time short, the time domain was sampled more coarsely than for the phantoms
(cf. tables 2.1 and 2.2). The images were processed as described in sec. 2.3. First the
results for the gradient setting with δ = 5.36 ms, δ∆ = 40 ms and G = 25.4 mT m−1

are presented in the sections 3.3.1 to 3.3.3 and later compared to the second gradient
setting in section 3.3.5. From the magnitude images the dimensions of the brains in
the chosen slice were determined. This data is shown in the appendix A.1.

3.3.1 Phase images
In fig. 3.35 a high resolution magnitude image (a) and seven phase images for different
τ -values (b - h) for volunteer id09 are displayed to show the general behavior of a
human brain to the shock excitation. Similar to the behavior observed in phantoms (cf.
fig. 3.1, 3.20 or 3.29) the phase image for τ = 0 ms (b) displays an almost homogeneous
gray value. Over time an oscillatory behavior can be observed, however, the two
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(a) magnitude (b) τ = 0 ms (c) τ = 15 ms (d) τ = 30 ms

(e) τ = 60 ms (f) τ = 75 ms (g) τ = 110 ms (h) τ = 130 ms

Figure 3.35: Exemplary Magnitude and Phase Images:
(a) shows a high resolution magnitude image, while (b) - (h) show phase images for
different τ -values for volunteer id09. For τ = 0 ms (b) the phase image displays an almost
homogeneous gray value. Similar to the behavior observed in phantoms, the brain reacts
to the shock excitation at higher τ -values with an oscillatory behavior, though, with a
distinct oscillation in each hemisphere. The falx cerebri between the hemispheres can
be distinguished and especially for later τ -values some sulci that can also be seen in the
magnitude image become visible in the phase images. (In parts already published in [62].)

hemispheres (cf. sec. 1.3.1) can be distinguished from each other with the devision
along the falx cerebri (cf. sec. 1.3.1.1) and a distinct oscillatory behavior of the gray
value for each hemisphere clearly becoming visible. Especially at later τ -values some
sulci (primarily in the posterior region) that can be seen in the magnitude image
become visible in the phase images as well.
In fig. 3.36 the phase images for τ = 60 ms for all volunteers are displayed. Two

volunteers (id01 and id08) were measured twice on different days. The gray scale in
each image is adjusted to the maximum phase value measured over all τ -values for the
respective volunteer, so the windowing varies. While certain features - like the falx
cerebri and the distinction between the two hemispheres through different oscillatory
behavior - are visible in almost all images, there are also distinct differences. The image
for volunteer id04 (e) for example shows no clear signature of the falx cerebri, but some
sulci (especially in the anterior region) are clearly visible, while for volunteer id02 the
falx cerebri is nearly the only feature in an otherwise almost homogeneous phase image.
The two images each for volunteers id01 and id08 show also different characteristics,
with the phase images of id01b (b) and id08a (i) for example depicting more small

75



3 Results

scale features. This leads to the conclusion that phase images at a specific τ -value
seem not to be directly comparable, possibly due to differences in the actual anatomy
(which means that size and shape and thus the boundary conditions of the brain tissue
vary) and possibly also due to differences in the excitation (due to different weights
of the volunteers’ heads and different weight distributions on the shell). Analyzing
the data further, it is investigated how far the measurements of human brains can be
compared to each other.
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(a) id01a (b) id01b (c) id02 (d) id03

(e) id04 (f) id05 (g) id06 (h) id07

(i) id08a (j) id08b (k) id09 (l) id10

Figure 3.36: Phase Images for All Volunteers at τ = 60 ms:
While certain features - like the falx cerebri and the distinction between the two hemispheres
through a different oscillatory behavior - are visible in almost all images there are also
distinct differences. The image for volunteer id04 (e) for example shows no clear signature
of the falx cerebri, but some sulci are clearly visible, while for volunteer id02 the falx
cerebri is nearly the only feature in an otherwise almost homogeneous phase image. The
two images each for volunteers id01 and id08 show also different characteristics, with the
phase images of id01b (b) and id08a (i) for example depicting more small scale features.
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Figure 3.37: Relative
Phase ∆φ vs. Voxel
for Volunteers:
∆φ is plotted on a
horizontal cut through
the middle of the brain
of volunteer id09 for
several τ -values. A se-
parate oscillation for
each hemisphere can be
observed, which can be
in phase for both he-
mispheres or in phase
opposition (as for τ =
55 ms). (In parts alre-
ady published in [62].)

3.3.2 Relative Phase and Frequency
In a next step, the relative phase ∆φ was calculated (cf. eq. 3.1). As a point of
reference the phase of the voxel in the middle of the falx cerebri was chosen, because
there lies a septum of the dura mater which stabilizes the brain tissue and it is, thus,
expected to move less than the rest of the brain (cf. sec. 1.3.1.1). Additionally, the
voxel lying in the middle of the falx cerebri is a point easily and reproducible found in
each brain.

In fig. 3.37 ∆φ is plotted along a horizontal cut through the middle of the brain for
volunteer id09 for five τ -values. For τ = 0 ms the relative phase is almost constant
as expected, while for higher τ -values a separate oscillation for each hemisphere can
be observed. This separate oscillation can be in phase for both hemispheres (as for
τ = 20 ms, 55 ms or 125 ms) or in phase opposition (as for τ = 105 ms).
In fig. 3.38a a time series of ∆φ for volunteer id09 is plotted for four voxels, two

in each hemisphere, with one being positioned in the center - both vertically and
horizontally - of the hemisphere and the other lying in the lower quadrant but not
inside a sulcus. The position of the voxels chosen is indicated in a magnitude image (cf.
fig. 3.38b) together with the voxel inside the falx cerebri used as a point of reference
for calculating ∆φ.
In fig. 3.38a the relative phase for each voxel shows an oscillatory behavior similar

to the one observed in phantoms (cf. fig. 3.5). Comparing respectively the two left
and the two right voxels with each other, it can be observed that they display a very
similar behavior to their counterpart in the same hemisphere. The behavior in the two
hemispheres, however, deviates from each other significantly after τ = 50 ms.

Here, volunteer id09 serves as an example of a typical, well evaluable measurement.
In fig. 3.39 two examples of problematic time series are shown. In fig. 3.39a, the time
series for volunteer id02 is with τmax = 90 ms shorter than the normal measurements
and exhibits only one distinct maximum after the transient part (τ > 40 ms). Another
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Figure 3.38: Time Series of the Relative Phase for Volunteer id09:
For four selected voxel the relative phase ∆φ is plotted against τ (a). The positions of the
four voxel and the voxel in the falx cerebri used as the reference voxel for calculating ∆φ
are marked in a magnitude image (b).
For each voxel ∆φ shows an oscillatory behavior similar to the one observed in phantoms
(cf. fig. 3.4). Comparing respectively the two left and the two right voxels with each other,
it can be observed that they display a very similar behavior to their counterpart in the
same hemisphere. The behavior in the two hemispheres, however, deviates from each other
significantly after τ = 50 ms.
Since no data was collected for 75 ms ≤ τ ≤ 105 ms the corresponding spline is plotted in
fig. a for these τ -values to guide the eye. (Already published in [62].)

minimum can be estimated (however, with some uncertainty) to lie at τ ≈ 70 ms.
On a side note it can be observed that for this measurement, all four voxel in both
hemisphere are very much in phase. As a second example of a problematic time series,
in fig. 3.39b, the time series for volunteer id08a is displayed. Here, it can be observed
that the dynamic for the right hemisphere is much lower than for the left one and no
real oscillation can be discerned in it.

In order to compare the measurements of the different volunteers more quantitatively
with each other, the frequency of the oscillation in each hemisphere is calculated from
the time series. Corresponding to the approach described in sec. 3.1.1 a weighted
spline was used to interpolate the data and from the spline’s extrema the frequency of
the oscillation was estimated. In fig. 3.38a the corresponding spline is plotted as an
example for the missing data points 75 ms ≤ τmissing ≤ 105 ms.
From the spline interpolating the data points in the center of each hemisphere a

frequency for each hemisphere was calculated for each volunteer. The results are
depicted in fig. 3.40. For two volunteers (id07 and id08a) the oscillation data in
the right hemisphere was too distorted to reconstruct a frequency, hence, only one
data point is shown for each (cf. fig. 3.39b for the time series of volunteer id08a).
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Figure 3.39: Examples of Disturbed Phase Oscillations:
(a) shows the data for volunteer id02. Here, a shorter time series as for the other
volunteers was acquired with only one distinct extrema at τ ≈ 50 ms after the initial dip.
A second, much less distinct extrema can be approximated at τ ≈ 70 ms. (b) shows the
data for volunteer id08a. While the data for both left voxels are comparable to the data
presented in 3.38a, both right voxels show much less dynamic and extracting a frequency
was not justifiable.

The error for the frequency was propagated from the errors in ∆φ as in sec. 3.1.1
using a parametric bootstrap procedure with 1500 bootstrap samples. All frequencies
measured aside form the ones for volunteer id02 lie between 10 Hz and 18 Hz. The
data for volunteer id02 appears to be an outlier which might be attributed to the
fact, that the time series for the corresponding measurement was shorter than for the
other measurements and with a maximal τmax = 90 ms too short to extract a reliable
frequency (cf. fig. 3.39a).

The differences between the hemispheres in each volunteer are probably not a sign
of differences in the mechanical properties between the hemispheres but the result of
an uneven excitation. This is discussed later in sec. 3.3.4 (cf. fig. 3.42).
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Figure 3.40: Comparison of Frequency for Volunteers:
For each volunteer - except for volunteer id07 and id08a, where the oscillation data in
the right hemisphere was too distorted to evaluate - a frequency for each hemisphere is
plotted. All frequencies measured aside from the ones for volunteer id02 lie between 10 Hz
and 18 Hz. The data for volunteer id02 appears to be an outlier which might be attributed
to the fact, that the time series for the corresponding measurement was shorter than for
the other measurements.

3.3.3 Strain Images
Similar to what has been done for the phantoms with cubic and fluid filled inclusions
in sec. 3.2.2 and 3.2.3 the absolute phase strain |εφ| (cf. eq. 3.5) was calculated
for all volunteers. For the data presented here, a Gaussian filter with σ = 0.7 was
used to smooth the phase images before calculating |εφ|. The value for σ was chosen
differently from the one used for phantoms because of the higher noise in the volunteer
measurements.

In fig. 3.41 a phase strain image for every volunteer is displayed. The τ -value chosen
to display in each case was the τ -value of the first maximum of each time series of ∆φ
(cf. fig. 3.38). In order to compare the structures visible in the phase strain images to
anatomical structures, the phase strain images are superimposed to a high resolution
magnitude image. Here, dark blue indicates low |εφ|-values, while red indicates high
ones.

Some of the high strain features in these images correspond to anatomical features
like sulci while others show no obvious correlation. In most images ((a), (d), (g), (h),
(i) or (k)) there is considerable higher phase strain in the anterior brain region than in
the posterior one. This might be an effect of the boundary condition of the surrounding
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skull. The image for volunteer id02 (c) shows on average a higher phase strain than
the other volunteers, while volunteer id01 shows a comparably low overall phase strain
in their second measurement (b) compared to the first one (a). The images for the
two measurements of volunteer id08 show also differences.
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(a) id01a,
τ = 75 ms

(b) id01b,
τ = 50 ms

(c) id02,
τ = 45 ms

(d) id03,
τ = 60 ms

(e) id04,
τ = 30 ms

(f) id05,
τ = 40 ms

(g) id06,
τ = 45 ms

(h) id07,
τ = 55 ms

(i) id08a,
τ = 60 ms

(j) id08b,
τ = 75 ms

(k) id09,
τ = 50 ms

(l) id10,
τ = 60 ms

Figure 3.41: Absolute Phase Strain Images for All Volunteers at First Maximum:
The phase strain images are superimposed to high resolution magnitude images. Dark blue
indicates low |εφ|-values, wile red indicates high values. Some of the high strain features
correspond to anatomical features like sulci while other show no obvious correlation. In
most images ((a), (d), (g), (h), (i) or (k)) there is considerable higher phase strain in the
anterior brain region than in the posterior one. This might be an effect of the boundary
condition of the surrounding skull.
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3.3.4 Excitation Profile

At this point of research the differences in the measurements cannot be sufficiently
explained but it is probably an effect of differences in the excitation. In fig. 3.42 the
signal of the optical positioning system (cf. sec. 2.1.2.2) is displayed for both id08a
(a) and id08b (b). The signals displayed are for different τ -values, however, since the
excitation is quite stable over time, this is not problematic. It can be observed that for
the first measurement (a) both the left and the right side reach their first minimum
at nearly the same time as the superior position (at around t = 0 ms). The superior
signal shows then one small additional oscillation before leveling out while the left and
right signals show at least two additional oscillations. This can be interpreted as the
three points of the shell landing at the same time. The part at the neck (measuring
points left and right) bounces back while the superior part of the shell comes to rest
quite easily. In the case of the second measurement (b), however, the superior signal
has its first minimum 10ms after both the other signals and has at least one additional
prominent maximum while the left and right signal show - in contrast to the first
measurement - only one additional maximum before leveling out. Here, the superior
part of the shell comes to rest much later than the inferior part.
The corresponding time series are shown in fig. 3.43. It can be seen that, though

both are from the same volunteer, they differ significantly from each other. In fig. 3.43a
there is no distinct oscillation in the right hemisphere.
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Figure 3.42: Comparison of Excitation Profiles:
Data from the optical positioning system at the three points of the shell are shown for the
two measurements of volunteer id08. It can be observed that at the first measurement (a)
both the left and the right side reach their first minimum at nearly the same time as the
superior position (at around t = 0 ms). The superior signal shows then one small additional
oscillation before leveling out while the left and right signals show at least two additional
oscillations. In the case of the second measurement (b), however, the superior signal has its
first minimum 10ms after both the other signals and has at least one additional prominent
maximum while the left and right signal show - in contrast to the first measurement - only
one additional maximum before leveling out.
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Figure 3.43: Comparison of Time Series:
The time series correspond to the two excitation profiles shown in fig. 3.42 for volunteer
id08. It is clearly visible that the measurements differ from each other. This is probably a
result of the different excitation.

3.3.5 Second Gradient Setting

Using the second gradient set (δ = 10.36 ms, δ∆ = 40 ms, G = 17.3 mT m−1) similar
measurements to the first gradient setting were taken for volunteers id03 to id10 with
volunteer id08 only measured once. Due to time constrains less different τ -values have
been sampled in the measurements.

In the single phase images no significant difference could be found compared to the
ones acquired with the first gradient set. As before a frequency for each hemisphere
was also determined for each volunteer, except for volunteers id04 and id07, where the
oscillation data in the right hemisphere was too distorted to evaluate. The results are
plotted in fig. 3.44 and can be compared to the ones in fig. 3.40. Here, the frequencies
for all volunteers except for volunteer id05 lie in a similar range between 10 Hz and

85



3 Results

17 Hz. Volunteer id05 showed an average frequency for the first gradient set and the
deviation for this measurement cannot be readily explained, except for the fact that
for this gradient set there were generally fewer data points available, increasing the
risk of undersampling of the oscillation and thus misconstruction of the frequency.
Phase strain images (cf. sec. 3.3.3) were calculated for the second gradient set as
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Figure 3.44: Comparison of Frequency for Volunteers for Second Gradient Set:
For each volunteers id03 to id10 - except for volunteer id04 and id07, where the oscillation
data in the right hemisphere was too distorted to evaluate - a frequency for each hemisphere
is plotted. All frequencies measured aside from the ones for volunteer id05 lie between
10 Hz and 17 Hz which is comparable to the results from the first gradient set (cf. fig. 3.40).

well and the ones for the τ -value of the first maximum of each time series of ∆φ are
displayed in fig. 3.45 (again superimposed to a high resolution magnitude image). They
show similar characteristics as the ones displayed in fig. 3.41 as some structures (sulci)
show a higher strain (depicted from blue to red) as the surrounding tissue. Overall, it
can be seen that the longer, but lower gradients have no significant influence on the
results presented here. It can be assumed, however, that time sensitive information is
increasingly blurred through the longer gradients.
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(a) id03,
τ = 55 ms

(b) id04,
τ = 30 ms

(c) id05,
τ = 40 ms

(d) id06,
τ = 50 ms

(e) id07,
τ = 60 ms

(f) id08a,
τ = 50 ms

(g) id09,
τ = 60 ms

(h) id10,
τ = 65 ms

Figure 3.45: Absolute Phase Strain Images for All Volunteers at First Maximum for Second
Gradient Set:
Compared to the phase strain images for the first gradient setting displayed in fig. 3.41 the
longer, but lower gradients seem to have no significant effect on the phase strain. Here
too, some sulci show a higher phase strain than the surrounding tissue.
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4 Discussion and Conclusion
In this chapter the previously presented results are discussed and put into a more
general context.
The aim of this thesis has been to conduct first systematic MRR measurements,

test the lifting device introduced in [65] outside laboratory conditions and to develop
methods of analysis to compare measurements without the need to calculate the
physical trajectory from the phase.
The phantom measurements showed that using phase and phase strain images as

well as phase cuts, substructures (different layers, cubes or fluid filled inclusions) can
be spatially resolved in inhomogeneous phantoms. The introduction of the relative
phase allowed to compare different measurements and analyze the temporal behavior
of the phantoms. The frequency extracted from the observed oscillation in the relative
phase showed a dependency on the size and stiffness of the phantoms that is consistent
with qualitative theoretical considerations and may, thus, serve as an indicator for the
bulk properties of the material under investigation.
Similarly for in vivo measurements on human volunteers, the frequency could be

extracted for each hemisphere of the brain. The results for the ten volunteers measured
showed mostly comparable values with an outlier for one volunteer, indicating that
the frequency can be used as an indicator for the bulk properties of the brain tissue as
well. Local structures like sulci on the other hand could - to some extent - be resolved
both on phase and phase strain images.
Even though there is room to improve the reproducibility of both the phantom

production and the form of the excitation over different measurements, the promising
results from the phantoms and the volunteers indicate that MRR can be an interesting
tool to investigate brain tissue noninvasively and suggest that certain pathologies
should be detectable using this method. A promising first study on meningiomas
(a kind of brain tumor arising from the meninges) using MRR has been conducted
by Theilenberg which showed that the tumors have a distinct and spatially correct
signature in the phase strain images as well as that tumors with different consistency
vary in their phase strain distribution [62, 118].

In the following sections the results are discussed according to the analysis approach
applied.

4.1 Phase Images
Phase images are the basic data format exported from the MR scanner and can give
an easy access to the acquired information without the need of much post-processing.
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Their value in MRR is discussed below.
As assumed, in response to the shock excitation the phase images for the homogeneous

phantoms in figure 3.1 (section 3.1.1) showed an oscillatory behavior with the center
experiencing a higher phase shift than the border regions connected to the container.
This can be translated into the interpretation that the center of the phantom moves
more in relation to the border regions. This is to be expected since the border regions
of the phantom are hindered in their movement by the friction due to their connection
to the container wall.

The measurements of the three two-layered phantoms ϑ1, ϑ2 and ϑ3 in section 3.2.1
showed that it is also possible to distinguish between layers of different stiffness inside
a phantom from the temporal behavior of the phase depicted in the phase images. In
the images in the figures 3.20, 3.23 and 3.26 the differences between the two layers were
visible for all phantoms. Even the smallest differences in stiffness of ∆G = 0.77 kPa in
phantom ϑ2 could be resolved.

The cubic inclusions in the η phantom presented in figure 3.29 (section 3.2.2) were
visible in some phase images but their signature was not very distinct. On the other
hand, the fluid filled inclusion in the κ phantom described in section 3.2.3 was easily
visible in the phase image in figure 3.33b, even though the temporal behavior was not
measured but only one point in time.

For the human volunteers in section 3.3.1, the observations made for the phantoms
could be transferred. The different images for a single volunteer in figure 3.35 showed in
both hemispheres, which are separated by the falx cerebri (cf. sec. 1.3.1.1), an individual,
global oscillation as did the homogeneous phantoms (cf. fig. 3.1). Additionally, various
smaller structures - which could be identified as sulci (cf. sec. 1.3.1) - can be observed
at different τ -values, which is a characteristic that could also be observed in the η
phantom with the cubic inclusions (cf. fig. 3.29). These two observations hold true for
all volunteers (cf. fig. 3.36), though the phase images on their own are not comparable
directly - neither for the same volunteers measured twice (cf. fig. 3.36a vs. 3.36b and
3.36i vs. 3.36j) nor among the different volunteers.

4.1.1 Conclusion

Aside from phase unwrapping, a baseline correction and averaging no further post-
processing was used for the phase images (cf. sec. 2.3). In some images, phase
unwrapping artifacts (motion artifacts prominent e.g. in the figures 3.20, 3.23, 3.26, or
3.33b) disturbed the image and could in the worse case corrupt it beyond use. That is
one reason to use low motion encoding gradients, so that not too many phase jumps
(each with a risk of leaving an unwrapping artifact) manifest in the image. Nonetheless,
valuable information could be extracted readily from these images - both for phantom
and volunteer measurements. A time series of images with different τ -values was
helpful, since different features manifest at different τ -values. Phase images alone,
however, do not suffice to fully analyze the measurements.
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4.2 Phase Strain Images
In order to reduce the global oscillation visible in the phase images and to concentrate
more on local effects, absolute phase strain images were used.

For the cubic inclusions in the η phantom it could be shown that, though the cubes
were also only visible for certain τ -values in the phase strain images, the borders were
well defined and they matched the positions of the cubes extracted form the magnitude
image (cf. fig. 3.32).
The fluid filled inclusion in the κ phantom was also very well visible in the phase

strain image in figure 3.33c. This image is, however, also an example that artifacts are
emphasized when using the phase strain.

The images for the human volunteers in the figures 3.41 and 3.45 for the two different
gradient settings were also useful to examine localized structures. For both gradient
settings smaller structures were visible, some of which can be identified as sulci. Other
structures have no obvious anatomical source, but the heterogeneity of these images
should be further investigated. It may originate from the influence of the complex
boundary conditions in the brain. But it would also be interesting whether other
anatomical features beside sulci (differences between gray and white matter, nuclei,
different brain regions (cf. sec. 1.3.1) or pathological features) can be distinguished on
phase strain images. The slices used here were, however, not chosen to include many
additional features.

4.2.1 Conclusion
Images depicting the absolute phase strain provide an interesting approach for investi-
gating small scale structures. Using these, localizing features is easy and precise. The
dimensions of the smallest structures visible here were in the order of 200mm2 in the
slice (both the cubic inclusions and the sulci). The difference in shear modulus for the
cubic inclusion was ∆G = 1.86 kPa. It will depend on the motion encoding gradient
setting as well as on the excitation profile up to which dimensions and ∆G structures
can be resolved.
Further research should also concern itself with the question of how to compress

the temporal and the spatial information of a time series of phase strain images. In
order to compare the volunteers in this thesis, the image for the τ -value at the first
maximum of ∆φ was chosen. However, maybe other methods are more useful, for
example an integrated absolute phase strain.

4.3 Relative Phase Cuts
In order to better observe the behavior of the phase, ∆φ was plotted along a horizontal
line through the phantoms and the brains.
For the homogeneous phantoms it could be shown that through phase cuts (φ vs.

voxel) the oscillation could be better observed (cf. fig. 3.2). The phase offset (probably
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due to the macroscopic movement of the whole container) could be successfully reduced
by calculating the relative phase ∆φ. This allowed to better compare the measurements
for different τ -values.
For both the phantoms and the volunteers the statistical errors on the phase

resulting from averaging over the ten repeated measurements were small, proving that
the induced movement and its measurement in the phase images is reproducible during
one measuring session in the MRI. It thus confirms the laboratory measurement of the
reproducibility of the induced movement using a lead weight presented by Ulucay [65].
Other statistical fluctuations are well under controll as well.

For the two layered ϑ phantoms, it was expected, that the two layers should leave a
signature in the relative phase cuts. The distinction between the layers was, however,
sometimes ambiguous. For the ϑ1 phantom (cf. fig. 3.21) a not well explainable
behavior could be observed in both layers and the border could not be easily inferred.
For ϑ2 and ϑ3 (cf. fig. 3.24 and 3.27) the expected behavior of an oscillation in every
half could be observed and it was possible to infer the borders.
For the η phantom, figure 3.30 depicted the cuts through the middle of the two

hydrogel inclusions. They showed that these cubic inclusions left a quite distinct
deviation from the global oscillation for some τ -values. The borders of the inclusion,
however, could not always be inferred from these deviations accurately. The deviations
themselves showed also a kind of localized oscillation. It might be possible in the
future - when the influence of size and boundary conditions on the oscillation are better
understood - to extract quantitative information about the cube’s material properties
from this.

The cuts along different horizontal lines for the η phantom shown in fig. 3.31 showed
that the cubes induced an effect even above their position. This observation can be
explained when considering that the cubes are made of a softer hydrogel than the
surrounding material. This means that the cube suffers a greater displacement that
the material below it and, thus, allows for a greater displacement of the overlying
material as well. The precise determination of the position of the cubes from the phase
cuts seems to be error prone.

The relative phase cuts through the fluid filled inclusion in the κ phantom in fig. 3.34
showed on the other hand an almost constant phase inside the inclusion, since the water
inside is incompressible and has no room to flow. Here, contrary to the measurements
on the cubic inclusions, the borders can be determined accurately and no clear influence
above or below the inclusion can be observed.
The concept of the relative phase cuts worked for the human volunteers as well,

here with a reference point in the falx cerebri (cf. fig. 3.37). The errors on ∆φ
are in the same order of magnitude as for the phantoms, which indicates that for
compliant volunteers - they were asked beforehand to try and relax their shoulder and
neck muscles as not to influence the induced movement of the shell - the measuring
technique is reproducible during one measuring session.
As expected from the phase images and the phantom measurements, the distinct

oscillation in each hemisphere was easily visible. For some τ -values the hemispheres
were in phase, for others they are in phase opposition.
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4.3.1 Conclusion
Plotting ∆φ along a horizontal cut through a probe provides a deeper insight into the
spatial distribution of the relative phase. The oscillation and the different behavior of
differently structured substructures becomes better observable.

4.4 Time Series
Using ∆φ, the temporal behavior of a single voxel can also be observed. As expected,
each voxel responds with an oscillatory behavior to the excitation.

When looking more closely, though, for both phantoms (cf. fig. 3.5) and volunteers
(cf. fig. 3.38) the time series showed a transient part before the oscillation starts. This
can be an effect of the two-stage excitation (cf. sec. 2.1.1): The fall took - in the
case of the homogeneous phantom in fig. 3.5 - about 30ms which coincided with the
first minimum of the time series. After that, the system is exposed to the second
excitation due to the landing and the response of the system can develop from thereon
undisturbed. As it is the aim to characterize the oscillation through a frequency (cf.
fig. 3.6), it would be helpful to automatically determine the length of the transient.
Up to now, however, the length has to be determined manually for every time series.
On the one hand, because the fall time is not constant for all measurements and on
the other hand because determining τ = 0 ms is up to now also done manually. Björn
Schemmann has worked in the course of his diploma thesis on the automating of this
process but it has not yet been implemented.
For the two layered ϑ phantoms the examination of the time series indicated that

they might be an interesting tool on their own, since a correlation between amplitude
and stiffness could be hinted at (cf. fig. 3.22, 3.25 and 3.28). In order to confirm this
correlation, however, more experience and a clearer understanding of the influence of
the form of the excitation are necessary.

Before concentrating on the frequency extracted from the time series, the two aspects
of the correlation between phase and spatial oscillation (cf. sec. 4.4.1) and of disturbed
time series (cf. sec. 4.4.2) need to be discussed.

4.4.1 Phase and Spatial Oscillation
It has, however, to be kept in mind that the oscillations described above are oscillations
of the phase and not spatial oscillations. Both are connected via equation 1.12, which
describes the relation between the phase and the spatial trajectory dependent on the
magnetic field gradients (cf. sec. 1.1.2.8). In section 3.1.1.2 the relation between
spatial and phase oscillation was investigated with the means of two examples using
the gradient setting applied in the phantom measurements and in the first part of the
volunteer measurements.

Considering the form of equation 1.12 is similar to a convolution, it can be deduced
that the frequency spectrum of the phase oscillation is a multiplication of both the
frequency spectrum of the spatial oscillation and of the magnetic field gradients.
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Thanks to a broad frequency spectrum of the trapezoidal gradients used, it can be
expected that the phase and the spatial oscillation do not differ significantly from each
other. This is supported by the examples in figures 3.8 and 3.9.
As we have explained in [62], however, it has to be kept in mind that the gra-

dient frequency spectrum has zeros at 1/δ and 1/(δ + δ∆) and corresponding higher
harmonics. This means that certain spatial frequencies will be suppressed in the
phase representation. For the gradient settings used for the phantoms this concerns
f ∗1 = 1/δ = 1/5 ms = 200 Hz and f ∗2 = 1/(δ + δ∆) = 1/45 ms = 22 Hz. While f ∗2
indeed lies in a relevant frequency range, it should be considered that the phantom
material is lossy and that a total signal loss due to the gaps in the gradient spectrum is
not expected. Nonetheless, it would be interesting to calculate the true trajectory from
the phase and examine the spatial oscillation directly. This would allow also for the
examination of the amplitude of the oscillation since the decay of the amplitude should
be linked to the viscous parameter of the material. More detailed work concerning
the relation between spatial trajectory and phase has been done by Theilenberg in the
course of his dissertation [118].

4.4.2 Disturbed Time Series
In the course of this thesis, several disturbed time series were observed, which did
impede the frequency reconstructions (cf. fig. 3.7 and 3.39). Two explanations for the
deviations are conceivable.

On the one hand, it should be considered that through the excitation oscillations with
a multitude of frequencies are excited. Higher frequencies die out quicker than lower
ones and up to now it is assumed in the data analysis that only the lowest frequency
remains. It is, however, also possible that in the time series a superposition of higher
frequencies is measured. This possibility could be addressed by applying a Fourier
analysis to the spatial oscillation (which would have to be calculated beforehand).
On the other hand, it is probable that the form of the excitation itself can cause

a disturbed measurement since disturbances could also be observed in one of the
repeated measurements in volunteers (cf. sec. 3.3.4). However, up to now it cannot
be predicted which excitation profile would lead to optimal results and which might
cause a disturbed measurement.

4.4.3 Conclusion
Using the relative phase ∆φ the temporal behavior of a single voxel could be examined
and the effect of the two-staged excitation be observed. These time series might proof
beneficial in the future to compare materials when examining the amplitude of the
oscillation. For that, however, it might be necessary to calculate the spatial trajectory
and understand the dependency of the time series on the precise form of the excitation
better. To achieve that, the excitation profile should be measured in physical and
quantitative units (like acceleration) in the future. Additionally, a higher statistic of
measurements is needed to draw more sound conclusions.
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4.5 Frequency
The frequency extracted from the time series ∆φ(τ) was used to quantify and compare
measurements.

For the phantom measurements it could be shown that the value of the frequency is
relatively stable over the volume of the phantom apart from the border regions near
the container, which is expected since there the boundary conditions predominate the
behavior of the hydrogel (cf. sec. 3.1.1.3). For the human volunteers it could also be
shown that different voxels inside one hemisphere show a remarkably similar behavior
(cf. fig. 3.38 and 3.39). This is promising, as it supports the assumption that the
frequency is a measure for the bulk properties of the system investigated and that
measurements can be compared even if the frequency was extracted from different
voxels.

Since the phase was sampled only for discrete τ -values it was necessary to interpolate
the data, which worked reasonably well for both the phantoms and the human volunteers
with a sparser sampling.

In the following sections the results based on the frequency are discussed separately
for the measurements on phantoms (cf. sec. 4.5.1) and for the ones on the human
volunteers (cf. sec. 4.5.2).

4.5.1 Frequency in Phantoms
In sec. 3.1.2 it was shown from the comparison of the measurements of phantoms with
different container sizes and stiffness of the hydrogels that the frequency indeed works
as an indicator of these two properties as can be seen in figures 3.15 and 3.17. In
these two figures the mean frequency f over the realizations of the different kind of
phantoms behaved mostly as expected: f decreases for higher diameter and increases
with stiffness. An exception is the data for d = 85 mm. This were, however, also the
only phantom where the diameter exceeds the hight of the phantom. Whether this is a
crucial characteristic has to be determined in further studies. The curve fits shown in
figures 3.16 and 3.18 were a test and only illustrated that the data does not contradict
the qualitative theoretical predictions stated in equations 3.3 and 3.4. However, they
showed a promising tendency. Yet, more data points with a higher statistic would be
needed to evaluate the conclusion.
In figures 3.13 and 3.14 it could be observed that for a single type of phantom the

frequencies can vary up to ∆f = 4.8± 0.8 Hz (α5 phantoms). This has to be kept in
mind for further frequency comparisons. A factor for the frequency spread could be a
variance in the hydrogel properties. Even though all phantoms were produced using
the same cooking protocol (cf. sec. 2.2.2.1) it could not be ruled out that there were
deviations in the mechanical properties of the hydrogel, since for example the amount
of evaporated water (which influences the agar concentration) could not be measured
for every phantom and was extrapolated from a series of measurements. For the future,
it would be desirable to have an independent access to the mechanical properties of
the hydrogel to verify the properties or rather their spread. Another factor for the
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frequency spread might be the reproducibility of the excitation which will be discussed
in section 4.6.1.
In figure 3.19 the influence of different boundary conditions was investigated with

means of different spongy layers around the hydrogel (λ, µ and ν phantoms). It could
be seen that all the different interlayer indeed change the frequencies. From these
results - even though these are preliminary tests - it can be suggested that the complex
coupling between brain tissue and skull (cf. sec. 1.3.1.1) might have to be taken into
account when comparing in vivo measurements to phantom measurements. A more
complex and soft coupling might, however, also offer the possibility to change the
sensitivity of the measurement technique since the two shear moduli investigated here
were indistinguishable in their frequency for the configuration without an interlayer
(δ5 and δ6 phantoms), while for the interlayer configurations µ and ν the frequencies
differ significantly from each other.
For the two layered phantoms frequencies were extracted for every layer from the

time series shown in the figures 3.22, 3.25 and 3.28, except for the G2 = 4.5 kPa layer
in the ϑ2 phantom. For the ϑ1 phantom the frequencies for the two sides lay inside each
other’s margins of error (∆fϑ1 = 0.3± 0.9 Hz), while for the ϑ3 phantom the slight
difference between the layers was ∆fϑ3 = 0.6± 0.4 Hz. Here, the frequency provided
no useful information. In further studies it should, however, be investigated whether
this holds true for these kind of phantoms in general or if further considerations have
to be included into the analysis. For example, it should be investigated to what extend
the two layers influence each other.

4.5.2 Frequency in Human Volunteers
The frequencies calculated for the human volunteers for the two gradient settings used
are plotted in figures 3.40 and 3.44. They lay mostly in a range between 10 to 18Hz
for the first gradient setting (with one outlier for id02, probably due to a too small
τmax-value) and 10 to 17Hz for the second one (with one outlier for id05, maybe due
to a too scarce sampling). No significant effect of the choice of the gradients can
be observed. The frequency range is very similar for both and it is likely that the
differences for each volunteer can be attributed to the different sampling (cf. tables 2.1
and 2.2) or different excitations. Further studies should, however, investigate these
assumptions. For the single volunteers, the frequencies in each hemisphere differed
from each other by maximal 5Hz (for both gradient setting volunteer id05 showed
the highest difference).

Regarding the deviations between different volunteers, several factors can be conside-
red aside from differences in the excitation. On the one hand, it could be learned from
the phantom measurements that the size of the brain should influence the frequency.
However, the brain dimensions extracted from the measured slices do not show any
deviations that correlate with the deviations in the frequency (cf. fig. A.1). It would
be interesting in the future how a more precise determination of the size of the whole
brain volume would influence this interpretation. Secondly, it is to be expected that
brain tissue exhibits a natural variance in its mechanical properties. How great this
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influence is on the frequencies could be investigated in the future as well.

4.5.3 Conclusion
The frequency results of the homogeneous phantom measurements showed that the
phase frequency can be used as a measure for the bulk properties of the probe. This
concept could successfully be transfered to human brains and offered a means to
quantify the measurements.
The variances observed can result from different effects. Generally speaking, more

measurements should be performed in the future to achieve a better statistic for both
phantoms and volunteers and a better estimate for the errors of the measurements which
might overall be underestimated. For healthy volunteers it could also be investigated
whether the observation of some MRE studies regarding the influence of age and
gender [91, 119] can be reproduced.

4.6 Technical Realization
In this final part of he discussion, two aspects that have already been mentioned in
the previous sections are discussed in more detail - the technical realization of the
excitation and the influence of the resulting excitation profile on the measurements
(cf. sec. 4.6.1) as well as the influence of the measuring protocols implemented (cf.
sec. 4.6.2).

4.6.1 Influence of the Excitation Profile
The repeated measurements on the two volunteers id01 and id08 for the first gradient
setting showed deviations between ∆f = 1.1− 3.3 Hz, while also in the phantoms a
frequency spread for each phantom configuration can be observed (as discussed in
section 4.5.1).

Apart from the factors discussed above, an additional influence for both the phantoms
and the volunteers, however, is probably also the excitation profile, which could explain
the differences in the repeated measurements. In figure 3.42 the differences in the two
excitation profiles used for the two comparative measurements of volunteer id08 are
shown. Even though a quantitative analysis of the height of the fall or the acceleration
is not possible from this data, it can be seen that the excitations are not equal. This
could also be observed for the phantom measurements.

The idea behind the construction of the lifting device (cf. sec. 2.1.2.1) was that the
shell is lifted to a stable upper position well defined by the stoppers through the high
pressure. By adjusting the throttle and regulating valves in the low pressure circuit
the fall trajectory should be controlled (cf. sec. 2.1.2.3).

A limitation discussed by Björn Schemmann in his diploma thesis is, however, that
the pneumatic control elements could not be adjusted independently from each other
over a sufficient range for the measurements performed for this thesis. The high
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pressure could not be adjusted such that both in measurements with phantoms and
with volunteers the shell was always in the same, stable upper position. Thus, the upper
position was dependent on the distribution of weight on the shell. The low pressure
circuit could not be adjusted sufficiently to accurately reproduce the fall trajectory.
The final part of the excitation consists of the bouncing after the landing. This part
was also influenced by the weight distribution. Though the phantom containers fitted
precisely in the shell, the sandbags used to weigh them down could not be placed
fully reproducible, thus changing the weight distribution between different measuring
settings. This also applies for the volunteers: the heads fixated using the vacuum
cushion could not always be positioned reproducible in the shell.

Unfortunately, in contrast to the conclusion drawn by Ulucay in [65] from laboratory
tests it must also be deduced that the shell is not stiff enough or the stabilization
through the flat springs (cf. sec. 2.1.2.1) not stable enough to prevent a rotation in
the transversal plane. If such a rotation were prevented, in figure 3.42 the positioning
curves for the left and for the right would either be identical for all times or not
be identical at all during one measurement. Here, however, they show an identical
behavior during the initial fall but later a different bouncing behavior. This rotation
might be a contributing factor to the variance of the frequency between the two
hemispheres.

4.6.2 Measuring Protocols
In the course of this thesis different measuring protocols regarding the temporal sam-
pling (∆τ , τmax, τmissing) and the motion encoding gradients were used (cf. tables 2.1,
2.2 and sec. 2.2.2.2).

Regarding the temporal sampling, it should be noted that especially with probes for
which a low frequency is expected, τmax should be high enough so that a sufficient num-
ber of extrema are present from which to extract the frequency. For most measurements
(both phantoms and volunteers) a sampling interval of ∆τ = 2− 5 ms seems adequate
to reconstruct the frequency precisely enough from ∆φ. The interval ∆τ = 10 ms
used for the second gradient setting for the volunteers was borderline, so that these
frequencies are not as reliable. For most volunteers (especially for the first gradient
setting), the τmissing chosen did not hinder the frequency reconstruction. A more
precise value would be obtained, if the temporal behavior was sampled continuously
providing the measuring time is not a concern.

If one would want to reconstruct the spatial trajectory, a smaller sampling interval
might be needed. Additionally, for further analysis the measurement of the whole
brain volume with motion encoding in all three spatial directions is probably needed
at some point.

All this would lead to increased measuring time and means to speed up the measu-
rement process would be required. One limiting factor right now is the long repetition
time of TR = 3000 ms which was chosen this long in order to have no additional
excitation when the shell stopped abruptly in the upper position. Complementary
damping for the upper shell position and a pneumatic system allowing for higher
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pressure may permit to reduce TR and thus reduce the measuring time. Alternatively,
a more advanced control mechanism (microprocessor controls) for the high pressure
valves that would allow for an initial high pressure to lift the shell quickly but then
decelerate the upward motion to reduce the excitation at the highest point could be
used to reduce the lifting time. Another approach to reduce the measuring time for
3D measurements would be the implementation of a multi slice sequence.

Regarding the choice of motion encoding gradients two contradictory demands had
to be balanced. On the one hand, stronger and longer gradients raise the sensitivity of
the motion encoding and should lead to a higher phase contrast [65]. On the other
hand, the higher contrast leads to more phase jumps and, thus, to a higher risk of
artifacts after the phase unwrapping, potentially rendering the image too distorted
to evaluate. Additionally, operating strong gradients can induce a vibration in the
MR table resulting in a - for these measurements - unwanted excitation [94]. While
gradients with a low amplitude and long duration also increase the sensitivity, applying
long gradients also means averaging the phase offset over a longer time and potential
loosing temporal resolution. For the two gradient settings used for the volunteers, no
significant difference could be observed.

4.6.3 Conclusion
Examining the capabilities of the lifting device and its components (like the pneumatic
system) in practical applications revealed that some modifications are needed to make
the excitation more reproducible for different measurement sets. In the pneumatic
system the valves need to be able to work in a wider range and the system needs to
be powerful enough to lift the shell always to the upper position determined by the
stoppers. The lifting device should be adapted to provide more independence from
the weight distribution. An additional stabilization (like in the form of additional flat
springs) at the superior part of the shell may help to prevent the rotations. In order
to reduce the effects of the not well controllable bouncing of the shell after the initial
landing, the addition of a dampening material was conceived but not implemented in
time for the measurements of this thesis (preliminary work on this was done by Roberto
Correa Schragen in the course of his bachelor thesis). It would also be beneficial to
gauge the optical positioning system to interpret the excitation more quantitatively. A
quite different variation of the lifting device is conceived by Jakob Bindl [120]. It is
controlled not by a pneumatic system but a stepping motor and might provide more
reproducible and flexible excitations.

In order to extract a more reliable frequency, the measuring protocol should also be
adjusted in the future. Especially with probes for which a low frequency is expected a
longer time series should be measured. The sampling interval ∆τ should be chosen
intelligently to balance both the accuracy and the measuring time.
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Summary
In this thesis first systematic measurements using magnetic resonance rheology (MRR)
have been presented.
MRR is a novel technique designed to image the mechanical properties of human

brain tissue by performing a creep relaxation experiment inside an magnetic resonance
imaging (MRI) scanner. Using a lifting device inside the head coil the head is basically
dropped a distance of approximately 1mm. The response of the brain tissue to this
shock excitation is then measured using motion sensitive phase imaging.
Hydrogels with varying stiffness inside PMMA containers with different sizes were

used as phantoms emulating the soft brain tissue inside the hard skull to investigate
the response to the excitation. In order to remove the influence of the macroscopic
fall movement and to evaluate and compare the measurements without calculating
the physical trajectory from the phase, the relative phase ∆φ was introduced. The
temporal behavior of ∆φ showed that oscillations are excited by the shock excitation.
The frequencies f extracted from this phase showed a reasonably even distribution
over the volume of the phantom. From measurements of different phantoms it was
investigated how f depends on the stiffness and the diameter of the phantom. The
frequency increased with rising stiffness and decreased with rising diameter, as would
be expected from qualitative, theoretical considerations, indicating that the frequency
can be used as a measure for the bulk properties of the material. A preliminary
investigation on the influence of a different coupling between the phantom material
and the container walls was also performed.

Additionally to homogeneous phantoms, different kinds of inhomogeneous phantoms
were investigated. For phantoms consisting of two layers of differently stiff hydrogel
even the smallest differences in stiffness investigated (∆G = 0.77 kPa) could be resolved
in the phase images while other analyzing techniques provided not always a distinct
result. Using phase strain images and relative phase cuts it could be shown that cubic
hydrogel and fluid filled inclusions can be resolved as well.

Additionally, ten healthy volunteers were measured and showed a response expected
from the phantom measurements. From the distinct oscillations in each hemisphere
a frequency could be extracted which showed mostly comparable values over the ten
volunteers. In both the phase and phase strain images similar localized features were
visible, some corresponding to anatomical structures like sulci.

These results show that in vivo MRR measurements of the human brain are feasible
and comparable and though there is room for improvement concerning the reproduci-
bility of the excitation between different measurement sets, MRR appears to be an
interesting tool to investigate human brain tissue.
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A Appendix

A.1 Brain Sizes
The dimensions of the brain of each volunteer has been extracted from a high resolution
magnitude image. The extent in the anterior - posterior direction and in left - right
direction was measured at the widest location in the measured slice using the ImageJ
measure option [112, 113]. The data is plotted in fig. A.1. All data points lie in the
range of 147-167mm for AP and 117-133mm for LR. It has to be kept in mind that
this data gives just an estimate of the brain dimensions since neither different shapes
nor the vertical extension of the brain is taken into account.
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Figure A.1: Brain dimensions:
The extension of the brains of the volunteers at its widest location is plotted for the anterior
- posterior (AP) and the left - right (LR) direction. All data points lie in the range of
147-167mm for AP and 117-133mm for LR.
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