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CHAPTER 1

Introduction

It is a truth universally acknowledged, that a chiral gauge theory describing massive particles, must be in
want of a broken symmetry. Whether the statement is true or not, the LHC and its experiments, ATLAS
and CMS, have spectacularly demonstrated that a new boson exists in 2012. Since the discovery it has
been confirmed by a multitude of measurements e.g., of mass, spin, CP invariance, decay width, cross
sections (total, fiducial and differential) and couplings, that the boson behaves consistently with a theory
of spontaneously broken electroweak symmetry as suggested by P. Higgs, F. Englert et al. [1–3]. And
thus the Standard Model (SM) does have a mechanism to explain the masses of its gauge bosons as
well as its fermions. This discovery was the most momentous event in recent particle physics history as
evidenced by the bestowal of the Nobel prize in physics on P. Higgs and F. Englert [4]

“for the theoretical discovery of a mechanism that contributes to our understanding of
the origin of mass of subatomic particles, and which recently was confirmed through the
discovery of the predicted fundamental particle, by the ATLAS and CMS experiments at
CERN’s Large Hadron Collider”

in the very next year.
As the boson was discovered in bosonic (W,Z, γ) decays, another milestone in confirming that the

observed boson is the predicted Higgs boson was the measurement of its coupling to fermions. Only
in such, so called Yukawa couplings, do the fermions acquire mass. This was demonstrated by ATLAS
and CMS for the heaviest lepton, the tau lepton, and the heavy b quark. These particles are the prime
candidates for analysis because the coupling strength is proportional to the fermion’s mass. Evidence for
the coupling to the heaviest particle in the SM, the top quark, for which the Yukawa coupling is expected
to be strongest, was elusive until 2017. This thesis presents the analysis that provided the first evidence
for top-Higgs Yukawa coupling in multilepton final states at ATLAS [5].

While the top-Yukawa coupling is the largest of its type in the SM, measuring the direct tree-level
interaction between the Higgs boson and top quarks is difficult. The mass of the Higgs boson is small,
such that the decay to top quarks is extremely suppressed. So the only available avenue to observe it, is
to provide a top quark for the Higgs to couple to in its production. The tt̄H process, while rare from an
inclusive point of view, is the most common Higgs production mechanism involving tree-level top-Higgs
couplings with a cross section of 507 +35

−50 fb for an LHC energy of
√

s = 13 TeV. Observing a process
with such a small cross section requires sophisticated analysis techniques and as large a signal acceptance
as possible. The latter requirement is motivation for looking for the tt̄H process in multilepton final states
which come about via H → WW∗, ττ,ZZ∗ decays. By specifically considering tau leptons in hadronic
decays one can enhance the fraction of H → ττ events which contain only fermionic Higgs couplings.
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Chapter 1 Introduction

However, at the present experimental and statistical sensitivity no separation between the Higgs decays is
possible. The sophisticated techniques are applied to perform background estimation and reduction.

The multilepton signatures are chosen in a way that reduces contributions from SM backgrounds.
Other ways to search for tt̄H are briefly discussed as the general strategy to find tt̄H is to join forces of
and combine as many analyses as possible. The channel with final state 2`(OS)1τhad is analysed for the
first time.

The work described in this thesis is embedded in the publication by the ATLAS collaboration which
reports evidence for tt̄H production [5]. The personal contributions of the author include analysis of
events with two light leptons and one hadronic tau lepton, namely the 2`(OS)1τhad and 2`(SS)1τhad
final states, as well as the statistical combination of all channels. Therefore, particular focus is put on
these topics while also describing the context in which the work was performed where it is relevant and
conducive to the understanding of tt̄H as a whole.

The thesis is structured as follows. The theoretical background required for the understanding of the
importance of the tt̄H process and the multilepton signatures is described in Chapter 2. The experimental
setup used to record data in form of the LHC collider and ATLAS detector is described in Chapter 3.
The following Chapters 4 to 6 describe the tt̄H analyses in general and the multilepton one in particular
with special focus on the channels with two electrons or muons and one hadronically decaying tau lepton.
Chapters 7 to 9 present the results and how they are interpreted statistically. Chapter 10 concludes.
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CHAPTER 2

Theoretical Background

Particle physics is the branch of physics that studies the elementary particles and fundamental forces
of nature. The theoretical models used to describe the understanding of nature have undergone many
iterations. Physicists have come from bewilderment at the seeming lack of structure in the particle “zoo”
to a consistent theory of quantum fields. The following sections describe the latter.

2.1 Matter and forces

All known matter in the universe can be described as consisting of elementary particles with half-integer
spin, called fermions. Fermions are distinguished into leptons and quarks based on their interaction with
each other. Furthermore, fermions can be arranged in a pattern of three generations. Each subsequent
generation of fermions has larger masses than the previous one but otherwise identical properties.

Leptons can be electrically charged like the electron (e) as well as electrically neutral like the neutrino
(ν). The second generation lepton is called muon (µ) while the third one is called tau lepton, tauon or
simply and succinctly tau (τ), each also accompanied by their neutrinos.

On the other hand, all quarks are electrically charged where the up quark has a fractional charge of
2
3 and the down quark of − 1

3 . Their later generation equivalents are charm, strange, top and bottom. A
summary of the fermions and world averages of measurements of their masses is shown in Tab. 2.1. In
the table the neutrino masses are indicated to be approximately zero. In fact their masses are non-zero
as evidenced by the existence of neutrino oscillations, but are negligible for the context of tt̄H searches.
Hence neutrinos are treated as massless in the remainder of this text.

1st generation 2nd generation 3rd generation

mass [MeV] mass [MeV] mass [GeV] charge [e]

νe ∼ 0 νµ ∼ 0 ντ ∼ 0 0
e 0.511 µ 106 τ 1.78 −1

u 2.2+0.5
−0.4 c 1 275+25

−35 t 173.0 ±0.4 2
3

d 4.7+0.5
−0.3 s 95+9

−3 b 4.18+0.04
−0.03 − 1

3

Table 2.1: Leptons and quarks arranged by generations. Note the change of mass unit in the third generation.
The unit of charge is the elementary positive charge. Uncertainties smaller than the shown significant digits are
omitted [6].
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Chapter 2 Theoretical Background

Quarks also carry an additional colour charge which can take the three values called red, green and
blue. However, quarks have never been observed in a free state. Instead they always form bound states
of two or three quarks called hadrons. Hadrons are composed of quarks in such a way that the colour
charges cancel, i.e. they are colourless. As a consequence the colour charges cannot be observed directly.
Another consequence of the number of quarks inside hadrons being two or three is that hadrons have
integer electric charge and the fractional charges of quarks are never observed freely, either.

Finally each fermion has an antifermion partner which has identical properties but opposite charge
numbers. Fermions are always produced in pairs with one fermion and one antifermion. Because of the
larger masses, the later generations decay into earlier generations. Only particles of the first generation
can form stable matter.

The four fundamental forces in physics are the gravitational, weak, electromagnetic and strong forces.
All but gravitation can at present be explained by the exchange of mediating particles between fermions.
The mediators are called bosons and have spin 1. Electro-magnetism is mediated by the massless photon
(γ) which couples to the electric charge. So all quarks and the charged leptons are affected by the
electromagnetic interaction. The range of the force is infinite and becomes weaker at larger distances.

Massive charged W± and neutral Z boson carry the weak force. Due to their large masses the force has
a limited range. The weak force affects all fermions.

The strong force is mediated by eight gluons (g). Gluons are massless and carry colour charges. The
eight gluons differ only in their colour states which are different combinations and mixtures of the three
colour charges, red, green and blue. This self-charge of gluons causes self-interactions which generate the
peculiar effects of confinement and asymptotic freedom. These are explained in the following sections.

Some properties of the force-carrying bosons are summarised in Tab. 2.2.

Mediator mass [GeV] electric charge [e] force

γ 0 0 electromagnetic
W± 80.379 ± 0.012 ±1 weak
Z 91.1876 ± 0.0021 0 weak
g 0 0 strong

Table 2.2: Masses and charges of the mediating particles of the electroweak and strong forces [6].

2.2 Standard Model

The theoretical model that describes most of particle physics is called the Standard Model (SM) [7–9].
It obtained its name by its exceptional success in predicting phenomena that were later observed and
the excellent precision and accuracy of the agreement with experimental measurements. It is a quantum
field theory (QFT) in which matter is represented by fermion fields with half-integer spin. The physical
particles are quantisations of those fields and the interactions between particles are described by gauge
fields which arise from local gauge symmetries. The following sections briefly describe how the gauge
principle is applied to the Lagrangian formalism of QFT and is based on citations [10–12].

A Lagrangian describes dynamic physical systems in generalised coordinates. It is defined as the
subtraction of the kinetic (T ) and potential energy (V), L = T − V . The time integral of L is called the
action which is used in the variational principle of least action. This principle states that the system takes
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2.2 Standard Model

the path between states of the integrated time which minimises the action. From the principle, the time
evolution of the system can be derived.

In particle physics one can derive field equations and Feynman rules from the Lagrangian. These rules
are used in calculating transition amplitudes and cross sections.

2.2.1 QED

A Lagrangian that gives the Dirac equation for fermions by using the principle of least action is

LDirac = iψγµ∂
µψ − mψψ, (2.1)

where ψ is the fermion field and γµ are the Dirac gamma matrices. The fermion field changes under local
transformations of the symmetry of the abelian unitary U(1) group as

ψ(x)→ ψ′(x) = eiα(x)ψ(x), (2.2)

where α(x) is a phase change that depends on the space-time coordinate x. In order for the Lagrangian to
stay invariant under this transformation a new derivative needs to be introduced

∂µ → Dµ = ∂µ + iqAµ(x), (2.3)

where Aµ is a new vector field. It is also called gauge field because it was introduced to restore the gauge
(phase) invariance. The new derivative Dµ is called gauge covariant derivative. At the same time the
gauge field is required to transform as

Aµ(x)→ A′µ(x) = Aµ(x) −
1
q
∂µα(x). (2.4)

The new, under U(1) locally invariant, Lagrangian is thus

LDirac,loc.inv. = iψγµDµψ − mψψ (2.5)

= iψγµ∂
µψ − mψψ − qψγµψAµ. (2.6)

The additional term compared to Eq. 2.1 represents an interaction between the fermion field and the
new vector gauge field with a coupling strength q. Gauge field excitations can be interpreted as the photon
which makes the interaction the electromagnetic one between charged fermions and the photon. By
adding the free term of the gauge field to the Lagrangian one obtains the one of quantum electrodynamics

LQED = iψγµ∂
µψ − mψψ − qψγµψAµ −

1
4

FµνF
µν, (2.7)

where Fµν is the electromagnetic field strength tensor

Fµν = ∂µAν − ∂νAµ, (2.8)

and the coupling strength q becomes the electric charge. It should be pointed out that a hypothetical mass
term of the gauge field of the form AµAµ is not invariant and is therefore forbidden. This matches with
the physical property of the photon which is massless.

Here the simple requirement that L be invariant under local transformations demands that the photon
vector field Aµ exists and that it interacts with the fermions.

5



Chapter 2 Theoretical Background

2.2.2 Electro-weak extension

The description of QED through the U(1) symmetry can be extended to describe electromagnetic and
weak interactions by considering an additional symmetry from the special unitary group SU(2). The
gauge transformations are taken from the group SU(2)L ⊗ U(1)Y , where the subscript L indicates that
SU(2) acts only on left-handed fields and Y is the weak hypercharge. Here it is necessary to distinguish
between left- and right-handed chiral fermion fields. They can be written as

ψ =
1
2

(1 − γ5)ψ +
1
2

(1 + γ5)ψ = ψL + ψR, (2.9)

where γ5
= iγ0γ1γ2γ3 is the chirality operator.

The known particles group into left-handed doublets and right-handed singlets as

ψL =

(
νe

e

)
L
,

(
νµ
µ

)
L
,

(
ντ
τ

)
L
, (2.10)

ψL =

(
u
d

)
L
,

(
c
s

)
L
,

(
t
b

)
L
, (2.11)

ψR = eR, µR, τR, (2.12)

ψR = uR, cR, tR, (2.13)

ψR = dR, sR, bR. (2.14)

Local transformations of the fields are then

ψL(x)→ ψ′L(x) = eiβ(x)Y+iα(x) 1
2 τ ψL(x) (2.15)

ψR(x)→ ψ′R(x) = eiβ(x)Y ψR(x), (2.16)

where τ are the three Pauli matrices and α(x) is thus a phase rotation with three components. One can see
that the right-handed fields transform only with U(1) as before, with weak hypercharge instead of electric
charge, but the left-handed one with the full SU(2)L ⊗ U(1)Y .

Satisfying local gauge invariance requires the introduction of four gauge fields, three W1,2,3
µ from

SU(2)L and one Bµ from U(1)Y . They transform as

~Wµ(x)→ ~W′µ(x) = ~Wµ(x) −
1
g
∂µ~α(x) − ~α(x) × ~Wµ(x) (2.17)

Bµ(x)→ B′µ(x) = Bµ(x) −
1
g′
∂µβ(x), (2.18)

with the covariant derivative

∂µ → Dµ = ∂µ + i
g

2
~τ · ~Wµ(x) + i

g′

2
YBµ(x), (2.19)

in which g and g′ are the coupling strengths associated with the SU(2)L and U(1)Y groups, respectively,
and the cross product × is used as a shorthand notation for the anticommuting SU(2) structure constants.
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2.2 Standard Model

The locally invariant Lagrangian with added free terms of the gauge fields is thus

LEW = L
free
ψ +L

interaction
+L

free
gauge (2.20)

L
free
ψ = iψγµ∂

µψ − mψψ (2.21)

L
interaction

= −
g′

2
YψγµBµψ −

g

2
ψLγ

µ~τ · ~WµψL (2.22)

L
free
gauge = −

1
4

FµνF
µν
−

1
4

BµνB
µν. (2.23)

The field strength tensors are defined as

~Fµν = ∂µ ~Wν − ∂ν ~Wµ + g ~Wµ ×
~Wν (2.24)

Bµν = ∂µBν − ∂νBµ, (2.25)

where the non-abelian nature of SU(2)L and the additional term in the tensor implies cubic and quartic
self interactions of the Wµ gauge fields. The Wµ fields couple to left-handed fermions only, while Bµ still
couples to both left- and right-handed.

The Wµ and Bµ fields can be rotated so that they correspond to the physical W±, Z and A(photon) fields

W±µ =
1
√

2
(W1

µ ∓W2
µ) (2.26)

Aµ = Bµ cos θW + W3
µ sin θW (2.27)

Zµ = −Bµ sin θW + W3
µ cos θW . (2.28)

Here θW is the weak mixing angle and relates to the g and g′ couplings as tan θW =
g′

g . The rotated fields
represent the physical charged W± bosons which couple charged leptons to their neutrinos and up-type
quarks to down-type quarks, the Z boson which couples to any left-handed fermions and the photon
which couples to any electrically charged fermions.

The electroweak quantum numbers isospin I3 (its third component) and hypercharge Y are related to
the electric charge Q by

Q = I3 +
1
2

Y, (2.29)

such that the electromagnetic U(1) symmetry is maintained. The values of these numbers for all relevant
particles are summarised in Tab. 2.3.

As is the case for QED, massive gauge fields are forbidden in the Lagrangian. However, in this case
it is a contradiction with the knowledge that the W and Z bosons are massive. Furthermore the mass
term of the fermion fields is also forbidden because it mixes left- and right-handed fields which is in
disagreement with physical massive matter particles. The solution to both problems is the introduction of
a complex scalar field which breaks the symmetry.

2.2.3 Symmetry breaking

By adding a complex scalar field with a particular potential the electroweak symmetry can be broken
which allows the existence of mass terms for the gauge bosons. In the process a new massive scalar boson
emerges, the Higgs boson. This is called the Higgs mechanism, first described almost simultaneously by
Higgs, Englert, Brout, Guralnik, Hagen and Kibble [1–3].
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Particle I3 Y Q(
νe L

eL

)
+ 1

2 −1 0
− 1

2 −1 −1
(eR) 0 −2 −1(
uL

dL

)
+ 1

2 + 1
3 + 2

3

− 1
2 + 1

3 − 1
3

(uR) 0 + 4
3 + 2

3

(dR) 0 − 2
3 − 1

3

W± ±1 0 ±1
Z, γ 0 0 0
H − 1

2 1 0

Table 2.3: Summary of the electroweak quantum numbers, third component of the weak isospin I3 and weak
hypercharge Y , which are related to the electric charge by Q = I3 + Y

2 , for all relevant particles. Subscript L and R
stand for left- and right-handed fermions. The second and third generation fermions are exactly similar.

An isospin doublet of complex scalar fields Φ =
(
φ+

φ0

)
can be added to the Lagrangian in a generic form

as
Lscalar = (DµΦ)†(Dµ

Φ) − V(Φ), (2.30)

with the same covariant derivative as Eq. 2.19 and a particular choice of potential

V(Φ) = µ2(Φ†Φ) + λ(Φ†Φ)2. (2.31)

The potential is symmetric around zero and when µ2 > 0 also has a minimum at zero. When µ2 < 0 the
lowest energy state is degenerate and describes a circle as illustrated in Fig. 2.1 for a single complex field.

These minima are located at φ2
0 =

−µ2

2λ = v2

2 in which v ≡
√
−µ2

λ is called the vacuum expectation value.

A Lagrangian should be considered in the proximity of a minimum of the potential. So by choosing one
specific minimum from the degenerate states the symmetry is spontaneously broken. The conventional
choice of minimum is Φ0 = v√

2

(
0
1

)
for which one can rewrite Φ to be centred around it in terms of shifted

fields, η1,2,3 and h, as

Φ(x) =

(
η1(x) + iη2(x)

1√
2

(
v + h(x)

)
− iη3(x)

)
. (2.32)

By making an appropriate choice of gauge transformation for Φ (unitary gauge)

Φ(x)→ Φ
′(x) = e−i 1

2v~τ·~η(x)
Φ(x) =

v + h(x)
√

2

(
0
1

)
, (2.33)

the η fields are made to be hidden from the Lagrangian and the associated degrees of freedom reappear
as mass terms for the massive weak gauge bosons. The h field corresponds to a massive scalar boson H,
the Higgs boson.

The expanded scalar addition to the Lagrangian in terms of the h field and the rotated electroweak

8
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Re(φ)
Im(φ)

V(φ)

A

(a) µ2 > 0

Re(φ)
Im(φ)

V(φ)

A

B

(b) µ2 < 0

Figure 2.1: Illustration of the potential of a complex scalar field of type V(φ) = µ2φ2
+ λφ4 with λ > 0 for two

different values of µ2. In both cases the potential is symmetric around the origin. In (a) µ2 > 0 and the ground state
is also the origin labelled A. In (b) µ2 < 0 and the ground state is a degenerate circle where one arbitrary ground
state is labelled B and breaks the electroweak symmetry.

fields is

Lscalar =
1
2
∂µh ∂µh +

g2

4
(v + h)2

W+
µ W− µ +

1

2 cos2 θW

ZµZµ
 − λv2h2

− λvh3
−
λ

4
h4 (2.34)

Here one can see terms quadratic in the W and Z fields which represent mass terms. By comparing to
known mass relations for gauge fields one can recognise the vector boson masses as

mW =
gv

2
and mZ =

gv

2 cos θW
=

mW

cos θW
, (2.35)

as well as the scalar Higgs boson mass mH = 2λv2. As is required by the existence of the massless photon
there is no mass term for the Aµ field. Furthermore there are terms which imply interactions between the
vector and scalar fields in vertices like hVV and hhVV with coupling strength proportional to m2

V . Lastly,
one can recognise cubic and quartic self-interactions of the h field. The value of v can be deduced from
the boson mass relations to be roughly 246 GeV. The parameter λ is unconstrained which means that no
prediction for the mass of the Higgs boson was possible before its discovery.

2.2.4 Fermion masses

The fermion masses can also be generated in this theory with the scalar Higgs field. It was proposed by
Weinberg [9] that a coupling between the fermion fields and the scalar fields can explain lepton masses.
These “Yukawa” couplings are extensible to quarks as well. The addition to the Lagrangian due to the
Yukawa terms is

LYukawa = −y f

(
ψLΦψR + ψRΦ̃ψL

)
(2.36)

= −
y f
√

2
v ψψ −

y f
√

2
hψψ, (2.37)

9
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where Φ̃ = −iτ2Φ
∗

= − 1√
2

(
v+h

0

)
. One can identify a mass term for fermions where the Yukawa coupling

y f is rearranged as the fermion mass as

m f =
y f v
√

2
. (2.38)

The interaction strength in the second term between the Higgs field and fermions is therefore proportional
to the fermion mass or Yukawa coupling.

When expanding the spinors in Eq. 2.37 for quarks of all generations, one obtains mass terms that mix
the generations which cannot be interpreted as physical particles with a mass. However, it is possible to
rotate the definition of quark eigenstates such that the mixed-generation terms are hidden in the rotation.
The rotated states are called mass eigenstates because they have well-defined masses, while the other
ones are called interaction eigenstates of the weak interaction. The rotation is parametrised with a
unitary matrix VCKM, named after Cabibbo, Kobayashi and Maskawa [13, 14]. It connects both types of
eigenstates by

uI
i = u j (2.39)

and

dI
i = VCKMd j (2.40)

dI

sI

bI

 =


Vud Vus Vub

Vcd Vcs Vcb

Vtd Vts Vtb



d
s
b

 , (2.41)

where the superscript I indicates the interaction basis and i, j are generation indices. The up-type quarks
are conventionally set equal in both descriptions and only the down-type quarks rotate. A consequence
of the rotation is that the flavour and generation of quarks expressed in mass eigenstates can change in
interactions with a W±. The transitions between flavours i→ j are described by the individual elements
of VCKM and are proportional to |Vi j|

2. Its structure is almost diagonal with considerable mixing between
the first and second generation, but almost no mixing with the third generation because the top quark
decays almost exclusively to a bottom quark. A representation that illustrates the structure well is in
Wolfenstein parameters [15], where the values of all parameters are 0 < A, λ, η, ρ < 1 and higher powers
of the parameters become smaller

VCKM =


1 − λ2/2 λ Aλ3(ρ − iη)
−λ 1 − λ2/2 Aλ2

Aλ3(1 − ρ − iη) −Aλ2 1

 + O(λ4). (2.42)

The quark mixing is also the theoretical explanation that mesons of mixed-flavour quarks are unstable
and for CP violation in neutral meson mixing and meson decays.

2.2.5 QCD

The interactions of quantum chromodynamics are inferred from symmetries of the special unitary SU(3)
group by the same principle of local gauge invariance. The symmetry of the group generates eight vector
fields which correspond to the QCD bosons, the gluons. There are three types of conserved charges.
To form neutral states a charge can cancel its anticharge or all three kinds of charges can be added. In
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2.2 Standard Model

analogy to additive colour mixing the charges are called red, green and blue and explain the “chromo”
part of the theory’s name. Gluons carry mixtures of colour and anticolour, while quarks carry only one
colour charge.

A peculiar property of QCD is that colour charges are confined in colour-neutral states of bound states
of quarks. A quark and an antiquark can form mesons in which the quarks’ colours cancel, e.g. pions.
Baryons are bound states of three quarks or three antiquarks where the colour sum is also neutral, e.g.
protons and neutrons. Confinement is due to antiscreening of the colour charge at large distances by the
gluons which themselves carry colour. An instructive way to imagine this is the Lund string model which
says that when two quarks are pulled apart there is a gluon flux tube between them that acts like a spring.
When the distance increases the potential energy of the gluon string increases until it is large enough to
create a new quark-antiquark pair from the vacuum. This can take place until the quark energies are low
enough to form bound hadrons. As a result, energetic quarks and gluons are not observable directly but
only as a spray of hadrons in the same general direction, called jets.

On the other hand, at short distances quarks behave almost freely because the effective interaction
strength of the strong force decreases with distance. This behaviour of QCD is known as asymptotic
freedom.

2.2.6 Calculating observable cross sections

From the Lagrangian of the SM, rules for calculating transition amplitudes between initial and final states
can be derived, the Feynman rules. They are visually depicted by diagrams in which particles are repres-
ented by lines or “propagators”. Vertices where lines come together represent interactions. Following
the rules each propagator and vertex adds a factor to the transition amplitude. The correspondence to
the Lagrangian can be made in that vertex factors are derived from the interaction terms and propagator
factors from the free terms in L [12]. In the diagrams fermions are represented by solid straight lines,
electroweak vector bosons by sinusoidal (“wavy”) lines, gluons by cycloid (“springy”) lines and Higgs
bosons by dashed straight lines. In this thesis the Feynman diagrams are drawn with time running from
left to right, so initial states are on the left and final ones on the right.

Renormalisation

A cross section is then computed as the absolute square of the transition amplitudes summed over
all possible Feynman diagrams and integrated over all available phase space. Higher orders of the
perturbation series for the amplitude are called loop corrections because they appear as closed loops in
the Feynman diagrams. As the particles appearing in the loop are entirely internal to the transition their
momenta has to be integrated over all values. However the vertex and propagator factors are such that the
momentum integral is divergent for large momenta and the higher-order cross section would be infinite.

The solution is to regularise, e.g. by a cutoff, the divergent integral into a finite and a divergent part. If
the theory is renormalisable, which the SM is, the divergent part can be absorbed inside the coupling
strengths of the interactions that the loop modifies (e.g. charge, mass).

This can be understood by the fact that the coupling strength in the no-loop calculation are not
physically measurable, they are the bare couplings and divergences in terms of unphysical parameters are
not meaningful. Effective couplings are obtained by regularisation and renormalisation. In this process
the couplings gain a dependence on an arbitrary momentum scale µR, called renormalisation scale, and
are said to be running. The requirement that any observable should be independent of this scale gives rise
to renormalisation group equations (RGE) which determines how a coupling evolves with the scale. A
coupling, e.g. αs, can be measured for a given scale µ and be evolved to any desired value of µ′ by the
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RGE. In Fig. 2.2 the evolution of the strong coupling constant αs is shown with several measurements
at different momentum transfers which agree well with each other. Here one can see that the coupling
becomes smaller for larger momentum transfers which corresponds to the aforementioned asymptotic
freedom. Conversely, the growing coupling with small momentum transfers can be seen and diverges
quickly for momentum values below 1 GeV. This divergence of the perturbative description is called the
Landau pole and requires non-perturbative descriptions in this regime. This long-distance behaviour of
αs is another explanation for colour confinement.

QCD αs(Mz) = 0.1181 ± 0.0011

pp –> jets
e.w. precision fits (N3LO)  

0.1

0.2

0.3

αs (Q
2)

1 10 100
Q [GeV]

Heavy Quarkonia (NLO)

e+e–   jets & shapes (res. NNLO)

DIS jets (NLO)

April 2016

τ decays (N3LO)

1000

 (NLO

pp –> tt (NNLO)

)
(–)

Figure 2.2: Running of the strong coupling constant αs with momentum scale Q [6]1.

In calculations with all orders there is no observable dependence on µR, but at fixed order there is. At
first it seems problematic that the predicted cross section (or any observable) depends on a completely
arbitrary scale. However, this can be used to estimate theoretical uncertainties due to missing orders in
the calculation by varying µR.

Factorisation

The factorisation theorem states that short distance (high momentum) and long distance (low momentum)
behaviour in a scattering process do not affect each other and can be factorised [16]. In practice this
means that a cross section can be computed perturbatively in terms of incoming quarks and gluons, while
their non-perturbative behaviour inside the proton is described by parton2 density functions (PDF). The
total cross section of a certain process in proton–proton collisions can therefore be written as

σ =
∑
i, j

∫ 1

0
dx1

∫ 1

0
dx2 fi(x1, µF) f j(x2, µF) σ̂i j

(
x1x2s, αs(µR), µF

)
(2.43)

where σ̂i j is the perturbative partonic cross section with the initial state partons labelled i and j, fi(x, µF)
is the distribution function of parton i inside the proton at the momentum scale µF , x1,2 are the momenta

1 “Quantum Chromodynamics” review
2 A parton is thus any quark or gluon.
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fractions of the incoming partons and
√

s is the centre of mass energy of the pp collision. Here the
factorisation scale µF represents the threshold between the perturbative calculation of the cross section
and the non-perturbative measurement of parton densities in form of PDFs. A parton distribution function
fi(x, µ) encodes the probability density of finding a parton i with a longitudinal momentum fraction x
inside the proton at a momentum scale µ. An example of a set of PDFs is shown in Fig. 2.3 at a low and
high momentum scale. One can see two peaks near x ∼ 0.2 for the valence up and down quarks which are
the main constituents of the proton and give it its quantum numbers. At low values of x the sea quarks and
especially gluons are the dominant contributions. Sea quarks and gluons arise from quantum fluctuations
like gluon radiation and qq̄ pair creation. The importance of the gluon PDF becomes even greater when
the proton is probed at larger momenta where they can carry over half of the proton momentum. The
PDFs at low and high momentum scales can be imagined as low and high resolution “pictures” of the
proton structure.

Figure 2.3: Example of proton parton distribution functions: NNPDF3.1 NNLO PDFs at momentum scales (left)
µ2

= 10 GeV2 and (right) µ2
= 104GeV2 [17].

The factorisation scale is arbitrary and as is the case for renormalisation any observable should not
depend on the choice of µF . The RGEs that can be derived from this requirement are called DGLAP3

equations which allow the evolution of PDFs from a given scale µ to another one µ′. First measurements
of PDFs were performed in deep inelastic scattering of electrons and protons, e.g. in ep collisions of
HERA. Nowadays, PDFs sets are global analyses of a large variety of additional QCD measurements
from the hadron colliders, Tevatron and LHC. Different PDF sets exist that are published by several
collaborations. Again variation of µF is used as a way to estimate the theoretical uncertainty. Typically
both scales, renormalisation and factorisation, referred to as QCD scales, are set equal and varied
coherently.

The cross section calculations that are computed by using the Standard Model as described are in
excellent agreement with experimental measurements. At the LHC alone, the evidence is overwhelming
that the SM makes reliable predictions and is valid. Fig. 2.4 shows a multitude of production cross section

3 after Dokshitzer, Gribov, Lipatov, Altarelli and Parisi

13



Chapter 2 Theoretical Background

measurements performed by ATLAS at the LHC which are compared to the theoretical SM predictions
and shows how well theory and experiments agree. The figure also illustrates the relative frequency of
the processes. One should note that jet production is several orders of magnitude more likely than weak
boson production. In fact the most frequent process with high momentum transfers at a hadron collider is
multiple jet production (called multijet). It is thus possible to use leptonic weak boson decays to reject
jet backgrounds. The mere presence of an isolated lepton is a powerful tool not only for background
reduction but also data acquisition.
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Standard Model Production Cross Section Measurements

Figure 2.4: Summary of ATLAS cross section measurements of Standard Model processes [18]. The theoretical
predictions and uncertainties are shown as grey bands, and the measurements in different markers and colours for
different centre-of-mass energies of the LHC.

2.3 Simulating proton collisions

In modern particle physics it is useful to simulate various processes by numerical methods. The
simulation uses Monte Carlo methods to generate “events” according to the probability densities given
by the available phase space and transition amplitudes of the given processes. An event consists of a
description of all final state particles in terms of their momenta. The number of particles in hadron
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collisions is large4 due to the hadronisation of partons and accordingly give each event many degrees
of freedom for their momenta. In this high-dimensional phase space integration, the random sampling
of numbers using MC methods is the most efficient solution [21]. In order to confidently achieve
convergence of the integrals as well as sufficient population of events in all regions of phase space many
events are generated e.g. routinely several hundreds of thousands or millions. Due to sampling failures
and resampling of random numbers from the appropriate probability densities all events are weighted
with appropriate event weights that maintain the differential and inclusive cross section normalisations.
Simulated sets of events for a given process are called “Monte Carlo samples”, or simply “MC” in
particle physics jargon. This emphasises the numerical nature of the prediction which can suffer from
low statistics.

As with the inclusive cross section calculation, MC generation factorises the proton structure from the
interaction with high momentum exchange (hard scatter HS) using PDFs and matrix elements (ME). The
matrix elements correspond conceptually to the short distance and high scale partonic cross section in
Eq. 2.43.

The long distance evolution of the partons that are produced by the HS are described by parton shower
(PS) algorithms. The PS evolves the partons from the high scale to the low scale of approximately 1 GeV.
It does this by iterative parton branchings of the type q→ qg, g→ qq̄ and g→ gg governed by splitting
functions that determine the momentum fraction of the radiated parton. Similarly to proton PDFs the
splitting functions are evolved between scales by RGEs and in fact the PS can be conceptually imagined
like a reverse PDF. Due to the iterative nature of the algorithm the splittings are self-similar at all stages
and create the fractal-like structure of jets. The probability of the branchings is divergent for collinear
and soft emissions. Collinear means that the angle between the original and the radiated parton is zero
while soft means that the radiated parton carries no momentum away from the original one. Both types of
divergences, sometimes jointly called infrared, are not physically observable. Therefore an infrared cutoff

is introduced that ensures that a splitting is resolvable, i.e. has a large enough angle or momentum to be
observable. The cutoff provides a stopping criterion for the PS algorithm where lower scale splittings are
less likely to be resolvable and eventually stop [22]. Parton branching can also occur before the hard
scattering interaction and depending on whether it occurs before or after, it is called initial or final state
radiation (ISR and FSR).

To combine hard, large angle radiations from the ME and mostly soft, collinear radiation from the
PS, matching and merging procedures have to be used. They also avoid that phase space regions are
considered multiple times or not at all [23].

Hadronisation is the process of combining the showered partons into observable colour neutral hadrons.
This step of the event generation is not calculated perturbatively but instead relies on phenomenological
models of QCD. Two commonly used models exist, the string model and the cluster model [6]5.

The string model is implemented in the Pythia [24, 25] event generation program and is based on the
concept of linear confinement. It assumes a potential between quarks that increases linearly with distance
like a spring with tension of approximately 1 GeV/fm. Colour-connected pairs of quarks and antiquarks
are interpreted as such elastic strings. During time evolution the strings break when the potential energy
can create a new quark-antiquark pair which form the endpoints of new strings. Eventually, the strings
are decayed directly into two hadrons with appropriate quark content.

The cluster model is based on the concept of preconfinement and is implemented in the event generators
Herwig [26] and Sherpa [27]. Preconfinement implies that colour-singlet (colour neutral) systems of

4 half a dozen charged particles per unit of pseudorapidity in events without high-pT activity [19] and 8 to 20 charged particles
per high-pT jet [20]

5 “Monte Carlo event generators” review
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partons have a universal invariant mass distribution at low scales. Clusters are intermediate objects
created from quark-antiquark pairs. Any gluons that are left over from the PS are split forcibly into such
pairs. Clusters with invariant mass above a cutoff are split into two new ones and are then interpreted as
excited mesons which decay to hadron pairs. Low-mass clusters may also decay into single hadrons.

The characteristic structure of gluon jets which have a softer hadron spectrum with larger multiplicities
compared to quark jets can be understood intuitively in both models. In the string model, a gluon spans
two coloured strings which create more breaks and in the cluster model, the g → qq̄ splittings are
enhanced as the first step of the algorithm.

Both hadronisation models have parameters such as, the fractions of momentum transfers and choice
of quark flavours and other quantum numbers in newly created quarks, that are fitted to experimental data.
The fitted parameters depend on the cutoff scale and the specific implementation of the PS. So several
sets of best-fit parameters (“tunes”) exist for the different event generators.

Finally, all unstable particles produced in the described processes are decayed to stable ones or those
that have lifetimes long and momentum/mass ratios large enough to be stable in the reference frame of a
detector, such as electrons, muons, neutrinos, photons, kaons and charged pions. The stable or metastable
particles are what is observable to the detectors.

It is observed that collision events with a hard scattering have an elevated level of particle production.
This pedestal effect occurs even spacially away from the hard particles and is called underlying event
(UE). One explanation for, and way to simulate, the effect is multiple parton interaction (MPI) of the
remaining partons in the protons that participated in the hard scattering event. The selection of events
with hard scattering causes a bias for such higher levels of UE.

On the other hand, one can consider minimum bias events without the presence of hard interactions.
This kind of event consists of elastic as well as inelastic and diffractive interactions of protons. When
they happen simultaneously to a hard interaction they are called pileup events. Pileup can be simulated
by MC and “added” to the HS event. It is also possible to record minimum bias data with the respective
detectors for which MC is being produced and overlay those data events on the MC HS event. The latter
is not yet routinely used by high energy physics experiments.

The main aspects and components of MC event simulation are sketched in Fig. 2.5. The figure is also
a schematic representation of the factorisation theorem of PDFs and partonic cross sections.

2.4 Higgs boson physics

The Higgs boson has a rich and diverse variety of experimentally observable signatures that are determined
by its production and decay modes. It interacts with all massive particles and even the massless ones via
loops. So it is not surprising that a particle that touches every other known particle provides a rich field
of study. The most important properties of the Higgs boson are described in the next sections.

2.4.1 Production modes

The major production modes of the Higgs boson at the LHC in order of abundance are gluon-gluon fusion
(ggF), massive vector boson fusion (VBF), associated vector boson production (VH) and associated
heavy quark pair production (tt̄H and bb̄H). The inclusive cross sections of these processes are shown in
Fig. 2.6 where also the order of the perturbative expansion of the calculations and their uncertainties are
indicated.
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Figure 2.5: Schematic drawing of a proton–proton collision as it relates to the factorisation theorem and Monte
Carlo event generation. The partonic cross section σ̂ corresponds to the hard scattering (HS) interaction and
factorises from the parton distribution function (PDF) of the incoming protons (p). Initial and final state radiation
(ISR/FSR) can be considered part of the parton shower (PS) of MC generators with only one exemplary splitting
each. The underlying event (UE) refers to any other increased activity in the presence of a HS event e.g. by multiple
parton interactions (MPI). White circles indicate observable colour neutral hadrons.
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Figure 2.6: Cross sections of Higgs boson production modes as a function of the pp collision centre-of-mass
energy [28]. The bands indicate the theoretical uncertainties.
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Gluon-gluon fusion

Gluon-gluon fusion (ggF) is the most likely production mechanism of the Higgs boson at the LHC. Since
the gluons are massless, the interaction with the Higgs boson proceeds via heavy quark loops, to which
both of the bosons couple. Thus the lowest and leading order (LO) diagram already includes a loop (see
Fig. 2.7(a)). The total ggF cross section has been computed at NNNLO6 in perturbative expansions of
QCD with NLO electroweak (EWK) corrections. The convergence of the computations with additional
orders is slow. The ratios between higher and lower order calculations are called k-factors e.g.,

kNLO =
σNLO

σLO
, (2.44)

and are expected to converge to one when sufficient orders are considered in the calculations. In case of
ggF the NLO and NNLO k-factors are large at approximately 2 and 1.4, respectively. The uncertainties
due to QCD scale variations are 5-7 % and due to PDF and αs are 3.2 % [29].

Vector boson fusion and vector boson associated production

Weak vector boson fusion (VBF) is the second most likely Higgs production mode. It has a characteristic
signature of two additional quarks that fragment and hadronise into two jets which have large rapidities
and a large rapidity gap between them. Additionally, at leading order there is no colour flow between
them, so QCD radiation in the gap is suppressed. An example of a Feynman diagram for the VBF process
is shown in Fig. 2.7(b).

Higgs production in association with a weak vector boson (VH) is also called Higgsstrahlung. The
Feynman diagram of VH shown in Fig. 2.7(c) resembles Drell-Yan production of W± and Z bosons with
the radiation of a Higgs boson. The accompanying vector boson also provides a unique signature which
can be exploited by reconstructing or tagging its leptonic decays.

The cross sections of both VBF and VH have been computed at NNLO in QCD with NLO EWK
corrections [29].

g

g

t,b
H

(a) ggF

H

(b) VBF

W ,Z

H
(c) VH

Figure 2.7: Examples of Feynman diagrams for Higgs production in gluon-gluon fusion, massive vector boson
fusion and massive vector boson associated modes.

6 each N is spoken as “next-to-” and means that one additional perturbative expansion term is included
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2.4 Higgs boson physics

Top quark pair associated production

Higgs production in association with a heavy quark pair is a rare process. Due to the direct coupling
between the quarks and the Higgs the cross section is proportional to the quark mass which makes the top
quark the primary participant in this production process. For top quarks this process is the main way to
determine the top-Higgs coupling as direct H → tt̄ decays are kinematically forbidden. Several examples
of Feynman diagrams for the tt̄H process are shown in Fig. 2.8. The tt̄H production mode is the main
focus of this thesis.

The cross section of tt̄H production has been computed at NLO in QCD and electroweak couplings to
be 507 fb for the LHC operating at

√
s = 13 TeV [29–33]. Both QCD scales are set to the same value

µ0 = µR = µF = mt + mH/2, where the Higgs mass and top quark masses are taken as 125.09 GeV and
172.5 GeV. The associated uncertainties are derived by varying the scales independently by factors 1/2
and 2 while also keeping the ratio µR/µF between 1/2 and 2, for a total of four variations. The combined
scale uncertainty is +5.8

−9.2%. The chosen value for the scales is motivated by the fact that the uncertainties
from these variations are smallest at this value. Uncertainties from the PDF and strong coupling αs are
3.6 %.

The NLO QCD correction increases the cross section by 25 %. The NLO EWK contributions spoil
the simple proportionality between the cross section at the top-Yukawa coupling because they introduce
Higgs to vector boson and Higgs self-couplings rather than top-Higgs couplings. Fortunately the size of
the correction is small at less than 2 % and thus is smaller than the scale uncertainties.

All theoretical uncertainties and corrections of the cross section that are described above are sum-
marised in Fig. 2.9 which shows σtt̄H as a function of mH in the vicinity of the known measured
mH = 125.09 GeV.
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H
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g

Figure 2.8: Examples of Feynman diagrams of tt̄H production at LO.
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Chapter 2 Theoretical Background

Figure 2.9: Predicted tt̄H cross section as a function of mH for pp collisions at
√

s = 13 TeV [29]. The upper panel
shows the cross section with and without the NLO EWK corrections in fb. The middle panel shows the size of the
scale, PDF and αs uncertainties with blue, red and green bands, as well as the size of the NLO QCD correction as
dotted line in %. The bottom panel shows the size of the NLO EWK correction in %.

2.4.2 Decay modes

The Higgs boson decays to all massive particles directly and to massless particles via loops of massive
particles. As the coupling is proportional to the particle mass, the branching ratios to heavy particles
are large if the decay is kinematically allowed. The Feynman diagrams for the different three kinds of
decays, to fermions, to vector bosons and via loops, are shown in Fig. 2.10.

In order of prevalence the Higgs decay modes are bb̄, WW∗, gg, ττ̄, cc̄, ZZ∗, γγ, Zγ, µµ̄ and more. Of
these Zγ and µµ̄ are experimentally still inaccessible due to small branching fractions, while gg and cc̄
are to date out of reach of measurement due to overwhelming jet background. The values of branching
fractions of the decays that are relevant for tt̄H searches are shown in Fig. 2.11 for a Higgs mass of
mH = 125 GeV. Relative uncertainties on these predicted branching fractions are between 1-2% in
size and arise from missing orders in the calculations as well as propagated uncertainties of the input
parameters (quark masses and αs) [29]. The parametric uncertainties introduce correlations between the
decay modes. There is also the trivial correlation that all fractions have to add to unity.

The Higgs boson was first discovered in the ZZ∗, γγ and WW∗ decays with subsequent charged
leptonic decays of the weak bosons by the two large competing experiments at the LHC, ATLAS [34]
and CMS [35]. Despite the small branching fractions of ZZ∗ → 4` and γγ these channels proved to
be sensitive by reconstructing the decay mother with the good energy/momentum resolution of photon,
electron and muon signatures in the detectors.
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2.4 Higgs boson physics

Establishing experimental evidence for the fermionic Higgs decays was more challenging due in large
parts to the hadronic nature of the final states. Both the bb̄ and ττ̄ decays present themselves with jets
in the final state, the b-quarks by taggable b–jets and the τ leptons mostly by reconstructable hadronic
decays. To reduce the ever-present jet background, these two fermionic analyses relied on the Higgs
production modes with additional taggable signatures VH and VBF. So the challenge in comparison
to the bosonic decays was twofold, in the smaller accessible production cross section and increased
hadronic backgrounds. Nevertheless strong evidence7 for the bb̄ decay and a significant observation of
the ττ̄ decay was found by ATLAS [36, 37] and CMS [38, 39].

f

f̄

H

W+, Z

W−, Z

H H
γ

γ

t,b

Figure 2.10: Examples of Feynman diagrams for Higgs decay into a fermion pair, a massive vector boson pair and
a photon pair. The H → γγ diagram also exists with a W loop.

bb̄
58.2%

γγ 0.23%WW
21.4%

ZZ 2.6%

other
11.27%ττ̄ 6.3%

Figure 2.11: Fractions of decay modes of a Higgs boson with mH = 125 GeV [29]. Those relevant to the tt̄H
searches are labelled by name, the rest are combined in “other” and include the remaining fermionic decays and the
loop-induced bosonic gg and Zγ decays. Relative uncertainties are less than 2 % in all named cases and omitted for
readability.

2.4.3 Yukawa couplings and other properties

The experimental results that establish the existence of the H → bb̄ and H → ττ̄ decays simultaneously
also provide a measurement of the b- and τ-Yukawa couplings. The results are consistent with the
expectations derived from the Standard Model. Searches for decays into fermions exist for second
generation quarks and leptons, specifically H → cc̄ and H → µµ̄, e.g. by ATLAS [40, 41]. However, the
results are not statistically significant due to small statistics and large backgrounds. Improvements to
these analyses and more data can eventually lead to evidence for these Higgs decays if they behave as
expected.

7 Conventionally “evidence” refers to a significance of 3σ and “observation” to 5σ. See Sec. 7.2 for a definition of significance.
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Chapter 2 Theoretical Background

Direct measurements of the top-Yukawa coupling are accessible by measuring the tt̄H cross section.
However, it is also possible to infer knowledge about it indirectly. All the Feynman diagrams shown
in this section have vertices marked in red colour where a top-Yukawa coupling can appear. That is
obviously the case in all tt̄H diagrams (Fig. 2.8), but also in the loop induced gg→ H (Fig. 2.7(a)) and
H → γγ diagrams (rightmost in Fig. 2.10) as the two major examples where a top loop is an important
contribution to the total amplitude.

The loop contributions can be parametrised in the κ-framework which scales Higgs production cross
sections and decay widths based on the participating particles [42]. It assumes the narrow width
approximation so that production and decay factorise, allowing for scaling each separately. For example,
κt, the top coupling modifier, changes the tt̄H cross section as

σtt̄H = κ2
t · σ

SM
tt̄H , (2.45)

so that a value of κt = 1 recovers the SM prediction. This convention is for all other κ as well.
Fits of κ-values were performed to all Higgs measurements performed by ATLAS and CMS with data

from the first period of data taking of LHC (Run 1) [42]. The gluon and photon loops can be resolved in
terms of top, bottom and W coupling modifiers as

σggF = σSM
ggF ·

(
1.06 · κ2

t + 0.01 · κ2
b − 0.07 · κtκb

)
(2.46)

Γγγ = Γ
SM
γγ ·

(
1.59 · κ2

W + 0.07 · κ2
t − 0.66 · κWκt

)
, (2.47)

where top-bottom and top-W interference account for the negative mixed terms. The above equations
clearly assume that the loops only contain the known SM particles but no potentially existing new particles
predicted by theoretical models beyond the Standard Model (BSM). This assumption is reasonable as the
best-fit modifier values κg and κγ that treat the ggF and H → γγ loops as effective interactions are found
to be compatible with the expectation in the SM. For the fit of the effective modifiers fewer assumptions
about BSM contributions are necessary.

The best-fit value of κt = 0.87 ± 0.15 is compatible with the expectation of 1, also shown in Fig. 2.12.
One might argue that this fact is not surprising given the observed measurements of ggF and H → γγ

interactions and the strong assumptions made in the fit. The relative uncertainty of the results of
approximately 17 % can be of more interest. For a significant improvement of this uncertainty a
significant measurement of the tt̄H cross section is necessary.

Another property of the Higgs boson that has been measured to very high precision is its mass. A
value of

mH = 125.09 ± 0.24 GeV (2.48)

is achieved by combining measurements that reconstruct Higgs bosons in H → γγ and H → 4`8

events recorded by ATLAS and CMS in Run 1 of LHC [43]. The good energy/momentum resolution of
reconstructed photons, electrons and muons allows for the high precision in the mass measurement.

The spin and parity quantum numbers of the Higgs boson were examined in bosonic decays (WW∗,
ZZ∗ and γγ) [44, 45] and in the bosonic production mode VBF tagged by ττ̄ decays [46]. The analysis
of decays tested and rejected several alternative hypothesis in which the Higgs boson has spin and parity
quantum numbers different from the ones predicted in the SM, scalar with even parity. The analysis of
the VBF production tested for admixtures of pseudoscalar components to the observed Higgs boson and
also found compatibility with the SM prediction within its confidence interval.

The expected zero charge of the Higgs boson is trivially confirmed by several observations of its decay

8 ` = e, µ
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Parameter value
2− 1− 0 1 2 3

|µκ|

bκ

|τκ|

tκ

Wκ

Zκ

 Run 1LHC
CMS and ATLAS ATLAS+CMS

ATLAS

CMS

 intervalσ1

 intervalσ2

Figure 2.12: Higgs coupling modifiers defined in the κ-framework [42]. Results shown are the combination of all
Higgs analyses performed by ATLAS and CMS on the full dataset of the first data-taking period (Run 1) of the
LHC. The grey hatched area indicates an arbitrary choice of sign for κt for which only the relative sign to κb and
κW are meaningful.

into neutral final states.
In summary, all properties of the Higgs boson that are measured and for which predictions exist in the

SM are consistent with those predictions at the current experimental sensitivities.

2.5 Top quark physics

The existence of the top quark was experimentally discovered in collision events of the Tevatron recorded
and analysed by the CDF [47] and D0 [48] collaborations in 1995. Its existence was predicted and
expected since the 1970s. The explanation for CP violation in quark mixing relies on a complex phase
in the quark mass matrix, VCKM. The minimal size of the matrix for which such a phase is possible is
3-dimensional, which are interpreted as quark generations. The discovery of a fifth quark, the bottom
quark, in its quarkonium resonance state [49] and the τ lepton [50] opened the third generation of
fermions. This solidified the expectation that the top quark should exist to complete the isospin doublet
of the b-quark.

The current world average value of the top quark mass that combines measurements from the Tevatron
and LHC [6] is

mt = 173.0 ± 0.4 GeV, (2.49)

where the component of the uncertainty that is attributable to systematic sources is larger than the
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statistical one. Due to this large mass, several orders of magnitude larger compared to all other fermions,
the experimental signatures of the top quark are different than the other quarks’. The mass is above the
threshold for the decay t → Wb with an on-shell W boson. As a consequence the top quark’s lifetime is
too short to form hadronic bound states and thus the weak decay is the dominant and practically only
decay mode.

The dominant production mechanism of top quarks at the LHC is pair production gg → tt̄ with
approximately 10 % contributions from qq̄ → tt̄ [6]9. The inclusive cross section in pp collisions of
√

s = 13 TeV is predicted with NNLO terms in QCD to be

σtt̄ = 831.8+19.8
−29.2 ± 35.1 pb (2.50)

with uncertainties arising from QCD scales and PDFs [51]. Decays of top-quark pair events are categor-
ised by the decay of the W boson from each of the t → Wb decays. Depending on the number of W → `ν

an W → qq′ decays, top-quark pair decays are called dileptonic, lepton+jets and allhadronic. The
branching fractions of these categories are shown in Fig. 2.13, where one can see that the dileptonic mode
is the least and the other two approximately equally likely. The characteristic experimental signatures of
tt̄ events are 0 to 2 isolated leptons and missing momentum, 0 to 4 jets initiated by the W decays, and 2
b–jets initiated by the b–quarks.

Combining the tt̄ decay branching fractions with the H boson decay branching fractions yields the
experimental signatures of tt̄H events. The categorisation of tt̄H events is described in Chapter 4.

2 leptons 10.6%

1 lepton
43.9%

all hadronic
45.5%

Figure 2.13: Fractions of top-quark pair decay modes [6]. Each top quark decays to Wb and the W decays are
indicated in the figure. Relative uncertainties are less than 1 % in all cases and omitted for readability.

2.6 Tau lepton physics

Tau leptons have a mass of
mτ = 1776.86 ± 0.12 MeV, (2.51)

making them the most massive leptons in the SM [6]. Like its older sister, the muon, the tau lepton only
decays weakly to other less massive leptons, but due to its relatively large mass also to hadrons. An
example of a Feynman diagram of the decay is shown in Fig. 2.14. In the figure ` stands for electron or

9 “The Top Quark” review
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2.6 Tau lepton physics

muon. The tau neutrino conserves the tau lepton number and is not directly observable. Considering that
the two quarks can appear in three colour combinations, there are five diagrams that contribute to the
decay process. Naively, one would expect a decay to e and µ in a fraction of 2/5 of times and a decay to
hadrons in 3/5 of times [52]. This intuition matches well with the measured branching fractions shown in
Fig. 2.15. When recognising that the decay diagrams are just W boson decays with the additional neutrino,
the naive expectation also matches the known W branching ratios when corrected for the kinematically
allowed decay products.

τ− ντ

ν̄`, ū

`−, d

W−

Figure 2.14: Example of Feynman diagram of tau lepton decay.

There are several different hadronic10 decay modes of a tau lepton. The most common ones are listed
in Tab. 2.4. The two broad characteristic categories are the decays to only one charged hadron or three
charged hadrons through intermediate light scalar or vector mesons (η, ρ, ω,...). Decays to more than
three exist but are rare. As an example for a tau decay Fig. 2.16 is showing the decay to three charged
and one neutral pion. A description of how the occurrence of a tau decay is inferred from the hadron
signatures is given in Sec. 3.4.7. With an average proper decay length of cτ = 87.03 µm [6], tau leptons
can travel measurable fractions of millimetres in detectors which is one of the experimental signatures
used to identify its decays.

Decays to strange mesons (kaons) are rare because the transition amplitude in the corresponding
W → us decay is proportional to the CKM matrix element [53]

|Vus| = 0.22508+0.00030
−0.00028, (2.52)

and the probability for it to occur is suppressed by the square of its value. Inversely, measuring the
branching ratios of decay modes involving kaons allows to infer knowledge about the strange quark.

Measurements of the hadronic spectra allow for precision measurements in perturbative QCD [54].
One example is the determination of the strong coupling constant at the scale of the tau lepton mass
αs(mτ) as already seen in Fig. 2.2. The relevant measurements were performed at lepton colliders where
there are little to no hadronic backgrounds.

At a hadron collider such as the LHC, precision QCD measurements of and with hadronic tau lepton
decays are hindered by the necessity to distinguish them from quark/gluon jets. At such machines, the
main merit of the tau lepton is its large mass. It is used mainly in searches for processes with couplings
proportional to mass. Indeed the first evidence for the existence of a Higgs interaction of Yukawa type,
i.e. with fermions, was found with tau leptons [55, 56].

Furthermore, tau leptons provide a third lepton flavour that opens search channels for processes that
might violate the conservation of the lepton quantum numbers which is not foreseen in the SM. Or, as is
the case in the tt̄H analysis, it simply increases the acceptance to a rare process.

The fact that the tau lepton is so much heavier than the other leptons which were originally named
after the greek word for small or light, often leads to the use of the oxymoron heavy lepton to signify the
tau lepton and the tautology light lepton to signify electrons and muons. Nevertheless, the latter phrase is
10 Semileptonic decay would be more accurate as there is also the tau neutrino among the daughter particles. However, the

neutrino is always present. Thus hadronic decay is used to refer to a decay to hadrons.
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used in this thesis as it is useful to refer to electrons and muons with a single word when the difference is
irrelevant.

50%

15%
18%

17%

one charged hadron
three charged hadrons
electron
muon

Figure 2.15: Dominant tau lepton decay modes [6].
Relative uncertainties are less than 1 % in all cases
and omitted for readability.

Decay mode Branching fraction in %

h− 11.51 ± 0.05
h−π0 25.93 ± 0.09
h− ≥ 2π0 10.81 ± 0.09
h−h−h+ 9.80 ± 0.05
h−h−h+

≥ 1π0 5.29 ± 0.05

Table 2.4: Branching fractions of major hadronic
decay modes of the tau lepton [6]. h± signifies a
charged hadron which is a pion in most cases. Tau
neutrinos are present in all decays and omitted from
the table.

Figure 2.16: Drawing of a tau decay to three charged and one additional neutral pion [57]. The cones are
instrumental in its reconstruction. All pions and the neutrino originate from the displaced vertex where the tau
decayed. The neutral pion is observable by the two photons it decays to. Other tracks not related to the tau decay
are background.
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CHAPTER 3

ATLAS detector at the LHC

3.1 LHC

The large hadron collider (LHC) is a particle accelerator and storage ring for protons and heavier ions
(Xe, Au, Pb) [58]. It is located at CERN near Geneva, Switzerland, in a tunnel about 100 m underground
and has a circumference of 27 km, making it the largest machine in the world. Protons are accelerated
in bunches by a chain of smaller accelerators at CERN. In the LHC they are further accelerated by RF
cavities up to an energy of 6.5 TeV. Several hundred bunches with spacings of at least 25 ns make up
beams of protons that circulate around LHC in both directions. The beams are kept on the circular path by
superconducting dipole magnets and are made to cross in four points around the ring where the resulting
proton-proton collision can have a centre-of-mass energy of

√
s = 13 TeV1. There was a period of data

taking from 2010–2012 with a lower energy of 7–8 TeV and there are plans for raising it to 14 TeV.
The four detectors that measure the collisions in each interaction point are: ATLAS [59], CMS [60],

LHCb [61] and ALICE [62]. The two general purpose detectors, ATLAS and CMS, are designed to
discover and measure the Higgs boson and search for new physics. The delivered luminosity to these
experiments is as high as possible. LHCb is specialised in measuring B-hadron decays, while ALICE is
focused on measuring the heavy ion collision data. Figure 3.1 shows a drawing of the LHC, the chain of
injecting accelerators and the four interaction points with the corresponding detectors.

The beam intensities are expressed as a luminosity L which acts as a proportionality factor between
the cross section of a process σ and its corresponding interaction rate Ṅ,

Ṅ = L · σ. (3.1)

To summarise a period of data taking one can quote the time-integrated luminosity which can be
interpreted as a total amount of interactions. To achieve the highest possible luminosities the proton
beams are focused by multi-pole magnets when they are made to cross inside ATLAS. A consequence of
it, is that in each bunch crossing more than one proton–proton collision occurs. One makes a distinction
between collisions with large momenta transfers which likely include physical processes of interest and
other collisions called “pileup”. The number of interactions follows a Poisson distribution with mean

〈µ〉 =
L · σinelastic

fLHC
, (3.2)

where fLHC is the revolution frequency of the beams in the LHC. Figure 3.2 shows that during 2015–2016

1 s = (p1 + p2)2, p are the 4-momenta of the incoming protons, s is known as a Mandelstam variable.
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Figure 3.1: Drawing of the LHC, its four interaction points with detectors, and its injection chain. [63]

the mean number of interactions per bunch crossing in ATLAS was 24. Additionally, even collisions from
preceding and subsequent crossings can contribute to pileup in sub-detectors that have signal lengths and
readout times longer than the 25 ns between bunches.

Beams that are not made to cross in any interaction point, can circulate within the LHC almost
indefinitely. However, when they do cross the colliding protons are removed from the beams and their
intensities decay exponentially. In the years 2015–2016, the half life of crossing beams was about 10 h,
which in ideal conditions lead to a useful time of roughly 15 h of collisions before the LHC had to be
refilled with replenished beams.

3.2 ATLAS

ATLAS is a general purpose detector that can measure particles in almost the full solid angle [59]. The
detector has a cylindrical shape of 44 m in length and 25 m in diameter and is located at the interaction
point (IP) of the LHC that is closest to the CERN Meyrin site. Its main components are a tracking
detector that measures the trajectories and momenta of charged particles, calorimeters that measure the
energies of particles that interact electromagnetically and strongly, tracking detectors that measure muon
trajectories and momenta, as well as magnets that bend the trajectories of charged particles. With these
ATLAS can measure all types of particles that can be produced in high energy collisions except weakly
interacting, electrically neutral neutrinos.

The coordinate system that is used throughout has its origin in the middle of the detector at the nominal
IP. The z–axis coincides with the beam line and is positive in the southern direction. The positive x–axis
points to the centre of the LHC ring and the positive y–axis is upwards. Due to the cylindrical symmetry
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Figure 3.2: Mean number of interactions per crossing for the 2015–2016 pp collision data delivered to ATLAS at
13 TeV centre-of-mass energy [64].

of the detector it is convenient to use spherical coordinates. The azimuthal angle φ is measured from
the x–axis clockwise around the z–axis. The polar angle θ is measured from the positive z–axis and is
transformed to pseudorapidity

η = − ln
(
tan

(
θ

2

))
(3.3)

due to the property that a difference in pseudorapidity is invariant under Lorentz transformations along z.

Thus the distance in ∆R =

√
∆φ2

+ ∆η2 is also invariant under such transformation. In this coordinate
system a particle’s 4-momentum that originates in the IP is expressed as (pT, η, φ, E), where pT is the
momentum component in the plane perpendicular to z and E is the particle’s energy.

Most detector components are divided into a central part with low values of η called barrel and parts at
each end of the cylinder with large values of η called end caps. A drawing of ATLAS that contains labels
for the major components is shown in Fig. 3.3. The components are described in the following sections.

Inner tracking detectors

The inner detector (ID) is located closest to the beam pipe and the collisions. Its function is to precisely
measure the trajectories of charged particles within |η| < 2.5. It uses semiconducting sensors which
are segmented rectangularly (pixels) and into strips (SCT) that detect electron-hole pairs, as well as a
gaseous detector (TRT) that detects ionisation and transition radiation.

The pixel detector is the first sub-detector that a particle encounters. It consists of four cylindrical layers
in the barrel part and three disks in the end caps and fits entirely inside a volume of π · (15 cm)2

· 130 cm.
The innermost layer is located at a distance of only 3.3 cm to the IP and was installed as an upgrade in
2013–2014 after the first period of LHC data taking. The reduced distance to the IP and the increased
number of measurement points for trajectories have improved the resolution of reconstructed vertices in
the second period of LHC data taking. The spacial resolution of the pixel detector is 10 µm in the r–φ
direction and 115 µm in the other direction (z for barrel, r for disks) [59].

The SemiConducting Tracker (SCT) is segmented into 12 cm long strips with a distance of 80 µm
between strips. Each module is assembled from two layers of strips at an angle of 2.3 degrees to allow
measurement of a two-dimensional space point. The SCT is assembled in four cylindrical layers between
radii 30 cm < r < 51 cm from the IP and nine disks on both sides extending to |z| = 2.7 m. The intrinsic
accuracy of the SCT is 17 µm in r-φ and 580 µm in z (r) for barrel (disk) modules.
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Chapter 3 ATLAS detector at the LHC

Figure 3.3: Drawing of the ATLAS detector [65]. Cutaways reveal the inner parts of the detector. The main
components used to measure particles are labelled. Four human figures are drawn to help appreciate the scale of
the size.

Both the pixel and SCT detectors rely on measuring electron-hole pairs that are created by traversing
charged particles.

The Transition Radiation Tracker (TRT) provides measurement of trajectories in a range of |η| < 2. It
is made of tubes filled with a xenon, CO2 and oxygen gas mixture that have anode wires in their centre.
The operating principle is the collection of charges that are created through ionisation by passing charged
particles. The electric potential between cathode (tube wall) and anode cause the ions and electrons to
drift in opposite directions. While drifting the electrons can create secondary ionisation. Close to the
wire which has a small diameter the radial electric field is strong and creates an avalanche of secondary
electrons. The number of electrons is amplified by four orders of magnitudes by this process. The
position of where the charged particle passed is calculated from the measured drift time of electrons and
the known drift velocity. Thereby the position is constrained to a circle around the wire with accuracy of
130 µm.

In between the tubes are fibres or foils made of polypropylene which provide boundaries of different
dielectric properties between them and the gas in the ID volume that cause transition radiation (TR) when
traversed by charged particles. The TR photons are absorbed by the xenon atoms that subsequently ionise
and create larger signals than a minimum-ionising particle. Each tube is read out with two thresholds,
where the higher threshold indicates presence of TR. The amount of TR generated is proportional to the
Lorentz factor γ of the traversing particle and allows for discrimination of electrons and pions. Due to
their small mass, electrons have a large γ factor and produce more TR than pions.

The tubes have a diameter of 4 mm and length of 144 cm. In the barrel they are aligned parallel to the
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beam line and thus only measure space points in the r–φ plane. In the end cap they are arranged radially
(like spokes) in wheels.

The measurements of space points depends on precise knowledge of the position of the detector and
relative alignment of all components. It is required to have the same order of accuracy as the intrinsic
resolution of the modules. Knowledge of alignment and position is calibrated regularly with collision
and cosmic ray data.

The entire ID is situated in a magnetic field of up to 2 T that is generated by a solenoid magnet. The
field bends the trajectories of charged particle in the r–φ plane. From the curvature of the reconstructed
trajectories one can calculate the particle’s momentum.

Calorimeters

The calorimeters in ATLAS measure the energy of incident particles in a range |η| < 4.9 and are situated
around the ID. There are two kinds of calorimeters: electromagnetic (EM), that measures electromagnetic
cascades from electrons and photons, and hadronic, that measure hadronic showers from jets. Both
calorimeters are sampling i.e., have alternating layers of absorbing and detecting material.

The EM calorimeter (ECAL) consists of lead absorber plates in an accordion structure that also act
as electrodes with liquid argon (LAr) in between. Readout electrodes are between the absorber plates.
The barrel reaches up to |η| < 1.475 which is supplemented by end caps in the range 1.375 < |η| < 3.2.
The readout is segmented in φ–η as well as longitudinally. There are three layers in the longitudinal
direction with higher φ–η granularity for smaller radii as can be seen in Fig. 3.4. Additionally, there is a
pre-sampler which is a layer of liquid argon in front of the accordion structure. It can measure whether a
particle has already started forming a shower inside the ID volume.

Figure 3.4: Sketch of a barrel module of the electromagnetic calorimeter. The segmentation is also shown.

The hadronic calorimeter (HCAL) uses steel as absorber and scintillating tiles as active medium in the
range |η| < 1.7 and LAr with copper absorbers in the end caps (1.5 < |η| < 3.2). In the forward regions
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3.1 < |η| < 4.9 there are forward calorimeters (FCal) made of LAr with copper and tungsten absorbers.
The fractional energy resolution for electrons in the LAr calorimeter is σ(E)

E = 10 %√
E(GeV)

⊕ 0.2 %. The

tile calorimeter has a resolution of σ(E)
E = 56 %√

E(GeV)
⊕ 6 % for pions [59].

The material depth of the LAr calorimeter is at least 22 radiation lengths X0 and of the tile calori-
meter approximately 7.4 interaction lengths λ. This means that most particles are contained inside the
calorimeters and do not reach the muon detectors downstream.

Muon detectors

The outermost parts of ATLAS are the muon detectors that can measure the trajectories of muons within
|η| < 2.7 and trigger the recording of events with muons within |η| < 2.4, jointly called muon spectrometer
(MS). There are four different designs based on gaseous drift chamber technology. Two are designed to
provide precision measurement of the trajectories in two coordinates, while the other two are dedicated
to have a fast response time for triggering and provide one supplemental coordinate measurement. The
muon trajectory bending is effected by a magnetic field generated by toroid magnets. Muon momenta
up to several TeV can be measured. The toroid magnets also give ATLAS a distinctive appearance
on drawings and assembly pictures. The magnetic field created by the toroids is perpendicular to the
solenoid field in the ID. This provides two distinct bending planes for muons.

Data acquisition

During data taking there can be up to 40 million pp bunch crossings occurring inside ATLAS per second.
It is not possible to record all of these potential collision events due to bandwidth limitation of writing
data to storage media as well as limitations of reading signals from the detector. Furthermore, most of
the events have low momenta transfers which are of little interest. Therefore it is crucial to have a system
that triggers the recording of interesting events.

The triggering of events happens in two stages. A first level (L1) reduces the rate of events to 100 kHz
and its rate capacity dictated by how fast the over 80 million channels of ATLAS that can be read out.
The L1 trigger uses large energy deposits in the calorimeters and coincidences in muon chambers to
make these fast decisions. The data of events that pass the L1 decision is kept in temporary buffers that
allows a longer time for the next level to make a decision. The high level trigger (HLT) uses simplified
algorithms to reconstruct particles within 200 ms on average and records events at a rate of 1 kHz.

Time is the most precious resource at every stage of the trigger system. To save time the simplified
event and object reconstruction in the HLT is performed only for the parts of the detector that had a
positive L1 decision, so called regions of interest (ROI). The reconstruction algorithms yield objects that
may have been caused by particles in the detector such as electrons, muons, jets and hadronic taus [66,
67]. The rate of occurrence of such particles and positive trigger decisions is inversely proportional to
the momentum/energy of those particles. Therefore a minimum threshold on the observed transverse
momentum or energy is applied to the trigger decisions to keep the rate within the limits that are possible
for the detector and the data processing facilities. Furthermore, it is possible to apply quality requirements
such as isolation to the trigger objects.

3.3 Recorded and simulated data

The pp collision data that is analysed in this thesis was recorded during the second period of LHC
data taking in the years 2015 and 2016. The triggers used are sensitive to the presence of one and two
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electrons and muons. The pT thresholds of the single-electron (single-muon) triggers are 24 (20) GeV in
2015 and 26 GeV for both in 2016. In 2015 (2016) the trigger threshold is 18+8 (22+8) GeV for dimuon
and 12+12 (17+17) GeV for dielectron triggers. The electron+muon trigger has thresholds of 17+14
GeV in both years. The efficiencies of the triggers are between 82 % for muon triggers and 99 % for
electron triggers [68]. The muon efficiencies are lower because of smaller geometric acceptance due to
non-instrumented regions where there are support structures.

The data is only considered for physics data analysis when all detector component were operating
adequately and the LHC beam conditions were stable. The total data recorded in 2015–2016 that is of
good quality corresponds to an integrated luminosity of 36.1 fb−1. Figure 3.5(a) shows the cumulative
total integrated luminosity delivered to and recorded by ATLAS, and of good quality for analysis in the
years 2015–2017. Both the data-taking and data-quality efficiencies are approximately 90 %. Figure 3.5(b)
shows the delivered luminosity for all years of pp data taking so far.
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Figure 3.5: Luminosity at ATLAS. (a) Cumulative luminosity versus time delivered to ATLAS (green), recorded
by ATLAS (yellow), and certified to be good quality data (blue) during stable beams for pp collisions at 13 TeV
centre-of-mass energy in 2015–2017 [69]. (b) Cumulative luminosity delivered to ATLAS versus day during stable
beams and for high energy pp collisions [70].

The creation of simulated samples of signal and background events exploits the factorisation of
perturbative hard-scattering matrix element computation (ME), parton distribution functions (PDF) and
parton showering (PS). Events are generated using Monte Carlo methods (MC). The programs that were
used are listed in Tab. 3.1. “Tune” refers to a set of parameters of the parton showering program that
is optimised with data. The “PDF” column lists what is used in the ME generation. The PDFs used by
the parton shower programs are NNPDF 2.3 LO when using the A14 tune or CTEQ6L1 for samples that
use the UE-EE-5 or Perugia2012 tunes. Alternative samples that vary the generator and parton shower
program are used to estimate uncertainties for tt̄H and tt̄V .

All MC samples use a detailed ATLAS detector simulation [71] that is based on the Geant4 [72] pro-
gram. For a few small background and alternative samples a faster simulation [73] based on parametrised
calorimeter responses is used. Pileup is modelled by generating simulated low-momentum QCD events
and laying them over the simulated hard-scatter event. The pileup events are generated with Pythia 8 [24,
25] using the A2 [74] tune and the MSTW2008LO parton distribution function [75]. Since MC is often
generated before data taking the pileup configuration that is used is a best guess. Therefore the MC is
reweighted, once data is taken, such that the mean number of collisions per bunch crossing matches the
one in data.
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The MC samples of tt̄H, tt̄V , VV and tt̄ are described in detail in Refs. [76–78].

Process Event generator ME order PS Tune PDF

tt̄H MG5_aMC [79] NLO Pythia 8 [25] A14 [80] NNPDF 3.0 NLO [81]
alternative MG5_aMC NLO Herwig++ [26] UE-EE-5 [82] CT10 [83]
tHqb MG5_aMC LO Pythia 8 A14 CT10
tHW MG5_aMC NLO Herwig++ UE-EE-5 CT10
tt̄W MG5_aMC NLO Pythia 8 A14 NNPDF 3.0 NLO
alternative Sherpa 2.1.1 [27, 84–87] LO multileg Sherpa default NNPDF 3.0 NLO
tt̄(Z/γ∗ → ll) MG5_aMC NLO Pythia 8 A14 NNPDF 3.0 NLO
alternative Sherpa 2.1.1 LO multileg Sherpa default NNPDF 3.0 NLO
tZ MG5_aMC LO Pythia 6 [24] Perugia2012 [88] CTEQ6L1 [89, 90]
tWZ MG5_aMC NLO Pythia 8 A14 NNPDF 2.3 LO [91]
tt̄t, tt̄tt̄ MG5_aMC LO Pythia 8 A14 NNPDF 2.3 LO
tt̄W+W− MG5_aMC LO Pythia 8 A14 NNPDF 2.3 LO
tt̄ Powheg-BOX v2 [92] NLO Pythia 8 A14 NNPDF 3.0 NLO
tt̄γ MG5_aMC LO Pythia 8 A14 NNPDF 2.3 LO
single top Powheg-BOX v1 [93–95] NLO Pythia 6 Perugia2012 CT10
VV , VVV Sherpa 2.1.1 MEPS NLO Sherpa default CT10
Z → l+l− Sherpa 2.2.1 MEPS NLO Sherpa default NNPDF 3.0 NLO

Table 3.1: List of programs and configurations used to generate signal and background samples. Explanations are
given in the text. “MEPS” refers to Sherpas matching of matrix element to parton shower.

3.4 Reconstruction of particles and particle-like observables

tt̄H events can contain particles of the kind electron, muon and tau lepton2. Objects that have a
4-momentum and can be treated like particles are (b–)jets, tracks and decayed tau leptons. The process of
combining detector signatures to represent physical particles is called particle reconstruction. Figure 3.6
shows a sketch of the ATLAS detector and how particles are reconstructed from the signatures they left
in it.

Particle identification is the process of enhancing the purity of the true target particle among the
reconstructed particles. The term “object” is used to refer to reconstructed electrons, muons, tau leptons
and (b–)jets jointly.

The reconstructed objects represent physical particles or observables. The correspondence between
them is listed in Tab. 3.2. Electron and muon objects have both high efficiency and purity, so the mapping
can be considered to be 1–to–1. For b–jets and τhad there is a trade off between efficiency and purity.
Both reconstruction and identification are described in the following.

3.4.1 Tracks and vertices

Trajectories of charged particles (tracks) in the ID are reconstructed from the measured space points
(hits) in the pixel, SCT and TRT detectors. First, a pattern recognition algorithm is used to create
candidate tracks from multiple hits. In the solenoidal magnet field the tracks follow a helical path which

2 Their anti particles are implied.
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Figure 3.6: Drawing of how particles are reconstructed from their signatures in different parts of ATLAS. [96]

Reconstructed object Physical equivalent Efficiency Purity

track charged particle high high
vertex position of interaction with outgoing charged particles high high
electron electron high high
muon muon high high
jet quark- or gluon-initiated jet high high
b–tagged jet b–quark initiated jet medium medium
τhad visible part of τ decay to 1 or 3 charged pions low medium

Table 3.2: Correspondence of reconstructed objects to physical particles or observables. Typical efficiencies and
purities are given qualitatively. Efficiencies are defined as the ratio of number of reconstructed (and identified
where applicable) objects to the total true number of the targeted particle/observable. Purity is the ratio of number
of reconstructed objects that are truly the targeted particle/observable to total number of reconstructed objects.
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is described by five parameters. The track parameters are then estimated by a fit to the found hits. Finally
the tracks need to satisfy quality requirements on the number of hits to reduce those tracks that are badly
measured or combinatorial fakes [97]. Tracks that point to a common origin are used to reconstruct
vertices [98]. The vertex with the largest sum of squared transverse momenta of the associated tracks
with pT > 400 MeV is called the primary vertex (PV) of the event.

3.4.2 Electrons

Individual calorimeter cells are grouped into topological clusters by an algorithm that implicitly per-
forms noise suppression [99]. Electrons are reconstructed from clusters of cells in the electromagnetic
calorimeter that can be matched to a track in the inner detector [100, 101]. Their minimum pT is 15 GeV
and have to be within |ηcluster| < 2.47. Electrons with clusters within 1.37 < |ηcluster| < 1.52 are excluded
because it is the region in the detector where the transition between the barrel and end cap electromagnetic
calorimeters occurs. In the transition region there is a relatively large amount of inactive material which
leads to worse energy measurement performance compared to regions which consist of one homogeneous
calorimeter system.

To reduce contributions from jets, photon conversions and heavy hadron decays a likelihood discrimin-
ator that uses shower shape and tracking information is used. The efficiency to reconstruct and identify
an electron is greater than 98 % in Z → eē events.

3.4.3 Muons

Muons are reconstructed from tracks in the inner detector and (partial) tracks in the muon spectro-
meter [102]. The pT is required to be greater than 15 GeV and have |η| < 2.5. To reduce muons from
heavy hadron decays which would have a distinctive kink between ID and MS, identification criteria are
applied based on track quality and compatibility of the tracks measured in ID and MS. The efficiency to
reconstruct and identify prompt muons is greater than 99 % in Z → µµ̄ and greater than 98 % in simulated
tt̄ events.

3.4.4 Common selections for electrons and muons

Both electrons and muons are selected with a loose isolation requirement [101, 102] and are required to
be compatible with the primary vertex.

Isolation is defined by two observables based on tracking and calorimeter information. Tracking
isolation is the sum of transverse momenta of all tracks with pT > 1 GeV from the primary vertex in a
cone of ∆R < 10 GeV/pT(`) excluding the one of the electron or muon itself. At low pT the cone has a
maximum size of 0.2 and 0.3 for electrons and muons, respectively. Calorimeter isolation is the sum
of transverse energies of the clusters in a cone of ∆R < 0.3 around the electron or muon. Clusters that
belong to the electron and ones that are within ∆R < 0.1 of the muon are excluded from the sum. The
loose requirement uses both types of isolation to select 99% of electrons and muons in Z → ` ¯̀ events.

The compatibility with originating from the PV is ensured by requiring the longitudinal impact
parameter to be |z0 sin θ| < 0.5 mm and the transverse impact parameter significance to be |d0|/σd0

< 5(3)
for electrons (muons).

Furthermore, reconstructed electrons and muons are required to be matched to the trigger signature
that triggered the event.
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3.4.5 Jets

Jets are reconstructed from topological clusters [103] with the anti-kt algorithm using a cone size of
∆R = 0.4 [104]. Their pT is required to be larger than 25 GeV and they have to be central (|η| < 2.5).

The ATLAS calorimeters do not respond equally to electromagnetic and hadronic showers. Furthermore
part of the energy in hadronic showers can be invisible due to hadron decays to neutrinos, recoil and
delayed processes. Therefore the energy of jets is calibrated to the hadronic scale with MC. Corrections
to reduce the impact of pileup are also applied. Finally a calibration using pT balances of dijet, multijet,
jet+photon and jet+Z events in data is performed [105].

A multivariate discriminant that uses the fraction of tracks inside the cone that are compatible with the
primary vertex reduces jets from pileup processes with pT < 60 GeV and |η| < 2.4 with an efficiency of
92 % [106].

3.4.6 Jet flavour tagging

Jets can be initiated by quarks and gluons. Furthermore hadronic decays of tau leptons are also re-
constructed as jets. These different kinds of jets have unique properties that are used to tag them. In
particular for tt̄H events, tagging b–jets is useful to infer the presence of top quarks (which decay almost
exclusively to b quarks).

A multivariate discriminant is used to tag jets that were initiated by a b quark. The discriminant is
developed on MC where it is possible to give a truth label to jets. In a process called “truth-matching”,
hadrons from the history record of the MC program are matched to the reconstructed jet. The flavour
of the highest energy hadron found in a cone of ∆R < 0.3 gives the jet a label of b, c or “light” if no
flavoured hadron is found. Jets matched to a hadronic tau lepton decay are also labelled accordingly.

The b–jets are tagged by exploiting the fact that they contain B-hadrons which have a measurable
lifetime before decaying. The decay products of the B-hadrons originate from a vertex that is displaced
from the PV. The distance of the secondary vertices and the properties of the tracks from these vertices
are discriminating observables. Equivalently the tracks that are associated to the b–jet have larger impact
parameters3 in 2D and 3D to the primary vertex than light or gluon jets. The tagging algorithm uses
templates of discriminating track and vertex observables created for b–jets, c–jets and light jets to give
the likelihood that a given jet is a b–jet. Finally, the likelihoods are combined with a reconstruction of the
B→ D hadron decay chain where possible into a single discriminant [107, 108]. If a jet has a b–tagging
discriminant value above a certain threshold it is considered b–tagged. The working point that is used
has an average efficiency of tagging b–jets with pT > 20 GeV and |η| < 2.5 of 70 % in tt̄ events.

The efficiencies to b–tag light/gluon jets, c–jets and hadronic taus expressed as rejection4 factors are
380, 12, 55, respectively [108, 109]. Corrections are applied to MC events such that the efficiencies
are compatible with data. The corrections to the b–jet efficiency are compatible with unity, while the
corrections to the other efficiencies can be as large as 20 %. The τhad efficiencies are not measured in data
and so their corrections are assumed to be equal to the c–jet efficiency corrections as the τhad contributions
can usually be neglected. To account for the assumption the uncertainty of the τhad efficiency correction
is made larger.

3 distance of closest approach of the track to a vertex
4 Rejection is the reciprocal of efficiency.
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3.4.7 Hadronically decaying tau leptons

Tau leptons have a significant lifetime but decay before the first layer of the pixel detector in most cases.
The dominant decay modes are to charged hadrons (see Fig. 2.15 and Tab. 2.4). Such hadronic decays
are reconstructed as jets and can be distinguished from quark/gluon jets with tracking and calorimeter
observables [110]. Figure 3.7 shows an example of a tau decay to one neutral and one charged pion, as
well as a quark/gluon jet that might mimic a tau decay. All decay products are typically in a narrow cone
around the tau lepton direction. True and reconstructed hadronically decaying tau leptons are called τhad.

tau decay

quark/gluon jet

π−

γ
γ

ντ

γ
γ

π−

K+

n

p̄

π+

π−

Figure 3.7: Drawing of an exemplary (left) 1-prong hadronic tau decay and (right) quark/gluon jet [111]. Two cone
sizes with respect to the jet axis are shown. The outer cone is used to reconstruct the jet. The inner cone (τ-cone) is
used to define many observables for the identification.

Tau lepton decays to the lighter charged leptons are not distinguishable from prompt electrons or
muons. Thus they are reconstructed and identified as electrons or muons. The notation for these is τlep.
These leptons are only identifiable as tau decays products when the presence of a tau lepton can be
inferred from correlations in the events e.g. when there are tau lepton pairs.

Reconstruction The τhad candidates start as jets reconstructed with the anti-kT algorithm with size
0.4. Unlike the quark/gluon jets described above, the tau candidates are initially calibrated with the
“local hadronic calibration” (LC) [112]. The LC method reweights the energy of calorimeter cells to
compensate for the different response of the calorimeter to electromagnetic and hadronic showers. The
weighting uses the energy density of cells which is correlated to the shower shapes. EM showers are
narrower than hadronic showers and have a higher density.

The momentum of the τhad candidate is set to the total energy of clusters inside an inner cone of
∆R < 0.2 in the jet. For the purpose of defining the observables used in the identification, the clusters in
the last layer of the ECAL are counted as hadronic.

Vertex and track selection Out of all reconstructed vertices the vertex with the largest sum of p2
T of

tracks associated to the jet is assigned to the τhad candidate. This may be different from the vertex that
maximises the sum for all tracks (called PV above) and is called tau vertex (TV).

Tracks in the core region (∆R < 0.2) are selected with pT > 1 GeV and requirements on the number of
hits in the ID. The tracks also have to be compatible with the tau vertex.

In correspondence to the tau lepton decay to one or three charged hadrons, τhad candidates are defined
as 1-prong when there is one track in the core region and 3-prong when there are three tracks in the core
region.

All above selections are approximately 70 % efficient for true hadronic taus with pT > 20 GeV.
Secondary vertices are reconstructed from tracks in the core region for τhad candidates with multiple

such tracks.
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Identification The discrimination with respect to quark/gluon jets is provided by a multivariate
discriminant that combines track impact parameters, secondary vertices and shower shape observables.
The discriminant is a boosted decision tree (BDT)5 and is trained separately for 1-prong and 3-prong
τhad candidates on Z/γ∗ → ττ as signal and dijet events as background. The following list describes the
observables that are the inputs to the BDT [110].

1. central energy fraction, fcent: fraction of energy deposited in a region ∆R < 0.1 to all energy within
∆R < 0.2 of the τhad candidate at the EM scale.

2. leading track momentum fraction, f −1
leadtrack: fraction of calorimeter energy at EM scale to the

transverse momentum of the highest-pT track in the core region.

3. track radius, R0.2
track: pT–weighted ∆R distance between tracks in the core region to τhad direction.

4. track impact parameter significance, |S leadtrack|: absolute value of impact parameter of track in
core region divided by its uncertainty. Only used for 1-prong τhad candidates.

5. fraction of track pT in the isolation region, f track
iso : fraction of scalar pT sum of tracks in isolation

region (0.2 < ∆R < 0.4) to pT sum of all tracks. Only used for 1-prong τhad candidates.

6. maximum ∆R distance, ∆RMax: maximum ∆R between any track in core region and τhad direction.
Only used for 3-prong τhad candidates.

7. transverse flight path significance, S flight
T : transverse distance between secondary vertex and tau

vertex divided by its uncertainty. Only used for 3-prong τhad candidates.

8. track mass, mtrack: invariant mass of vector sum of all tracks, assuming all tracks are pions. Only
used for 3-prong τhad candidates.

9. fraction of EM energy from charged pions, f track−HAD
EM : fraction of core track momenta minus

hadronic cluster energy to electromagnetic cluster energy. Clusters are LC calibrated.∑∆R<0.2
tracks p −

∑
HAD clusters E∑

EM clusters E

10. fraction of EM energy to track momentum, f EM
track: fraction of electromagnetic cluster energy to core

track momenta. Clusters are LC calibrated.

11. track-plus-EM mass, mEM+track: invariant mass of vector sum of tracks and EM clusters in core
region. Each EM cluster is assumed to have zero mass.

12. fraction of EM-plus-track to transverse momentum, pEM+track
T /pT: fraction of pT of vector sum of

tracks and two most energetic EM clusters to pT of vector sum of clusters.

All observables were reweighted to minimise the correlation with pileup. Working points of τhad identi-
fication are defined by placing requirements on the identification discriminant. The cut thresholds are pT
dependent to give an approximately constant efficiency. Figure 3.8 shows the combined reconstruction
and identification efficiency. For 1(3)-prong candidates it is 55 %(40 %) for the used “Medium” working
point. The rejection factor against quark/gluon jets in a dijet MC sample is approximately 50(100) for
1(3)-prong candidates.

5 A description of BDT is in Sec. 5.4.
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Figure 3.8: Efficiency for τhad identification (with respect to reconstructed τhad) (open symbols) and combined
reconstruction and identification (full symbols) as a function of true pT for (a) 1-prong and (b) 3-prong τhad
candidates [110].

Corrections are applied to MC so that the efficiencies match those measured in Z → ττ̄ events [113].
The size of the uncertainties on the corrections are 5 %.

Rejection of muon, electron, b–jet and pileup backgrounds Other backgrounds that are selected
by the τhad reconstruction and identification are electrons, muons, b–jets and pileup jets.

Predominantly 1-prong τhad candidates suffer from electron backgrounds where the electron mimics
the signature of a charged pion. A BDT is trained to reject this background. Discriminating observables
to distinguish electrons from pions are shower shapes in the calorimeters and hits in the TRT where
electrons generate transition radiation while pions do not.

Muon background is rejected by requiring the τhad not to geometrically coincide with a reconstructed
muon with pT > 2 GeV.

Backgrounds from b– and pileup jets are not yet treated in a standard way in ATLAS. Therefore, the
standard τhad definition is modified in this thesis.

The jet flavour labelling described above is extended to also match electrons, muons, quarks and
gluons. True electron, muon and tau leptons are matched within a distance ∆R < 0.3. The “light” label is
split into quark (uds) and gluon by matching true quarks and gluons in a cone of ∆R < 0.3. The order
of precedence for matching is electrons/muons, B- and D-hadrons, then quarks and gluons. A jet that
can not be matched to anything within the cone is assumed to originate from pileup interactions (called
“other” in Fig. 3.9).

b–jet fakes are reduced by requiring that the τhad does not overlap with a b–tagged jet. This cut is
illustrated in Fig. 3.9(a) which shows the flavour label of the tau jet as a function of the b–tagging
discriminant of the jet that overlaps with the τhad (before said cut). Jets with a discriminant in the last
two bins are considered b–tagged. The figure shows that rejecting the events in those bins removes b–jet
fakes but does not significantly affect true hadronic τ–lepton decays that are selected.

A τhad candidate can also be faked by pileup jets. A pileup jet originates from one of the secondary
collisions during a bunch crossing and consists mainly of pions. Such pions are not compatible with
originating from the primary vertex. Therefore pileup jet fakes are reduced by requiring the vertex that is
associated to the τhad to be the PV. Figure 3.9(b) shows that it is effective in removing only pileup jets
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while leaving true hadronic τ–lepton decays unaffected.
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Figure 3.9: Distributions of true compositions of (a) b–tagging discriminant of the jet matched to the τhad and (b)
equality of τhad vertex with primary vertex. “other” are unmatched jets and assumed to be from pileup. “HF muon”
are muons matched to a heavy flavour hadron decay. Event selection is the one described in Tab. 5.1.

Energy calibration The τhad energy is corrected with a boosted regression tree (BRT) to the energy
of the generated hadrons in Z → ττ̄ MC [113]. The BRT is a multivariate algorithm which provides a
correction for a target observable based on multiple input observables. The target in this case is the true
τhad energy and the inputs are shower shape observables (similar to those used for the LC calibration) and
reconstructed hadron momenta inside the τhad. To improve the energy resolution at low values another
dedicated algorithm reconstructs neutral pions in the τhad [114]. Neutral pions predominantly decay to
two collimated photons. Those photons can be seen as two local maxima in the first layer of the ECAL.
The reconstructed neutral energy is combined with the charged momentum measured by the ID. At low
τhad pT the BRT improves the pT resolution by a factor 2. Figure 3.10 shows the pT resolution with the
BRT correction and with the calorimeter-only calibration. The resolution is measured in Z → ττ̄ events
with an uncertainty of 1.2(3.0) % for 1(3)-prong τhad candidates.

3.4.8 Missing energy

Energy that escapes the detector via neutrinos cannot be reconstructed directly. To infer the magnitude of
this missing energy all reconstructed objects and all tracks that are associated with the primary vertex
(soft) but not to any of the reconstructed objects are added vectorially as

− Emiss
T =

electrons∑
ET +

muons∑
ET +

τhad∑
ET +

jets∑
ET +

soft∑
ET, (3.4)

where ET is a 4-momentum with a zero longitudinal component.
The energy should be conserved when summed, so any net energy is an indicator that something is

undetected. This is also a reason why it is important that ATLAS covers as much of the solid angle
as possible. The missing energy is unconstrained in the direction along z because the momenta of the
interacting partons is not known. However, the net transverse momentum in any collision event must be
zero and so the negative direction of the vector sum gives the φ-direction of the missing energy [115,
116].
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Figure 3.10: Resolution of τhad energy calibration with regression correction and only calorimeter based
(baseline) [113].

3.4.9 Overlap removal

The reconstructed objects described above can be geometrically overlapping with each other. This
happens when a physical particle is duplicated as several reconstructed objects or when several physical
particles are actually nearby each other. An example for duplication is an electron that is reconstructed as
an electron as well as a jet. Both the reconstructed electron and jet were caused by the same physical
particle. An example for nearby objects is a muon inside a b–jet created by a hadron decay. Overlap
removal thus resolves ambiguities and affects the isolation of particles.

The overlap removal algorithm is following the sequence of decisions in Tab. 3.3 to determine which
objects will not be considered in the analysis i.e. removed. All requirements use fixed ∆R distances
except for overlapping jets and muons. The cone for the jet-muon step starts at ∆R = 0.4 for muons with
pT < 28 GeV but shrinks for muons with higher pT. This allows more muons to survive at high pT and
increases signal acceptance. The variable cone size is illustrated in Fig. 3.11.

Keep Remove Critical distance in ∆R

muon electron 0.1
electron electron 0.1
electron jet 0.3

jet muon min(0.4, 0.04 + 10 GeV
pT(µ) )

electron τhad 0.2
muon τhad 0.2

b–tagged jet τhad 0.3
τhad jet 0.3

Table 3.3: Algorithm to resolve ambiguities of overlapping reconstructed objects. The type of object in the
“Remove” column is removed when it is closer than the critical distance to the type of object in the “Keep” column.
For same type objects the one with lower pT is removed.
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3.4 Reconstruction of particles and particle-like observables

Figure 3.11: Illustration of the variable cone size of the jet-muon overlap removal step. The critical distance
between a jet and a muon is min(0.4, 0.04 + 10 GeV

pT(µ) ). If the distance between any jet-muon pair is smaller than the
critical distance, the muon is removed.

3.4.10 Prompt electron and muon tagging

Prompt electrons and muons are defined as direct decay products of heavy bosons or tau leptons. Electrons
and muons that originate from the decay of a B- or D-hadron decay are called non-prompt. Additionally
it is possible that photons in the jet shower convert to an electron pair asymmetrically. Such leptons
really belong to the jet. However it is possible that the lepton is reconstructed and identified and then has
priority or is further than the critical distance in the overlap removal procedure. The result is the loss of a
real b–jet which is replaced by an additional lepton. This is a significant background to the tt̄H analyses
with multiple leptons.

Therefore a multivariate discriminant was developed that tags the promptness of electrons and
muons [5]. The discriminant observables in the tagger are derived from b–tagging algorithms. The
light lepton is matched to a jet that is reconstructed from tracks rather than clusters (“track jet”). The
b–tagging impact parameter likelihood discriminants together with isolation observables, number of
tracks in the jet, angular distance between lepton and jet and lepton pT to jet pT ratio are inputs to a BDT
training with prompt and non-prompt leptons in simulated tt̄ events. A requirement on the output of the
tagging discriminant defines a working point that rejects non-prompt leptons. The efficiency to select
prompt electrons and muons is measured in Z → ` ¯̀ events and is compared to MC in Fig. 3.12. It is 96 %
(98 %) for electrons (muons) with medium pT greater than roughly 45 GeV, but considerably lower at
low pT with 60 % (70 %). The rejection factor of non-prompt leptons is approximately 20. This factor is
approximately two times better than what can be achieved with conventional isolation definitions that
rely on calorimeter or track cones.
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Figure 3.12: Efficiency of the prompt lepton tagging as function of pT for (a) muons and (b) electrons. Red open
(black solid) points represent Z → ` ¯̀ MC (data). The lower panels show the ratio between data and MC with blue
(yellow) shading for statistical (full) uncertainties [5].
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CHAPTER 4

Search for top associated Higgs production

The production of tt̄H is a rare process. Its cross section is roughly 1 % of the total Higgs production.
To analyse as many tt̄H events as possible an inclusive search strategy is adopted which consists of
combining multiple analyses which target all the H decays that are experimentally accessible.

4.1 Multiple final states

There are four analyses which are currently sensitive to tt̄H production with the ATLAS detector. Each is
optimised to specific H decays with distinct challenges. Aside from the selection of the H decay products,
the analyses exploit the unique signature of the associated top-quark pair which almost always decays to
two b quarks which initiate b–jets which can be tagged and 0–2 leptons.

t t̄H with H → bb̄ The H decay to a bottom quark pair has the largest branching fraction. Such a
decay in a tt̄H event means that there are four b–jets which can be reconstructed as b–tagged jets. In
principle, all tt̄ pair decay modes are accessible experimentally and have been analysed in Run 1 of the
LHC. In practice, the most challenging is the fully hadronic final state with at least 8 jets at leading
order [117, 118]. The challenges lie both in data acquisition (trigger) and background reduction and
prediction (multijet).

Thus, the most sensitive analyses of the H → bb̄ final state require at least one top quark to decay to a
light lepton. This makes data acquisition comparatively trivial by using lepton triggers [119].

The dominant background in the analysis is tt̄ production with additional b–quarks from NLO QCD
radiation and gluon splitting. While the inclusive tt̄ cross section is predicted and measured with high
precision, the cross section of this particular phase space is not [120].

t t̄H with H → γγ The signature of a Higgs decay to two photons can be selected by the resonant
invariant H mass. The production in association with a top-quark pair is experimentally accessible in
both the hadronic and leptonic tt̄ decays by tagging the presence of a b–jet. With the branching fraction
of H → γγ decays (2.270 · 10−3 [29]) and the typical efficiency and acceptance of 5 % ([121]) only
approximately 2 events are expected to be selected in the data collected in 2015–2016.

t t̄H with H → ZZ∗ → 4` The decay of a H boson to 4 leptons via a pair of Z bosons provides an
exceedingly pure signature with very little background. The quadruplet of leptons allows a full and
precise reconstruction of the H boson kinematics. In this search only light leptons, e and µ, are considered
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Chapter 4 Search for top associated Higgs production

for their high reconstruction and identification efficiencies and high energy/momentum resolutions. After
selecting the lepton quadruplet mass to be close to the H mass, backgrounds are very small. The high
purity also allows to search for tt̄H in both hadronic and leptonic tt̄ decays. However, the decay is rare
with BR(H → 4`)=1.251 · 10−4 where ` = e, µ [29], so only approximately 2 events are expected to have
been produced and less than 1 to be selected during 2015–2016 [122].

Both searches via H → γγ and H → 4` decays are therefore statistically limited in the 36.1 fb−1

dataset.

t t̄H with H → WW∗, H → ττ̄ and other H → ZZ∗ All other H decays that are experimentally
available for analysis are studied together in the “multilepton” analysis. The name refers to the presence
of many charged leptons in the final state, in this case including tau leptons. Unlike the three previously
described analyses, no single specific H decay is targeted here. Instead a combination of various
H → WW∗, H → ττ̄ and H → ZZ∗ decays are selected.

The targeted and selected decay modes of the four tt̄H searches are summarised in Tab. 4.1. The
multilepton analysis is described in detail in the following.

Analysis name tt̄ decay H decay

ttHbb 1–2` bb̄
ttHML “multilepton” 1–2` (WW∗, ττ̄, ZZ∗)→1–4`
ttHZZ 0–2` ZZ∗ → 4`
ttHγγ 0–2` γγ

Table 4.1: Summary of tt̄H decay modes targeted by different analyses. In general ` = e, µ, except in the multilepton
analysis that explicitly considers hadronic tau decays and where ` stands for all charged leptons.

4.2 Final states with many leptons

The tt̄H multilepton analysis is characterised by final states with many charged leptons, many jets and
b–jets. It defines several analysis categories (“channels”) by counting the number and charges of leptons
in the final state. In total there are 7 channels with 2–4 selected charged leptons. Electrons and muons are
counted separately from tau leptons because of the fundamentally different way of their reconstruction
and identification which have different background contributions. In the context of the multilepton
analysis, electrons and muons are both called light leptons or simply leptons where it is unambiguous.
Tau leptons are identified only by their hadronic decays and are therefore called “hadronic taus” or τhad,
symbolically. The categorisation of channels is sketched in Fig. 4.1. On top of the lepton counting
described in the following, the general selection requirements in all channels are a minimum number of
jets (2-4) and a minimum number of b–tags among those jets.

The channels are the following:

2`(SS)0τhad selects two light leptons which have electric charges of the same sign (SS). Any hadronic
taus are vetoed. The main backgrounds are tt̄W, tt̄Z, and non-prompt leptons. Two multivariate
discriminants are trained to separate signal from tt̄V and signal from non-prompt background.
Both discriminants are combined linearly to create a single final observable.
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4.2 Final states with many leptons

Figure 4.1: Diagram of how analysis channels are defined in the ttHML analysis by counting leptons.

3`0τhad selects three light leptons which have an absolute sum of electric charges equal to 1. Any
hadronic taus are vetoed. The dominant backgrounds are the same as for 2`(SS)0τhad above and
diboson. Four discriminants are trained each with background tt̄W, tt̄Z, tt̄ and diboson. Five
orthogonal regions are defined using the discriminants that are enriched in each background
forming control regions. The region enriched in tt̄H is consequently the signal region.

4` selects four light leptons with zero charge sum. No explicit requirement on hadronic taus is made,
however an analogous requirement of zero hadronic taus would have negligible impact. This
channel is distinguished from the H → 4` analysis by removing events with m4` close to mH . The
largest fraction of signal events selected are with the H → WW∗ decay. Therefore there are no
lepton flavour correlations between the selected leptons and any combination of electrons and
muons is possible. The requirement of total zero charge sum implies that there are two pairs each
of zero charge sum. These lepton pairs of opposite-sign (OS) charge are classified by their flavour.
There can be 0, 2 or 4 OS pairs with the same flavour (SF). Two analysis regions are defined
by the presence or absence of such SFOS lepton pairs, called Z enriched and Z depleted. The
dominant background in the enriched region is tt̄Z. A discriminant is trained against it to reduce
its contribution in the Z enriched region with a cut.

1`2τhad selects one light lepton and two hadronically decaying tau leptons which are reconstructed with
opposite charge. The dominant background is fake hadronic taus from tt̄ events. A discriminant is
trained to distinguish tt̄H and tt̄.

2`(SS)1τhad selects two light leptons with the same charge and one τhad. The main backgrounds are
non-prompt leptons, fake τhad and tt̄V . A BDT is trained to separate tt̄H from all other backgrounds
in a loose selection region.

2`(OS)1τhad selects two light leptons with opposite charge and one τhad. The dominant background is
fake τhad in tt̄ events. A BDT is trained to distinguish tt̄H from tt̄. The absolute sum of charges of
electrons, muons and τhad is 1.

3`1τhad selects three light leptons and one τhad. The dominant background is tt̄Z with and without a
fake τhad.

The channels that veto or do not explicitly select hadronic taus (2`(SS)0τhad, 3`0τhad, 4`) select tt̄H
events with mainly H decays into W boson pairs. Smaller contributions between 10-20 % from H → ττ̄

decays and H → ZZ∗ (only for 3`0τhad and 4`) are also present.
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Chapter 4 Search for top associated Higgs production

The tt̄H events in the channels that select at least one hadronic tau consist of at least 60 % H → ττ̄

decays. The rest is made up of H → WW∗ decays. In the presence of two hadronic taus the fraction of
H → ττ̄ events is increased to over 95 %. The composition of tt̄H events in all signal regions is shown in
Fig. 4.2. The acceptance and efficiency to select tt̄H events in each channel is given in Tab. 4.2. These
numbers multiplied by the expected tt̄H cross section and integrated luminosity give how many tt̄H
events are expected in the analysis. They are influenced by the multiplicity of selected objects as well as
the efficiencies to select those objects i.e., they are expected to be larger for channels with electrons or
muons than for channels with hadronic taus.
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Figure 4.2: Fractions of tt̄H events with major Higgs decay modes selected by ML channels [5].

2`(SS)0τhad 3`0τhad 4` 1`2τhad 2`(SS)1τhad 2`(OS)1τhad 3`1τhad Total

A × ε [10−4] 23 13 0.6+0.1 2.3 1.7 7.8 0.8 50

Table 4.2: Acceptance times efficiency (A × ε) for tt̄H signal in each analysis channel. This includes Higgs boson
and top quark branching fractions, detector acceptance, and reconstruction and selection efficiency, and is computed
relative to inclusive tt̄H production considering all Higgs boson and top decays. In the 4` channel, the two numbers
correspond to the Z enriched and the Z depleted categories [5].

A charged lepton which is visible to the detector and reconstructable for analysis is accompanied by a
neutrino which is undetected when produced in processes involving charged W bosons. This production
mechanism is frequent in both the tt̄H signal as well as the backgrounds. In case of tau-lepton decays to
electrons or muons there are even two neutrinos. The reconstructed missing energy only provides indirect
information about the vector sum of these undetected particles. All individual kinematic information is
hidden from and inaccessible to the analysis. This makes a full event reconstruction with assignment of
leptons to their mother particles difficult. There are studies, e.g. for the 2`(SS)1τhad channel, which show
that event reconstruction with high efficiency is possible only if the neutrino momenta were known, or
inversely, decomposition of the missing energy is possible if the assignment of observed particles to their
mothers were known [123].

For this reason, almost all channels in the analysis use multivariate classifiers in the form of BDTs as a
brute force replacement for full event reconstruction.
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4.2 Final states with many leptons

4.2.1 Backgrounds

The charges and numbers of light leptons are chosen such that they have to originate from both the H and
the tt̄ system in tt̄H events. At first order, there is no possibility to select leptons that are decay products
of solely one of the charge-correlated systems. This property of the selection is chosen not only because
it is characteristic for tt̄H events but also because it reduces backgrounds.

A distinction can be made between reducible and irreducible backgrounds. The latter consists of
processes that can have the same final state in terms of lepton counting as tt̄H at leading order. Reducible
backgrounds contribute through secondary processes like non-prompt leptons or are selected because of
fake hadronic taus. In the multilepton analysis the irreducible backgrounds are estimated with MC, while
the reducible are estimated with data-driven methods. The motivation to use these methods rather than
MC is the fact that the secondary processes that make up the reducible backgrounds are rare. It is thus
inefficient to generate a sufficient number of MC events which can populate the particular phase space
that is selected. Furthermore, these backgrounds arise in the context of jet fragmentation, hadronisation,
hadron decays and detector simulation. The correct description of these processes relies heavily on tuning
of free parameters of the MC generator programs. It may thus be the case that MC does not describe
these backgrounds well when they are scrutinised this closely.

Non-prompt electrons and muons in t t̄ events

The tt̄ process is counted as a reducible background in all signal regions. Examples of Feynman diagrams
of tt̄ are shown in Fig. 4.3.

t
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g
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g

t̄
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g

g

Figure 4.3: Examples of Feynman diagrams of the tt̄ process.

Non-prompt electrons and muons originating from secondary processes like meson decays and photon
conversions that occur inside jets are the main source of same-sign light leptons in the tt̄ process and
account for almost half of the background in the 2`(SS)0τhad channel and a quarter in 3`0τhad. To
contribute to the 3`0τhad channel, a non-prompt lepton is selected in addition to the two prompt ones
from a dileptonic tt̄ decay. The composition of secondary processes that contribute to the background is
shown in Fig. 4.4.

In case of additional muons, the selected muon needs to be sufficiently separated from the jet that
produced it to survive the overlap removal procedure (see Sec. 3.4.9). So two reconstructed objects
remain in the event: the jet and the non-prompt muon. In case of electrons, the jet is removed when
it is too close to the electron. So only one object remains from the jet: the non-prompt electron. A
consequence is that events with muons tend to have more jets than events with electrons for background
processes. This tendency is visible in Fig. 4.5, where the q mis-id1 background is only relevant for events

1 q mis-id refers to the incorrect assignment of charge to reconstructed electrons. See next section.
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(b) Fake hadronically decaying tau leptons

Figure 4.4: True composition from simulation of (a) non-prompt light leptons and (b) fake hadronically decaying
tau leptons in ML channels [5].

with electrons and one can infer that bins with fewer jets have a large contribution from events that
contain electrons.
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Figure 4.5: Number of jets in the 2`(SS)0τhad channel [5]. Bins with larger contributions from the q mis-id
background contain more electron events. Events with electrons are more likely to have fewer jets rather than more.

The contributions from non-prompt light leptons are estimated with a data-driven method, the so-
called matrix method [5]. It works by estimating the rate of selecting prompt and non-prompt leptons
between lepton definitions that are loose-but-not-tight or tight. The loose definition is naturally enriched
in non-prompt contributions which allows to select side-bands close to the signal regions with large
statistics. The rates are measured in tt̄ events with two light leptons of same charge for the non-prompt
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and opposite charge for the prompt leptons and lower jet multiplicity than the signal regions. The
estimated non-prompt background is then the events in the side-bands reweighted by the appropriate
combination of rates. This procedure assumes that the rates are compatible between regions. The rates
are parametrised as functions of lepton pT, the number of b–tagged jets and the distance between lepton
and nearest jet. The total uncertainty of the estimate is 20-30 %.

The non-prompt background in the 2`(SS)1τhad channel is estimated with a simpler method due to low
statistics in the potential side-bands. The fake factor method that is used is similar to the matrix method.
The difference is that prompt leptons are estimated from MC instead of data. The method is described in
Chapter 6.

Misassignment of reconstructed electron charge in t t̄ events

Electrons have a small probability to be reconstructed with the wrong charge. This can happen by two
distinct processes. One is bremsstrahlung of an electron, where the photon subsequently converts into
an electron pair (e± → e±γ∗ → e±e+e−). It is possible that the wrong track is associated with the EM
clusters, and thereby the charge is misassigned. The probability of this process depends on the amount of
material that is traversed and therefore increases with larger absolute pseudorapidity.

The other source of charge misassignment is due to too small curvature of the track. The direction of
the curvature of the track determines the charge of the traversing particle. When the curvature is small
the direction can be misassigned. This happens for electrons with high pT which produce less curved
tracks. The combined effect of both sources is that the rate of misassignment increases for larger values
of both |η| and pT.

This background is called “q mis-id” in the plots and only relevant for the 2`(SS)0τhad channel and
to a lesser extent in 2`(SS)1τhad. This is because in the 2`(SS)0τhad channel a process with large cross
section (tt̄) is promoted to be selected by the charge misassignment. In events with three leptons there is
no process with much larger cross section that could be promoted in such a way. Here 2`(SS)1τhad is a
slight exception because tt̄ events with a jet faking a hadronic tau can contribute via this process.

The rate of assigning the wrong charge to tightly identified electrons is measured with Z → ee events.
Electrons pairs with an invariant mass within 10 GeV of the Z mass are selected and the number of events
with same-charge pairs NS S (e±e±) is compared to the number of events with all pairs N. The relation
between these numbers can be expressed with the charge misidentification rate ε as

NS S
= 2ε(1 − ε)N. (4.1)

The rate is estimated from these events in bins of pT and |η| using a likelihood fit. As expected, the
rates are lower for central, low-pT (≈ 15 GeV) electrons at 5 · 10−5 than for high-pT, forward (|η| > 2)
electrons at 10−2 (see Fig. 4.6).

The contribution of charge misassignment is finally estimated by reweighting events with the 2`(SS)0τhad
or 2`(SS)1τhad selection but with an inverted electron charge cut.

The uncertainties on the rates are approximately 30 % and arise mainly from a validity test performed
by comparing the mZ distribution of Z → ee events measured with same-charge electron pairs to the
predicted events with same-charge pairs.

Misassignment of muon charge is negligible due to the additional track measurement in the muon
spectrometer. This provides a longer track and lever arm to estimate the track parameters. Another
factor is that the solenoid and toroid magnetic fields are perpendicular to each other. So both central and
forward muons experience a significant magnetic field component which gives a curvature to the track.
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Figure 4.6: Charge misassignment rate of selected electrons as function of |η| for several pT ranges. Error bars
include statistical and systematic uncertainties [5].

t t̄W and t t̄Z

Events with a top-quark pair and additional W– or Z–boson radiation are called tt̄W and tt̄Z, or tt̄V jointly.
An example of a Feynman diagram of the tt̄W process is shown in Fig. 4.7. In all signal regions tt̄V are
irreducible backgrounds.

As tt̄W is a charged final state it is only produced via quark initial states. Furthermore, the cross
section of tt̄W+ is larger than tt̄W− because of the relative momentum fractions of up– and down–quarks
in the colliding protons. The diagrams for tt̄Z are similar to the ones of tt̄W and tt̄H with a Z replacing
the respective bosons.

q

q ′

W

t

t̄

g

Figure 4.7: Example of Feynman diagram of the tt̄W process.

There are two dedicated control regions for tt̄V defined for events with three light leptons. The
definition of CR is performed with the BDTs that are trained and discriminate against each tt̄V process.
The number of jets in these regions is plotted in Fig. 4.8, which shows good agreement between the data
and the prediction for tt̄V , both in terms of total events and as a function of the number of jets.

Diboson

Events with two weak bosons are another irreducible background. Specifically, WZ and ZZ where the
bosons decay leptonically can result in final states with the same number of leptons as tt̄H. In order to be
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Figure 4.8: Control regions for the (a) tt̄W and (b) tt̄Z processes in events with three light leptons. The shown
observable is the number of jets. tt̄V is normalised to its theoretical prediction. [5]

selected, additional QCD radiation is necessary in diboson events and so requirements on the number of
jets and b–tagged jets are effective in reducing it. Two examples for WZ and ZZ production Feynman
diagrams are given in Fig. 4.9.
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q
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(a) WZ

Z

Z

q

q

(b) ZZ

Figure 4.9: Examples of Feynman diagrams of (a) WZ production and (b) ZZ production.

Hadronically decaying tau leptons faked by other signatures

The reconstruction and identification of quark or gluon initiated jets as τhad is called fake because it was
not initiated by a true tau lepton decay. Such fake hadronic taus can be selected in any event that contains
jets and can mimic the final state of the signal. For example, a dileptonic tt̄ event where one lepton is light
(electron or muon) and the other is a tau lepton that decayed hadronically is selected with an additional
fake τhad in the 1`2τhad channels. In that case the background belongs to the reducible category.

Another example is tt̄Z in the 3`1τhad channel. It can be selected both with and without a fake τhad
and depending on the tt̄ and Z decay is attributed to the irreducible or reducible background.

53



Chapter 4 Search for top associated Higgs production

Other sources of fake τhad are electrons and muons mimicking the signature of 1–prong τhad. These
electrons and muons fail their respective identification and quality requirements as otherwise they would
have had precedence in the overlap removal procedure. Electrons leave a calorimeter signature which
can have similar shower shapes to a charged pion of a τhad. Muons have to undergo unusually large
energy loss in the calorimeters to be able to fake a τhad. The relative frequency of the light lepton fakes
compared to the jet fakes is low because real leptons are rarer than jets. The fractional contributions of
the different types of fakes in all channels with hadronic taus are shown in Fig. 4.4(b).

The background from fake τhad is estimated with information from data in all channels. The methods
used in 2`(OS)1τhad and 2`(SS)1τhad are described in Chapters 5 and 6 and also briefly in the following.

In the 2`(OS)1τhad channel a data-driven method that reweights side-band data events is used. The
fake τhad background in 2`(SS)1τhad and 3`1τhad is using truth-matched MC which contains fake τhad
and is rescaled with a factor derived from the 2`(OS)1τhad estimate. So the estimates in all three channels
which select one τhad, are related.

In the 1`2τhad channel the fake τhad estimate is exploiting the fact that there is a pair of τhad which is
selected with opposite charges. The fake τhad consists dominantly of tt̄ events with one or two fake τhad
and a prompt light lepton. The fake rate from jets does not depend on the charge of the τhad and thus a
fake hadronic tau originating from a jet has no charge correlation to a real τhad in the event. This property
is used by inverting the charge cut on the τhad pair such that they have same-sign charge. The SS events
do not contain any significant tt̄H signal and are the estimate of the fake τhad background in this channel.

Other backgrounds

Other backgrounds only have small contributions in the signal regions. They include mainly rare
processes with top quarks like single top, tZ, tWZ, tt̄WW, triple and quadruple top-quark production and
tH. The latter is counted as background despite being sensitive to the top-Yukawa coupling because it
presents itself differently. The present analysis is optimised for tt̄H and tH only contributes negligibly.
Many of these backgrounds are irreducible but have small predicted cross section, either inclusively or in
the phase space selected by the analysis.

Processes without top-quarks that also contribute are weak triple boson production and Drell-Yan
Z+jets. These contribute with additional QCD radiation to produce enough jets to be selected. Further-
more, Z+jets always requires at least one non-prompt lepton or fake τhad in order to contribute to any
signal region.

Background summary

The relative contributions of the backgrounds to all signal regions are shown in Fig. 4.10. One can see
considerable differences in the signal-to-background ratios and most channels include discriminants that
further enhance the ratio.

In general the strategy of selecting a large number of leptons or unlikely charge combinations works
well for light leptons, while channels with τhad suffer from the fake background and rely on larger
expected statistics to recover significance. The statistical significances (S/

√
B) and purities (S/B) of all

signal regions are shown in Fig. 4.11.

4.3 Current state of t t̄H analyses

Several searches for tt̄H have been performed by both ATLAS and CMS in the decay channels described
above. All results are summarised in Tab. 4.3. The combination of all tt̄H analyses performed in Run 1
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by ATLAS and CMS yielded a mild observed excess over the background-only (µ = 0) as well as the
SM (µ = 1) expectation [42]. This excess ensured that the interest in measuring the tt̄H process in Run
2 was further increased. Both ATLAS and CMS observed significant evidence for an excess over the
background-only hypothesis by analysing data recorded in 2015 and 2016 of about 36 fb−1 [5, 124].
A significant observation was achieved almost concurrently also by both collaborations by different
strategies. CMS combined the 36 fb−1 data with the Run 1 result [125]. ATLAS did the same but also
added approximately 44 fb−1 of data recorded in 2017 to the analyses in the ZZ and γγ channels [126].

The author of this thesis made major contributions to the multilepton analysis in Run 1 [127] that
entered the combined result [42]. The work described in this thesis entered the Run 2 multilepton
result [5] that was crucial to both the evidence and observation.

Analysis ATLAS CMS

µtt̄H
Obs. (exp.)

µtt̄H
Obs. (exp.)

significance significance

Run 1 combination [42] 2.3 +0.7
−0.6 4.4 (2.0) 2.3 +0.7

−0.6 4.4 (2.0)

ttHbb [119, 128] 0.8 ± 0.6 1.4 (1.6) 0.72 ± 0.45 1.6 (2.2)
ttHML [5, 124] 1.6 +0.5

−0.4 4.1 (2.8) 1.23 +0.45
−0.43 3.2 (2.8)

ttHZZ [122, 129] < 7.1 (95% CL) – 0.00 +1.18
−0.00 –

ttHγγ [121, 130] 0.5 ± 0.6 1.0 (1.8) 2.2 +0.9
−0.8 3.3 (1.5)

2015–2016 combination [5, 131] 1.2 ± 0.3 4.2 (3.8) 1.18 +0.31
−0.27 –

Run 1+2015–2016 combination [125] 1.26 +0.31
−0.26 5.2 (4.2)

2015–2017 combination [126] 1.32 +0.28
−0.26 5.8 (4.9)

Run 1+2015–2017 combination [126] – 6.3 (5.1)

Table 4.3: Summary of tt̄H analyses by ATLAS and CMS. “Run 1 combination” refers to results by both ATLAS
and CMS with data of the years 2011–2012 and numbers are repeated in both experiment columns for ease of
reading. “2015–2016 combination” refers to the combination of all analyses (ttHbb, ttHML, ttHZZ, ttHγγ) of
each experiment separately. The 2015–2017 combination by ATLAS only updated the ZZ and γγ channels with
2017 data. The first column in each experiment shows the best-fit signal strengths and limits at 95% confidence
level, where applicable. The second column shows the observed and expected significance with respect to the
background-only hypothesis. Significances marked with a dash are not given by the cited works and not meaningful
for null observations/limits.

4.4 Dilepton+τhad analysis

Both the 2`(SS)1τhad and 2`(OS)1τhad channels are conceptually similar to the 3`0τhad one in that
they select three objects reconstructed from charged leptons. The substitution of a τhad for one of the
light leptons, however opens the door to much increased backgrounds from jets faking the τhad. The
2`(SS)1τhad channel partially remedies this issue by adopting the same charge cut on the light leptons
that works well in 2`(SS)0τhad, it is thus a hybrid between the 2`(SS)0τhad and 3`0τhad channels.

Unfortunately, the consequence of the same sign charge cut is reduced acceptance for tt̄H events.
When considering the two light leptons and the τhad in both channels as generic charged objects, there
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4.4 Dilepton+τhad analysis

are eight different permutations of selecting three charged objects. Six of these have an absolute sum of
charges equal to one, as is additionally required in the event selection. Only two of the six permutations
have same-sign light leptons, while four permutations have opposite-sign light leptons. The additional
same sign charge cut is simply more stringent than the inclusive requirement over all three objects. These
permutations are illustrated in Tab. 4.4.

Examples of Feynman diagrams of tt̄H events that can be selected in 2`(SS)1τhad are shown in
Fig. 4.12. One notes how the light leptons are, one each, originating from the H system and the tt̄
system. The 2`(OS)1τhad channel can select events with the same diagrams with appropriate rearranging
of leptonic and hadronic W decays. Additionally, it can select events with diagrams shown in Fig. 4.13.
Here it should be noted that both light leptons originate from a single system, either the H or the tt̄ one.
The difference in signal acceptance between both channels can be seen in Tab. 4.2.

Historically, the 2`(SS)1τhad channel is the more successful one of the two. It was part of the
Run 1 multilepton result [127] and all subsequent ones. This is despite the fact that feasibility studies
for conditions similar to the contemporary ones concluded that “this channel can only be used as
a corroborative channel for determination of the top Yukawa coupling, but not as a main discovery
channel” [132]. However, this statement is at present true for all tt̄H multilepton channels.

On the other hand, the 2`(OS)1τhad final state is for the first time analysed in the 2015–2016 multilepton
analysis by ATLAS [5] and through this thesis.

` = e, µ Electric charge SS SS OS OS OS OS

t → W+
→ `+

+1 × × ×

t̄ → W− → `− −1 × × ×

H →
W+, τ+

→ `+
+1 × × ×

→W−, τ−→ `− −1 × × ×

Charge sum 0 +2 −2 0 0 0 0

Table 4.4: Combinations of selecting pairs of charged particles with same-sign (SS) and opposite-sign (OS) electric
charge in a simplified tt̄H event. Each row stands for the detectable leptonic decay products (e, µ) of the H boson
and the top quarks. The H decay proceeds either via a H → WW∗ or H → ττ̄ decay. The columns represent
possible combinations of creating the selected SS or OS pairs. Crossed entries represent reconstructed, identified
and selected leptons, while blank entries can be absence of lepton due to a hadronic W decay, leptons outside
detector acceptance or not satisfying selection criteria.
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Figure 4.12: Examples of Feynman diagrams of the tt̄H process selected in the 2`(SS)1τhad channel. ` and τlep
stand for electron or muon. Observables marked blue are counted to define and name the analysis categories.
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CHAPTER 5

Analysis of t t̄H → 2`(OS)1τhad final state

The final state with 2`(OS)1τhad is a more likely signature of the tt̄H process than 2`(SS)1τhad as described
in the preceding chapter in Sec. 4.4. This means that the tt̄H branching ratio to the 2`(OS)1τhad final
state and consequently the number of selected signal events is larger when compared to the 2`(SS)1τhad
final state. The disadvantage is that it comes with much larger background from neutral resonances like
Z+jets, and tt̄ that can decay into a pair of charged leptons which have opposite charges. However, the
large number of selected events also allows to perform robust estimation and validation of the background
predictions.

5.1 Object selection

Reconstructed electrons and muons only have to satisfy basic quality and isolation requirements in this
channel to maximise the number of selected events. Opposite charge light leptons are so abundant that
contributions from fake or non-prompt leptons are negligible relative to tt̄. Therefore there is no merit to
having a tighter selection requirement.

The τhad identification criteria are optimised for the special conditions in this channel. The abundance
of jets both non-tagged and b–tagged is the motivation for the τhad selections, in particular the ones
rejecting b–tagged and pileup jets, described in Sec. 3.4.7.

5.2 Event selection

A final state with two light leptons of opposite charge can be produced in many different ways at a hadron
collider. The most abundant sources of such events are resonances such as the Z boson, and top quark
pair production.

The resonant background can be efficiently rejected by making requirements on the invariant mass,
m``, of the light lepton pair. All events with a light lepton pair of same flavour that have an invariant mass
close to the Z mass (|m`` − 10 GeV| < 91.2 GeV) or below 12 GeV are removed.

To further reduce tt̄ and Z+jets, the number of jets is required to be at least three. At least one of the
jets has to be b–tagged. These selection cuts are summarised in Tab. 5.1 and are called signal region (SR)
in the following. Figure 5.1 shows the distributions of each observable used to define the SR before the
cut on each observable. Subfigure (a) starts with only the requirements on the number of leptons and
each subsequent subfigure adds the requirement on the previous observable.
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Light leptons τhad Jets

=2 =1 ≥ 3
opposite charge pT > 25 GeV ≥ 1 b–tagged
pT(`1) > 25 GeV
pT(`2) > 15 GeV

|mee/µµ − mZ | > 10 GeV
mee/µµ > 12 GeV

Table 5.1: Selection criteria in the 2`(OS)1τhad channel.
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Figure 5.1: Distributions of (a) m``, (b) number of jets and (c) number of b–tagged jets in 2`(OS)1τhad before the
cuts on these observables. Each subsequent plot includes the cut on the previous observable.

5.3 Fake τhad estimate

The background is dominated by processes with two real light leptons and one fake τhad. The correspond-
ing physical processes that contribute are tt̄ with 90% and Z+jets with 10%. The origin of the τhad fakes
are jets initiated by quarks, gluons as well as jets from pileup interactions. These jets can have similar
detector signatures to real hadronic tau decays. Such signatures with few tracks in a narrow cone are
however unlikely for jets and the probability for them to occur is not well modelled in MC. This can be
seen in the two rightmost bins of Fig. 5.1(c), where MC predicts approximately 20 % fewer events than
are observed in data. In order to have a more accurate prediction of the background a data-driven method
is employed.

5.3.1 Data-driven estimate

The fake factor (FF) method is used to estimate the background with a fake hadronic tau. It uses data
events in a side-band region that are reweighted with appropriate factors to describe the background in
the signal region. The reweighting factors are determined from data in control regions. Many analyses in
ATLAS and CMS successfully use this method for estimation of fake τhad backgrounds (e.g. Refs. [133,
134]).

The side-band is defined by reversing the requirement on the τhad identification discriminant. Such
side-band τhad replace the identified τhad of the event selection. The events that are selected by this
modified τhad definition are enriched in fake τhad.

To derive the necessary reweighting factors (in the following fake factors (FF)) a control region is
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5.3 Fake τhad estimate

defined by changing the requirement on the number of selected jets. This control region (in the following
extraction region of FF (ER)) also has the accompanying side-band. The FF is defined as the number
of events with the nominal τhad definition divided by the number of events with the side-band τhad
definition. It is instructive to think of the two regions in terms of their place in the fraction as numerator
and denominator. Figure 5.2 shows a sketch of all regions and how they relate to each other. The FF is
calculated as

number of events with τhad that passes identification criteria
number of events with τhad that fails identification criteria

=
NA

NB
= FFAB ≡ FFCD =

NC

ND
. (5.1)

The number of estimated background events in the signal region is thus

NA = FF · NB. (5.2)

Figure 5.2: Sketch of FF method. The arrows represent the ratio of events that define the fake factor FF. The dotted
line represents that the FF is extrapolated from the extraction region to the signal region.

Assumptions

The assumption that is made in this estimation technique is that the fake factors of the signal and
extraction regions are the same. For this to hold the following should be true:

1. the type of τhad fake is similar across all four regions,

2. contributions from real τhad are negligible in all four regions or if this is not the case,

3. contributions from real τhad can be subtracted using truth-matched MC.

Figure 5.3 shows the true (MC) composition of the reconstructed τhad candidates as a function of
their identification discriminant in the SR-like event selection without the τhad identification requirement
which is equivalent to the sum of regions A and B. Low values of the discriminant mean that the
reconstructed τhad is unlikely to be a true τhad, while high values mean the opposite. The threshold for
the nominal identification requirement is 0.6-0.7, depending on the pT and number of tracks of the τhad
candidate. One can see that the composition changes significantly between low and high values, as
expected. In order to satisfy assumption 1. from above an additional requirement of >0.35 is placed on
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Figure 5.3: True composition of reconstructed τhad candidates as function of identification score in the 2`(OS)1τhad
SR-like selection (without τhad identification requirement and equivalent to the sum of regions A and B). The left
subfigure shows each component normalised to the expected number of events at 36.1 fb−1. Therefore the true “tau”
component is barely visible as the plot is dominated by fake τhad. The right subfigure shows the same distribution
where each bin is normalised independently to show the relative contributions of each component. Here one can
see that the nominal identification requirement of 0.6-0.7 selects bins with large fractions of “tau” events. The truth
flavour labelling is done in the same way as for Fig. 3.9.

reverse-identified τhad candidates. This ensures that the fraction of quark- to gluon-initiated jets selected
as τhad is comparable between nominal and side-band τhad definitions. Furthermore the cut selects jets
that have a detector signature more similar to a hadronic tau decay. Figure 5.4 shows the fake factor with
and without the additional requirement on the tau identification discriminant. Without the requirement
there are significant differences between the fake factors for gluon- and quark-initiated jets, whereas with
the requirement the fake factors are similar. The remaining differences in composition thus have less
impact on the fake factors. The difference in the absolute values of FF in the two cases (with and without
additional requirement) do not affect the final estimated number of events as it is compensated by the
corresponding change in the definition of region B.
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Figure 5.4: Fake factors (a) without and (b) with additional identification requirement on reverse identified τhad
candidates as described in the text. Different values of FF between (a) and (b) are compensated by the corresponding
different definition of region B.
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5.3 Fake τhad estimate

It is not possible to define regions of phase space that are solely comprised of fake τhad candidates.
Therefore the contribution from real τhad is subtracted in all regions. Equation 5.1 is modified such that
NX = Ndata

X − NMC real τhad
X for each region X={B,C,D}. Those events that are truth-matched to real τhad in

the SR side-band are shown in Fig. 5.5 weighted by the FF. They are the contribution that is subtracted
in the SR. The number of events to be subtracted is less than 13 which is less than 2 % of the total fake
τhad estimate.

The tt̄H signal present in the SR side-band is subtracted whether the τhad is truth-matched or not i.e.,
all of the tt̄H signal. It means that all tt̄H events can be interpreted as signal, rather than counting the
part with fake τhad as part of the background. More subtracted tt̄H in the side-band would result in less
estimated background from fake τhad and possibly an overestimate of the signal strength. This makes the
fake estimate dependent on the signal strength. To account for this effect the amount of subtracted tt̄H
events in the side-band is varied coherently with the amount of tt̄H events in the SR for the statistical
interpretation (see Sec. 7.3.2). The equivalent effect of this is a reduction of the selected tt̄H events in the
signal region of 25 %.
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Figure 5.5: FF-weighted backgrounds with true τhad and tt̄H in the SR side-band region. These events are subtracted
in the SR with nominal τhad definition.

Choice of extraction region

To compute the FF, appropriate regions have to be chosen that are orthogonal to the SR. A region is
appropriate when the FF that is extracted from it, is compatible with the FF of the SR. The SR is defined
by cuts on only three observables, m`` and number of (b–tagged) jets, so to define new regions that are
not overlapping with the SR, one has to modify the requirements on those. Figure 5.6 shows the FF as a
function of m`` and number of (b–tagged) jets. Each bin of these plots define regions of phase space that
could potentially be used as FF extraction region. A constant value of FF in these plots would indicate
appropriateness of the corresponding event selection for use in the FF extraction.

Figure 5.6(a) contains the loosest selection with only requirements on the number and charges of
leptons. Specifically there is no cut on the number of jets, so that FF(Njet) can be defined for all
multiplicities. One can see higher values of the FF for low jet multiplicities. However, at 2 and more jets
the FF becomes constant. Therefore, events with any number of jets above 2 can be used to extract the
FF.

Figure 5.6(b) narrows the selection to events with at least 3 jets. The FF is plotted as a function of the
invariant mass of the light lepton pair. It is constant near the Z mass as well as away from it. So it is
possible to change the cut on m`` to create an alternative region.
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Chapter 5 Analysis of tt̄H → 2`(OS)1τhad final state

Figure 5.6(c) further includes the Z–veto cut and shows the FF as function of the number of b–tagged
jets. Again the FF is constant. It is concluded that any b–tagged jet multiplicity is valid for the fake
estimate.

Here discrepancies between data and MC are of no importance in this consideration and are, in fact,
another argument for using the data-driven method.
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Figure 5.6: Fake factors as function of (a) number of jets, (b) invariant mass of light lepton pair, (c) number of
b–tagged jets in data (black) and MC (blue) events. The subcaptions describe the cuts that are applied to the events
and are further described in the text.

Using the previous conclusions three extraction regions are defined. The nominal ER is defined by
the same selection as the SR except that no b–tagged jets are allowed in the event. The processes that
are selected are 90% Z+jets and 10% tt̄. Two additional ERs are defined, called “Z enriched” and “tt̄
enriched”. One that inverts the Z mass veto of the light lepton pair and also vetoes b–tagged jets, thereby
further increasing the fraction of Z+jets events to close to 100%. The other ER changes the SR selection
by requiring exactly 2 jets. By keeping the b-tag requirement it is pure in tt̄ events and comparable in
composition to the SR.

These definitions are summarised in Tab. 5.2. The distributions of pT of the τhad and the background
compositions in all ERs can be seen in Appendix A.

Region Number of jets Number of b–tagged jets |mee/µµ − mZ | in GeV

Signal ≥ 3 ≥ 1 >10

Extraction ≥ 3 = 0 >10
Z+jets enriched ≥ 3 = 0 <10
tt̄ enriched = 2 ≥ 1 >10

Table 5.2: Definitions of signal and fake factor extraction regions.

Parametrisation of fake factors

Rather than using one inclusive value of FF in Eq. 5.1 one can compute it as a function of an observable.
The full equation then becomes

Ndata
A (pT) − NMC realτhad

A (pT)

Ndata
B (pT) − NMC real τhad

B (pT)
=

Ndata
C (pT) − NMC real τhad

C (pT)

Ndata
D (pT) − NMC real τhad

D (pT)
= FF(pT), (5.3)
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where pT is the transverse momentum of the τhad, to illustrate one possible parametrisation. Properties of
the reconstructed τhad are obvious choices for this parametrisation. Apart from the pT, also η and the
number of tracks of the τhad, and the average number of bunch crossings in the event are considered.
Figure 5.7(a) shows that the FF as a function of η of theτhad is constant and does not need to be further
considered. However, pT and number of tracks of the τhad, as well as, the average number of bunch
crossings of the event in Figs. 5.7(b) to 5.7(d) are correlated to the FF. The features that can be seen
are that side-band τhad candidates with low transverse momentum and one track are more likely to be
identified as nominal τhad candidates. In the case of number of tracks, the effect is partly given by design
as the identification working points have different fake rejection efficiencies for 1- and 3-prong τhad
candidates. Furthermore, events with more pileup activity have a higher probability of having a side-band
τhad candidate that is also identified.

When using a FF as a function of an observable that is similar between regions (i.e. the ratio of FFs is
constant and equal to one), the estimated number of events is the same as when using an unparametrised
FF. This is demonstrated in Tab. 5.3, which shows the predicted number of events for unparametrised
FF, as well as parametrised by pT and number of tracks of the τhad, and the average number of bunch
crossings. All predictions are compatible with each other and any choice of parametrisation would be
valid.

Nevertheless, it is chosen to use pT of the τhad as the parameter of the FF. The reason is that FF (pT)
corrects the shape of the pT distribution of the side-band to accurately describe the distribution in the SR.
It also means that it is a deliberate choice to ignore the shape of FF (number of tracks) and FF (average
number of bunch crossings). The consequence is that those distributions are not well described in the SR.
It is permissible to do so because neither observable is used for defining analysis regions or otherwise.

Parametrisation of FF Predicted fake yields in SR

None 736 ± 35
pT of τhad 746 ± 36
Number of tracks of τhad 726 ± 37
Average number of bunch crossings 733 ± 35

Table 5.3: Predicted yields of fake τhad background in the SR using FFs that are unparametrised, parametrised as
function of τhad transverse momentum and number of tracks, and the average number of bunch crossings in an
event.

Validity of the method

The validity of the method can be demonstrated by calculating FF (pT) using MC and also applying it to
MC in the SR side-band. It provides a description of the fake background in the SR that used only events
from control regions. This description should then be compatible with the direct MC prediction in the SR.
Any mismodelling of the fakes in MC are present on both sides of this comparison and should therefore
cancel. Figure 5.8(a) shows this test. In the plots “FF MC” refers to SR side-band MC events weighted
by the FF determined in ER MC events, while “MC” refers to the direct prediction of MC events in the
SR. Subfigures (b) and (c) are the result of performing the test separately for τhad fakes from gluon- and
quark-initiated jets. The fact that both distributions match well to each other indicates that the test is
passed successfully and gives confidence that the method will give an accurate description of the fakes in
data.
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Figure 5.7: Fake factors as function of (a) pseudorapidity, (b) transverse momentum, (c) number of tracks of the
τhad and (d) average number of interactions per bunch crossing in data events in the SR, the nominal ER and the
two alternative ERs.

5.3.2 Uncertainties

The statistical uncertainty of the fake estimate is propagated from the two event counts in the ER and
the event count in the SR side-band that enter the calculation. The largest contribution comes from the
smallest event count, which is the number of events in the ER with nominal τhad selection. Table 5.4
shows the expected and observed number of events in all regions. In the row “weighted side-band” the
estimated number of events from fake τhad backgrounds is NData − Nreal τhad

− Ntt̄H = 746 ± 36. Thus the
statistical uncertainty is 4.9 %.

Systematic uncertainties in the fake τhad estimate can arise from

1. the choice of FF extraction region,

2. the difference of fake composition between SR and ER,

3. the choice of observable(s) for the parametrisation as well as their binning,

4. the choice of the reverse identification requirement in the τhad selection,

5. the assumption that real τhad contribution can be subtracted using MC,

6. and tt̄H contamination in the control regions.
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Figure 5.8: Validity test of fake factor method. FF MC denotes that the method is applied to MC to predict fakes in
the SR, MC denotes the direct prediction of fakes in the SR. The test is performed for (a) all fakes, (b) gluon fakes
and (c) quark fakes.

Event selection τhad selection Ntt̄H Nreal τhad
Nfake τhad

NData FF

SR
nominal 14.2 ± 0.3 70.8± 3.5 621± 17 807

0.144 ± 0.006
side-band 25.1 ± 0.4 68.0± 4.3 4 674± 40 5 116
weighted side-band 3.49± 0.17 9.3± 0.8 683± 32 759 ± 37

ER
nominal 2.75± 0.1 56.4± 3.6 613± 33 657

0.146 ± 0.007
side-band 4.27± 0.17 46.8± 3.9 5 030± 120 4 134

ER Z+jets enr.
nominal 0.28± 0.05 80.3± 5.0 1 885± 69 1 806

0.141 ± 0.004
side-band 0.48± 0.06 43.3± 3.2 15 012± 226 12 311

ER tt̄ enr.
nominal 2.56± 0.09 62.7± 3.9 486± 16 608

0.136 ± 0.007
side-band 3.11± 0.10 74.9± 3.9 3 636± 51 4 059

Table 5.4: Event yields of tt̄H, real τhad and fake τhad MC and data in signal region and its side-band, as well as the
control regions used to determine the fake factor (FF). The FFs in their column are unparametrised. The weighted
side-band row, however, is weighted with FF(pT) from the ER. Quoted uncertainties are of statistical nature and
omitted on unweighted event counts.

67



Chapter 5 Analysis of tt̄H → 2`(OS)1τhad final state

All systematic uncertainties of the fake estimate are summarised in Tab. 5.5 and are discussed in the
following.

The effect of 1. is estimated by having two alternative extraction regions. Differences in estimated
numbers of events are considered as uncertainties. The ER(Z enr.) estimated number of events is 4.4 %
smaller than the nominal estimate, while the ER(tt̄ enr.) estimate is 8.2 % less. Both alternative ERs also
have different fake compositions to the ER. Compositions of the fake τhad are shown for all regions in
Fig. 5.9. In particular the tt̄ enriched ER has more b-jet fakes. Moreover, the minimum identification
requirement even for the reversed τhad identification ensures not only that gluon- and quark fake fractions
but also that their FFs are similar in all regions. So the effect of 2. is implicitly included by varying the
ER.
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Figure 5.9: Fractional composition of the fake τhad in the 2`(SS)1τhad and 2`(OS)1τhad channels. “numerator” and
“denominator” refer to the τhad definition in the FF method.

The choice of pT as functional parameter of the FF ensures good modelling of the pT of the τhad. The
binning of the FF is chosen as fine as the available statistics allows it. It was shown that the parameter
does not significantly affect the prediction (see Tab. 5.3).

Changing the reverse identification requirement will first and foremost change the size of the side-band
regions. Therefore it is not possible to disentangle statistical effects from real systematic effects. Both 3.
and 4. are not explicitly considered as a source of systematic uncertainty.

Contributions from real τhad and tt̄H are subtracted in all control regions. The number of events
subtracted in this way are varied by ±20 % for real τhad backgrounds. The number of subtracted tt̄H
events in the SR side-band are varied coherently with the signal strength parameter of the statistical
interpretation. To illustrate the size of the effect it is shown in the table with variations of factors 0 and 2.
The average effects of the subtractions are smaller than the statistical uncertainty.

5.4 Suppression of t t̄ background using BDT

A boosted decision tree (BDT) is a machine learning technique that is widely used in high energy
particle physics to classify events. In this thesis it is used to enhance the separation between signal and
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Uncertainty FF estimated number of events ∆(nominal) [%]

Nominal ER 746 ± 36 —
tt̄ enriched ER 685 ± 35 −8.2
Z+jets enriched ER 714 ± 22 −4.4
Scale real τhad subtraction by 0.8 760 ± 36 1.9
Scale real τhad subtraction by 1.2 732 ± 36 −1.9
Scale tt̄H subtraction by 0 752 ± 36 0.8
Scale tt̄H subtraction by 2 740 ± 36 −0.8

Table 5.5: Effects of systematic uncertainties of the fake τhad estimate on the predicted number of events from fake
backgrounds. The third column is the difference to the nominal estimate in %.

background events. As signal and background serve tt̄H and tt̄ MC, respectively.
A simple decision tree is a binary tree in which each node represents the splitting of events based

on an observable X1 at the threshold value t1. The left panel of Fig. 5.10 shows a sketch of such a
simple decision tree that uses two observables. The right panel shows how that tree partitions the 2D
space spanned by the observables. Each X is chosen from the set of all observables that are input to the
algorithm.

Figure 5.10: Sketch of a decision tree and the partitions that it creates in the 2D-space of 2 observables [135]. The
output nodes R1...4 are labelled signal or background by the majority of events in the node.

Both the choice of observable and threshold value is optimised. The purity p is the ratio of signal
events to all events in a node. A purity of p = 0.5 indicates a node that is equally mixed with signal and
background. Ideal nodes have purities close to 1 or 0, since nodes that are pure in background are equally
valuable as nodes pure in signal to separate the two classes. A separation estimator called “Gini index”
is defined as p · (1 − p), which is symmetric for these two cases and is used as the figure of merit to be
optimised [136].

The splitting is performed until a stopping criterium is reached, either a maximum number of splits
of 4 or a minimum number of events in any node of at least 5 % of the total events. The last node (leaf)
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Chapter 5 Analysis of tt̄H → 2`(OS)1τhad final state

in each branch of the tree is labelled to be signal- or background-like by the majority of the contained
events. The power of a BDT is that it combines many (here 100) simple decision trees. This is achieved
by a process called boosting. Events that end up in the wrong leaves of the tree (i.e. signal events in a
node labelled as background and vice versa) are given a larger weight (boosted) for the next iteration
of tree-splitting optimisation. This optimisation of cut thresholds and the boosting is known jointly as
“training” of the BDT. The final output of all trees for a given event, called “BDT output”, is the sum of
all tree decisions weighted by the normalised boosting weight. The background (signal) label is mapped
to −1 (1) for the output. So the weighted sum is a continuous distribution between −1 and 1, where a
value in between the two indicate degrees of likeness to be signal or background.

The training of a BDT has many parameters that can be tuned to optimise its behaviour. The stopping
criteria for the tree splitting are influenced by limited MC statistics. More splittings can be more
sensitive to differences in signal and background, while fewer splittings are less susceptible to statistical
fluctuations. Therefore the criteria are chosen to have as many splits as possible with the given statistics.

The BDT can become sensitive to statistical fluctuations that are present in the particular MC events
used. This is called overtraining and results in different responses of the BDT classifier to data that
was seen during the training and unseen data. To evaluate whether overtraining is present one splits the
training events into at least two parts deterministically, typically by even or odd event numbers. Only one
part of the events is used for training. The other unseen part can then be used to make sure that the BDT
responses are the same between the trained and unseen events.

Unfortunately this procedure halves the available event statistics for training and evaluation. To recover
the full statistics for evaluation purpose it is possible to train two BDTs on both the even and odd samples,
and evaluate each even event with the odd BDT and vice versa.

To also increase event statistics for the training one can split into more than two parts. In this thesis,
all training events are split four-ways. Therefore there are four BDTs that have been trained on 3⁄4 of
all events and evaluated on the remaining 1⁄4. The splitting is performed on the event number which is
a unique integer identifier of each event. The number is divided by four and the remainder r is used to
make four independent subsets. Table 5.6 shows a sketch of this procedure.

r = 0 r = 1 r = 2 r = 3

BDT1 Training Evaluation Evaluation Evaluation
BDT2 Evaluation Training Evaluation Evaluation
BDT3 Evaluation Evaluation Training Evaluation
BDT4 Evaluation Evaluation Evaluation Training

Table 5.6: Sketch of the 4-fold cross-evaluation of the BDT. r is the remainder after dividing the event number by 4.

The parameters with the largest impact on the BDT performance are the set of input observables
{X1, ..., XN}. The observables are chosen based on their discriminating power between signal and
background. The goal for the choice of the set of observables is to include as much information about
the event as possible, while minimising the number of observables. The reason to keep the number of
observables low is simplicity. Every observable should be verified to have a good agreement between
data and MC. Additionally it is easier to understand the effect of systematic uncertainties when there are
fewer observables.

The number of possible observables in a collision event is large. In the absence of full event recon-
struction there are no single, simple observables that have good discrimination, but many that have low
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5.4 Suppression of tt̄ background using BDT

or moderate discrimination. The BDT can then concentrate many low performance observables into one
high performance one.

5.4.1 Optimisation of observables

The set of observables that are input to the BDT are determined algorithmically. An initial list of
observables is generated by computing ∆R, minimal ∆R, ∆φ, ∆η, kT

1, invariant mass and scalar pT sum
of all combinations of the following reconstructed objects: τhad, both light leptons, first three leading
jets in pT, as well as the last jet, first two jets that are b–tagged and Emiss

T . The pT of all above objects
are also added. This results in a list of 275 potential observables to serve as input to the BDT. The
goal of the algorithm that chooses the final set is to select the smallest number of observables with the
best performance. Since these criteria are subjective, an arbitrary choice is made to reduce the set of
observable to one dozen.

The algorithm trains a BDT with the full set of observables and discards the least important 20%. The
figure of merit to determine the importance of an observable is the ranking obtained by counting how
often the observable was used in a tree splitting weighted by the gain in separation achieved in the child
nodes [136]. The discarding is repeated until a dozen observables are identified.

A ROC curve is a graphical summary of the performance of a classifier and shows the background
rejection (1− efficiency) vs. signal efficiency [137]. A better classifier therefore has a curve closer to the
top right corner. Each point on the ROC curve is a specific cut on the classifier output. By moving along
the line from the left to right, the classifier output cut threshold changes from rejecting all background
(but not leaving any signal either) to rejecting no background (but keeping all events). In a search analysis
signal events are rare so a cut threshold with high signal efficiency is usually chosen. That means that
only the right side of the ROC curve is relevant for estimating the performance of a classifier.

Figure 5.11(a) shows the ROC curves for three iterations (first, last and one intermediate). In each
iteration there are four curves for each of the 4–fold BDTs. When ROC curves have similar shapes, as
is the case here, their integral can be used as a figure of merit to compare them. To ascertain that the
final set of observables is performing well the area under the ROC curve (ROC integral) is plotted in
Fig. 5.11(b) for each iteration of the optimisation. It can be seen that no performance is lost by reducing
the set of observables from 275 to a dozen.
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Figure 5.11: ROC curves for the first, last, and an intermediate iteration and ROC integrals for all iterations of the
optimisation of BDT observables. For each iteration the four folds of the training are shown.
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The optimisation results in the set of observables in Tab. 5.7. Two changes are made to the optimised
set of a dozen observables. First, the transverse momentum of the leading b–tagged jet is removed due to
strong correlation with leading jet pT. Second, the number of jets and b–tagged jets is added. Due to
their integer nature which is different to the other observables that have continuous values they are not
included in the optimisation algorithm. Therefore the final number is 13 observables.

The range of momentum-based and jet-counting observables is restricted for the purpose of training
the BDT. The restrictions are motivated by aspects of the training algorithm as well as considerations of
data/MC agreement.

During training, the BDT algorithm scans the full range of observable values for optimal cut thresholds.
With larger ranges the search space and so the distance between considered cut thresholds becomes larger.
The momentum-based observables have long continuously falling distributions. The allowed values
for these are restricted to essentially remove the tail. All events are still used with a maximum rather
than the actual value. Capping of the allowed range prevents too coarse searches of the cut thresholds.
Furthermore, little information about tt̄H is expected to be found at large values of pT.

The allowed number of (b–tagged) jets are capped at 6 (2) for a different reason. Large multiplicities
of jets are caused by higher order QCD radiation. In MC, which is used to train the BDT, these are
partially approximated by parton shower algorithms that often may not model data well. This potential
region of mismodelling is avoided by capping the values.

All BDT inputs and the output can be seen in Figs. 5.12 to 5.15. All distributions show good agreement
of the prediction to data. It is also determined with Kolmogorov-Smirnov tests between BDT outputs
obtained from seen and unseen data that no overtraining is present in this BDT.

Observables Abbreviation used
in figures

L
ep

to
n

pr
op

er
tie

s Invariant mass of light lepton pair m``

Sum pT of light leptons
pT of τhad τhad pT

Je
tp

ro
pe

rt
ie

s Leading jet pT

Sum pT of jets
Sum pT of b–tagged jets
Number of jets
Number of b-tagged jets

A
ng

ul
ar

di
st

an
ce

s Smallest ∆R distance between a light lepton and a jet min ∆R(lj)
Smallest ∆R distance between a light lepton and a b–tagged jet min ∆R(lb)
Smallest ∆R distance between a non-tagged jet and a b–tagged jet min ∆R(jb)
∆R distance between the leading light lepton and the τhad ∆R(l0, τhad)
∆R distance between the sub-leading light lepton and the τhad ∆R(l1, τhad)

Table 5.7: Chosen set of observables for BDT.
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Figure 5.12: BDT input observables.
Top row: Leading tau pT. Leading jet pT.
Middle row: Number of jets. Number of b–tagged jets.
Bottom row: Scalar sum of jet pT. Scalar sum of b–tagged jet pT.
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Figure 5.13: BDT input observables.
Top row: Minimum ∆R between a lepton and a jet. Minimum ∆R between a lepton and a b–tagged jet.
Middle row: Minimum ∆R between a jet and a b–tagged jet. Invariant mass of the dilepton system. Here the
Z–veto is clearly visible.
Bottom row: ∆R between leading lepton and tau. ∆R between subleading lepton and tau.
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5.4 Suppression of tt̄ background using BDT
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Figure 5.14: BDT input observable. Scalar sum of lepton pT
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Figure 5.15: BDT output in 2`(OS)1τhad
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Chapter 5 Analysis of tt̄H → 2`(OS)1τhad final state

5.5 Orthogonality with other t t̄H analyses

Because this channel is analysed for the first time, concerns about overlapping selections with the
tt̄H(H → bb̄) dilepton channel exist. The H → bb̄ selection also contains two light leptons of opposite
charge. Major differences exist in the jet selections. In tt̄H events with a H → bb̄ decay, four b–jets are
present and these are also tagged in the analysis. This contrasts starkly with the b-tagging requirement of
at least one in the 2`(OS)1τhad selection.

The overlap of the event selections is found to be negligible. However, to be completely orthogonal,
the H → bb̄ analysis vetoes events with any reconstructed τhad. The effect on the signal yield is less than
1 ‰.
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CHAPTER 6

Analysis of t t̄H → 2`(SS)1τhad final state

In this channel, final states with two light leptons of the same charge and one τhad are analysed. By
inverting the charge cut on the light leptons with respect to the channel described in the previous chapter
the backgrounds and requirements on electron and muon identification are fundamentally different. The
main advantage of this channel is that due to smaller expected background, this channel has a high signal
purity of approximately 0.4 (see Fig. 4.11 and Fig. 6.1). However, the total number of expected events
(about 10) is smaller.

6.1 Object selection

The selection criteria for electrons, muons and τhad are identical to the ones used in 2`(OS)1τhad, except
that identification and isolation requirements on electrons and muons are additionally tightened to reduce
contributions from processes with non-prompt leptons. Rejection of non-prompt electrons and muons is
achieved by using the dedicated discriminant that was described in Sec. 3.4.10.

For electrons, an additional multivariate classifier is used to reject candidates that were reconstructed
with the wrong charge. It has an efficiency of 95 % for correct charge assignment and a rejection factor
of approximately 17 for wrong charge assignment.

6.2 Event selection

The event selection is similar to 2`(OS)1τhad. The differences are that the light lepton charges have the
same sign and the number of jets is at least four. The Z veto is kept only for events with two electrons.
Z → ee events can be selected when an electron charge is misreconstructed. These cuts constitute the
signal region and are summarised in Tab. 6.1.

6.3 Backgrounds

The reducible backgrounds in this channel are non-prompt electrons and muons mainly from tt̄ events
with one prompt W to lepton decay. The processes tt̄Z, tt̄W and diboson contribute with 2 prompt leptons
and can have a real or fake τhad. The background composition is shown in Fig. 6.1.

Other backgrounds are processes that are rare in the selected phase space and include tZ, tW, tWZ,
tt̄WW, tt̄t, tH, radiative t → Wb`` decays in tt̄ and triboson production.
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Chapter 6 Analysis of tt̄H → 2`(SS)1τhad final state

Light leptons τhad Jets

=2 =1 ≥ 4
same charge ≥ 1 b-tagged

pass PLI requirement
|mee − mZ | > 10 GeV

Table 6.1: Selection criteria in the 2`(SS)1τhad channel. Differences to the selection in 2`(OS)1τhad are in bold face.
“PLI” refers to the prompt lepton tagger which is called PromptLeptonIsolation in ATLAS jargon.

 = 13 TeVs

 misidq Htt
Wtt Ztt

Diboson
had

τFake 
Nonprompt Other

2ℓOS+1τhad 2ℓSS+1τhad

Figure 6.1: Fractional contributions from all predicted processes in 2`(OS)1τhad and 2`(SS)1τhad channels.

The background from misassigning the reconstructed electron charges is estimated as described in
Sec. 4.2.1 which yields 0.05 ± 0.02 events. As the method inverts the charge cut on the light lepton pair
to apply reweighting factors, there is overlap with events of the 2`(OS)1τhad channel. However it is small
due to the tighter light lepton and event selections. The impact of the overlap is ignored as the estimated
contribution is also small in the present channel.

6.4 Non-prompt electron and muon estimate

The background with non-prompt leptons is estimated analogously to the fake τhad estimate in the
2`(OS)1τhad channel with a fake factor method. The fake factors are estimated separately for electrons
and muons as functions of pT and are shown in Fig. 6.2. The regions of side-band light leptons are
defined by reversing identification as well as isolation cuts of one of the light leptons in the event. In
most cases this is the subleading one. The extraction regions are defined by modifying the SR to use
events with only two or three jets and also allowing events with no τhad. The uncertainty on the estimate
is limited by the number of events in the SR side-band and the non-closure found in the MC validity test.
Its total size is 55 % [5].

6.5 Fake τhad estimate

Events with τhad faked by jets are also a main contribution to the background in this channel. If the
fake τhad is accompanied by a non-prompt lepton its contribution to the background is included in the
non-prompt light lepton estimate, since the light lepton SR side-band also contains the τhad selection.
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6.5 Fake τhad estimate
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Figure 6.2: Fake factors for electrons and muons as function of pT determined in 2`(SS)1τhad ERs. Error bars are
statistical and the shaded area indicates the systematic uncertainty [5].

What is not estimated, are events with two prompt SS light leptons and a fake τhad. Such events are
selected in processes like tt̄W and tt̄Z.

The same arguments as for 2`(OS)1τhad hold for advantages of estimating this background by using a
data-driven method. Unfortunately, the fake factor method as described previously cannot be applied
here. The fundamental assumption that the side-band regions are (nearly) signal free is not satisfied. In
the analysis there is another channel with the final state of two same sign light leptons but vetoing any
additional τhad. By reverting the identification of the τhad there is a large overlap with that signal region.
The MC subtraction as performed in 2`(OS)1τhad is thus problematic here due to the much larger signal
contamination in the side-band. The introduced correlation between the expected signal and the estimated
background would be large. Furthermore, there would be events selected in both the 2`(SS)0τhad SR and
2`(SS)1τhad CR, which introduces statistical correlation that would have to be taken into account in the
statistical interpretation. For simplicity, these problems are avoided by not using a fake factor method.

Instead, background with a fake τhad is estimated by MC. The knowledge gained from performing the
FF method in 2`(OS)1τhad is used by scaling the MC. A scale factor is calculated as the ratio of fake
τhad background estimated with the FF method to the background estimated by MC in the 2`(OS)1τhad
channel. It is assumed to be applicable here because all involved MC in both channels use the same parton
shower and hadronisation algorithm that create the reconstructed jets. So the frequency of jet-to-τhad
fakes should be the same independent of the rest of the event topology. The scale factor is 1.20± 0.07 and
the relative differences to the SFs obtained from the varied extraction regions are defined as uncertainties
(see Tab. 6.2). The scale factor is consistent with what was observed qualitatively in the previous chapter.
A correlation between the SF and τhad pT is not observed within uncertainties as shown in Fig. 6.3.
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Chapter 6 Analysis of tt̄H → 2`(SS)1τhad final state

ER used in FF method Scale factor

Nominal ER 1.20 ± 0.07
tt̄ enriched ER 1.10 ± 0.06
Z enriched ER 1.15 ± 0.05

Table 6.2: Scale factors for fake τhad backgrounds. Defined as the ratio of fake τhad background estimate with the
FF method to the truth-matched (to fake τhad) MC estimate in the 2`(OS)1τhad channel.
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2`(OS)1τhad SR. The ratio is used as a scale factor.
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CHAPTER 7

Statistical interpretation

The statistical interpretation of the results consists of two related parts: estimation of free parameters and
explicit hypothesis testing. The parameter of interest is the signal strength which is a scaling factor for
the expected number of signal events and is defined as the ratio of observed to predicted cross section as
µ =

σobserved
σpredicted

. It is allowed to be fitted to negative values but will be restricted to physically meaningful
values for the hypothesis tests. All other parameters that are estimated are called nuisance parameters
(NP).

The hypothesis to be tested implicitly is that the free parameters describe the data well. Explicitly this
is interpreted as whether or not the data is compatible with the presence and absence of a tt̄H signal.

7.1 Estimating the t t̄H signal strength

The signal strength µ of tt̄H is estimated with a binned maximum likelihood (ML) fit. The likelihood
function is defined as

L(µ) =

bins∏
i

P(ni|µ · si + bi), (7.1)

where P(k|ν) is the probability of observing k events when ν events are expected, n is the observed
number of events in data, s and b are the expected number of signal and background events. The product
runs over all bins in the analysis.

Systematic uncertainties are taken into account by introducing NPs ~θ into the likelihood function as
follows

L
(
µ,~θ

)
=

bins∏
i

P
(
ni|µ · si(~θ) + bi(~θ)

)
·

systematics∏
j

A(θ j|θ̃ j). (7.2)

The vector notation of θ indicates that there are multiple NPs. The effect of the NPs is that they can
change the expected number of events and are additional parameters that need to estimated. However,
they are only partially free parameters because A(θ|θ̃) is a gaussian constraint term that penalises the
likelihood function when the NP θ is different from its nominal value θ̃. The second product runs over all
systematic uncertainties.

The nominal values and variances of the NPs are obtained from auxiliary measurements which are
described in Sec. 7.3.

The estimated values, µ̂ and ~̂θ, which are called maximum likelihood estimators or best-fit values,
are obtained by minimising the negative logarithm of the likelihood function. Minimising the negative
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Chapter 7 Statistical interpretation

(logarithm of) the likelihood is a technical choice1 and equivalent to maximising the likelihood. The
variance of the estimators are determined from the covariance matrix which is evaluated numerically
as the inverse of the second derivatives of the log likelihood function using the observed data and the
best-fit NP values ~̂θ [139, 140].

The technical implementation of the likelihood function and the probability distribution functions
contained therein is done with the HistFactory [141] and RooFit [142] software packages.

7.2 Testing for discovery of t t̄H

To test whether the tt̄H process is discovered, the null hypothesis H0 is that the observed data is compatible
with the expectation when only considering background processes (i.e. µ = 0). The alternative hypothesis
is that µ > 0. The following test statistic is defined, where H0 is represented by the numerator,

q0 =


−2 ln

L(0,
ˆ̂
~θ)

L(µ̂, ~̂θ)
if µ̂ ≥ 0

0 if µ̂ < 0 ,

(7.3)

where
ˆ̂
~θ are the ML estimators of the NPs under the condition that µ = 0, i.e. no signal. Smaller

values of q0 imply a better compatibility with H0. A downward fluctuation of data yielding µ̂ < 0 is also
incompatible with H0 but is not physically meaningful. Therefore the statistic is defined to be zero in
those cases.

To determine the p-value of the observed q0, knowledge about the sampling distribution of the test
statistic is required. The sampling distribution can be found by performing toy experiments in which
for each experiment a pseudo-dataset is generated from the expectation. The toys and the resulting
q-distribution f (qµ|µ

′) thus depend on the assumed true value of µ′ as well as on the value of µ that is
being tested. The sampling distributions are known asymptotically [143], so that the computationally
expensive process of generating toys is not necessary. The p-value is then the integral from q0 to the
right of the sampling distribution.

A transformation of the p-value to a significance Z is made such that the one-sided integral of a
standard2 normal distribution from Z standard deviation to the right is equal to p. In particle physics it is
customary to require a significance of 5σ or p < 2.87 · 10−7 to claim the discovery of a new particle. This
is an expression of strong confidence in the Standard Model. Therefore extraordinary proof is required to
reject a hypothesis that is derived from the SM to avoid falsely rejecting it. Even in cases where both the
null and alternative hypotheses are derived from the SM, as is the case here in the search for tt̄H, the
conservative requirement of 5σ is maintained to prevent false or premature claims of discovery.

The expected significance of the analysis is obtained from the median of the q0-distribution assuming
a true value of µ′ = 1. In other words, the median is the significance of the incompatibility of the
background-only hypothesis with hypothetical data if data contained the signal exactly as expected.

1 The computer program MINUIT minimizes functions [138].
2 zero mean, unit variance
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7.3 Systematic uncertainties

7.3 Systematic uncertainties

Systematic uncertainties enter the ML fit as parameters of which there exists prior knowledge. These
so-called constraints are obtained in auxiliary measurements e.g., jet resolution is measured with jet
events, etc. Many of these measurements use the same ML fit formalism to estimate parameters. In
principle it is possible to use the likelihood functions of all auxiliary measurements in a global analysis
of all ATLAS data. However, this would be prohibitively expensive in terms of computation resources.
Instead, the simplified formalism of nuisance parameters is used. All uncertainties of the auxiliary
measurements are expressed as uncorrelated components represented by the NPs. Each NP has a nominal
value and ±1σ uncertainty values (up/down). Values of the NPs in between these three fixed values are
interpolated and values beyond the up/down variations are extrapolated.

Sources of uncertainties that are external to ATLAS, like theoretically predicted cross sections, are
also expressed using NPs for consistency.

Nuisance parameters can be grouped by their properties and origin into instrumental, theoretical,
related to background estimation and simulation statistics.

Many of the following uncertainties are separated into independent uncorrelated components which
correspond to the nuisance parameters in the ML fit. Table 7.1 shows all components and also indic-
ates whether they affect all bins in the fit in a uniform manner (overall normalisation) or affect bins
differentially (shape).

7.3.1 Instrumental uncertainties

Instrumental uncertainties are related to the instrument that is used to record the data i.e. the ATLAS
detector. The performance of the detector is measured for all reconstructed and measured particles and
observables. Differences of e.g. energy resolution or reconstruction efficiencies between MC and data are
corrected in MC so that it matches data. The measurements are described in the following.

Electrons, muons and hadronically decaying tau leptons

Efficiencies to reconstruct, identify and select electrons [101], muons [102] and τhad [110] are measured
in data with Z boson decays to the respective charged leptons. The measurements use a tag-and-probe
method which tags one leg of the Z decay and measures the other leg. The “tag” places very strict
requirements on the reconstructed object. Together with the knowledge about the invariant mass of Z,
a probe object can be selected without using the cuts for which the efficiency has to be measured. For
electrons and muons, measurement with J/Ψ events complement the low pT phase space. For the τhad
measurements the tag is actually the muon from a leptonic tau-lepton decay, thus using Z → τµτhad
events.

Energies and momenta measured by ATLAS were calibrated with test beam data and MC simulations.
Any residual differences between data and MC are parametrised with a “scale” and a “resolution”
parameter. The parameters are fitted in Z → `` data to the invariant mass distribution. The parameter
names indicate the effect that they have on the distribution i.e., “scale” shifts the peak and “resolution”
affects the width. The τhad calibration only fits a “scale” as the hadronic resolution is too large to be
sensitive to the Z width.

Jets

The jet energy calibration consists of several steps that correct for and reduce the impact of pileup effects.
The non-compensating nature of the calorimeter is also corrected for. Any residual differences between
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data and MC are adjusted by in-situ measurements [105]. The measurements rely on balancing the pT of
jets against other well measured objects. The references used are photons and Z bosons reconstructed by
electrons an muons. Well measured central jets are also used to correct more forward jets.

The efficiency of the pileup rejection discriminant is measured in Z → µµ + jet events where the
reconstructed Z is tagging the recoiling jet that is probed [106].

The efficiencies to b–tag b–jets, c–jets and light jets are measured in data [107]. No measurement is
available for the b–tagging efficiency of tau jets. Therefore the same efficiency corrections are applied
to tau jets as to c–jets. The relevant uncertainty components are increased due to this assumption. This
c-to-τ extrapolation affects this analysis because the τhad definition is implicitly using b–tagging for
vetoing.

Luminosity

The luminosity of the collisions produced by the crossing of LHC beams is measured by several
luminometers in ATLAS [144]. The measurements are calibrated regularly by absolute luminosity
measurements with van-der-Meer scans which displace the proton beams with respect to each other [145].
By changing the displacement the beam profile can be measured by the changing interaction rates.

The pileup reweighting is correlated to the luminosity measurement because the average number of
interactions per bunch crossing are calculated from it.

Technically, there are two kinds of instrumental uncertainties. One type is related to momentum/energy
calibration. Those are applied by modifying the nominal pT

3 of objects. The effect is modified shapes of
distributions of physical observables. However, there are also acceptance effects when the pT migrates
across an object or event selection requirement.

The other kind is related to efficiency corrections. These are applied as event weights that are multiplied
to the original event weight. The effect can also be shape changes. However, there are no acceptance
effects. The number of selected MC events is the same for all variations.

7.3.2 Uncertainties of data-driven background estimates

The uncertainties of the fake τhad estimate are described in Sec. 5.3.2. In Tab. 7.1, “side-band statistics”
refers to the signal region side-bands to which the fake factor weights are applied. Therefore they have
as many components as there are bins in the fitted observables. “Fake factor statistical” refers to the
statistical uncertainties of the fake factors that come from the number of events in the extraction regions
and their side-bands. The number of components is equal to the number of bins which parametrise the
fake factors.

The contamination of tt̄H in the SR side-bands are subtracted by modifying the Poisson term in the
likelihood function in Eq. 7.2 to

P
(
ni|µ · si(~θ) + bi(~θ)−µ · s

τhad side-band
i (~θ)︸                  ︷︷                  ︸

additional term

)
, (7.4)

such that the subtracted events are completely anticorrelated to the signal events.
Uncertainties related to the non-prompt lepton estimate in 2`(SS)1τhad behave analogously to the fake

τhad ones in the 2`(OS)1τhad channel.

3 or energy
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7.3.3 Theoretical uncertainties

Theoretical uncertainties include both, effects on cross section calculations and MC event generation. All
cross sections have uncertainties related to the QCD scales and PDFs/αs used in the calculations. The
cross sections and uncertainties are given in Appendix C. These uncertainties are evaluated by varying
the factorisation and renormalisation scales used in the computation of the cross sections.

Uncertainties related to the event generation of tt̄H, tt̄W and tt̄Z are estimated by comparing the
nominal MC samples to the alternatives listed in Tab. 3.1. The A14 tune of the Pythia 8 parton shower
provides an estimate of its uncertainty. For tt̄H, the alternative sample uses the same matrix element
generator but a different parton shower, Herwig++. For both tt̄V , the alternative samples have different
matrix element generators, Sherpa, with its built-in parton shower.

7.3.4 Pruning and smoothing

Nuisance parameters that have negligible impact on the result are removed. This is called “pruning”. The
criterion for removal is whether an NP changes the expected events in any sample by less than 1 %. It
was determined that neither the uncertainty on the fitted signal strength nor the expected significance
changes by this pruning. The number of NPs left after pruning is approximately 120 in each channel.
When combining individual channels the total number of NPs can grow again to the pre-pruned number.
However, the gain in fitting speed is largely maintained as the NPs do not affect all channels anymore.

Another procedure that increases the robustness of the fit is smoothing of shape uncertainties. Particu-
larly, momentum smearing uncertainties can cause MC event migrations between bins which can create
statistical fluctuations in a distribution. The smoothing reduces the fluctuations. It can also happen that a
smoothed shape variation is in fact a constant offset and thus becomes a normalisation-only uncertainty
(in the notation used in Tab. 7.1). It was also checked that smoothing does not significantly change the
results.

A desirable effect of both pruning and smoothing is that the fitting time is reduced. This is particularly
relevant for the combination with other tt̄H analyses where multiple likelihood functions are multiplied.
While all analyses have many common uncertainties (mainly instrumental), each analysis also brings
unique nuisance parameters to the combination. Therefore the combination always has a larger number
of nuisance parameters and fitting time is longer. It is best to start with the minimal set of uncertainties
that are relevant.

Uncertainties that do not provide both up and down variations, but only a nominal value and one
variation are called 2-point systematics. These are transformed into NPs by symmetrising the variation
around the nominal value. Examples of 2-point systematics are the variations of ER extraction region in
the 2`(OS)1τhad fake τhad estimate (see 1st row of Fig. D.2).

7.3.5 Pulls and constraints

For the nuisance parameters that are constrained by auxiliary measurements or other knowledge as
described above, it is possible to compare the fitted values and their uncertainties to the nominal values
i.e., what was “input” to the fit. A pull is the difference between the fitted and nominal values of an NP,
while the difference in the uncertainties of the fitted and nominal values is called constraint (see e.g. the
black points in Figs. 8.2 and 9.2). A priori, the presence of pulls or constraints is not problematic, but
it can be indicative of an inadequate fit model which does not describe the data well. For example, a
constraint of an instrumental NP like jet energy scale (JES) would indicate that this analysis can measure
the JES better than the dedicated auxiliary analyses and might be unexpected.
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Source of uncertainty Type Components

Instrumental
Luminosity N 1
Pileup reweighting SN 1
Electron SN 6
Muon SN 15
τhad SN 10
Jet energy SN 28
Jet vertex tagging SN 1
Jet flavour tagging SN 126

Data-driven background modelling

Light lepton side-band statistics N 1
Light lepton fake factor statistical N 10
τhad side-band statistics SN 10
τhad fake factor statistical SN 5
τhad fake factor ER variation SN 2
τhad fake factor real subtraction SN 2

tt̄H modelling

Cross section N 2
Renormalisation and factorisation scales S 3
Parton shower and hadronisation model SN 1
Higgs boson branching fractions N 4
Shower tune SN 1

tt̄W modelling

Cross section N 2
Renormalisation and factorisation scales S 3
Matrix-element MC event generator SN 1
Shower tune SN 1

tt̄Z modelling

Cross section N 2
Renormalisation and factorisation scales S 3
Matrix-element MC event generator SN 1
Shower tune SN 1

Other background modelling

Cross section N 15
Shower tune SN 1

Total 259

Table 7.1: Systematic uncertainties in the ML fit as nuisance parameters. “N” indicates that the uncertainty acts
like a normalisation-only effect. “S” means that the uncertainty changes the shape of the fitted observables. “SN”
means the uncertainty changes both the normalisation and shape.
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7.4 Blinding

7.4 Blinding

All ATLAS analyses are performed “blind” to reduce analysers’ bias. There can be different criteria for
blinding an analysis. In ATLAS it is often possible to remove the data points in observable distributions
where the signal to background ratio expected from MC is larger than a threshold. This strategy was
applied to the ttHML analysis with a threshold of 15 %.

In practice a blind analysis means that the optimisation of selections and design of background
estimates are performed in a blind way [146]. Only once the analysers are confident in all aspects of the
analysis, the data is unblinded. In ATLAS there is a customary procedure, where a blinded analysis is
presented to colleagues that where not involved in its design. The colleagues then give the approval to
unblind if they are equally satisfied with the design of the analysis. Afterwards no changes are permitted
to be made.

This procedure ensures that no analyser is unconsciously biasing the result. Any unexpected outcome
is only observable after unblinding. The result is thus protected from any expectations to confirm or
reject the hypothesis.

Another aspect of a blind analysis is the validation of the fit model. For the purpose of a blind fit
an Asimov dataset is used [143]. It is a pseudo dataset that is generated from the MC prediction. The
Asimov data is exactly equal to the prediction. When used to perform the ML fit, there should be a null
result where all parameters are fitted to be exactly their prior values. The potential non-integer nature of
the Asimov dataset is not a problem because the factorial term of the Poisson PDF becomes a constant
offset in the logarithm of the likelihood. The constant term does not affect the minimisation and cancels
in the ratio of the hypothesis test, and is therefore dropped.
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CHAPTER 8

Results of dilepton+τhad channels

This chapter presents the results obtained from the two previously described dilepton+τhad channels,
2`(SS)1τhad and 2`(OS)1τhad.

The discriminant observables that are used to build the templates for the maximum likelihood fit are
the BDT output with 10 bins in the 2`(OS)1τhad channel and the event yield (1 bin) in the 2`(SS)1τhad
channel. Fake τhad and non-prompt light lepton backgrounds are estimated with data-driven methods
in OS and SS, respectively. All other backgrounds are estimated from MC and normalised to predicted
cross sections and the luminosity of the pp collisions. The truth-matched fake τhad background in SS is
scaled with a factor derived from the data-driven estimate of OS.

The results of the maximum likelihood fit are shown in Tab. 8.1. The observed best-fit signal strength
of tt̄H is

µ̂ = 2.5 +1.4
−1.1 = 2.5 +1.0

−1.0(stat.) +0.9
−0.6(syst.). (8.1)

Uncertainties on the signal strengths are split into their statistical and systematic components. This is
done fixing all nuisance parameters to their best-fit values which gives the statistical ∆µ. Subtracting
quadratically the ∆µ(stat.) from the ∆µ obtained in the full fit gives the systematic contribution. The
fitted signal strengths of each individual channel are obtained in a combined fit with one signal strength
per channel. It means that all nuisance parameters are correlated.

Figure 8.1 shows the fitted observables with the observed data events and the best-fit predicted
background and tt̄H signal.

8.1 Significance of excess

The upward deviation of µtt̄H from the expected value of 1 is due to a larger than expected number
of events in the 2`(SS)1τhad channel of 18 events. The significance of the excess with respect to the
background-only hypothesis is 2.3σ. Since the best-fit value is much larger than the expectation, the
significance of the excess with respect to the signal-plus-background hypothesis is also computed. This
is done by changing the conditional maximum likelihood in the numerator of the test statistic Eq. 7.3 to
maximise under the µ = 1 assumption. This significance i.e., that the excess is incompatible with SM tt̄H
production, is 1.7σ.

All event yields of both channels are shown in Tab. 8.2 before the fit and with the best-fit values. The
reduction of the uncertainty on the fake τhad background in the 2`(OS)1τhad channel from ±80.6 pre-fit
to ±28.1 is not a constraint. It is rather due to the fact that the uncertainties in the pre-fit columns are
not considering correlations while the post-fit uncertainties do. The two fake τhad ER variation nuisance
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Figure 8.1: Post-Fit plots of the discriminants used in the combined fit of (a) 2`(SS)1τhad and (b) 2`(OS)1τhad.
The signal is scaled to the observed best-fit signal strength. The expected (pre-fit) background is overlayed as a
blue dashed line and is almost identical to the post-fit background. “Non-prompt” and “Fake τhad” refer to the
data-driven estimates of these backgrounds.

Channel Signal strength µ̂ Significance in σ

µ = 0 µ = 1

Expected Observed Expected Observed Observed

2`(OS)1τhad 1.0 +1.6
−1.5(stat.) +1.5

−1.3(syst.) 0.5 +1.6
−1.5(stat.) +1.5

−1.1(syst.) 0.5 0.3 —
2`(SS)1τhad 1.0 +1.2

−1.0(stat.) +0.7
−0.5(syst.) 3.3 +1.5

−1.3(stat.) +1.0
−0.7(syst.) 0.8 2.5 1.7

Combination 1.0 +1.0
−0.8(stat.) +0.7

−0.5(syst.) 2.5 +1.0
−1.0(stat.) +0.9

−0.6(syst.) 1.0 2.3 1.3

Table 8.1: Expected and observed best-fit signal strengths and significances with respect to the background-only
(µ = 0) hypothesis. Significances of excesses over the signal-plus-background (µ = 1) hypothesis are also given. In
the latter case the expected column is omitted as it is equal to zero.
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8.2 Impact of systematic uncertainties

parameters are highly anticorrelated, as not only are the variations of the total expected background
events in the same direction (see Tab. 5.5), but also the shape effect on the BDT output are similar (see
Fig. D.2). The anticorrelation is present both pre- and post-fit and can be seen in Appendix E.

2`(SS)1τhad 2`(OS)1τhad 2`(SS)1τhad 2`(OS)1τhad

Pre-fit yields Post-fit yields

Fake τhad 1.66± 0.39 759.7 ± 80.6 1.69± 0.37 732.7 ± 28.1
tt̄ in FF side-band with real τhad — −6.8 ± 1.5 — −6.8 ± 1.5
tt̄W in FF side-band with real τhad — −0.3 ± 0.1 — −0.3 ± 0.1
tt̄Z in FF side-band with real τhad — −0.5 ± 0.1 — −0.5 ± 0.1
tt̄H in FF side-band — −3.3 ± 0.3 — −7.7 ± 4.2
Non-prompt 2.43± 1.40 — 2.71± 1.52 —
q mis-id 0.05± 0.02 — 0.05± 0.02 —
tt̄ — 44.2 ± 7.5 — 43.0 ± 7.2
tt̄Z 1.83± 0.92 11.4 ± 1.9 1.82± 0.90 11.0 ± 1.8
tt̄W 0.88± 0.24 6.5 ± 1.3 0.87± 0.23 6.3 ± 1.3
Diboson 0.12± 0.18 2.0 ± 1.3 0.13± 0.18 1.9 ± 1.2
Other 1.06± 0.24 5.8 ± 1.5 1.05± 0.23 5.7 ± 1.4

Total background 8.03± 1.76 818.7 ± 81.0 8.31± 1.84 785.3 ± 29.5

tt̄H (H → WW) 0.70± 0.11 3.0 ± 0.6 1.72± 0.82 7.3 ± 3.6
tt̄H (H → ττ) 1.79± 0.27 7.9 ± 1.3 4.38± 2.08 18.6 ± 9.3
tt̄H (H → ZZ) 0.02± 0.02 0.2 ± 0.0 0.04± 0.05 0.9 ± 0.2
tt̄H (H → Others) 0.01± 0.01 0.2 ± 0.1 0.01± 0.02 0.4 ± 0.3
tt̄H (H → WW) fake τhad 0.45± 0.15 2.0 ± 0.4 1.15± 0.55 4.9 ± 2.3
tt̄H (H → ττ) fake τhad 0.03± 0.05 0.3 ± 0.1 0.08± 0.13 0.8 ± 0.3
tt̄H (H → ZZ) fake τhad 0.01± 0.01 <0.01 0.03± 0.04 <0.01
tt̄H (H → Others) fake τhad 0.01± 0.01 0.2 ± 0.1 0.03± 0.03 0.5 ± 0.3

Total tt̄H 3.03± 0.34 13.8 ± 1.5 7.45± 2.31 33.5 ± 10.3

Total 11.06± 2.00 832.5 ± 82.1 15.76± 3.43 818.8 ± 30.4

Data 18 807 18 807

Table 8.2: Event yields of 2`(SS)1τhad and 2`(OS)1τhad channels before and after the fit. Negative entries indicate
the subtracted contributions of the fake τhad estimate. Entries that are not applicable to a channel are marked “—”.

8.2 Impact of systematic uncertainties

The uncertainty of the measured signal strength is dominated by the statistical component in the
2`(SS)1τhad channel, while in 2`(OS)1τhad the dominant uncertainty is of systematic nature and re-
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lated to the fake τhad background. The impact of individual nuisance parameter is evaluated by auxiliary
ML fits in which the NP values are fixed to their up and down variations. The difference ∆µ of the best-fit
signal strength to the unconditional fit corresponds to the impact of the NP. The impacts are presented in
Fig. 8.2, sorted by size. Both the pre-fit and post-fit impacts are evaluated, but no significant differences
are observed in data.

The NPs with the largest impacts are related to the data-driven background estimates. Instrumental
uncertainties related to jet energy calibration, τhad reconstruction, identification and calibration, and
flavour tagging are important because they relate to the objects that are used in the event selection.

The NP labelled “Flavor tagging c-jet/τhad” is ranked highly because of the requirement of the τhad to
not be b–tagged. This NP is related to the efficiency correction of tagging c–jets. Due to the lack of a
dedicated efficiency measurements of b–tagging jets spawned by hadronic tau decays, the NP is assigned
also to the correction for τhad and its uncertainty is inflated by 20 %. This uncertainty could be reduced
by a dedicated measurement as well as a dedicated tagger for rejecting b–jets faking hadronic taus.

The theoretical uncertainty on the tt̄H cross section propagates directly to the measured signal strength.
These contributions can be made irrelevant when measuring the tt̄H cross section directly instead of
normalising to the predicted value (see next chapter).
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Figure 8.2: Impact of nuisance parameters on fitted signal strength uncertainty and best-fit values with uncertainties
of nuisance parameters in the combined fit of dilepton+τhad channels. The impact is calculated by fixing each NP
to their up and down variations, both pre-fit (open bars) and post-fit (solid bars), and calculating the difference ∆µ
to the unconditional best-fit µ̂. The NPs are listed in order of decreasing size of their impact. The lower x–axis and
black points show the best-fit value of the corresponding NP and its uncertainty relative to the pre-fit values and
uncertainties.
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CHAPTER 9

Results of all t t̄H multilepton channels

The ttHML analysis contains seven different analysis channels, of which two are described in detail in
this thesis. The most significant channels are the 2`(SS)0τhad and 3`0τhad ones with higher purity or
larger event yield than the ones with hadronic taus. All following results are presented as they appear
in the paper of Ref. [5], henceforth referred to as “the paper”. This thesis describes a slightly different
treatment of the channels than the paper. The differences are outlined below.

9.1 Differences to previous results

MC subtraction of t t̄ background in FF method As described in Sec. 5.3.1, the backgrounds with
true hadronic taus are subtracted in all control regions in the data-driven estimate of fake hadronic taus
using truth-matched MC. Consequently, the tt̄ background with a real hadronic tau is taken from MC in
the signal region. These tt̄ events contain leptonic decays of both top quarks where one of the leptons is a
tau that decays hadronically. Therefore, one of the light leptons has to be non-prompt. In the paper this
subtraction is not performed due to the assumption that the number of events with a real τhad is negligible
in selected tt̄ events.

Concretely, the difference between the previously presented result in this thesis and the following result
of the paper is that tt̄ MC with true τhad is included in this thesis while it is not in the paper. Therefore there
is a difference in the total background yield prediction of 37 events which can be deduced from Tab. 8.2
by subtracting the entries containing “tt̄ ” i.e., (tt̄ in FF side-band with real τhad) + (tt̄) = 44 + (−7) = 37
fewer events in the paper.

Since, no subtraction is performed the events contributed in all control regions of the FF method and
are therefore estimated as part of it. While the difference of 37 events is within the uncertainty of the
fake estimate and does not invalidate either one of the treatments, more investigation might be desirable.

The expected significances in the 2`(OS)1τhad channel is not affected by this difference. However, the
observed significance is.

Discriminating observable in 2`(SS)1τhad The discriminating observable used in the fit of the
paper for the 2`(SS)1τhad channel is a BDT that is trained on a loose event selection with tt̄H as signal
and all other processes as background. In the loose selection the dominant selected process is tt̄ with a
non-prompt lepton. Accordingly, the BDT discriminates mainly against this process and less so against
others like tt̄V that are more relevant in the tighter SR. The reason for the looser event selection for the
BDT training, is a lack of sufficient MC statistics. The gain in expected significance from using the BDT
distribution in two bins rather than the event count is approximately 30 %.
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Chapter 9 Results of all tt̄H multilepton channels

9.2 Combined fit model

Multivariate discriminants are used to create the templates that are fitted in five of the seven analysis
channels. The 4` channel also defines one of its signal regions with a cut on a BDT. The only channels
that merely counts the number of events in a single bin is 3`1τhad. Additional control regions that enter
the fit are defined with three light leptons that are enriched in tt̄W, tt̄Z, VV , and tt̄, each with one bin. In
total there are 32 bins in the maximum likelihood fit. The setup of discriminant observables and number
of regions is summarised in Tab. 9.1.

2`(SS)0τhad 3`0τhad 4` 1`2τhad 2`(SS)1τhad 2`(OS)1τhad 3`1τhad

BDT trained against Non-prompt and tt̄V tt̄, tt̄W, tt̄Z, VV tt̄Z / - tt̄ all tt̄ -
Discriminant 2×1D BDT 5D BDT Event BDT BDT BDT Event

shape shape count shape shape shape count
Number of bins 6 5 1 / 1 2 2 10 1
Control regions - 4 - - - - -
(1 bin each)

Table 9.1: Summary of combined fit model for all ttHML channels [5]. The two numbers in the 4` column refer to
the Z enriched and depleted categories.

9.3 Measured signal strength and significance

The best-fit signal strength of the combined fit of all channels is

µ̂ = 1.56 +0.49
−0.42(tot.) = 1.56 +0.30

−0.29(stat.) +0.39
−0.30(syst.). (9.1)

The upward deviation from the expectation that was already shown persists in the full combination.
The significance of the excess with respect to the background-only hypothesis is 4.1σ. This constitutes
evidence for the production of the tt̄H process. Since the expected significance is only 2.8σ, the
compatibility with the SM hypothesis is also determined. The measured result is compatible with the SM
expectation of µ = 1 within 1.4σ.

Signal strengths for the individual channels are obtained from a fit with seven floating µ, one per
channel. This setup means that all nuisance parameters are correlated among channels. This is particularly
relevant for channels with 1 bin or a small number of bins. In such a situation all or most of the differences
between the observed data and prediction can be absorbed in the signal strength that is freely floating,
leaving the nuisance parameters unchanged. The combined fit allows best-fit values of the NPs to be
propagated from channels with more statistical power to those with less.

All observed signal strengths are plotted in Fig. 9.1 sorted by the size of their uncertainty. All but
2`(SS)1τhad are compatible with µ = 1 within approximately one standard deviation. The channels 4`
and 3`1τhad which expect a small number of total events are statistically limited. The other channels have
similar contributions from statistical and systematic components of the uncertainty. Two channels, 4`
and 1`2τhad, observed a downward fluctuation below the expected number of background events. This is
represented by a negative best-fit value of µ.

Both expected and observed signal strengths and significances are given in Tab. 9.2 for all channels,
the full combination and partial combination of channels that do or do not select hadronic taus. The
channels are sorted by presence of a τhad in the event selection and the expected significance. One can
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9.4 Impact of systematic uncertainties

see that 2`(SS)0τhad and 3`0τhad are the major contributors to the overall significance of the analysis.
However, no single channel can be considered significant by itself. The strength of the ttHML analysis,
which is also the overall strategy in the tt̄H search, lies in the combination of multiple channels.
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Figure 9.1: Best-fit signal strengths µ̂tt̄H and their uncertainties for all ttHML channels and the combination. The
individual µs are obtained in a combined fit with one µ per channel, and the combined with one common µ. The
channels are sorted by decreasing size of uncertainty [5].

9.4 Impact of systematic uncertainties

The impact of systematic uncertainties is determined for single nuisance parameters and shown in Fig. 9.2.
The highest ranking NP are those related to the most significant channels i.e., 2`(SS)0τhad and 3`0τhad,
and are uncertainties on the theoretical prediction of tt̄H and tt̄V cross sections and instrumental jet
uncertainties.

The data-driven estimates of non-prompt lepton background also have a large impact on the result
but only appear in the ranking plot with one NP because the uncertainty is split into many components.
The impact of groups of nuisance parameters is shown in Tab. 9.3. These impacts are calculated by
performing a fit where the group of nuisance parameters is kept constant. The resulting ∆µ is smaller
than the total ∆µ and the impact of the group is then defined as the quadratic difference of the two. The
table is sorted by size of impact and shows the non-prompt background estimates in third place.

The second largest impact of a group of uncertainties is due to the jet calibration as seen in the ranking
plot already. The jet calibration affects both the acceptance of events in the event selection as well as
kinematic properties of the jets which enter the discriminating BDTs.

The largest impact on the results is caused by the uncertainty on the predicted tt̄H cross section. In the
table, “ttH modelling (cross section)” only affects the predicted cross section i.e., the denominator of the
signal strength µ =

σobserved
σpredicted

. This uncertainty is irrelevant when only considering the direct measurement
of the cross section without normalising to the prediction. This form of the result is given in the next
section.
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Channel µ̂ ∆µ̂(tot.) ∆µ̂(stat., syst.) Significance (µ = 0) Significance (µ = 1)

Expected

2`(OS)1τhad 1.00 +1.93
−1.76

+1.48
−1.38

+1.24
−1.10 0.54 —

1`2τhad 1.00 +1.68
−1.45

+1.14
−0.94

+1.23
−1.10 0.59 —

3`1τhad 1.00 +1.57
−1.11

+1.51
−1.10

+0.48
−0.29 0.85 —

2`(SS)1τhad 1.00 +1.15
−0.90

+1.05
−0.85

+0.48
−0.29 1.05 —

tau 1.00 +0.82
−0.68

+0.64
−0.58

+0.51
−0.36 1.53 —

4` 1.00 +1.81
−1.16

+1.75
−1.15

+0.49
−0.18 0.81 —

3`0τhad 1.00 +0.74
−0.68

+0.56
−0.52

+0.48
−0.43 1.48 —

2`(SS)0τhad 1.00 +0.60
−0.55

+0.41
−0.39

+0.44
−0.38 1.83 —

notau 1.00 +0.49
−0.45

+0.33
−0.32

+0.36
−0.31 2.34 —

all 1.00 +0.41
−0.38

+0.29
−0.27

+0.29
−0.27 2.79 —

Observed

2`(OS)1τhad 1.70 +2.10
−1.85

+1.56
−1.46

+1.41
−1.14 0.92 0.39

1`2τhad −0.61 +1.57
−1.53

+1.06
−0.84

+1.16
−1.28 — —

3`1τhad 1.57 +1.80
−1.27

+1.69
−1.26

+0.61
−0.20 1.29 0.44

2`(SS)1τhad 3.54 +1.73
−1.31

+1.47
−1.25

+0.92
−0.53 3.42 2.24

tau 2.11 +0.99
−0.79

+0.71
−0.65

+0.70
−0.46 3.16 1.46

4` −0.53 +1.35
−0.87

+1.32
−0.82

+0.25
−0.29 — —

3`0τhad 1.79 +0.87
−0.75

+0.61
−0.58

+0.61
−0.48 2.43 0.99

2`(SS)0τhad 1.47 +0.67
−0.58

+0.43
−0.41

+0.51
−0.41 2.64 0.86

notau 1.42 +0.54
−0.48

+0.34
−0.33

+0.42
−0.35 3.14 0.87

all 1.56 +0.49
−0.42

+0.30
−0.29

+0.39
−0.30 4.14 1.36

Table 9.2: Expected and observed best-fit signal strengths and significances for all channels in the ttHML analysis
and combinations thereof. Individual signal strengths are obtained from a combined fit with one independent signal
strength per channel. While the tau and notau sub-combinations are independent. Significances are given for both
the background-only (µ = 0) and the signal-plus-background hypothesis (µ = 1)
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9.5 Measuring tt̄H cross section

The other entry, “tt̄H modelling (acceptance)” contain the uncertainty on Higgs branching fractions
and the tt̄H MC parton shower and shower tune variations. It affects the number of selected events as
well as the predicted cross section and therefore cannot be made irrelevant.
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Figure 9.2: Impact of nuisance parameters on fitted signal strength uncertainty and best-fit values with uncertainties
of nuisance parameters in the combined fit of all ttHML channels. The impact is calculated by fixing each NP to
their up and down variations, both pre-fit (open bars) and post-fit (solid bars), and calculating the difference ∆µ to
the unconditional best-fit µ̂. The NPs are listed in order of decreasing size of their impact. The lower x–axis and
black points show the best-fit value of the corresponding NP and its uncertainty relative to the pre-fit values and
uncertainties [5].

9.5 Measuring t t̄H cross section

The inclusive cross section of the tt̄H process measured by this analysis is

σtt̄H = 790 ± 150(stat.) +170
−150(syst.) fb = 790 +230

−210 fb. (9.2)

The relative uncertainty on the cross section is reduced compared to µ by the omission of the first entry
in Tab. 9.3. The measurement is to be compared to the prediction of σSM

tt̄H = 507+35
−50 fb.

9.6 Visualisation of results

To visualise the results obtained from a fit with 32 bins it is of course straight-forward to look at the
plots of all signal regions as in Figs. 9.3 and 9.4. However it is also convenient to make a single plot
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Figure 9.3: Post-Fit plots of the discriminants of the channels not selecting a τhad used in the combined fit of all
ttHML channels. The signal is scaled to the observed best-fit signal strength. The expected (pre-fit) background
is overlayed as a blue dashed line and is almost identical to the post-fit background. “Non-prompt” refers to the
data-driven estimates of this background [5].
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9.6 Visualisation of results
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Figure 9.4: Post-Fit plots of the discriminants of the channels that do select a τhad used in the combined fit of all
ttHML channels. The signal is scaled to the observed best-fit signal strength. The expected (pre-fit) background is
overlayed as a blue dashed line and is almost identical to the post-fit background. “Non-prompt” and “Fake τhad”
refer to the data-driven estimates of these backgrounds [5].
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Chapter 9 Results of all tt̄H multilepton channels

Uncertainty Source ∆µ

tt̄H modelling (cross section) +0.20 −0.09
Jet energy scale and resolution +0.18 −0.15
Non-prompt light-lepton estimates +0.15 −0.13
Jet flavor tagging and τhad identification +0.11 −0.09
tt̄W modelling +0.10 −0.09
tt̄Z modelling +0.08 −0.07
Other background modelling +0.08 −0.07
Luminosity +0.08 −0.06
tt̄H modelling (acceptance) +0.08 −0.04
Fake τhad estimates +0.07 −0.07
Other experimental uncertainties +0.05 −0.04
Simulation sample size +0.04 −0.04
Charge misassignment +0.01 −0.01

Total systematic uncertainty +0.39 −0.30

Table 9.3: Impacts of groups of systematic uncertainties on the best-fit signal strength µ̂ in the combined ttHML
fit. Due to rounding and correlations the total uncertainty is different from the quadratic sum of decomposed
uncertainties. The uncertainties are sorted by decreasing impact [5].

that condenses all the information and clearly shows the significant presence of the signal. Such a plot is
shown in Fig. 9.5, which shows the bins of the analysis as a function of their log10(S/B), where S is the
expected number of tt̄H events (µ = 1) and B is the number of background events in each bin. Bins are
combined to give a continuously decreasing distribution. This way of plotting is essentially sorting all
bins by their S/B, such that the bins with largest signal purity are on the right. The plot contains multiple
overlayed lines for the expected and observed signal strengths as well as the expected background. The
black dotted line that shows the best-fit background from a conditional fit with the background-only
hypothesis (µ = 0) is particularly interesting. This line can be interpreted as how much the background
can be adjusted within its uncertainties to describe the data if there existed no signal. It corresponds
exactly to the maximised likelihood function value in the numerator of the test statistic (Eq. 7.3). The
lower panel shows the background-subtracted data normalised to the background uncertainty (also called
“pulls”). It shows that the purest (rightmost) bins are also the most significant.

9.7 Fit cross-checks

Several checks are performed to evaluate the robustness and possible bias of the combined fit. All checks
are concluded successfully.

9.7.1 Compatibility of channels

The observed signal strengths of the individual channels have relatively large differences. To determine
whether the results from the two fits, one with seven independent µ and one with a single common µ, are
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Figure 9.5: Summary plot of all ML channels. All bins of the analysis are sorted by S/B and combined as appropriate
to plot log10(S/B) where S is the expected signal yield and B the background yield from the unconditional fit. The
tt̄H contribution is stacked on top of the background for values of µ = 1 (orange) and best-fit µ̂ = 1.6 (red). The
pre-fit background is shown as a dashed blue line in the top panel. The background from the conditional fit with
µ = 0 is shown as a dotted, black line. The lower panel shows the background-subtracted data normalised to the
background uncertainty (“pulls”). The range of the x–axis is defined by the lowest and largest expected S/B ratios
of any bin [5].

compatible statistically, a χ2-test is performed. The difference between values of the minimised negative
log-likelihood functions are interpreted as the χ2 with degrees of freedom of 7 − 1. The probability that
the signal strengths in all seven channels are compatible is 34 %.

9.7.2 Measuring t t̄V normalisation

The processes with a top-quark pair and a vector boson, tt̄W and tt̄Z, are major backgrounds in most of
the channels. Accordingly, the uncertainty on the theoretical cross sections that are used to predict the
yield of these processes have a large impact on the significance of the analysis. The contribution from
these uncertainties can be avoided when measuring the yield of tt̄V directly, and thus not relying on the
cross section anymore for normalisation. Another goal of the cross check is to determine if there are
systematic biases due to tt̄W backgrounds that affect the fitted signal strength.

A cross-check motivated by this idea is performed by adding free normalisation factors (NF) to the
maximum likelihood fit that scales the number of events of tt̄W and tt̄Z, together and separately one at a
time. These free parameters replace the constrained parameters that are related to the tt̄V cross section
uncertainties in these fits.
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Chapter 9 Results of all tt̄H multilepton channels

The best-fit values of the signal strength and normalisation factors are shown in Tab. 9.4. The fitted tt̄H
signal strengths are compatible in all configurations. However, the significance to discover tt̄H is reduced.
This means that there is not sufficient statistical power to measure the tt̄V normalisation better than the
theoretical uncertainty on their cross sections. This is not surprising as the analysis is not designed to do
that.

The fitted values of the tt̄V NFs are compatible with the prediction (NF=1) as well as with each
other in all configurations. The uncertainty on the estimated NFs is between 20-30 %. The dedicated
control regions for tt̄W and tt̄Z and discriminant power particularly in 2`(SS)0τhad and 3`0τhad are the
dominant causes for this relatively small uncertainty. With more data is should be possible to measure
simultaneously tt̄H, tt̄W and tt̄Z.

It is concluded that the tt̄V background is well understood and does not bias the result of the tt̄H
analysis.

NF ∆NF(±tot.) ∆NF(±stat. ± syst.) Significance (µ = 0)
Observed Expected

tt̄H 1.56 +0.49
−0.42

+0.30
−0.29

+0.39
−0.30 4.14 2.79

tt̄W const. 1
tt̄Z const. 1

tt̄H 1.57 +0.57
−0.50

+0.43
−0.42

+0.37
−0.27 3.39 2.27

tt̄W 0.92 +0.32
−0.32

+0.22
−0.21

+0.23
−0.24

tt̄Z 1.17 +0.25
−0.22

+0.16
−0.15

+0.19
−0.16

tt̄H 1.49 +0.50
−0.44

+0.34
−0.33

+0.36
−0.30 3.59 2.50

tt̄W const. 1
tt̄Z 1.16 +0.25

−0.21
+0.16
−0.15

+0.19
−0.16

tt̄H 1.63 +0.56
−0.49

+0.41
−0.39

+0.37
−0.29 3.70 2.44

tt̄W 0.95 +0.31
−0.32

+0.22
−0.21

+0.23
−0.23

tt̄Z const. 1

Table 9.4: Fit cross-check with free normalisation factors (NF) of tt̄V processes. Each horizontal line delimits one
fit configuration where tt̄V is normalised to the prediction (NF is constant and equal 1) or is fitted to the data (NF is
estimated), separately for tt̄W and tt̄Z.
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CHAPTER 10

Conclusion

The analysis of LHC collision data recorded with the ATLAS detector at a centre-of-mass energy of
√

s = 13 TeV corresponding to 36.1 fb−1 searching for the tt̄H process in multilepton final states is
presented. The result is a measured total cross section of tt̄H of

σtt̄H = 790 ± 150(stat.) +170
−150(syst.) fb = 790 +230

−210 fb, (10.1)

which compared to the prediction of σSM
tt̄H = 507+35

−50 fb establishes the first evidence for the existence of
the tt̄H process at ATLAS. The observed significance of the measurement is 4.1σ, while the expected
one is 2.8σ. The compatibility with the SM is 1.4σ.

The result also provides the first direct measurement of the top Yukawa coupling, which was previ-
ously known only through inference from loop interactions. The measured signal strength that is in
good agreement with the SM expectation is more confirmation that the Higgs coupling to fermions is
proportional to the mass.

The multilepton final state is categorised into 7 different analysis channels. All channels contribute
to the combined result to achieve a significant measurement. The backgrounds in the analysis are
distinguished into reducible and irreducible. Data-driven methods are developed and used to estimate the
irreducible background of non-prompt electrons and muons, and fake hadronically decaying tau leptons.
To reduce backgrounds multivariate discriminants are developed in all but one channels.

The channel with the final state 2`(OS)1τhad is analysed for the first time. The sensitivity gained by
its inclusion is small, however it is essential for validating the fake τhad estimate in the more sensitive
2`(SS)1τhad channel. In future, the 2`(OS)1τhad channel might be considered a control region unless the
background rejection can be increased.

Future developments of tt̄H analyses will become sensitive in single channels and separation of H
decay modes can allow measurements of tt̄H with H → ττ̄ to compete and compare with tt̄H with
H → bb̄ in fully fermionic Higgs couplings.
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APPENDIX A

MC plots in control regions

Figure A.1 shows the transverse momentum of the τhad in all control regions used in the fake τhad estimate
of 2`(OS)1τhad (see Sec. 5.3.1).
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Appendix A MC plots in control regions
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Figure A.1: Transverse momentum of τhad. Left: numerator of FF. Right: denominator of FF.
1st row: Signal region.
2nd row: NJet≥ 3, NBTag= 0, Z Veto.
3rd row: NJet≥ 3, NBTag= 0, Z Selection.
4th row: NJet= 2, NBTag= 1, Z Veto.
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APPENDIX B

MC plots of BDT inputs in signal region

Figures B.1 to B.3 show all input observables to the BDT used to reject tt̄ background in 2`(OS)1τhad
(see Sec. 5.4).
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Appendix B MC plots of BDT inputs in signal region
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Figure B.1: BDT input observables. Top row: Leading tau pT, Leading jet pT. Middle row: Number of jets,
Number of b–tagged jets. Bottom row: Scalar sum of jet pT. Scalar sum of b–tagged jet pT.
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Figure B.2: BDT input observables. Top row: Minimum ∆R between a lepton and a jet. Minimum ∆R between
a lepton and a b–tagged jet. Middle row: Minimum ∆R between a jet and a b–tagged jet. Invariant mass of the
dilepton system. Bottom row: ∆R between leading lepton and tau. ∆R subleading lepton and tau.
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Appendix B MC plots of BDT inputs in signal region
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Figure B.3: BDT input observable. Scalar sum of lepton pT
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APPENDIX C

Cross sections of processes

Table C.1 lists the cross sections that are used to normalise the MC samples. MC samples are generated
with a finite number of events NMC, which corresponds to an equivalent integrated luminosityLMC =

NMC
σ .

Each sample is then weighted with a factor Ldata
LMC

to normalise to the actual integrated luminosity Ldata
recorded by ATLAS. The equivalent luminosity of all samples which are expected to contribute in the
phase space of interest should be at the very least as large as the data luminosity.

Process Cross section in pb QCD scale uncertainty in % PDF+αS uncertainty in % Order of calculation

tt̄H 0.51 + 5.8
− 9.2 ±3.6 NLO QCD+EWK

tHqb 0.074 + 6.5
−14.7 ±3.7 NLO QCD

tHW 0.015 + 4.9
− 6.7 ±6.3 NLO QCD

tt̄W 0.60 +12.9
−11.5 ±3.4 NLO QCD+EWK

tt̄(Z/γ∗ → ``) 0.12 + 9.6
−11.3 ±4.0 NLO QCD+EWK

tt̄tt̄ 0.0092 +30.8
−25.6

+5.5
−5.9 NLO QCD

tt̄W+W− 0.0099 +10.9
−11.8 ±2.1 NLO QCD

tt̄ 832 + 2.4
− 3.5 ±4.2 NNLO QCD + NNLL

tt̄γ 5.7 ±50 NLO QCD
tZ 0.61 ±50 LO QCD
tWZ 0.16 ±50 NLO QCD
s-channel single top 10 ± 4 NLO QCD
t-channel single top 217 ± 4 NLO QCD
Wt single top 72 ± 5 NLO QCD + NNLL
VV(→ ``XX) 37 ±50 NLO QCD
Z → `+`− 2 070 ± 5 NNLO QCD

Table C.1: Cross sections and their associated uncertainties that are used to normalised the MC samples. Uncer-
tainties due to QCD and PDF+αS scales are given. The processes tt̄γ, tZ, tWZ, and VV(→ ``XX) are given an
inclusive uncertainty including extrapolation to the analysis phase space [5].
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APPENDIX D

Systematic uncertainties of fake τhad estimate in
2`(OS)1τhad channel

Figure D.1 shows the effect of varying the NPs related to the statistical uncertainties of the individual
τhad pT bins of the fake factor.

Figure D.2 shows the effect of varying the NPs related to different extraction regions of the fake factor,
as well as the effect of tt̄H and truth-matched background subtraction in the side-bands.
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Appendix D Systematic uncertainties of fake τhad estimate in 2`(OS)1τhad channel

Figure D.1: Shape variations of BDT in 2`(OS)1τhad channel due to FF uncertainties.
1st-3rd row: Statistical uncertainties of the pT bins of the fake factors.
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Figure D.2: Shape variations of BDT in 2`(OS)1τhad channel due to FF uncertainties.
1st row (left): FF from Z enriched.
1st row (right): FF from tt̄ enriched.
2nd row: Effect on FF from subtraction of real τhad and tt̄H processes in ERs.
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APPENDIX E

Correlations of estimated parameters in fit of
dilepton+τhad channels

Figure E.1 shows the correlation matrices of the maximum likelihood fit of the combined dilepton+τhad
channels with Asimov and observed data.
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Figure E.1: Expected (a) and observed (b) correlations between nuisance parameters and the signal strength. Only
correlations that are larger than 20 % are shown.
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Glossary

area under the ROC curve also known as AUC or ROC integral is a summary of the classifier per-
formance for all possible thresholds. While in a real use case a specific threshold is chosen or a
binned distribution is used, the AUC is still a good indicator for general performance. 71

boosted decision tree is a machine learning algorithm used for classification of events into signal-
and background-like categories. See also Sec. 5.4. 39, 135

fake factor is the ratio of events that have a τhad that passes the identification criterion to the ones in
which it fails. 60, 135

ROC curve is a graphic that summarises the performance of a classifier. It shows the background
rejection (1−efficiency) as a function of the signal efficiency. The better a classifier is the more
towards the top right corner the ROC curve will be. 71
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Acronyms

FF fake factor. 60, 63–66, 68, 135, Glossary: fake factor

BDT boosted decision tree. 39, 69–72, 135, Glossary: boosted decision tree
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