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SUMMARY

We study random 3-manifolds, as introduced by Dunfield and Thurston,
from a geometric point of view. Within this framework, work of Maher
allows us to equip a typical random 3-manifold with a canonical geometric
structure, namely, a hyperbolic metric.

By Mostow rigidity, such metric is unique up to isometries and, hence,
we can attach to a random 3-manifold geometric invariants such as volume,
Laplace and length spectra, diameter.

Our goal is to develop tools to compute these invariants and, in general,
to get an effective and explicit description of the hyperbolic structure. More
precisely, in this thesis we obtain the following results:

(1) We compute the coarse growth rate of volume, diameter and spectral
gap for a typical family of random 3-manifolds.

(2) We show that the volumes of random 3-manifolds obey to a law of
large numbers.

(3) We find an explicit model manifold that captures, up to uniform
bilipschitz distortion, the geometry of a random 3-manifold.
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INTRODUCTION

Geometry of random 3-manifolds

The purpose of this work is to study random 3-manifolds, as introduced
by Dunfield and Thurston [15], from a geometric point of view1.

The notion of random 3-manifold that we use comes from the obser-
vation that certain families of closed orientable 3-manifolds are naturally
parametrized by diffeomorphisms of surfaces. We consider two examples:
Heegaard splittings and fibered 3-manifolds.

The first family consists of those 3-manifolds M with a Heegaard decom-
position of genus g ≥ 2. This means that M is diffeomorphic a 3-manifold
Mf obtained by gluing together two copies of a handlebody Hg of genus g
along a diffeomorphism f of their boundaries ∂Hg = Σ

Mf := Hg ∪f :∂Hg→∂Hg Hg.

The second example is the family of 3-manifolds M that fiber over the circle
with a fiber Σ of genus g ≥ 2. In this case, M is diffeomorphic to the
mapping torus Tf of a diffeomorphism f of the fiber Σ

Tf := Σ× [0, 1] / (x, 0) ∼ (f(x), 1) .

The diffeomorphism type of the 3-manifolds Mf and Tf only depends on the
isotopy class of f , which means that it is well-defined for the mapping class
[f ] ∈ Mod (Σ) := Diff+(Σ)/Diff0(Σ) in the mapping class group.

Following [15], we define a family of random Heegaard splittings, or ran-
dom 3-manifolds, as one of the form (Mfn)n∈N where (fn)n∈N is a random
walk on the mapping class group driven by some initial probability measure
µ whose support is finite and generates Mod(Σ). We denote by Pn the dis-
tribution of the n-th step of the walk fn and by P the distribution of the
sample path (fn)n∈N.

Analogously, we can define families of random mapping tori (Tfn)n∈N.
The reason for comparing mapping tori and Heegaard splittings is that,
geometrically, they behave similarly in random families as we will see.

We focus now on random Heegaard splittings.

The original approach to random 3-manifolds by Dunfield and Thurston
was mostly topological and group theoretic. However, in their foundational
paper [15], they also considered the geometric side and made the following

1A list of references is provided at the end of each of the four parts of the thesis. The
references for the introduction are on page 21.
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INTRODUCTION

Conjecture (Dunfield-Thurston, Conjecture 2.11 in [15]). A random 3-
manifold is hyperbolic and its volume grows linearly in the step of the walk.

We remark that the problem of finding hyperbolic structures on most
Heegaard splitting of a fixed genus g ≥ 2 was originally raised by Thurston
(see Problem 24 in [31]). The introduction of the notion of random 3-
manifolds allows to make the statement of the problem more precise.

After Perelman’s solution of Thurston’s geometrization conjecture, the
only obstruction to the existence of a hyperbolic metric on Mf can be
phrased in topological terms: A closed orientable 3-manifold is hyperbolic
if and only if it is irreducible and atoroidal. Mapping classes that are suf-
ficiently complicated in an appropriate sense (see Hempel [17]) give rise to
Heegaard splittings that satisfy these properties.

Relying on this criterion, Maher established the existence of a hyperbolic
metric on random 3-manifolds

Theorem (Maher [22]). A random 3-manifold is hyperbolic.

This is the starting point for our work. By Mostow rigidity, such a metric
is unique up to isometry, thus it makes sense to refine Dunfield and Thurston
question and study the growth of geometric invariants, such as volume,
diameter, length spectrum and eigenvalues of the Laplacian in families of
random 3-manifolds.

We will work towards this goal and develop a more constructive and effec-
tive approach to the hyperbolization of random 3-manifolds. In particular,
we give an answer to Dunfield and Thurston’s conjecture interpreting it in
a strict way.

We state informally our contribution

Theorem 1. There is an explicit, Ricci flow free, hyperbolization for ran-
dom 3-manifolds. Furthermore, the volumes of random 3-manifolds obey to
a law of large numbers.

We will formulate precise statements for the two parts of Theorem 1 only
later on (as Theorems 10 and 4).

By explicit Ricci flow free hyperbolization we mean that we construct the
hyperbolic metric by assembling simple pieces and that we only use tools
from the deformation theory of Kleinian groups. We use the model manifold
technology by Minsky [25] and Brock, Canary and Minsky [10], as well as
the effective version of Thurston’s Hyperbolic Dehn Surgery by Hodgson
and Kerckhoff [18] and Brock and Bromberg’s Drilling Theorem [8].

We remark that, even though we do not rely on Perelman’s geometriza-
tion, we do use the main result from Maher [22], namely, the fact that the
Hempel distance of the Heegaard splittings (see [17]) grows coarsely linearly
along the random walk.
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Our construction gives new and more refined information than the mere
existence of a hyperbolic metric. In fact, we also provide a model mani-
fold that captures, up to uniform bilipschitz distorsion, the geometry of the
random 3-manifold and allows the computation of its geometric invariants.

The additional structure that we get is the one of a ε-model metric. We
describe it in the next pargraph.

A model metric. The existence of a hyperbolic metric does not guarantee
by itself much control on the invariants of a random 3-manifold such as
volume, Laplace and length spectra or diameter.

Following a strategy started by Minsky, Namazi, Brock and Souto [25],
[26], [27], [12], we first construct a much more controlled negatively curved
metric (Mf , ρ) which we can handle explicitly and then use it to understand
the underlying hyperbolic structure. The requirements we want to impose
are the following: There exists ε < 1/2 such that (Mf , ρ) decomposes into
five pieces Mf = H1 ∪ Ω1 ∪Q ∪ Ω2 ∪H2 satisfying

(1) Topologically, H1 and H2 are homeomorphic to genus g handlebodies
while Ω1,Ω2 and Q are homeomorphic to Σ× [1, 2].

(2) Geometrically, ρ has negative curvature sec ∈ (−1 − ε,−1 + ε), but
outside the region Ω = Ω1 ∪ Ω2 the metric is purely hyperbolic.

(3) Volume-wise, we have vol(Q) ≥ (1− ε)vol(M).
(4) The piece Q is almost isometrically embeddable in a complete hy-

perbolic 3-manifold diffeomorphic to Σ× R.

We call such a metric a ε-model metric.

The importance of the last requirement resides in the fact that we un-
derstand explicitly hyperbolic 3-manifolds diffeomorphic to Σ×R thanks to
the work of Minsky [25] and Brock, Canary and Minsky [10] which provides
a detailed combinatorial description of their internal geometry.

Our first result, which is joint work with Ursula Hamenstädt, is the fol-
lowing:

Theorem 2. For every 0 < ε < 1/2 we have

Pn[Mf admits a ε-model metric]
n→∞−→ 1.

Observe that Theorem 2 does not immediately provide an explicit relation
between the ε-model metric and the underlying hyperbolic structure. How-
ever, the presence of a ε-model metric gives a lot of mileage on the topology
and geometry of the 3-manifold as we will explain in a moment.

Before going on, we should mention that, using a result claimed by Tian
[32], the mere fact that a metric ρ is a ε-model metric and that the region
Ω where it is not hyperbolic has uniformly bounded diameter (as follows
from the proof of Theorem 2), implies, if ε > 0 is sufficiently small, that ρ
is uniformly close up to third derivatives to a hyperbolic metric. However,
Tian’s result is not published and we do not rely on it.
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Volumes of random 3-manifolds. Our strategy for the computation of
the geometric invariants given the data of a ε-model metric is simple to
explain. We first compute the invariant for the middle piece Q using the
model manifold technology [25], [10]. Then, we argue that the invariant of
Q is uniformly comparable to the one of Mf in a random setting.

The first example we provide is a computation of the volume growth rate.
It is an immediate consequence of our construction, work of Besson, Courtois
and Gallot [4], and work of Brock [7].

Proposition 3. There exists a constant c > 0 such that

Pn[vol(Mf ) ∈ [n/c, cn]]
n→∞−→ 1.

The coarsely linear behaviour of the volume of a random Heegaard split-
ting follows from work by Maher [22] combined with an unpublished work
of Brock and Souto. We refer to the introduction of [22] for more details.
Here we give a different proof.

In the next result we refine the coarsely linear behaviour to a precise
asymptotic. As a consequence, we answer to Dunfield and Thurston volume
conjecture (Conjecture 2.11 in [15]) interpreting it in a strict way (see also
Conjecture 9.2 in Rivin [28]).

Here we work with a broader notion of random 3-manifolds: We con-
sider not only random Heegaard splittings but also random mapping tori.
We remark that, again, a result by Maher [21] combined with Thurston’s
Hyperbolization Theorem [30] ensures that a random mapping torus is hy-
perbolic.

Our result is the following law of large numbers for the volume of random
3-manifolds: Recall that µ, the probability measure driving the random
walk, has a finite support which generates the mapping class group

Theorem 4. There exists v = v(µ) > 0 such that for almost every (fn)n∈N
the following holds

lim
n→∞

vol (Xfn)

n
= v.

Here (Xfn)n∈N is either the family of mapping tori (Tfn)n∈N or Heegaard
splittings (Mfn)n∈N.

We observe that the asymptotic is the same for both mapping tori and
Heegaard splittings.

We also stress the fact that the important part is the existence of an
exact asymptotic for the volume as the coarsely linear behaviour follows
from previous work. In the case of mapping tori, it is a consequence of work
of Brock [6], who proved that there exists a constant c(g) > 0 such that for
every pseudo-Anosov f

1

c(g)
dWP(f) ≤ vol (Tf ) ≤ c(g)dWP(f)
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where dWP(f) is the Weil-Petersson translation length of f , and the theory
of random walks on weakly hyperbolic groups (see for example [24]) which
provides a linear asymptotic for dWP(f). As already mentioned, for the
Heegaard splitting case we refer to Maher [22] (or Proposition 3 for another
approach).

Theorem 4 will be derived from the more technical Theorem 5 concerning
quasi-fuchsian manifolds. We recall that a quasi-fuchsian manifold is a hy-
perbolic 3-manifold Q homeomorphic to Σ × R that has a compact subset,
the convex core CC(Q) ⊂ Q, that contains all geodesics of Q joining two of its
points. The asymptotic geometry of Q is captured by two conformal classes
on Σ, i.e. two points in the Teichmüller space T = T (Σ). Bers [3] showed
that for every ordered pair X,Y ∈ T there exists a unique quasi-fuchsian
manifold, which we denote by Q(X,Y ), realizing those asymptotic data.

Theorem 5. There exists v = v(µ) > 0 such that for every o ∈ T and for
almost every (fn)n∈N the following limit exists:

lim
n→∞

vol (CC(Q(o, fno)))

n
= v.

The relation between Theorem 4 and Theorem 5 is provided again by a
model manifold construction. For random 3-manifolds the heuristic picture
is the following: The geometry of Xfn largely resembles the geometry of the
convex core of Q(o, fno), more precisely, as far as the volume is concerned,
we have

|vol (Xfn)− vol (CC(Q(o, fno))) | = o(n).

We now describe the basic ideas behind Theorem 3: Suppose that the
support of µ equals a finite generating set S and consider f = s1 . . . sn,
a long random word in the generators si ∈ S. It corresponds to a quasi-
fuchsian manifold Q(o, fo). Fix N large, and assume n = Nm for simplicity.
We can split f into smaller blocks of size N

f = (s1 . . . sN ) · · · (sN(m−1)+1 . . . sNm)

which we also denote by hj := sjN+1 · · · s(j+1)N . Each block corresponds to
a quasi-fuchsian manifold Q(o, hjo) as well. The main idea is that the geome-
try of the convex core CC(Q(o, fo)) can be roughly described by juxtaposing,
one after the other, the convex cores of the single blocks CC(Q(o, hjo)). In
particular, the volume vol(CC(Q(o, fo))) can be well approximated by the
ergodic sum ∑

1≤j≤m
vol (CC(Q(o, hjo)))

which converges in average by the Birkhoff ergodic theorem.

We will make this heuristic picture more accurate. Our three main in-
gredients are the model manifold, bridging between the geometry of the
Teichmüller space T and the internal geometry of quasi-fuchsian manifolds

13



INTRODUCTION

[25],[10], a recurrence property for random walks [1] and the method of
natural maps from Besson, Courtois and Gallot [4].

As an application of the same techniques, along the way, we give another
proof of the following well-known result [19], [9] relating iterations of pseudo-
Anosovs, volumes of quasi-fuchsian manifolds and mapping tori

Proposition 6. Let φ be a pseudo-Anosov mapping class. For every o ∈ T
the following holds:

lim
n→∞

vol (CC(Q(o, φno)))

n
= vol (Tφ) .

Small eigenvalues of random 3-manifolds. So far, we did not need to
know much about how the ε-model metric (Mf , ρ) relates to the underly-
ing hyperbolic structure (Mf , σ). A careful inspection shows that we only
needed the fact that it almost computes its volume. The reason is that it is
easy to manipulate the volume with the tools provided by Besson, Courtois
and Gallot [4]. It is not straigthforward, instead, to use the same method
to manipulate other invariants. This is the source of some of the difficulties
we have to face next.

We now consider the spectral gap of the hyperbolic metric. This is a
geometric invariant which is more sensitive of the metric than the volume.
We recall that the spectral gap of (M,σ) is the smallest positive eigenvalue
λ1(M,σ) > 0 of the Beltrami-Laplace operator ∆σ on functions.

Theorem 7. We have the following

• Spectral gap: There exists a constant c = c(g) > 0 such that

Pn[λ1(Mf ) ≤ c/vol(Mf )2]
n→∞−→ 1.

• Injectivity radius: For every ε > 0 we have

Pn[inj(Mf ) ≤ ε] n→∞−→ 1.

Theorem 7 is joint work with Ursula Hamenstädt and can be seen as a
direct analogue for Heegaard splittings of a result of Baik, Gekhtman and
Hamenstädt [1] for random mapping tori. In fact, we use Theorem 2 to
import the strategy of [1] to the Heegaard splitting setting. We remark that
the theorem holds also for the ε-model metric. In that case the proof can
be copied almost word by word from [1].

This brings us to the main difficulty that we have to deal with which
is exactly the comparison between the ε-model metric and the underlying
hyperbolic structure. We develop a comparison technique which is tailored
to the random 3-manifold setting. It is based on the method of natural maps
introduced by Besson, Courtois and Gallot [4].

Before illustrating our technique, we pause for a second for a couple of
comments on the qualitative and quantitative aspects of Theorem 7. The
first one is that Theorem 7 identifies the coarse decay rate for the spectral
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gap: Schoen [29] proved that there exists a universal constant a > 0 such
that for all closed hyperbolic 3-manifolds M we have

λ1(M) ≥ a/vol(M)2.

In the opposite direction, it is not possible to expect any inequality of the
same form, that is independent of the genus g of a Heegaard splitting of M .
There are examples of sequences of manifolds (Mn)n∈N with the property
that λ1(Mn) ≥ δ for all n ∈ N for some δ > 0 while vol(Mn) ↑ ∞ (see for
example [13]).

The second remark is that the decay rate in Theorem 7 is the fastest
among all 3-manifolds with a Heegaard splitting of genus at most g as we
now explain. Keeping in consideration the Hegaard genus, it is possible to
give upper bounds on λ1(M): Combining work of Buser [14] and Lackenby
[20], there exists a constant b(g) > 0 such that all closed hyperbolic 3-
manifolds M with Heegaard genus g also satisfy

λ1(M) ≤ b(g)/vol(M).

Moreover, the discrepancy between Schoen and the previous inequality is
inevitable: There are sequences of hyperbolic 3-manifolds (Mn)n∈N with a
splitting of genus at most g and volume vol(Mn) ↑ ∞ that roughly saturate
both sides of the inequalities. In particular, for every ε > 0 there exists
g, C and sequences (Mn) for which the Heegaard genus is bounded by g and
λ1(Mn) ≥ C/vol(Mn)1+ε (see for example [1]).

The last remark is that a result of White [36] says that, in the presence
of a uniform lower bound on the injectivity radius inj(M) ≥ ε > 0, the
range for the spectral gap behaviour is coarsely the one allowed by Schoen
inequality: There exists b(g, ε) > 0 such that λ1(M) ≤ b(g, ε)/vol(M)2. The
second part of Theorem 7 shows that we cannot hope to apply White’s result
in our setting: A random 3-manifold develops many thin parts.

We now briefly describe the main tool that we develop to compare the
ε-model metric (Mf , ρ) to the hyperbolic structure (Mf , σ). Our technique
relies on a local analysis of Besson, Courtois and Gallot natural maps.

Given two negatively curved metrics ρ and σ on M , one can produce a
one-parameter family of natural maps {Fc : (M,ρ) → (M,σ)}c∈(a,b) which
are homotopic to the identity and enjoy the following geometric properties

(i) They do not increase the volume, meaning that Jac(Fc) ≤ c.
(ii) At points where they are almost volume preserving, that is where

Jac(Fc) is large enough, they are also almost isometric, that is dFc
is close to an isometry.

(iii) On uniform neighbourhoods of those points the map is also uniformly
Lipschitz.

The range (a, b) in which we can choose c is determined by the curvature of
ρ and σ. For an ε-model metric and a hyperbolic metric, c can be chosen
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very close to 1. In particular

vol(Mf , ρ)/vol(Mf , σ) = 1 + o(ε).

This implies that, in our case, the natural maps are forced to be almost
volume preserving, and hence almost isometric, on large portions on M .

Combining with the explicit description of the ε-model metric (Mf , ρ) we
are able to deduce some useful information on the geometry of the hyperbolic
structure (Mf , σ).

The idea is the following: Fix a compact 3-manifold with boundary U
endowed with some fixed metric. We call such an object a geometric block.
The prototypical example for us will be and a fundamental portion of a
hyperbolic mapping torus Tf , that is U = Tf−Σ where Σ ⊂ Tf is a standard
fiber with controlled geometry. Fix also a small number α ∈ (0, 1).

Suppose that we can find pairwise disjoint isometric copies U1, · · · , Uk of
U isometrically embedded in the ε-model metric (Mf , ρ) so that they eat a
definite proportion of the volume

vol


⊔

j≤k
Uj


 ≥ αvol(Mf , ρ).

Since we also have vol(Mf , ρ)/vol(Mf , σ) = 1+o(ε), if ε > 0 is small enough
compared to α, then any natural map Fc : (Mf , ρ) → (Mf , σ) with c ' 1
must be almost volume preserving and, hence, locally almost isometric at
some points in at least half of the components Uj . For each of these compo-
nents, such local control can be upgraded to an almost isometric embedding
of Uj by standard arguments of [4]. So we find many copies of U uniformly
embedded also in (Mf , σ).

Ergodicity of a random walk [1] and the model manifold technology [25],
[10] are the two main tools for finding such collections of blocks in the
ε-model metric and hence ensure the presence of such blocks also in the
hyperbolic metric. Having enough geometric blocks allows us to use the same
arguments of [1] and get the upper bound for the spectral gap λ1(Mf , σ).

A particularly careful choice of blocks also gives us the following two con-
sequences: As the middle piece Q has many short curves, we immediately see
that the injectivity radius inj(Mfn) drops to 0 almost surely. This provides
a proof for the second assertion in Theorem 7.

In the opposite direction, we also see larger and larger geometric blocks
where the injectivity radius is uniformly bounded from below. Hence, we
can also choose basepoints xn ∈ Mfn such that the sequence (Mfn , xn)
converges geometrically to a doubly degenerate structure Q∞ on Σ×R with
inj(Q∞) > 0, i.e. Q∞ has bounded geometry.

Commensurability and arithmeticity. The fact that the injectivity ra-
dius can be made arbitrarily small and still we can choose basepoints so
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that the sequence of random 3-manifolds converges to a doubly degenerate
structure with bounded geometry has the following consequence:

Proposition 8. For P-almost every (fn)n∈N the following holds

(1) There are at most finitely many 3-manifolds in the family (Mfn)n∈N
that are arithmetic.

(2) There are at most finitely many 3-manifolds in the family (Mfn)n∈N
that are in the same commensurability class.

The arguments for the proof of Proposition 8 are mostly borrowed from
Biringer and Souto [5].

We observe that Dunfield and Thurston, using a simple homology com-
putation have shown in [15] that their notion of random 3-manifold is not
biased towards a certain fixed set of 3-manifolds. This means that for every
fixed 3-manifold M , only finitely many elements in the family (Mfn)n∈N can
be diffeomorphic to M . Proposition 8 can be seen as a strengthening of
their conclusions. It shows that the notion of random 3-manifolds is also
not biased towards the class of arithmetic hyperbolic 3-manifolds and to the
class of 3-manifolds which are commensurable to a fixed 3-manifold M .

Constuction of model metrics. Having discussed some consequences of
Theorem 2, we now illustrate what goes into its proof.

The construction is somehow implicit in the description of a ε-model
metric (Mf , ρ). Recall that such a Riemannian manifold decomposes as
Mf = H1 ∪ Ω1 ∪ Q ∪ Ω2 ∪ H2 and that its restriction to H1, Q and H2 is
purely hyperbolic. We think of Ω1,Ω2 as the collar structure of the three
larger pieces N1 = H1∪Ω1, N2 = Ω2∪H2 and Q = Ω1∪Q∪Ω2. Topologically,
they are two handlebodies and one I-bundle.

The idea is to find, on each of the three topological pieces N1, N2 and Q, a
Riemannian metric which is purely hyperbolic in the interior and such that
the geometry of large collars of ∂N1 and ∂N2 almost isometrically match
the geometry of the collar of the corresponding boundary component of
∂Q. Moreover, we want to keep the size of the collars and the volumes
under control. If we can do so, then we can patch together the Riemannian
metrics and obtain a ε-model metric on Mf .

Such constructions are available in the literature (see [26], [27], [12], [11]),
however we have to deal with one major difficulty, namely the fact that there
is no a priori control on the thick-thin decomposition of Mf . This piece of
information is implicitly assumed in the works mentioned above.

We will describe a route to overcome this issue that follows closely [12].

The geometric building blocks N1,N2 and Q for the ε-model metric on Mf

are portions of the convex cores of convex cocompact complete hyperbolic
structures on Hg and Σg × [1, 2] respectively.

Notice that the gluing construction only requires a uniform control on the
geometry near the boundaries of the blocks. The model manifold technology
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developed by Minsky [25] and Brock, Canary and Minsky [10] provides such
a control for Q. The same is not available in full generalities for N1,N2 and
this is the main challenge in pursuing the gluing strategy that we described.

We supply a uniform model for the collar geometry of ∂N1 and ∂N2 by
slightly generalizing works of Brock, Minsky, Namazi and Souto [26], [12].
This is our main contribution here. In particular, we find conditions so
that we can make sure that those collars are geometrically very close to a
quasi-fuchsian hyperbolic structure on Σ× [1, 2].

To this extent, we introduce a condition of relative R-relative bounded
combinatorics and large height for geometrically finite structures on handle-
bodies. It differs from the R-bounded combinatorics condition of [26] and
[12] only because it is a local condition.

Theorem 9. For every R > 0 and ε > 0 there exists h = h(R, ε) > 0 such
that if Mf has relative R-bounded combinatorics and height at least h then
the Heegaard splitting Mf admits a ε-model metric.

Compared to [26], [12], the main novelty is that we allow a non trivial
thick-thin decomposition and require only a local control.

Ergodicity of the random walk implies that the condition of having R-
relative bounded combinatorics is generic, so the previous discussion is ap-
plicable to random 3-manifolds.

We also remark that, in the random setting, it follows from the construc-
tion that the middle piece Q closely resembles a large portion of the convex
core of the quasi-fuchsian manifold Q(o, fo) where o ∈ T is a base point
carefully fixed once and for all.

Hyperbolization and uniform models. Up to now, the existence of a
hyperbolic structure was guaranteed by Maher’s theorem which rests upon
the solution of the geometrization conjecture by Perelman.

We now describe a constructive proof of Maher’s result that bypasses the
use of Ricci flow with surgery.

Given the amount of information that can be extracted from the model
manifold technology, it is desirable, for random 3-manifolds, to have not
only a hyperbolic metric, but also a uniform bilipschitz model for it with
the structure of a ε-model metric. This is indeed the case: We have the
following effective version of Theorem 1

Theorem 10. For every 0 < ε < 1/2 and K > 1 we have

Pn[Mf has a hyperbolic metric K-bilipschitz to a ε-model metric]
n→∞−→ 1.

Our methods follow closely [12] and [11] where uniform ε-model metrics
are constructed for special classes of 3-manifolds.

The idea is the following: We can obtain a hyperbolic metric on Mf by a
hyperbolic cone manifold deformation from a finite volume drilled manifold
M which has the following form: Let Σ× [1, 4] be a tubular neighbourhood
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of Σ ⊂Mf . We consider 3-manifolds

M = Mf − (P1 × {1} ∪ P2 × {2} ∪ P3 × {3} ∪ P4 × {4})

where Pj is a pants decomposition of the surface Σ × {j}. A finite volume
hyperbolic metric on such a manifold can be constructed explicitly by gluing
together the convex cores of two maximally cusped handlebodies H1, H2 and
three maximally cusped I-bundles Ω1, Q,Ω2.

M = H1 ∪ Ω1 ∪Q ∪ Ω2 ∪H2.

Most of our work consists of finding suitable pants decompositions for which
the Dehn surgery slopes needed to pass from M to Mf satisfy the assump-
tions of the effective Hyperbolic Dehn Surgery Theorem [18]. In order to
find them we crucially need two major tools: The work of [16] on the geom-
etry of hyperbolic handlebodies and ergodic properties of the random walks
proved by Baik, Gekhtman and Hamenstädt [1].

In order to provide a uniform bilipschitz control we exploit, instead, er-
godic properties of the random walk and drilling and filling theorems by
Hodgson and Kerckhoff [18] and Brock and Bromberg [8].

In the next paragraphs we present two further geometric applications that
use the control given by Theorem 10.

Diameter growth. As a first application we compute the coarse growth
rate of the diameter of random 3-manifolds.

Proposition 11. There exists c > 0 such that

Pn[diam(Mf ) ∈ [n/c, cn]]
n→∞−→ 1.

The coarsely linear upper bound follows from a theorem by White [35]
relating the diameter to the presentation length of π1(Mf ). It is not dif-
ficult to see that the latter grows at most linearly in a family of random
3-manifolds. The lower bound comes from the ε-model metric structure.

Geometric limits. We have already established that it is possible to obtain
a doubly degenerate structure on Σ×R with bounded geometry as a limit,
in the pointed geometric topology (see Chapter E.1 of [2]), of a sequence of
random 3-manifolds.

Using Theorem 10, it is possible to show that, in fact, it is possible to
deform a sequence of random 3-manifolds towards any pointed doubly de-
generate structure on Σ× R. This is the content of the next proposition

Proposition 12. For every φ pseudo-Anosov with associated hyperbolic
mapping torus Tφ and for P-almost every (fn)n∈N there exists a sequence
of base points xn ∈Mfn such that the sequence (Mfn , xn) converges geomet-
rically to the infinite cyclic covering of Tφ.
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The family of infinite cyclic coverings of hyperbolic mapping tori is dense
in the space of doubly degenerate structures endowed with the pointed geo-
metric topology. This follows from two facts: The first one is that the subset
of PML×PML consisting of the pairs (λ−(φ), λ+(φ)) of repelling and at-
tracting fixed points of pseudo-Anosov elements φ is dense. The second
one is Thurston’s Double Limit Theorem [30] combined with the Ending
Lamination Theorem [25], [10].

A larger class of random walks. We conclude by just adding a couple
of words on the assumptions on the probability measure µ that drives the
random walk.

We recall that we only considered probability measures whose finite sup-
port generates the entire mapping class group. These assumptions can be
considerably weakened and still obtain model metrics and convergence re-
sults as in Theorems 2, 4 and 5 but we have to distinguish between mapping
tori and Heegaard splittings.

In the mapping torus case (and also in Theorem 5), it is enough that
the subgroup generated by the support of µ contains two pseudo-Anosov
elements that act as independent loxodromics on the curve graph. In the
Heegaard splitting case, we further require that the two pseudo-Anosov el-
ements act as independent loxodromics also on the handlebody graph. We
refer to Maher and Tiozzo [24] and Maher and Schleimer [23] for more de-
tails on random walks on these spaces. In such higher generalities the proofs
will be word by word the same, no change is needed.

Outline. This thesis is divided into three parts.

The first part contains the article Small eigenvalues of random 3-manifolds
[16] in which the existence of an ε-model metric is established as in Theo-
rem 2 and Theorem 9 and then used to control the first positive eigenvalue
of the Laplacian as stated in Theorem 7. This is joint work with Ursula
Hamenstädt.

The second part corresponds to the article Volumes of random 3-manifolds
[33] where we prove a law of large numbers for the volumes of a family of
random 3-manifolds. The results discussed in this part are Theorem 4,
Theorem 5 and Proposition 6.

The last chapter is the article Uniform models for random 3-manifolds
[34]. There, we produce hyperbolic metrics uniformly bilipschitz to ε-model
metrics on random Heegaard splittings (as in Theorems 1 and 10). As an
application, we coarsely identify, in Proposition 11, the coarse growth rate
of the diameter of random 3-manifolds. We also prove Proposition 8 about
arithmeticity and commensurability classes of random 3-manifold.

The three different parts are presented in their preprint form. As such,
they are as self-contained and as independent of each other as possible.
Their conclusions and ideas are discussed organically in the introduction.
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SMALL EIGENVALUES OF RANDOM 3-MANIFOLDS

URSULA HAMENSTÄDT AND GABRIELE VIAGGI

Abstract. We show that for every g ≥ 2 there exists a number c =
c(g) > 0 such that the smallest positive eigenvalue of a random closed
3-manifold M of Heegaard genus g is at most c(g)/vol(M)2.

1. Introduction

By celebrated work of Perelman, any closed oriented aspherical atoroidal
3-manifold admits a hyperbolic metric, and such a metric is unique by
Mostow rigidity1. In recent years, there was considerable progress in the
understanding of the relation between geometric and topological invariants
of such a manifold. The program to construct an explicit combinatorial
model which describes the geometry up to uniform quasi-isometry turned
out to be particularly fruitful [40, 10, 11], but it is far from completed.

The main purpose of this article is obtain an understanding of geometric
and topological invariants for random hyperbolic 3-manifolds in the sense of
Dunfield and Thurston [16]. Namely, fix a genus g ≥ 2. A closed 3-manifold
of Heegaard genus at most g can be obtained by gluing two handlebodies
of genus g along the boundary with a diffeomorphism φ. The resulting 3-
manifold M only depends on the isotopy class of φ, and it is aspherical
atoroidal and hence hyperbolic if φ is sufficiently complicated. Thus hyper-
bolic 3-manifolds of Heegaard genus g correspond to suitable elements of the
mapping class group Mod(Σ) of the boundary surface Σ of a handlebody of
genus g (in fact, they correspond to double cosets in this group, see [16]).

Now let us choose a symmetric probability measure on Mod(Σ) whose
finite support generates Mod(Σ). This measure generates a random walk
on Mod(Σ), and hence it induces a notion of a random 3-manifold, glued
from two handlebodies with a random gluing map. A random 3-manifold is
hyperbolic [16] and hence we can study the behavior of geometric invariants
of such random hyperbolic 3-manifolds M .

Our main technical result (Theorem 6.7) constructs for a 3-manifold ob-
tained from a gluing map with some additional properties a Riemannian
metric of sectional curvature close to −1 everywhere and different from
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−1 only in geometrically controlled regions where the injectivity radius is
bounded from below by a universal constant. These constraints are fulfilled
for random gluing maps.

We use this construction to obtain information on the spectrum of the
Laplacian of a random hyperbolic 3-manifold M . List the eigenvalues as
0 = λ0(M) < λ1(M) ≤ λ2(M) ≤ λ3(M) ≤ . . . , with each eigenvalue re-
peated according to its multiplicity. By [44] and [21], there exists a universal
constant χ > 0 such that

λ1(M) ≥ χ

vol(M)2
and λvol(M)/χ(M) ≥ χ

for every closed hyperbolic 3-manifold M . Manifolds which fibre over the
circle provide examples for which these estimates are essentially sharp. We
refer to the introduction of [1] for a more comprehensive discussion.

On the other hand, it follows from the work of Buser [12] and Lackenby
[26] that there exists a number b(g) > 0 such that for a hyperbolic 3-manifold
M of Heegaard genus g, there is a bound

λ1(M) ≤ b(g)

vol(M)
.

Hyperbolic 3-manifolds constructed from expander graphs have arbitrarily
large volume, yet their smallest positive eigenvalue is bounded from below by
a universal constant. Hence in this estimate, the dependence of the constant
b(g) on the Heegaard genus g can not be avoided.

Under geometric constraints, one obtains better estimates. White [49]
showed that there is a number a(g) > 0 such that λ1(M) ≤ a(g)/vol(M)2 if
M is of Heegaard genus g and the injectivity radius of M is bounded from
below by universal constant. The same holds true for random hyperbolic
3-manifolds which fibre over the circle, with fibre genus g [1].

Using the model metric for random hyperbolic 3-manifolds as our main
tool we show.

Theorem 1. For every g ≥ 2 there exists a number c(g) > 1 such that

λ1(M) ≤ c(g)

vol(M)2
and λvol(M)/c(g)(M) ≤ c(g)

for a random hyperbolic 3-manifold of Heegaard genus g.

Here the upper bound for λvol(M)/c(g)(M) is a straightforward consequence
of domain monotonicity with Dirichlet boundary conditions. For the upper
bound for λ1(M), we expect that the dependence of the constant c(g) on g
can not be avoided.

Strategy of the proof. As mentioned above, our main technical result is
Theorem 6.7 which provides of an explicit Riemannian metric of curvature
close to −1 on a 3-manifold of Heegaard genus g with some constraints on
the gluing map. Constructions of geometrically controlled model metrics
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appear frequently in the literature, for example as a main tool in [42] and
in [41]. For doubly degenerate hyperbolic 3-manifolds whose fundamental
group is isomorphic to the fundamental group of a closed surface, there is
a completely explicit combinatorial model for the geometry [40, 10]. More
recently these results were used to describe explicitly the geometry of hy-
perbolic 3-manifolds with a lower bound on the injectivity radius and some
topological constraints [11].

We can not apply the constructions in [11] as there are no lower bounds
for the injectivity radius of a random hyperbolic 3-manifold M . Instead we
use properties of the random walk to locate regions in a random 3-manifold
which are diffeomorphic to a trivial I-bundle over a closed surface and such
that a combinatorial model would predict a uniform lower bound on the
injectivity radius in those regions. This is the constraint on the gluing map
required in Theorem 6.7. The model metric is then constructed by cutting
M open at two such regions and by using information on suitable model
metrics for the pieces.

For random hyperbolic 3-manifolds M , we find that the spectrum of the
model metric fulfills the properties stated in Theorem 1.

The last step consists in comparing the model metric on M and the hyper-
bolic metric. A result of Tian [47] implies that the model metric is C2-close
to the hyperbolic metric. As this work is neither published nor available in
electronic form, we prove a weak substitute which is sufficient for the proof
of Theorem 1. Our argument is based on the methods introduced in [4].

Organization of the article. In Section 2 we collect some properties of the
pointed geometric topology for 3-dimensional Riemannian manifolds which
are used later on.

In Section 3 we introduce a relative version of bounded combinatorics
and set up sufficient conditions for the construction of a model metric. This
construction depends on the existence of large thick collars, a property which
is introduced in Section 4.

Sections 5 and 6 are devoted to the proof of Theorem 6.7 which provides
a model metric for a hyperbolic 3-manifold of fixed Heegaard genus with
some additional properties. In Section 7 we show that random hyperbolic
3-manifolds have the properties required in Section 6, and in Section 8 we
relate the model metric to the hyperbolic metric using tools from [4]. The
information on the hyperbolic metric we obtain then leads to Theorem 1.

2. Hyperbolic structures on handlebodies

The goal of this section is to collect some results from the deformation
theory of convex cocompact hyperbolic metrics on handlebodies in the form
used later on. We also introduce some notations which are used throughout
the article.
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We begin with making precise what we understand by looking at a convex
cocompact hyperbolic handlebody from the point of view of the boundary
of the convex core. We give a quantitative description of the notion of a
large collar with bounded geometry (a large-thick collar). As a preparation
for Section 4, we describe some basic general compactness properties of the
geometric topology.

Fix, once and for all, a genus g ≥ 2. Let H be a handlebody of genus
g, with boundary surface Σ := ∂H. We fix on H an orientation, and we
coherently orient Σ as the boundary of H.

A marked hyperbolic structure on the handlebody H is a quotient N =
H3/Γ of hyperbolic 3-space by a discrete free subgroup Γ < PSL2 (C) =
Isom+

(
H3
)
, together with a homeomorphism (the marking) φ : int (H) −→

N . We say that the marked structures φ : int (H) −→ N and ψ : int (H) −→
N ′ are equivalent if there exists an isometry f : N −→ N ′ such that f ◦ φ is
isotopic to ψ.

2.1. Parametrization of marked convex cocompact structures. We
denote by T = T (Σ) the Teichmüller space of marked hyperbolic metrics
on Σ, and by M =M(Σ) = Mod(Σ)\T (Σ) the moduli space of hyperbolic
metrics on Σ.

By classical results due to Bers, Kra, Maskit, Sullivan and others, so-
called convex cocompact hyperbolic structures on the handlebody H are
parametrized by a parameter that lies in the Teichmüller space T of the
boundary surface.

Namely, let N = H3/Γ be a hyperbolic structure on H. Associated to
Γ we have the limit set Λ ⊂ ∂H3 which consists of the points at infinity
of a Γ−orbit closure, and the domain of discontinuity ΩΓ = ∂H3 − Λ, the
complement of the limit set. The group Γ, isomorphic to a free group Fg of
rank g, acts freely and properly discontinuously both on the convex hull of
the limit set CH(Λ) ⊂ H3 and on the domain of discontinuity ΩΓ ⊂ ∂H3. In
the remainder of this section we will always assume that ΩΓ 6= ∅.

The quotient

CC(N) := CH(Λ)/Γ

is the convex core of N . It is a convex topological submanifold of N , pos-
sibly with boundary. The manifold N is called convex cocompact if CC(N)
is compact. The complement N − CC(N) is naturally homeomorphic to
∂CC(N)× (0,∞).

The quotient ∂cN := ΩΓ/Γ is the (unmarked) conformal boundary of N
(we can think of it as a point in moduli space). As N is convex cocompact,
∂cN is homeomorphic to the closed surface Σ = ∂H. The conformal bound-
ary is equipped with a natural conformal structure and hence a hyperbolic
metric (which we refer to as the Poincaré metric) coming from the fact that
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Γ acts via Möbius transformations on ∂H3. The quotient

N = H3 ∪ ΩΓ/Γ = N ∪ ∂cN
gives a natural compactification of N .

Using a marking φ : int (H) −→ N , the isotopy class of the inclusion of
the boundary Σ := ∂H ↪→ H determines an isotopy class of an embedding
Σ ↪→ N . We use this isotopy class to give a marking to the conformal
boundary ∂cN and to the boundary of the convex core ∂CC(N).

In this terminology, Bers parametrization can be stated as follows: Equiv-
alence classes of marked convex cocompact structures are parametrized by
the marked conformal boundary. Given a marked conformal boundary
X ∈ T , we denote by H(X) the corresponding marked convex cocompact
hyperbolic handlebody.

2.2. The boundary of the convex core. As before, let N = H/Γ be a
convex cocompact hyperbolic structure onH. Then the boundary ∂CC(N) ⊂
N of the convex core is an embedded pleated surface.

Definition (Pleated Surface, Thurston [46]). Let M be a hyperbolic 3-ma-
nifold and let us fix a homotopy class of maps j : Σ→M . A pleated surface
in the homotopy class of j consists of the following data:

• A hyperbolic metric σ on Σ.
• A path-isometry f : (Σ, σ) → M homotopic to j such that every

point x ∈ Σ is contained in a geodesic segment which is mapped to
a geodesic in M .

Associated to every pleated map f : (Σ, σ) → M there is a geodesic
lamination λ ⊂ Σ, called the pleating locus with the following property.
Every leaf of λ is mapped to a geodesic by f , and the restriction of f to
every component of Σ− λ, is a locally isometric immersion. We say that f
realizes λ ⊂ Σ in M within the homotopy class j. For more on laminations
and pleated surfaces we refer the reader to Chapter I.5 of [15].

There is a natural nearest point retraction (see Chapter II.1.3 of [15]) from
the conformal boundary to the boundary of the convex core r : ∂cN −→
∂CC(N). With respect to the induced markings on the conformal boundary
and on the boundary of the convex core, r lies in the homotopy class of the
identity.

The following result of Bridgeman and Canary provides control of the
boundary of the convex core when we have a good understanding of the
geometry of the conformal boundary:

Theorem 2.1 (Bridgeman-Canary, [8]). There are maps J,G : (0,∞) →
(1,∞) such that the following holds: Let Γ < PSL2 (C) be a finitely gener-
ated, non-elementary, torsion free Kleinian group. Suppose that the length,
measured with respect to the Poincaré metric, of every curve in the confor-
mal boundary ΩΓ/Γ which is compressible in the 3-manifold

(
H3 ∪ ΩΓ

)
/Γ
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is bounded from below by ρ > 0. Then the nearest point retraction from the
conformal boundary to the boundary of the convex core is J(ρ)−Lipschitz
and admits a G(ρ)−Lipschitz homotopy inverse.

2.3. Limits of hyperbolic manifolds. Let us choose for every (marked)
convex cocompact structure on the handlebody H a basepoint x ∈ ∂CC(N)
on the boundary of the convex core. We then can talk about a marked
pointed convex cocompact handlebody.

Definition (Geometric Convergence). A sequence {(Mn,mn)}n∈N of poin-
ted hyperbolic 3-manifolds is said to converge in the pointed geometric topol-
ogy to a pointed hyperbolic 3-manifold (M∞,m∞) if the following condi-
tions are satisfied. For every R > 0, ξ > 0 there are numbers n(R, ξ) > 0,
and for every n ≥ n(R, ξ) there exists a map (the approximating map)
k : Un ⊂M∞ →Mn such that

• k is defined on the ball BM∞(m∞, R) of radius R centered at the
basepoint m∞ of M∞ and sends this basepoint to the base point of
Mn.
• the restriction of k to the ball BM∞(m∞, R2 ) is ξ-close to an isome-

try in the C2-topology: The metric tensor ρ∞ of M∞ and the pull-
back k∗ρn by k of the metric tensor ρn of Mn are ξ-close in the
C2-norm on 2−tensors on the ball BM∞

(
m∞, R2

)
which we denote

by ||k∗ρn − ρ∞||C2,B (
m∞, R

2

).

To be more precise, let ∇∞ be the Levi-Civita connection for ρ∞. Define

||k∗ρn − ρ∞||C2,B (
m∞, R

2

) = ||k∗ρn − ρ∞||C0,B (
m∞, R

2

)

+ ||∇∞(k∗ρn)||C0,B (
m∞, R

2

) + ||∇∞∇∞(k∗ρn)||C0,B (
m∞, R

2

) .

We then say that the restriction of k to B(m∞, R/2) is ξ-almost isometric.

Note that this definition of geometric convergences is slightly more re-
strictive than what is found in the literature (see e.g. Chapter E of [2]). We
shall make use of the following compactness result for geometric convergence
(Theorem E.1.10 of [2]).

Theorem 2.2. Suppose that {(Mn,mn)}n∈N is a sequence of pointed hyper-
bolic 3-manifolds such that there is a uniform positive lower bound η > 0 on
the injectivity radius at the base points mn. Then there exists a subsequence
that converges in the geometric topology to a pointed hyperbolic 3-manifold
(M∞,m∞).

We observe next that in combination with Margulis’ Lemma (see e.g. [2]),
Theorem 2.1 implies that if the conformal boundary of a convex cocompact
hyperbolic structure N on a handlebody H is ε-thick in the Poincaré metric
(i.e. its injectivity radius is at least ε), then there is a uniform lower bound,
only depending on ε > 0 and g = g(Σ), on the injectivity radius of N at
points that are close to the boundary of the convex core CC(N). This enables
us to take geometric limits.
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For the formulation of this fact, for sufficiently small ε > 0 we denote by
Tε ⊂ T the subset of Teichmüller space of all marked hyperbolic metrics on Σ
with injectivity radius at least ε, and we letMε = Mod(Σ)\Tε be the ε-thick
part of moduli space. Furthermore, let injx(N) be the injectivity radius of
a hyperbolic manifold N at the point x, and let inj(N) = infx{injx(N) | x ∈
N} the global injectivity radius of N .

Lemma 2.3. For every ε > 0 and g ≥ 2 there exists η = η(ε, g) > 0 such
that the following holds: Let N be a convex cocompact hyperbolic structure
on H. If ∂cN ∈Mε then infx∈∂CC(N) {injx(N)} ≥ η.

In the proof and in the sequel we use the following notations:

Notation. If X is a hyperbolic surface and γ : S1 → X is
a smooth closed curve, then we denote by L(γ) the length of
γ, and by LX(γ) the length of the geodesic representative of
γ on X. For a curve γ in a hyperbolic 3-manifold M we use
the notation l(γ) and lM (γ) for the analogous quantities.

Proof. By Theorem 2.1, we have that every simple closed curve on the
boundary of the convex core γ ⊂ ∂CC(N) has length (with respect to the
induced hyperbolic metric)

L∂CC(N)(γ) ≥ 1

G(ε)
L∂cN (γ) ≥ 2ε

G(ε)

as inj(∂cN) ≥ ε.
Hyperbolic trigonometry shows that there exists a uniform upper bound

for the diameter of ∂CC(N) in the intrinsic metric, say diam ∂CC(N) ≤ D
where D = D(ε, g) only depends on ε > 0 and g ≥ 2. Since the inclusion
∂CC(N) ⊂ N is 1−Lipschitz by definition of the intrinsic path-metric, we
have the same control on the diameter when we compute distances in N .

Let ε3 > 0 be a Margulis constant for hyperbolic manifolds in dimension
2 and 3. By Margulis’ Lemma, for some small number ρ < ε3 the ρ−thin
part N(0,ρ] := N − {x ∈ N | injxN > ρ} of N is a disjoint union of Mar-
gulis tubes, i.e. metric tubular neighbourhoods of simple closed geodesics of
length smaller than ρ.

Having bounded diameter and carrying all the information about the
fundamental group of H, the surface ∂CC(N) cannot penetrate deeply into
a Margulis tube. Namely, let γ ⊂ N be the core geodesic of the ρ-Margulis
tube containing x ∈ ∂CC(N). Standard hyperbolic geometry yields that the
distance between the boundary of the ρ−Margulis tube and the boundary
of the ε3−Margulis tube of γ grows to∞ as ρ approaches 0. In particular, if
ρ is sufficiently small then by the diameter bound for ∂CC(N), this surface
is entirely contained in the ε3-Margulis tube. This contradicts the fact that
the inclusion ∂CC(N) ↪→ N is π1−surjective. Hence the injectivity radius
of N at points in ∂CC(N) is bounded from below by a universal positive
constant. �
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By Lemma 2.3 and compactness of pleated surfaces (see section I.5.2 of
[15], in particular Theorem I.5.2.2), given a sequence of triples

{(Nn, jn : Xn ⊂M→ ∂CC(Nn), xn)}n∈N

consisting of convex-cocompact hyperbolic structures, corresponding (plea-
ted surface parametrizations of the) boundaries of the convex cores and
basepoints such that the conformal boundary is ε-thick, we can always ex-
tract a subsequence (say the whole sequence) that converges in the geometric
topology to a triple (N∞, j∞ : X∞ → N∞, x∞), consisting of a hyperbolic 3-
manifold, a pleated surface and a common basepoint, in the following sense:

• The sequence of pointed 3-manifolds (Nn, xn) converges to (N∞, x∞).
• The sequence of pointed hyperbolic surfaces (∂CC(Nn), xn) converges

to the pointed hyperbolic surface (X∞, x∞). Observe that, by The-
orem 2.1, ∂CC(Nn) has a uniform lower bound on the injectivity
radius and a uniform upper bound on the diameter. In particular,
the surfaces Xn are contained in a compact subset of moduli space,
and the surface X∞ ∈ M is an accumulation point of the sequence
(Xn). In particular, it shares the same uniform bounds on the injec-
tivity radius and the diameter.
• The pleated surface embeddings ∂CC(Nn) ↪→ Nn, which we denote

by jn, converge to a pleated surface j∞ : X∞ → N∞. The diagram
where all the maps respect the basepoints, and the vertical arrows
are the approximating maps provided by the geometric convergence,

∂CC(Nn)
jn
// Nn

X∞
j∞

//

φn

OO

N∞

kn

OO

commutes up to local (pointed) homotopies, i.e. those homotopies
that respect the base points and take place in small neighbourhoods
of the images of the pleated surfaces.
• Lastly, we also recall that ∂CC(Nn) and X∞ come together with a

marking (as in the definition of pleated surface), i.e. they are isomet-
rically identified with

(
Σ, σ∂CC(Nn)

)
and (Σ, σ∞). These markings

consist of collections of curves whose lengths are uniformly bounded
for the induced hyperbolic metrics. We can assume that the composi-
tion of the identification

(
Σ, σ∂CC(Nn)

)
' ∂CC(Nn) with the inclusion

in Nn is isotopic to the marking of Nn, and that the marked (and
hence parametrized) pleated surfaces converge.
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3. Relative bounded combinatorics

Bounded combinatorics is a combinatorial condition which translates into
explicit geometric control of the hyperbolic metric on the convex cocompact
handlebody near the boundary of its convex core.

Relative versions of bounded combinatorics were introduced in [41], [42]
and [11]. We are interested in bounded combinatorics relative to a decorated
handlebody H, where the decoration is either a marking µ on ∂H or a point
X ∈ T , which we can think of as a “fixed convex cocompact structure” on
H. We recall that, if X ∈ T , then the geometric realization H(X) is the
convex cocompact handlebody whose marked conformal boundary equals
X.

Following ideas of Minsky [40] and of Brock-Canary-Minsky [10], our goal
is to construct for a random 3-manifold M a model metric which is close
to the hyperbolic metric and such that on a submanifold M0 of M whose
volume is bigger than a definite proportion of the volume of M , this metric
can explicitly be described.

Our construction is a variation of earlier constructions of [41], [42] and
[11]. Namely, we glue the model metric from hyperbolic metrics on pieces
with large overlap on which the metrics have large injectivity radius and are
very close. The condition we need to successfully glue these metrics on the
overlap to a metric which is close to a hyperbolic metric can be described
as “bounded combinatorics and large height”.

Our setup, however, is different from the setup in these earlier work as we
can not assume any global control of the injectivity radius, i.e. unbounded
geometry appears. The purpose of this section is to provide the control
needed in the sequel.

We begin with collecting the essential facts about coarse geometry and
Gromov hyperbolic spaces, in particular about the geometry of the curve
graph and the disk graph.

3.1. Coarse Geometry. A map f : (X, dX) → (Y, dY ) between metric
spaces is an (L,C)−quasi-isometric embedding if for every x, x′ ∈ X

1

L
dX(x, x′)− C ≤ dY (f(x), f(x′)) ≤ LdX(x, x′) + C.

A parametrized (L,C)−quasi-geodesic segment, ray or line is an (L,C)-
quasi-isometric embedding of an interval, a half line or the entire real line
R. Later on we will have to deal also with unparametrized (L,C)−quasi-
geodesic segments, rays and lines which are maps f : I ⊂ R −→ (X, dX)
such that there exists a homeomorphism φ from an interval I ′ ⊂ R onto
the interval I with the property that the composition f ◦ φ : I ′ −→ (X, dX)
is a (L,C)−quasi-isometric embedding (the intervals I, I ′ can be finite or
infinite).
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3.2. Curve and Disk Graphs. Masur and Minsky proved in [32] that the
curve graph C := C (Σ) of the closed surface Σ of genus g ≥ 2 is a Gro-
mov hyperbolic space of infinite diameter, and Klarreich [24] identified the
Gromov boundary ∂∞C = ∂∞C (Σ) with the space EL = EL (Σ) of minimal
filling unmeasured laminations (see also [19] for a different approach).

Definition (Gromov Product and Convergence). Given α, β, γ ∈ C, the
quantity

(α|β)γ :=
1

2
[d(α, γ) + d(β, γ)− d(α, β)]

is the Gromov product of α, β based at γ. A sequence {αn}n∈N ⊂ C converges
at infinity to a point in ∂∞C if and only if for some base point γ (and hence
for any) we have lim infn,m→∞ (αn|αm)γ → ∞. If {αn}n∈N converges at

infinity and {βn}n∈N satisfies lim infn,m→∞ (αn|βm) = ∞, then {βn}n∈N
converges to the same point in ∂∞C.

For material on Gromov products and Gromov boundaries we refer the
reader to Section 3 of Chapter III.H of [9].

The geometry of the curve graph is coarsely tied to the geometry of Te-
ichmüller space. There is a (coarsely well-defined) Mod (Σ)-equivariant map

Υ : T → C,

called the systole map, that associates to every marked hyperbolic structure
X ∈ T a shortest geodesic on it Υ(X). It follows from Masur-Minsky [32]
that there exist constants L ≥ 1, C ≥ 0 only depending on Σ such that for
every Teichmüller geodesic l : I → T (here I can be an interval, a half-line
or the whole real line) the composition Υ ◦ l : I → C is an unparametrized
(L,C)-quasi-geodesic. Moreover, if we restrict our attention to the ε-thick
part Tε of Teichmüller space, then the situation improves: In [20] it is shown
that for every ε > 0 there exist Lε ≥ 1, Cε ≥ 0 such that if l is parametrized
by arc length on an interval of length l(I) ≥ Lε and if l(I) ⊂ Tε then Υ ◦ l
is a parametrized (Lε, Cε)-quasi-geodesic.

The disk graph D associated to the identification Σ = ∂H is the subgraph
of C spanned by disk-bounding curves. Masur and Minsky showed in [34]
that the disk graph D is a quasi-convex subset of the curve graph C. Being
quasi-convex, by hyperbolicity of C, there is a coarsely defined nearest point
projection πD : C −→ D.

3.3. Subsurface projection and Bounded Combinatorics. An essen-
tial tool for describing the geometry of the curve graph is the notion of
subsurface projection introduced by Masur-Minsky in [33]: For every proper
essential subsurface W ⊂ Σ (with some care for annuli and pairs of pants)
and every point α ∈ C ∪ (∂∞C = EL), there is a subsurface projection
πW (α) ⊂ C(W ) which consists of the (possibly empty) subset of C(W ) of all
the possible essential surgeries of α ∩W (see [33] for the details).
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We can also define subsurface projections for markings (taking the projec-
tion of the marking as a subset of C). All the markings µ on Σ we consider
are complete, i.e. they are given, as a subset of C, by a pants decomposition,
called the base of the marking, and for every curve α in the base a transver-
sal tα, that is, a simple closed curve which intersects α essentially in the
least possible number of points (either one or two points) and does not inter-
sect the other curves in the base. The total geometric intersection number
between all curves in a marking is required to be uniformly bounded.

For every X ∈ T we denote by µX a short marking on the hyperbolic
surface X. A short marking µ on X is a marking which is shortest among
all markings. If we denote for X ∈ T by LX(µ) the sum of the geodesic
lengths of all curves in the marking µ, then for every ε > 0 there exists
Bε > 0 such that if X ∈ Tε, then LX(µX) ≤ Bε.

Bounded combinatorics means no large subsurface projections:

Definition (Bounded Combinatorics, [39]). Let R > 0 be a positive num-
ber. Let α, β be either complete markings or unmeasured minimal filling
laminations on Σ. The pair α, β has R-bounded combinatorics if for every
proper essential subsurface W ⊂ Σ we have

dW (α, β) := diamC(W ) (πW (α) ∪ πW (β)) ≤ R.
For some ε > 0, two points X,Y ∈ Tε have R-bounded combinatorics if this
holds true for short markings µX , µY for X,Y .

Just like ε-thickness, R-bounded combinatorics implies nice compactness
properties: The following can be found as Proposition 6.2 in [41]

Lemma 3.1. Let {αn}n∈N ⊂ C be a sequence of markings that have R-
bounded combinatorics with respect to a marking β. Then either there exists
a constant subsequence, or there exists a subsequnce that converges to an
unmeasured minimal filling lamination in the Gromov boundary λ ∈ ∂∞C.
Moreover, λ has (R+ 1)-bounded combinatorics with respect to β.

3.4. Bounded combinatorics and Heegaard splittings. When consid-
ering ∂H = Σ one has to take into account the compressibility of the bound-
ary. Denote as before by D the disk set ofH, viewed as a quasi-convex subset
of the curve graph C.

Motivated by a construction of Namazi [41], we shall use the following
relative version of bounded combinatorics for convex cocompact handlebod-
ies.

Definition (Relative Bounded Combinatorics). We say that an ordered
pair (µ, ν) of markings of ∂H has relative R-bounded combinatorics with
respect to the handlebody H if the pair µ, ν has R-bounded combinatorics
and the following holds:

(1) dC (D, µ) + dC (µ, ν) ≤ dC (D, ν) +R.

The height of the pair (µ, ν) is dC (µ, ν).
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For a fixed thickness threshold ε > 0, we say that an ordered pair (Y,X) ∈
T ×T has relative R-bounded combinatorics with respect to H if Y,X ∈ Tε
and the pair (µY , µX) satisfies the above conditions. The height in this case
is dT (Y,X).

In the definition “µ (or Y ) lies between D and ν (or X)”.

The next lemma, which is analogous to Lemma 3.1, provides some com-
pactness in our setting:

Lemma 3.2. Fix g ≥ 2 and R > 0. Let H be a handlebody of genus g.
Let {(αn, βn)}n∈N be a sequence of ordered pairs of markings on Σ := ∂H.
Suppose that:

• The pair (αn, βn) has relative R-bounded combinatorics.
• The sequence of heights diverges, i.e. Hn = dC(αn, βn) −→∞.

Then we have

(δ|αn)βn −→∞
uniformly in δ ∈ D. If we renormalize the configuration by translating βn
to a fixed base-point β ∈ C with τn ∈ Mod (Σ), then the sequence {τnD}n∈N
converges, up to possibly passing to a subsequence, to a point λ ∈ ∂∞C.
Moreover λ has (R+ 1)−bounded combinatorics with respect to β.

The meaning of the term “uniformly” in the statement is the following:
For every M > 0 there exists n0 > 0 such that for every n ≥ n0 and δ ∈ D
we have (δ|αn)βn ≥ M . Informally, Lemma 3.2 says that the disk set D
disappears if we look at it from the point of view of βn.

Proof. The proof is an easy application of Lemma 3.1 and basic properties
of hyperbolic spaces. By definition, the Gromov product is computed by the
following formula

(δ|αn)βn :=
1

2
[dC(βn, δ) + dC(βn, αn)− dC(δ, αn)] .

The Gromov product measures the fellow-traveling of the segments [βn, δ]
and [βn, αn].

Fix M > 0. Consider a disk δ ∈ D. We claim that (δ|αn)βn ≥ M for

large n. To show the claim it suffices to analyze the geodesic segment [βn, δ].
Namely, the quasi-convexity of D and the Condition (1) imply together that
[βn, αn] uniformly fellow-travels [βn, δ].

By quasi-convexity of D, the segment [βn, δ] passes uniformly close to
the nearest-point projection of βn to D, which we denote by βn = πD(βn).
Hence we have:

dC(βn, δ) ≈ dC(βn, βn) + dC(βn, δ).

Here the symbol ≈ means “equal up to a uniform additive constant”. The
same holds for αn: If we denote by αn := πD(αn) the projection to the disk
set, then we have dC(αn, δ) ≈ dC(αn, αn) + dC(αn, δ).
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The conclusion (δ|αn)βn ≈ d(αn, βn) = Hn would follow directly from
the formula of the Gromov product if we knew that αn, βn have coarsely
the same projection to D, i.e. αn ≈ βn, and the segment

[
βn, βn

]
passes

uniformly close to αn, i.e. dC(βn, βn) ≈ dC(βn, αn) + dC(αn, βn). These
properties are a consequence of Condition (1) and can be derived from the
fact that equality holds in the following chain of inequalities:

dC(βn, βn) = dC(βn,D) ≈ dC(βn, αn) + dC(αn,D)

= dC(βn, αn) + dC(αn, αn) ≥ dC(βn, αn) ≥ dC(βn, βn).

Now we normalize the situation by translating βn to a fixed point β ∈ C
and prove the convergence statement. Let us denote by α̂n also the translate
of αn and by Dn the translated disk sets. Since having bounded combina-
torics is invariant under Mod (Σ), every α̂n has R-bounded combinatorics
with respect to β.

By Lemma 3.1 the sequence {α̂n}n∈N, not having any constant subse-
quence as dC(β, α̂n) = Hn → ∞, admits a subsequence, say the whole
sequence, converging to a minimal filling lamination in the Gromov bound-
ary λ ∈ ∂∞C which furthermore has (R + 1)-bounded combinatorics with
respect to β. We show that Dn → λ as well.

Consider a sequence of disks {δn ∈ Dn}n∈N. We identify the Gromov
boundary ∂∞C with the space of equivalence classes of diverging sequences
{xn}n∈N. The claim follows by showing that {δn}n∈N and {α̂n}n∈N are
equivalent, i.e. (δm|α̂n)β→∞ (n,m→∞).

Fix M > 0. By the first part of the proof, there exists N > 0 such that
for every n,m ≥ N we have (δn|α̂n)β ≥ M . The claim follows from basic
properties of Gromov products:

(δm|α̂n)β ' min
{

(δm|α̂m)β , (δn|α̂n)β

}
≥M

for every n,m ≥ N . Here 'means “greater or equal up to a uniform additive
constant”. �

3.5. Gluings with relative bounded combinatorics. The next defini-
tion describes the class of gluings for which we can relate the glued metric
to the hyperbolic metric on the glued manifold.

Definition (Gluings with Relative Bounded Combinatorics). Given a glu-
ing map f ∈ Mod (Σ), a quadruple of markings (µ, ν, νf , µf ) has relative
(f,R)-bounded combinatorics with respect to H if:

• (µ, ν) has relative R-bounded combinatorics with respect to D.
• (νf , µf ) has relative R-bounded combinatorics with respect to fD.

The height of the pair is min {dC(µ, ν), dC(µf , νf )}.
As in the definition of pairs with relative bounded combinatorics, for a

fixed a thickness threshold ε > 0, there is also a version for quadruples of
points

(
Y,X,X, Y

)
∈ in Teichmüller space Tε.
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Remark 3.3. We make the following observations:

(i) The point Y lies between the disk set D and X. On the other side Y
lies between fD and X.

(ii) The pair
(
Y ,X

)
has relative R-bounded combinatorics with respect to

the handlebody defined by the disk set fD, i.e. by declaring that the
curves in fD ⊂ C are exactly the compressible ones.

(iii) If
(
Y,X,X, Y

)
is a quadruple with (f,R)-relative bounded combina-

torics, then also every quadruple
(
Y0, X0, X0, Y 0

)
, where the segments

[Y0, X0] ,
[
Y 0, X0

]
⊂ Tε are, respectively, subsegments of [Y,X] and[

Y ,X
]
, satisfies the (f,R)-bounded combinatorics condition.

4. Large-Thick Collars

The goal of this section is to prove the following Proposition. Recall
that for X ∈ T we denote by H(X) a convex cocompact handlebody with
conformal boundary X.

Proposition 4.1. Let g ≥ 2 be fixed. For all R,L, ε > 0 there exists H =
H(R,L, ε) > 0 such that the following holds: If the pair (Y,X) ∈ T 2

ε has
R-relative bounded combinatorics with respect to H and height at least H,
then the boundary of the convex core of H(X) has a collar of width at least
L and injectivity radius at least η > 0 where η only depends on g and R.

The strategy is easy to state: We argue by contradiction. Suppose we
have a sequence of counterexamples H(Xn) with relative R-bounded combi-
natorics and diverging heights, but no large-thick collar. Using the results
from Section 2, we can take a geometric limit N∞ by looking at H(Xn) from
the boundary of the convex core. The main result of this section, Propo-
sition 4.2, states that N∞ is a singly degenerate structure on Σ × R with
bounded geometry. Once we know this we are done because we can pull-
back a large thick collar of arbitrary size via the approximating maps, thus
obtaining a contradiction.

We begin with collecting some structural facts used in the proof.

4.1. Ends of hyperbolic 3-manifolds. Let M be a hyperbolic 3-mani-
fold. For a fixed ε > 0 let us denote by M[ε,∞) the ε-thick part of M , the set
of points in M where the injectivity radius is greater or equal to ε, and by
M(0,ε] the ε-thin part of M , the closure of the complement of M[ε,∞). There
exists a universal constant ε3 > 0, called a Margulis constant, such that for
every ε ≤ ε3, every connected component of the ε-thin part of the thick-thin
decomposition M = M(0,ε] ∪ M[ε,∞) is of one of the following two types:
Margulis tubes, i.e. metric tubular neighbourhood of a closed geodesic γ
(the core of the tube) of length lM (γ) ≤ 2ε, rank two cusps (which will not
be relevant for us) or rank one cusps, isometric to a quotient of a horoball
O ⊂ H3 by an infinite cyclic group of parabolic isometries. A simple closed
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curve generating the fundamental group of the cusp is called the core of the
cusp (see Chapter D of [2] for more information).

From now on let us assume that M is homeomorphic to Σ × R. As Σ
is closed, π1(M) ' π1(Σ) does not contain subgroups isomorphic to Z2

and hence M does not have rank two cusps. Every element γ ∈ π1(Σ)
is hyperbolic on Σ, but might act as a parabolic motion on the universal
covering H3 of M . In this case we call γ an accidental parabolic. Such an
element generates the fundamental group of a rank one cusp in M .

Fix a Margulis constant ε ≤ ε3 and consider the non-cuspidal part of M
defined as M0 = M −M cusp

(0,ε] where M cusp
(0,ε] , the cuspidal part, is the union of

the interiors of the (rank one) cusps in M(0,ε]. Scott proved in [45] that there
exists a compact submanifold SC ⊂ M , called a Scott core, homeomorphic
to Σ× [0, 1], with the following properties.

• The inclusion of SC into M is a homotopy equivalence.
• The intersection of SC with the closure of the cuspidal part M cusp

(0,ε]

consists of a disjoint union of annuli on ∂SC whose cores represent
the cores of the corresponding rank one cusps.
• The topological ends of M0 (which are relative ends for M) are in

bijective correspondence with the connected components of M0 −
SC. The closure of every connected component E ⊂ M0 − SC is
homeomorphic to Y × [0,∞) where Y is the (connected) subsurface
of ∂SC obtained as the intersection E ∩ SC.

This description of the (relative) compact core uses results of McCullogh
[36] and Kulkarni-Shalen [25].

By work of Thurston [46], Bonahon [7], Canary [13] and others, to each
relative end E ' Y ×[0,∞) we can associate an end invariant which either is
a finite type hyperbolic structure (conformal boundary) or a minimal filling
lamination (the ending lamination) on Y . In the first case we say that the
end is geometrically finite, while in the second case it is simply degenerate.
Following Thurston [46], Bonahon [7] and Canary [13], this dichotomy can
be characterized as follows:

• The end E is geometrically finite if there is a compact set K ⊂ M
such that E −K does not contain any closed geodesic.
• The end E is simply degenerate if there exists a sequence of simple

closed curves {γn ⊂ Y } with geodesic representatives {γ∗n ⊂ E}n∈N
(equivalently, a sequence of pleated surfaces {fn : (Y, σn)→ E}n∈N
in the homotopy class of the inclusion Y ⊂ E), that exit the end,
i.e. γn (or fn(Y )) is eventually contained in E −K for any compact
set K ⊂ M . The curves γn (or the curves Υ(Y, σn), see Section 3)
converge in C(Y ) to the ending lamination λE ∈ ∂∞C(Y ).
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4.2. Marked hyperbolic structures on I-bundles. A marked hyper-
bolic structure on Σ× R, is a hyperbolic 3-manifold Q = H3/Γ homeomor-
phic to Σ×R together with a homotopy equivalence φ : Σ→ Q, the marking.
We always assume that there are no accidental parabolics, i.e. every element
of Γ < Isom+(H3) is hyperbolic. Equivalently, there are no cusps in Q.

Every marked hyperbolic structureQ on Σ×R without accidental parabol-
ics has exactly two relative ends homeomorphic to Σ× [0,∞). To them we
can associate a pair of end invariants (µ+, µ−), each of which is either a
marked hyperbolic structure or a minimal filling lamination on Σ.

• If both µ+ and µ− are marked hyperbolic surfaces we call the man-
ifold quasi-fuchsian. Its convex core CC(Q) is compact and homeo-
morphic to Σ × [0, 1] (except in the fuchsian case µ+ = µ− where
CC(Q) is a totally geodesic embedded surface). The boundary com-
ponents are pleated surfaces.
• If µ+ and µ− are distinct minimal filling laminations, then we call the

manifold Q doubly degenerate. In this case the convex core coincides
with the whole manifold CC(Q) = Q.
• If one end invariant is a marked hyperbolic structure and the other

is a filling lamination, then the manifold is singly degenerate. The
convex core is homeomorphic to CC(Q) = Σ× [0,∞).

By Bers Simultaneous Uniformization [3], marked quasi-fuchsian struc-
tures Q on Σ × R are parametrized by T × T via the map that associates
to Q the conformal boundary ∂cQ = (µ+, µ−) ∈ T × T . Given a pair
(Y,X) ∈ T × T of conformal structures at infinity, we denote by Q(Y,X)
the unique quasi-fuchsian manifold that realizes those boundary data.

The solution of the Ending Lamination Conjecture by Minsky [40] and
Brock-Canary-Minsky [10] implies that, as a marked hyperbolic structure,
Q is uniquely determined by its end invariants (µ+, µ−). We recall that the
manifold Q has bounded geometry if there is a positive lower bound on the
injectivity radius.

The mapping class group Mod (Σ) acts on marked hyperbolic structures
Q on Σ×R by precomposition of marking. On the quasi-fuchsian subspace,
the action coincides with the diagonal action on T × T .

4.3. Convergence to singly degenerate. We now prove what we stated
at the beginning of the section.

Proposition 4.2. Let
{(
Yn, Xn) ∈ T 2

ε

)}
n∈N be a sequence where every pair

has relative R-bounded combinatorics, and the heights Hn diverge. Then up
to passing to a subsequence, the sequence {(Nn := H(Xn), xn)}n∈N of pointed
convex cocompact handlebodies converges geometrically to a singly degenerate
hyperbolic structure N∞ on Σ × R with inj(N∞) ≥ η. Here η only depends
on g and R.
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For convenience, we divide the proof of Proposition 4.2 into several small
steps: Lemma 4.3, Lemma 4.4, Lemma 4.5 and its Corollaries.

To begin with, note that by Theorem 2.2 and Lemma 2.3, from the se-
quence of triples {(Nn, jn : ∂CC(Nn) ↪→ Nn, xn)}n∈N we can extract a subse-
quence that converges to (N∞, j∞ : X∞ → N∞, x∞) in the sense described
in Section 2. We then have a diagram provided by geometric convergence

∂CC(Nn)
jn
// Nn

X∞
j∞

//

φn

OO

N∞

kn

OO

where the vertical arrows are the approximating maps, where jn : ∂CC(Nn) =(
Σ, σ∂CC(Nn)

)
→ Nn is a pleated surface parametrization of ∂CC(Nn) in the

isotopy class of the marking of Nn, and X∞ = (Σ, σ∞)→ N∞ is the “limit”
pleated surface in N∞.

Lemma 4.3. The map j∞ is incompressible.

Proof. For large n, the maps k−1
n jnφn are defined and they are homotopic

to j∞ within a neighbourhood of j∞(X∞) of uniformly bounded diameter.
Thus j∞ is compressible if and only if k−1

n jnφn is compressible. As the
diameters of the pleated surfaces jn∂CC(Nn) are uniformly bounded, there
exists n0 such that the map k−1

n jnφn is an embedding for every n ≥ n0.
Suppose that j∞ is compressible. By the Loop Theorem, there exists a
simple closed curve γ ⊂ X∞ such that k−1

n0
jn0φn0(γ) bounds an embedded

disk D2 in N∞.

For large enough n ≥ n0 the map kn is defined on the disk D2. Since
the maps knj∞ and jnφn are (locally) homotopic we observe that the simple
closed curve φn(γ) ⊂ ∂CC(Nn) whose image under the inclusion jn is freely
homotopic to knj∞(γ), is compressible. As Nn is a handlebody, this means
that φn(γ) ∈ D, where, as before, D ⊂ C is the set of diskbounding curves.
The length L∂CC(Nn)(φn(γ)) of φn(γ) is bounded from above by ≤ 2LX∞(γ)
for n large enough.

To obtain a contradiction, it suffices to show that the ∂CC(Nn)−lengths of
any sequence of simple closed diskbounding curves ζn ⊂ D blow up along the
sequence. To this end let as before µXn be a short marking for the conformal
boundary Xn of Nn, with base the pants decomposition Pn. Denote by
i(ξ, ζ) the geometric intersection number between two simple closed curves
ξ, ζ in the boundary surface Σ. Let B = B(Σ, ε) be an upper bound for the
length of a short marking for a surface X ∈ Tε. Then there is a number
C = C(Σ, ε) > 0 such that

LXn(ζn) ≥ C · i (ζn, Pn) ≥ C

B
2(dC(ζn,Pn)−2)/2 −→

n→∞
∞.

39
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Namely, the first inequality follows from the fact that LXn(Pn) ≤ B and
standard hyperbolic geometry as explicitly described in Lemma 4.2 in [17].
The second inequality is a consequence of dC(ξ, ζ) ≤ 2 log2 i(ξ, ζ) + 2 for all
ξ, ζ ∈ C. �

Let us consider now the π1(j∞(X∞), x0)−covering of N∞ which we denote
by p : N∞ → N∞. By covering theory, the map j∞ : X∞ → N∞ lifts to
N∞, and any lift j∞ : X∞ → N∞ is a homotopy equivalence. We fix once
and for all such a lift and denote by X∞ = j∞(X∞) the image of X∞ under
this lift.

By work of Thurston [46] and Bonahon [7], we know that, in this setting,
N∞ is homeomorphic to Σ× R.

The next step of the proof consists in showing that N∞ has a “visible”
geometrically finite end homeomorphic to Σ× [0,∞).

Lemma 4.4. N∞ has a geometrically finite end homeomorphic to Σ×[0,∞).

Proof. For large n consider the nearest point retraction to the convex core
rn : Nn → CC(Nn) ⊂ Nn. It is a (base point preserving) 1-Lipschitz projec-
tion map, i.e. r2

n = rn, with the property that rnjn = jn. It also fits into
a one-parameter family of projections that gives a deformation of rn to the
identity IdNn . Namely, for t ≥ 0 define rtn to be the nearest point retraction
to the t-neighbourhood of the convex core which is a convex subset CCt(Nn).

Notice that rtn
t→∞−→ IdNn , uniformly on compact subsets.

The map hn : Nn × [0,∞)→ Nn defined by

hn(x, t) = rtn(x)

is 1-Lipschitz with respect to the product metric. Hence, by geometric
convergence, there is an induced 1-Lipschitz family of projections h∞ : N∞×
[0,∞) → N∞. Let us denote by r∞ : N∞ → N∞ the map induced by the
rn’s, i.e. r∞(·) = h∞(·, 0). It has the properties r2

∞ = r∞ and r∞j∞ = j∞.
The last property implies, in particular, that h∞ lifts to a map h∞ : N∞ ×
[0,∞)→ N∞ with h∞(·, 0) = r∞, the lift of r∞ satisfying r∞j∞ = j∞.

Since h∞(·, t) → IdN∞ (t → ∞) we also get h∞(·, t) → IdN∞ (t →
∞). From the existence of such a map we can immediately conclude that
the image r∞

(
N∞

)
is a convex subset of N∞ containing the convex core

CC
(
N∞

)
. To this end let x, y ∈ r∞(N∞) be a pair of points. Let α be a

geodesic joining them. Then r∞(α) is homotopic, relative to the endpoints,
to α and has length l (r∞(α)) ≤ l(α). Since α is the unique length minimizer
in its homotopy class with fixed endpoints we conclude that r∞(α) = α. To
summarize, r̄∞(N̄∞) is convex.

Now the boundary X∞ of r̄∞(N̄∞) is a closed embedded (by convexity)
incompressible pleated surface, and such a surface is contained in the convex
core of N̄∞. To be more precise, the preimage X̃∞ of X∞ in H3 is a pleated
surface which bounds a convex π1(N̄∞)- half-space V . Furthermore, the
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group π1(N̄∞) acts properly and cocompactly on X̃∞, equipped with the

intrinsic path metric. If λ̃ is a pleating lamination for X̃∞, then every leaf
of λ̃ connects two points in the limit set of π1(N∞) by invariance under the

action of π1(N̄∞). But X̃∞ is contained in the convex hull of λ̃, whence
X∞ ⊂ ∂CC(N̄∞). This shows that X∞ bounds a geometrically finite end in
N̄∞. �

Up to now we have not fully used the condition of relative bounded com-
binatorics. We do it now by observing the following

Lemma 4.5. There exists a minimal filling lamination λ ∈ ∂∞C(X∞) such
that for any sequence of diskbounding curves {δn ∈ C(∂CC(Nn))}n∈N, the

sequence of simple closed curves {φ−1
n δn}n∈N ⊂ C(X∞) converges (up to

passing to subsequences) to λ.

Proof. Let µX∞ be a short marking on X∞. Since φn is almost an isometry,
the marking φnµX∞ is short also for ∂CC(Nn), i.e. we can choose µ∂CC(Nn) =
φnµX∞ . By assumption, we also find markings νn on ∂CC(Nn) that satisfy
the relative bounded combinatorics conditions.

By Lemma 3.2, we have (φ−1
n δn|φ−1

n νn)µX∞ = (δn|νn)φnµX∞ →∞. More-

over, µX∞ and φ−1
n νn have R-bounded combinatorics and their distances in

C(X∞), being equal to the distances between µ∂CC(Nn) and νn, diverge. In

particular φ−1
n νn converges (up to passing to subsequences) to a minimal

filling lamination λ ∈ ∂∞C(X∞) and so does φ−1
n δn (see the proof of Lemma

3.2). �

As an easy consequence, we obtain

Corollary 4.6. The lamination j∞(λ) ⊂ X∞ is not realized in N∞.

Proof. Suppose we can realize j∞(λ). Then by composition with the cover-
ing projection, the lamination λ ⊂ X∞ can be realized in N∞. Let Yλ ⊂ N∞
be a pleated surface realizing λ.

Lemma 4.5, combined with the “long-branches-small-switch-angles” train-
track argument due to Bonahon [7] (see the proof of Proposition 3.2 in [42]
for a nice exposition), tells us that for sufficiently large n and a diskbounding
simple closed curve δn on Xn ⊂ Nn, we could also realize φ−1

n δn as a closed
geodesic, in a bounded neighbourhood of Yλ in N∞.

By geometric convergence, this implies that for large n, we can represent
the curve jnδn in Nn as a curve with very small geodesic curvature. Such a
curve is not nullhomotopic in Nn, But this is absurd as δn is, by definition,
compressible in Nn. �

The next corollary is certainly well known. As we were not able to locate
it in the literature in the form we need, we include a proof in the Appendix.
The main issue here is the possible presence of accidential parabolics.
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Corollary 4.7. N∞ has a simply degenerate end homeomorphic to Σ ×
[0,∞) with ending lamination λ.

To conclude, we found that N∞ is a hyperbolic structure on Σ × R for
which one of the end invariants is a minimal filling lamination, and the
second is a marked conformal structure on Σ. Since there is no room for
other ends, we see that N∞ is singly degenerate. Our final step consists
in showing that the covering p : N∞ → N∞ is trivial. This step concludes
the proof of Proposition 4.2 with the exception of the bounded geometry
condition.

Lemma 4.8. The covering p : N∞ → N∞ is trivial.

Proof. By Canary’s Covering Theorem [14], p : N∞ → N∞ is finite-to-
one, N∞ is homeomorphic to Ω × R where Ω is a closed surface, and the
covering is induced by the inclusion π1(Σ) < π1(Ω). However, by Lemma
4.3, we also have an incompressible embedding of Σ into N∞ ' Ω× R. We
conclude by evoking the standard fact of 3-manifold topology that the closed
incompressible surfaces in Ω×R are all isotopic to the standard embedding
Ω ↪→ Ω× {0} (see Proposition 9.3.18 of [30]). �

We are left with the observation that the injectivity radius of N∞ is
bounded from below by a universal positive constant. As there are no ac-
cidential parabolics and the ending lamination λ has R−bounded combi-
natorics with respect to X∞ (R might be bigger than the initial R, but it
is still uniformly bounded), this is an immediate consequence of Minsky’s
theorem on Bounded Geometry for Kleinian Surface Groups [39].

5. Cut and Glue construction

Recall that our goal is to produce a model metric on a Heegaard splitting
H1 ∪f H2 and that we want to achieve it by gluing together some simple
building blocks which are pieces of hyperbolic manifolds we understand bet-
ter. In our case the building blocks are two convex cocompact handlebodies
interpolated by a quasi-fuchsian manifold.

This section describes how the gluing works. We use a standard proce-
dure, summarized in Lemma 5.1. Suppose we are given the following data:

(1) A pair (N, ∂N), (M,∂M) of Riemannian 3-manifolds with boundary,
with metrics ρN , ρM .

(2) A pair of collars U, V of ∂N, ∂M with a smooth diffeomorphism
k : U → V between them.

(3) A smooth bump function θ : U → [0, 1] which takes value 1 on ∂N
and 0 on the other boundary ∂U \ ∂N .

Then we can form the Riemannian 3-manifold N ∪k:U→V M where the met-
rics ρN and ρM are replaced on U by the convex combination (1 − θ)ρN +
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θk∗ρM . A crucial feature that can be implemented is a control on the sec-
tional curvatures: If the diffeomorphism is almost isometric and the bump
function has uniformly bounded derivatives, then the sectional curvatures
of the gluing will be comparable to those of the pieces.

Let us now describe the case of a convex cocompact handlebody N and
quasi-fuchsian manifold Q. The first item of the list is provided by small
smooth neighbourhoods of their convex cores CC(N) and CC(Q).

The second item requires us to control a pair of collars of ∂CC(N) and
∂CC(Q), and this is provided by Proposition 4.1. We also have to produce
a nice diffeomorphism between them, but this will be the object of the next
section (Proposition 6.1). We anticipate here that, in general, it will not be
possible to use exactly the collars of ∂CC(N) and ∂CC(Q), but one has to
allow a more flexible notion of product region which we define below.

As for the last item, Lemma 5.2 will produce for us uniformly controlled
bump functions on product regions with bounded geometry.

Now we describe the details. Let us start with a definition:

Definition (Product Region). Let (M,∂M, j : Σ→ ∂0M) be a compact
oriented 3-manifold with boundary ∂M and a distinguished parametrized
(or simply, marked) boundary component j : Σ → ∂0M ⊂ ∂M . A product
region U ⊂ M relative to ∂0M ⊂ ∂M is a codimension 0 submanifold
homeomorphic to Σ× [−1, 1] which is isotopic to a collar of ∂0M .

Using the product structure of U we can define a top boundary ∂+U , the
one that faces ∂0M , and a bottom boundary ∂−U . We denote by M− and
M+ the parts of M that lie below ∂+U and above ∂−U respectively. In
particular, U is a collar of a boundary component of both M−,M+.

We will be interested in essentially three parameters of a product region:
The injectivity radius inj U := inf {injx M |x ∈ U }, the diameter diam U
and the width width U := inf {d(x, y) |x ∈ ∂+U, y ∈ ∂−U }. When the in-
jectivity radius, the width and the diameter are uniformly bounded we say
that the product region has bounded geometry.

Finally, we also observe that the marking j : Σ → ∂0M can be isotoped
into U producing a marking of U .

One can cut and glue 3-manifolds along product regions. Namely, suppose
we have a pair (M,∂M, j : Σ→ ∂0M) and (N, ∂N, i : Σ→ ∂0N) of com-
pact 3-manifolds with boundary together with distinguished parametrized
boundary components. Let U ⊂ M and V ⊂ N be product regions rela-
tive to ∂0M,∂0N respectively. Let k : U → V be an orientation preserving
diffeomorphism between them. Then we can form the 3-manifold

X := M− ∪k:U→V N+.

Up to homeomorphism, the result only depends on the homotopy class of
k, which we are going to define. Denote by jU , jV : Σ → U, V the induced
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URSULA HAMENSTÄDT AND GABRIELE VIAGGI

markings on the product regions. The composition f := j−1
V ◦ k ◦ jU is well-

defined up to isotopy, that is, it does not depend on the choice of induced
markings. It is called the homotopy class of k with respect to the markings
j, i. The manifold X is homeomorphic to

M ∪φ:∂0M→∂0N N

where φ := i ◦ f ◦ j−1.

Now we turn to the Riemannian part of the construction. The following
observation, which we state as a lemma, is the main conclusion of the cut
and glue construction. The proof is straightforward, and we omit it.

Lemma 5.1. Let (M,∂M, j : Σ→ ∂0M), (N, ∂N, i : Σ→ ∂0N) be marked
hyperbolic structures on M and N with distinguished boundary components
∂0M,∂0N . Denote by ρM , ρN the Riemannian metrics of M,N . Suppose we
have product regions U ⊂ M,V ⊂ N relative to ∂0M,∂0N and an orienta-
tion preserving diffeomorphism k : U → V . Suppose also that θ : U → [0, 1]
is a smooth function with θ|∂−U,∂+U ≡ 0, 1. Then we can form the 3-manifold

X = M− ∪k:U→V N+

and endow it with the Riemannian metric

ρ :=





ρM on M− \ U
(1− θ)ρM + θk∗ρN on U
ρN on N+ \ V.

If k is ξ-almost isometric for some ξ < 1, then we have the following sec-
tional curvature bound on U ⊂ X

|1 + secX| ≤ c3 ||θ||C2 · ||ρM − k∗ρN ||C2 ,
where c3 > 0 is some universal constant. If k lies in the homotopy class of
the identity, then compositions of the inclusions M− ⊂ X, N+ ⊂ X with the
(induced) markings jU , iV : Σ→M,N are homotopic.

Once we fix the size of a product region we can produce a uniform bump
function θ : U → [0, 1] on it.

Lemma 5.2. For all η,D > 0 there exists B > 0 such that the following
holds: Let U ' Σ× [0, 1] be a product region with inj U ≥ η, diam U ≤ 2D,
width U ≥ D. Then there exists a smooth function θ : U → [0, 1] with the
following properties:

• Near the boundaries it is constant: θ|∂−U ≡ 0 and θ|∂+U ≡ 1.

• Uniformly bounded C2−norm: ||θ||C2 ≤ B.

Proof. For every D, η > 0, the space of pointed hyperbolic 3-manifolds

S(η, 2D,D) =

{
(M,? ∈ U)

∣∣∣∣
U ' Σ× [−1, 1] is a product,

inj U > η, diam U < 2D,width U > D

}

is relatively compact in the geometric topology. For any δ > 0, the accumu-
lation points not in the space are still contained in S(η−δ, 2D+δ,D−δ). �
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6. Almost-isometric embeddings and Gluing

If we want to apply the cut-and-glue construction, we have to understand
when we can find almost isometric product regions in a convex cocompact
handlebody and in a quasi-fuchsian manifold. The following technical propo-
sition provides the control we need.

Proposition 6.1. Fix bounded combinatorics parameters R, ε > 0 and an
almost-isometry parameter ξ > 0. There exists L0 = L0(R, ε) > 0 such that
for every L ≥ L0 there exists a height H = H(L,R, ε, ξ) > 0 such that the
following holds: Let (Y,X) ∈ Tε×Tε be a pair with relative R-bounded com-
binatorics and height at least H. Let Z ∈ Tε be any other point such that the
Teichmüller geodesic [Y,Z] contains [Y,X] as a subsegment. Consider the
convex cocompact handlebody N = H(X) and the quasi-fuchsian manifold
Q = Q(Y, Z). Then there exist product regions U ⊂ N and V ⊂ Q and an
orientation preserving diffeomorphism k : U → V such that

(1) Bounded geometry: inj U ≥ η = η(R, ε) > 0, diam U ≤ 2L and
width U ≥ L.

(2) Almost isometry: ||ρN − k∗ρQ||C2 < ξ.
(3) Homotopy class: k lies in the homotopy class of the identity with

respect to the markings.

Moreover, U contains the geodesic representative of α ∈ C, a curve which
has moderate length for both N and some hyperbolic surface T ∈ [Y,X], i.e.
lN (α), LT (α) ≤ B = B(g, ε).

We call the point Z ∈ Tε the free boundary of Q(Y,Z).

Conditions (1)-(3) guarantee that we can uniformly glue H(X) to Q(Y,Z)
using the cut and glue construction. The application to Heegaard splitting
is given in Theorem 6.7 at the end of the section.

A few words on the proof: We have seen that the boundary of the convex
core of a convex cocompact handlebody with relative bounded combinatorics
and large height has a large-thick collar. This means that, to some extent,
we can treat it as if it was a hyperbolic structure on Σ× R.

Then the strategy is to reduce the problem to the following statement,
which solves the analogue question of finding almost isometric embeddings
of product regions in hyperbolic manifolds homeomorphic to Σ× R
Proposition 6.2. For every ε, ξ, δ, L > 0 there exists H = H(ε, ξ, δ, L) > 0
such that the following holds: Let Q1, Q2 be marked hyperbolic structures on
Σ×R without accidental parabolics with associated Teichmüller geodesics li :
Ii ⊆ R→ T with i = 1, 2. Suppose that l1, l2 δ-fellow-travel on a subsegment
J of length at least 20H and entirely contained in the ε-thick part Tε. Then
there exist product regions Ui ⊂ Qi with diam(Ui) ≤ 2L, width(Ui) ≥ L and
a ξ−almost isometric embedding k : U1 → U2 in the homotopy class of the
identity with respect to the markings. Moreover, Ui contains the geodesic
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representative of α ∈ C, a curve which has moderate length for both Qi and
T ∈ J the midpoint of the segment, i.e. lQi(α), LT (α) ≤ B = B(ε, g).

6.1. Lipschitz model. Proposition 6.2 is a direct consequence of the Lip-
schitz Model by Minsky [40]. We use the following statement:

Theorem 6.3 (Minsky [40]). Fix ε > 0. Let Q be a marked hyperbolic
structure on Σ × R without accidental parabolics. Let l : I → T be the
corresponding Teichmüller geodesics. There exists H0 = H0(g, ε) > 0 and
B = B(g, ε) > 0 such that the following holds: Suppose that I contains a
subsegment [a−H0, b+H0] such that b−a ≥ 20H0 and l [a−H0, b+H0] ⊂
Tε. Denote by J the subsegment [a, b]. Then for every X ∈ J and any curve

α ∈ C with LX(α) ≤ B there exists a pleated surface iX : X̂ → Q realizing

α and such that dT (X, X̂) ≤ H0. In particular lQ(α) ≤ Be2H0.

We remark the following crucial consequence of the Margulis Lemma:

Lemma 6.4. There exists η = η(g, ε) > 0 such that injx (Q) > η for every

x ∈ iX(X̂) and every X ∈ J .

Proof. The surface iX(X̂) is π1−surjective and has uniformly bounded di-

ameter (1−Lipschitz image of X̂ ∈ Tε′(ε,H)). Such a surface cannot enter
any very thin part of Q (see Lemma 2.3). �

We prove Proposition 6.2.

Proof of Proposition 6.2. We argue by contradiction. Suppose we have a se-
quence of structures Qn1 , Q

n
2 that satisfy the assumptions, but do not satisfy

the conclusions. Denote by Jn the δ-fellow-traveling ε-thick segment for their
Teichmüller geodesics lni : Ini → T with i = 1, 2. Let cn ∈ Jn the midpoint.
Up to the action of the mapping class group we can assume that cn lies in
a fixed compact set of T . Let us parametrize Jn by jn : [−an, an] → Jn so
that jn(0) = cn. After the renormalization, we can extract a subsequence
that converges uniformly on compact sets to a bi-infinite Teichmüller geo-
desic j∞ : R → J∞ entirely contained in Tε with distinct uniquely ergodic
minimal filling endpoints λ−, λ+ ∈ PML.

By the Double Limit Theorem and the Ending Lamination Theorem,
the geodesic j∞ defines a unique doubly degenerate structure on Σ × R
whose ending laminations are λ+, λ−. We show that we can choose base-
points xnj ∈ Qnj so that the sequence of pointed manifolds (Qnj , x

n
j ) converges

geometrically to Q∞ and derive a contradiction.

Let us focus on Qn1 . Parametrize ln1 so that when we restrict it to
[−an + δ, an − δ] it δ-fellow-travels jn : [−an + δ, an − δ] → Jn. Observe
that the geodesic ln1 converges uniformly on compact sets to some bi-infinite
geodesic J∞1 which is entirely contained in Tε and has uniquely ergodic min-
imal filling endpoints λ+

1 , λ
−
1 . Since ln1 and jn are δ-fellow-travelers, we have
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λ±1 = λ±∞. Therefore J∞1 = J∞, as cobounded geodesics in Teichmüller
space are uniquely determined by their endpoints.

The points Xn
1 := ln1 (0) converge to X∞ = j∞(0), hence, for n large

enough, by Theorem 6.3, we can find pleated surfaces iXn
1

: X̂n
1 → Qn1

that realize any short curve γ ∈ Υ(X∞) for X∞. We choose a basepoint

xn1 on iXn
1

(X̂n
1 ). Lemma 6.4 tells us that we can take a geometric limit

of the sequence triples (Qn1 , x
n
1 , iXn

1
: X̂n

1 → Qn1 ). The limit is a triple

(Q∞1 , x
∞
1 , iX∞ : X̂∞1 → Q∞1 ) where iX∞ is a pleated surface realizing γ, the

short curve on Υ(X∞) as above, in Q∞1 .

The proof can now proceed with the standard arguments of Section 4 with
less complications. We only give a sketch. The map iX∞ is incompressible
and determines a covering of Q∞1 homeomorphic to Σ×R. We claim that it
is doubly degenerate. It suffices to check that λ+ and λ− are not realized.
Choose a diverging sequence of times tn ∈ [0, an] such that ln1 (tn) is very close
to J∞. Theorem 6.3 implies that a short curve α+

n for ln1 (tn) has moderate
length for Qn1 . As tn ↑ ∞ we have α+

n → λ+. Suppose that λ+ is realized.
The “long-branches-small-switch-angles” train track argument implies that
we can also realize α+

n in a fixed compact set and hence lQ∞1 (α+
n ) must

necessarily diverge. By geometric convergence, the same must happen in Qn1 ,
but α+

n has always moderate length in Qn1 , a contradiction. The argument
for λ− is the same. By the Ending Lamination Theorem, the iX∞−covering
is isometric to Q∞. The Covering Theorem [14] implies that the covering
is trivial. The uniform bound on the injectivity radius is guaranteed by the
fact that λ+, λ− have uniformly bounded combinatorics [39].

In conclusion, for any fixed size L and almost isometric parameter ξ, we
can pull-back a product region of that size from Q∞ to Qn1 in a ξ−almost
isometric fashion. Moreover, we can also assume that the product region lies
uniformly close to the basepoint and that, if the size L is sufficiently large,
it also contains the geodesic representative of a short curve γ on ln1 (0), the
midpoint of Jn. This contradicts the initial assumptions. �

We are now ready to prove Proposition 6.1

6.2. Proof of Proposition 6.1. We argue again by contradiction.

Suppose we have a sequence of examples {(Yn, Xn, Zn)}n∈N with relative
R-bounded combinatorics and diverging heights, but Nn := H(Xn) and
Qn := Q(Yn, Zn) do not satisfy the conclusion of the proposition. As a first
step, we reduce the problem to the realm of hyperbolic structures on Σ×R.
If we fix basepoints xn ∈ ∂CC(Nn), we know that we can take, up to passing
to subsequences, a geometric limit of the sequence

{(Nn, xn, jn : (Σ, σn)→ ∂CC(Nn))}n∈N .
The limit is a triple (N∞, x∞, j∞ : (Σ, σ∞)→ N∞) where N∞ is a singly
degenerate hyperbolic structure on Σ × R with injectivity radius bounded
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N = N∞

φnφn

Nn = H(Xn)

Qn = Q(Yn, Zn)

∂YnCC(Qn)

∂ZnCC(Qn)

∂CC(Nn)∂CC(N)

jnj∞

Figure 1. Almost-isometric embeddings of product regions.

from below by η = η(R, ε) > 0 and j∞ is a pleated surface marking. The
approximating maps kn : N∞ → Nn and the change of marking φn : Σ→ Σ
provided by the pleated surface convergence fit into the following diagram
that commutes up to local homotopies

(Σ, σn)
jn

// Nn

(Σ, σ∞)
j∞

//

φn

OO

N∞.

kn

OO

The ending lamination λ is the support of a unique projective measured
lamination that can be characterized as the limit in T ∪PML of the sequence
of remarked surfaces Y ′n := φ−1

n Yn, i.e. λ = limn→∞ Y ′n ∈ PML (see [24]).

We fully renormalize the picture by introducing X ′n := φ−1
n Xn, Z ′n :=

φ−1
n Zn and the quasi-fuchsian manifolds Q′n := Q(Y ′n, Z

′
n). Observe that

the points X ′n ∈ [Y ′n, Z
′
n] lie in a fixed compact set. In fact, by the main
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theorem of [8], X ′n lies uniformly close to φ−1
n (Σ, σn) which is converging to

(Σ, σ∞), the hyperbolic structure of the limit pleated surface. Hence, up to
subsequences, the segments [Y ′n, X

′
n] converge uniformly on compact sets to

the Teichmüller geodesic ray (λ,X∞].

The next lemma is used to determine a product region of N∞ which can
be embedded in all Nn and Q′n with n large via Proposition 6.2 (see Figure
1). Let l : (−∞, 0] → T the Teichmüller ray corresponding to N∞ with
l(−∞) = λ. As N∞ has bounded geometry, it is entirely contained in a
ε′-thick part (by [39], [43]) for some ε′ only depending on R, ε. Moreover, by
Theorem A of [37], it passes uniformly close to (Σ, σ∞) and hence to X∞.

Lemma 6.5. There exists δ, b > 0 such that for every H > 0, if n is suf-
ficiently large, then there is a point W ′n ∈ [Y ′n, X

′
n] such that [W ′n, X

′
n],

parametrized in this order, δ-fellow-travels the restriction of l : (−∞, 0]→ T
to JH = [−b− 200H,−b].

Proof. The geodesics (λ,X∞] and l have the same endpoint at infinity, the
uniquely ergodic projective measured lamination λ. By Masur [31], these
geodesics stay at a uniformly bounded distance δ/2. As [Y ′n, X

′
n] converges

uniformly on compact sets to (λ,X∞], if n is large enough, we find W ′n ∈
[Y ′n, X

′
n] which is δ-close to l and with dT (W ′n, X

′
n) as large as we want. �

By Lemma 6.5, for any fixed H, we can apply Proposition 6.2 to the δ-
fellow-traveling ε′-thick geodesics [Z ′n, Y

′
n] and l along l(JH) if n is sufficiently

large. We choose H to be larger than H(ε′, ξ, δ, L). For n large enough, we
get a product region Un ⊂ N∞ of L-bounded geometry and a ξ−almost iso-
metric embedding hn : Un → Q′n. Moreover the product region Un contains
a geodesic α∗n of uniformly bounded length that represents a short curve αn
for the midpoint Tn of [W ′n, X

′
n]. The curve αn has also moderate length for

the midpoint T of l(JH) as LT (αn) ≤ LTn(αn)e2δ. As there is only a finite
number of curves of moderate length on T , we can assume that αn = α is
fixed.

Consider a sufficiently large collar U of ∂CC(N∞) containing the 2L-
neighbourhood of the geodesic representative of α ∈ Υ(T ). If n is sufficiently
large, the approximating map N∞ → Nn is defined and ξ−almost isometric
on U . The product region Un, containing α∗ and having size comparable
with L, is contained in U . This is a contradiction.

The proof of Proposition 6.1 is now complete.

6.3. Position of the product regions. As we have already pointed out,
Proposition 6.1 guarantees that we can uniformly glue H(X) to Q(Y, Z)
using the cut and glue construction. However, for the model metric on
H1 ∪f H2, we need a more quantitative control: If we want to glue a pair of
convex cocompact handlebodies to a single quasi-fuchsian manifold on top
and on bottom, we have to make sure that the gluing regions appear in the
right order along the quasi-fuchsian manifold. We control the order using
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the distance from the boundaries of the convex core: In the notations of
Proposition 6.1 we have

Lemma 6.6. There exists some function A : (0,∞)→ (0,∞) such that

dN (U, ∂CC(N)) ≤ A(dT (X,Y )),

dQ (k(U), ∂Y CC(Q)) ≤ A(dT (X,Y )).

Here ∂Y CC(Q = Q(Y, Z)) denotes the boundary component of the convex
core that faces the conformal boundary Y .

Proof. Let α be a the curve which is of moderate length for some T ∈ [Y,X]
and whose geodesic representative has length lQ(α) ∈ [η,B] and lies in U as
in Proposition 6.1. We have

dN (U, ∂CC(N)) ≤ dN (α∗, ∂CC(N)) ,

dQ (k(U), ∂Y CC(Q)) ≤ dQ (k(α∗), ∂Y CC(Q)) .

Since k is ξ−almost isometric, the curve k(α∗) has uniformly bounded ge-
odesic curvature, hence its lift to H3 is a uniform quasi-geodesic and lies
uniformly close to its geodesic representative by the Morse Lemma. The
length of the geodesic representative for k(α∗) is uniformly comparable with
the one of α∗, in particular it is uniformly bounded away from 0 and∞. By
basic hyperbolic geometry

cosh (dQ (α∗, ∂CC(N))) ≤ L∂CC(N)(α)/lN (α),

cosh (dQ (k(α)∗, ∂Y CC(Q))) ≤ L∂Y CC(Q)(α)/lQ(α).

Thus, it is enough to show that the numerators are uniformly bounded:

L∂CC(N)(α) ' LX(α) ≤ LT (α)e2dT (X,T ) ≤ Be2dT (X,Y ),

L∂Y CC(Q)(α) ' LY (α) ≤ LT (α)e2dT (Y,T ) ≤ Be2dT (X,Y ).

The inequalities are applications of Theorem 2.1 and Wolpert’s inequality
LR(α) ≤ LS(α)e2dT (R,S). �

6.4. The gluing. The following theorem is the main technical result of this
article. Recall that we denote by Mf the closed 3-manifold obtained by
gluing two handlebodies with boundary Σ with a map f ∈ Mod(Σ).

Theorem 6.7. Let R, ε, ξ > 0 be fixed. There exists Hgluing(R, ε, ξ) > 0
such that for every H ≥ Hgluing the following holds: Let f ∈ Mod (Σ) be

a gluing map. Suppose that
(
Y,X,X, Y

)
∈ T 4

ε is a quadruple with relative
(f,R)−bounded combinatorics and height in [H, 2H]. Then there exists a
metric g on Mf = H1 ∪f H2 with the following properties.

(1) The sectional curvature of the metric is contained in the interval
sec ∈ (−1− ξ,−1 + ξ).

(2) The curvature of g is constant outside the union Ω of two disjoint
regions of uniformly bounded diameter and uniform lower bound on
the injectivity radius diffeomorphic to Σ× [0, 1].
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(3) Mf − Ω = H1 ∪ H2 ∪ Q where Q is isometric to the complement

in Q(Y, Y ) of a collar neighborhood of ∂CC(Q(Y, Y ) of uniformly
bounded radius (depending on H), and where H1, H2 are isomet-
ric to the complement in H(X0),H(X0) of a collar neighborhood
of ∂CC(H(X0)), ∂CC(H(X0)) of uniformly bounded diameter (where
X0, X0 are points on [Y,X] ,

[
X,Y

]
).

Proof. Let L0 be as in Proposition 6.1. LetB0 := B0(L0, η) be the C2−bound
produced by Lemma 5.2. Let c3 be as in Lemma 5.1. Consider the height
H0 := H0(2L0, R, ε, ξ/c3B0) provided by Proposition 6.1.

We choose X0 ∈ [Y,X] (resp. X0 ∈
[
X,Y

]
) so that dT (Y,X0) = H0

(resp. dT (X0, Y ) = H0). This is possible if the height is sufficiently large.
By Remark 3.3 the (f,R)−relative bounded combinatorics condition is still
satisfied by (Y,X0, X0, Y ). We use Proposition 6.1 twice in order to produce
product regions:

• When applied to the pair (Y,X0) using Y as a free boundary: A
ξ/B0−almost-isometric embedding in the homotopy class of the iden-
tity of a product region (with 2L0−bounded geometry and injectivity
radius bounded by η) kU : U ⊂ H(X0)→ Q(Y, Y ) .
• When applied to the pair

(
Y ,X0

)
using Y as a free boundary: A

ξ/B0−almost-isometric embedding in the homotopy class of f of a
product region with (2L0−bounded geometry and injectivity radius
bounded by η) kV : V ⊂ H(X0)→ Q(Y , Y ).
• Observe that the manifolds Q := Q(Y, Y ) and Q(Y , Y ) are isometric

via an orientation reversing isometry.

By Lemma 6.6 we have

dQ (kU (U), ∂Y CC(Q)) ≤ A(2H0) and dQ
(
kV (V ), ∂Y CC(Q)

)
≤ A(2H0).

In particular, if dQ
(
∂Y CC(Q), ∂Y CC(Q)

)
is much bigger than A(2H0) then

kU (U), kV (V ) are disjoint and appear in the correct order along Q. Propo-
sition 4.1 (or Proposition 6.2) implies that there exists Hgluing ≥ H0 such
that this condition is satisfied (we can choose Hgluing to be the height that
implies the presence of a large-thick collar of ∂Y CC(Q) of width at least
20A(2H0)).

Lemma 5.2 gives us uniform bump functions θU , θV : U, V → [0, 1] on U, V
whose C2−norm is bounded by B0. Finally, we apply Lemma 5.1 twice and
glue H(X0), Q,H(X0) along kU : U → Q and kV : V → Q using uniform
bump functions θU , θV . The sectional curvatures of the resulting manifold
satisfy |sec + 1| ≤ c3B0 · ξ/c3B0 = ξ. The requirements (2) and (3) follow
from the cut and glue construction and Lemma 6.6. �
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7. Random Heegaard splittings

The goal of this section is to establish some geometric control on random
3-manifolds. We begin with defining the type of control we need.

Definition. For δ ∈ (0, 1/2), b > 1 and g ≥ 2, a (b, δ)-product region of
genus g in a Riemannian 3-manifold M is a closed subset V of M with the
following properties.

(1) V is diffeomorphic to Σ× [0, 1] where Σ is a closed surface of genus
g, and V separates M , i.e. M − int(V ) consists of two connected
components with boundary Σ× {0},Σ× {1}, respectively.

(2) The injectivity radius of M at points in V is contained in the interval
[δ, 1/δ], and the diameters of the surfaces Σ × {0} and Σ × {1} are
at most 1/δ.

(3) The restriction of the metric of M to V is of constant curvature −1.
(4) The distance between the boundary components Σ×{0} and Σ×{1}

equals at least b.

Note that as b > 1, the volume of an (b, δ)-product region is bounded
from below by a universal constant which can be chosen to be the volume
of a ball of radius δ in hyperbolic 3-space, and up to a universal additive
constant, its diameter is bounded from above by the distance between the
boundary surfaces.

Example. Let M be a doubly degenerate hyperbolic 3-manifold which is
homeomorphic to Σ × R for a closed surface Σ of genus g ≥ 2 and whose
injectivity radius is at least δ. Then the injectivity radius is also bounded
from above by a universal constant (see [40] for details), and for any b > 1,
any sufficiently large metric ball in M contains a (b, δ)-product region of
genus g.

By definition, a (b, δ)-product region V ⊂M separates M . In particular,
if V ′ ⊂M is another such region which is disjoint from V , then it is contained
in one of the two components of M − V . Thus if V ⊂M is a disjoint union
of k ≥ 1 (b, δ)-product regions in M , then the dual graph whose vertices are
the components of M − V and where two such components are connected
by an edge if their closures intersect the same component of V is a tree. We
say that the components of V are linearly aligned if this tree is just a line
segment.

We shall show that for there exists a number C1 > 0, and for given
numbers b > 1, δ > 0 there exist a number C2 = C2(b, δ) > 0 such that
for any ε > 0, a random 3-manifold admits a negatively curved metric as
described in Theorem 6.7 with the following additional properties.

(a) The gluing control parameter ξ is smaller than ε.
(b) vol(H1 ∪H2 ∪ Ω) ≤ εn where n is the step of the walk.
(c) vol(Q) ≥ C1n where n is the step of the walk.
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(d) The set Q contains a subset Q′ which is a disjoint union of linearly
aligned (h, δ)-product regions of genus g and cardinality at least C2n.

We call such a gluing a gluing with (ε, b, δ)-controlled geometry. The point
here is that C1 > 0 is a universal constant, and the constant C2(b, δ) only
depends on b, δ and, in particular, is independent of ε.

We begin with describing the basic setup of random 3-manifolds.

Definition (Random Walk). Let us fix a symmetric probability measure
µ on Mod (Σ) whose support is a finite generating set S. Let {Sj}j∈N be

a sequence of independent, µ−distributed random variables with values in
Mod (Σ). The n−th step of the random walk is the random variable ωn :=
S1 · · ·Sn (with ω0 := IdΣ). The random walk is the discrete process (ωn)n∈N.

Let P be a property of mapping classes or 3-manifolds. We say that P
holds for a random mapping class (resp. for a random 3-manifold) if

Pn [f ∈ Mod (Σ) | f (resp. Mf ) has P ]
n→∞−→ 1

where Pn is the distribution of the n−th step of the random walk ωn and
coincides with the n-th convolution of µ with itself.

The following is the main result of this section. The constants C1 >
0, C2(b, δ) > 0 appearing implicitly in its statement depend on the probabil-
ity measure µ and will be determined in the course of the proof.

Proposition 7.1. Let g ≥ 2 and ε > 0, b > 0, δ > 0 be fixed. Let µ
be a symmetric probability measure on Mod (Σ) whose support is a finite
symmetric generating set. We have

Pn [f ∈ Mod (Σ) |Mf has gluing with (ε, b, δ)-controlled geometry ] −→
n→∞

1.

We first recall some facts about random walks on Mod (Σ).

7.1. Random walks on the mapping class group. Much of the mate-
rial we present here is also contained in higher generality and with more
details in Section 6 of [1].

In the sequel we always consider a symmetric probability measure µ on
Mod (Σ) whose support S is a finite generating set. Associated to the
random walk generated by µ is a space of sample paths (Ω, E , θ) where

Ω = Mod (Σ)N is endowed with the product topology, E is the σ-algebra
of Borel sets and P is the push-forward of the product measure µ⊗N under
the measurable map

T : Ω→ Ω, defined by (T (si)j = s1 · · · sj = ωj).

We have

Theorem 7.2 (Maher [28]).

Pn [f ∈ Mod(Σ) | f is pseudo-Anosov ]
n→∞−→ 1.
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URSULA HAMENSTÄDT AND GABRIELE VIAGGI

We will use a geometric statement for the action of random mapping
classes on Teichmüller space. The following result is due to Tiozzo.

Theorem 7.3 (Tiozzo, Theorem 1 of [48]). Fix some X in the Teichmüller
space T of Σ. Then there exists LT > 0 such that for almost all sample paths
(ωn) there exists a Teichmüller geodesic ray γ : [0,∞) → T with γ(0) = X
and such that

lim
n→∞

dT (ωnX, γ(LTn))

n
→ 0.

In particular, the drift for the action of the random walk on Teichmüller
space with the Teichmüller metric is positive.

There also is a statement concerning the action of the random walk on
the curve graph (C, dC) of Σ which is due to Maher and Tiozzo [29].

Theorem 7.4 (Maher-Tiozzo, Theorem 1.2 and Theorem 1.3 of [29]). Let
α ∈ C be a basepoint. Then there exists a constant LC > 0 such that for
almost every sample path (ωn) we have

lim
n→∞

dC(α, ωnα)

n
= LC > 0.

Moreover, there is a uniform quasigeodesic ray γ which tracks the sample
path sublinearly, i.e.

lim
n→∞

dC(ωnα, γ)

n
= 0 almost surely .

As an application of Theorem 7.3 and Theorem 7.4, we obtain the fol-
lowing result which was first shown by Kaimanovich and Masur [22]. For
its formulation, recall that a point in ∂∞C is an unmeasured filling geodesic
lamination on Σ.

Theorem 7.5 (Kaimanovich-Masur [22], Maher-Tiozzo [29]). For P-almost

every sample path ω = (ωn)n∈N ∈ Mod (Σ)N, the following holds true.

(1) For every base-point α ∈ C, the sequence {ωnα}n∈N ⊂ C converges to
a point bnd(ω) ∈ ∂∞C in the Gromov boundary which is independent
of α.

(2) The point bnd(ω) supports a unique transverse invariant measure up
to scale, and the Teichmüller ray τX,bnd(ω) issuing from a fixed base-
point X ∈ T which determined by bnd(ω), equipped with this trans-
verse invariant measure, has the sublinear tracking property from
Theorem 7.3-

Furthermore, the map bnd : Mod (Σ)N → ∂∞C is measurable with respect to
the σ-algebra of Borel subsets of ∂∞C.

By Theorem 7.5, we may view the map bnd as both a map with values
in the boundary ∂∞C of the curve graph as well as a map with values in the
space PML of projective measured laminations. We will not distinguish
between the two viewpoints in the sequel to keep the notations simple.
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Theorem 7.5 leads to the next definition.

Definition (Harmonic Measure). The measure ν := (bnd)∗ P on ∂∞C (or
on PML) is called the harmonic measure associated to the random walk
(or to the distribution µ).

The next statement is Proposition 6.10 of [1]. It can be viewed as a
statement about the harmonic measure on PML.

Proposition 7.6. Let W ⊂ T be a Mod(Σ)-invariant open subset that
contains an axis of a pseudo-Anosov mapping class. Then for all H > 0
there exists a ĉ = ĉ(W,H) > 0 such that for almost every sample path ω, we
have

lim inf
1

T
|{t ∈ [0, T ] | τX,bnd(ω)[t−H, t+H] ⊂W}| > ĉ.

The Mod(Σ)-invariants sets W we are going to use in the sequel are the
sets Tδ for some suitably chosen numbers δ > 0.

7.2. Random handlebodies. From now on we fix a handlebody H and a
marking of the boundary surface Σ. The disk set D of H defines a subset ∂D
of ∂∞C by taking its closure in C ∪∂∞C and intersecting with the boundary,
i.e. ∂∞D := D∩∂∞C. Maher, exploiting work of Kerckhoff [23] (Kerckhoff’s
proof contained a small gap that has been settled by Gadre in [18]), showed
that ∂∞D has measure zero with respect to the harmonic measure ν.

Theorem 7.7 (Maher, [27]). The harmonic measure of the boundary of
the disk set vanishes, i.e. ν (∂∞D) = 0. Moreover, the Hempel distance
increases linearly along the random walk, i.e. there exists a constant K > 1
such that

Pn
[
(ωn) ∈ Ω | dC (D, ωnD) ∈

[
1

K
n,Kn

]]
n→∞−→ 1.

Maher’s theorem has a few immediate consequences. First of all, for a
random mapping class f , the 3-manifold Mf is hyperbolic (see Dunfield and
Thurston [16]). Furthermore, let us choose once and for all a basepoint
X ∈ Tε contained in the ε-thick part of Teichmüller space for a suitably
chosen number ε > 0. We select X so that it admits a short marking whose
base is a pants decomposition made of diskbounding curves for H. By
Theorem 7.4, the distance in the curve graph between Υ(X) and Υ(ωnX)
makes linear progress in n, and by Theorem 7.7, it makes linear progress
away from the diskbounding curves. Here as before, Υ : T → C denotes the
systole map.

This property, however, is not sufficient to conclude that for a random
element f ∈ Mod(Σ), the manifold Mf satisfies the assumptions in Propo-
sition 7.1. As additional properties, we have to control the transition of
the Teichmüller geodesic segment τX,ωnX connecting X to ωnX through the
thick part of Teichmüller space while controlling the rate of divergence of
its trace from the disk set. We next establish this control.
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Thus let f ∈ Mod (Σ) be a random mapping class. By Theorem 7.2 we
know that f is p-A (pseudo-Anosov).

Quantitatively, a possible measure for the fellow-travelling of the disk set
is given by the size of the nearest point projection of the disk set D to the
uniformly quasi-convex subset

Gf := Υ(τX,fX)

of the curve graph. We denote this nearest point projection by πGf . As Gf is
a uniform unparametrized quasi-geodesic in the curve graph, hyperbolicity
of C yields that the projection πGf (D) is a quasi-convex subset of Gf . Let
|πGf (D)| be its diameter. Our next goal is to prove that as the step length
tends to infinity, this diameter is arbitrarily small compared to the diameter
|Gf | of Gf .

Proposition 7.8. Let g ≥ 2 and ε > 0 be fixed. Let µ be a symmetric
probability measure on Mod (Σ) whose support is a finite generating set. We
have

Pn
[
f ∈ Mod (Σ)

∣∣f is p-A,
∣∣πGf (D)

∣∣ /|Gf | ≤ ε
] n→∞−→ 1.

Proof. Let ε > 0 be arbitrary. Let K > 0 be the constant from Theorem
7.7, let LC be the constant from Theorem 7.4 and assume without loss of
generality that LCε < 1/2K.

Let α = Υ(X) ∈ C. We may assume that α is diskbounding in the
handlebody H.

For n0 > 0 let Ωn0 ⊂ Ω be the set of all sample paths ω = (ωn) such that
for all n ≥ n0 the following properties are fulfilled.

(1) LC(1− ε/2)n ≤ dC(α, ωnα) ≤ LC(1 + ε/2)n.
(2) Let γ be a uniform quasigeodesic ray in C connecting γ(0) = α to

γ(∞) = bnd(ω); then dC(γ, ωn(α)) ≤ LCεn/2.
(3) dC(D, ωnD) ≥ n/2K.

Note that we have Ωn1 ⊃ Ωn0 for all n1 ≥ n0. By Theorem 7.4 and Theorem
7.7, for every ρ > 0 there exists a number n0 = n0(ρ) > 0 so that Pn(Ωn0) ≥
1− ρ.

The disk set D ⊂ C is quasi-convex. Thus by hyperbolicity of C, there
exists a number A > 0 with the following property. Let ζ : [0,∞)→ C be a
uniform quasi-geodesic ray beginning at ζ(0) = α ∈ D; if t > 0 is such that
dC(ζ(t),D) > A and if β ∈ C is such that ζ(t) equals a shortest distance
projection of β into ζ , then a shortest geodesic connecting β to D passes
through a uniformly bounded neighborhood of ζ(t). In particular, up to
increasing A, we have ζ(t) 6∈ πGf (D).

Assume from now on that n0/4K > A. Let (ωn) ∈ Ωn0 and let n ≥ n0.
Denote by γ the quasi-geodesic ray in C as in property (2) above. Then on
the one hand, we have

LC(1− ε/2)n ≤ dC(α, ωn(α)) ≤ LC(1 + ε/2)n,
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on the other hand also dC(γ, ωn(α)) ≤ LCεn/2. In particular, by property
(3) above, the nearest point projection qn of ωn(α) into γ is of distance at
least n/2K − LCεn/2 ≥ n/4K > A from D. This implies that a geodesic
in C which connects ωn(α) to a shortest distance projection into D passes
through a uniformly bounded neighborhood of qn. Using again uniform
quasi-convexity of D and the fact that α ∈ D we conclude that the diam-
eter of the shortest distance projection of D into the geodesic τX,ωnX does
not exceed the distance between α and qn0 which is at most LC(1 + ε)n0,
independent of n ≥ n0 and ω ∈ Ωn0 .

Let now n1 > 0 be sufficiently large that LC(1 + ε)n0 ≤ εLC(1 − ε)n1.
Then for ω ∈ Ωn0 and for n ≥ n1, the distance between ωn(α) and α is at
least LC(1 − ε/2)n, while the diameter of the projection of D into τX,ωnX
does not exceed LC(1 + ε)n0. By the choice of n1, this means that the
properties required in the proposition are fulfilled for this n1, i.e. we have
|πGωn (D)| ≤ ε|Gωn | as claimed.

As ρ > 0 was arbitrary, the proposition follows. �

7.3. Good gluing regions. The goal of this subsection is to show Propo-
sition 7.1. The argument is very similar to the argument in the proof of
Proposition 7.8. We begin with a volume control for convex cocompact hy-
perbolic structures on handlebodies. To this end choose as before once and
for all a marking η for the boundary Σ of the handlebody H so that the
base pants decomposition consists of diskbounding curves. The following
proposition is well known in various settings. As we did not find a directly
quotable statement in the literature, we sketch a proof.

Proposition 7.9. Let ε > 0 be a fixed number and let ν be any marking
on Σ of Hempel distance at least three to η. Suppose that H is equipped
with a convex cocompact hyperbolic structure H(X) with conformal boundary
X ∈ Tε such that ν is short for X. Then the volume of the convex core of
H(X) is bounded from above by a fixed multiple of the distance between η, ν
in the marking graph.

Proof. The volume of any simplex with totally geodesic sides in a hyperbolic
3-manifold M is bounded from above by a universal constant. Furthermore,
any abstract simplex, i.e. an embedded subset of M which is the image of an
embedding ∆→M where ∆ is the standard 3-simplex, can be straightened
in a unique way to a simplex with the same vertex set and with totally
geodesic sides [2], and this construction is compatible with the side relation.

On the other hand, as by Theorem 2.1 the diameter of the boundary of the
convex core of the handlebody H(X) is uniformly bounded, the volume of
a uniformly bounded neighborhood of this boundary is uniformly bounded
as well. Thus for the purpose of the proposition, it suffices to show that the
complement in CC(H(X)) of a neighborhood of the boundary of uniformly
bounded radius admits a triangulation by simplices with totally geodesic
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sides whose number does not exceed a fixed multiple of the distance between
η and ν in the marking graph.

The strategy now is to construct for each marking of Σ a triangulation of Σ
and control these triangulations as we move through the marking graph. We
begin with noting that a marking decomposes the surface into a uniformly
bounded number of polygonal disks. This means that the intersection points
between the curves from the marking determine a collection of marked points
on the boundaries of these disks. Subdivide each disk into triangles in such
a way that the marked points are precisely the vertices of these triangles.
Note that this procedure is by no means unique, but there are only finitely
many combinatorial possibilities.

If we apply this procedure to the marking η, then we can extend this
(topological) triangulation of the boundary of CC(H(X)) to a topological
triangulation with uniformly few simplices. This is true because the base of
η consists of diskbounding curves, and the disks with boundary in the base
of η decompose H into balls.

Now let us assume that η′ is obtained from η by a Dehn twist about
the pants curves (i.e the base) of η. Let T be a triangulation of Σ defined
by η and let T ′ be its image under the Dehn twist. Then there exists a
triangulation τ of Σ × [0, 1] which restricts to T, T ′ on the boundary. As
up to the action of the mapping class group there are only finitely many
combinatorial possibilities for this situation, we can find such a triangulation
of Σ× [0, 1] with a uniformly bounded number of simplices.

The same argument holds true for the move which replaces a pants curve
by a marking curve and clears intersections. In a number of such steps
whose number does not exceed a fixed multiple of the distance between η
and ν in the marking graph, we obtain a triangulation of CC(H(X)). By the
diameter bound for the boundary of CC(H(X)) and the assumption that ν
is short for X and hence by Theorem 2.1), ν is short for the boundary of the
convex core, straightening this triangulation then yields a triangulation of a
subset of CC(H(X)) whose complement is contained in a uniformly bounded
neighborhood of the boundary and hence has uniformly bounded volume.
This yields the proposition. �

Using Proposition 7.9 we are now ready to complete the proof of Propo-
sition 7.1.

Proof of Proposition 7.1. Let X be a point in the thick part of Teichmüller
space for which a fixed marking η on Σ with pants curves consisting of
diskbounding curves is short. The strategy is to isolated a region on the Te-
ichmüller geodesic connectingX to its image under a random pseudo-Anosov
mapping class which fulfills the assumptions in Theorem 6.7. Furthermore,
this region should be contained in the initial subsegment of the geodesic of
length at most ε times the total length. We also isolate a region with similar
properties near the end of the segment.
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Using Proposition 7.9 we then argue that the sum of the volumes of the
convex cocompact handlebodies corresponding to this initial and terminal
segment of the geodesic is small compared to the volume of the center piece
and that the center piece contains linearly aligned product regions as pre-
dicted in the proposition.

Let as before A > 0 be sufficiently large that the following holds true. Let
γ : [0,∞) → C be a uniform quasi-geodesic beginning at the diskbounding
curve γ(0) = α (this should mean that we choose once and for all a quasi-
geodesic constant so that any two distinct points in C∪∂∞C can be connected
by a quasi-geodesic for this constant). We require that whenever β ∈ C is
such that a shortest distance projection γ(t) of β into γ has distance at
least A from D, then a shortest geodesic connecting β to D passes through
a uniformly bounded neighborhood of γ(t).

Let µ be a finitely supported probability measure on Mod(Σ) which in-
duces the probability measure P on Ω. Let ε > 0, H > 0, δ > 0 be arbitrarily
fixed. We require that δ > 0 is small enough that the conditions in Propo-
sition 7.6 are fulfilled for W = T2δ.

Let f ∈ Mod(Σ) and consider as before the Teichmüller geodesic τX,fX
connecting X to fX. We say that Mf admits a (H, δ, ε)-good gluing region if
the following holds true. Let `(τX,fX) be the length of the geodesic segment
τX,fX ; then there exists an initial subsegment τX,fX [0, ρ] of length ρ ≤
ε`(τX,fX) such that the distance between Υ(τX,fX [ρ − 2H, ρ]) and D is at
least A and that τX,fX [ρ− 2H, ρ] ⊂ Tδ. We claim that

Pn[f ∈ Mod(Σ) | f is p.A. and f has a (H, δ, ε) good gluing region ]→ 1.

Note that a (H, δ, ε)-good gluing region is related but a priori different from
a gluing with controlled geometry.

To show the claim let σ > 0. By Theorem 7.4 and Proposition 7.8, we
can find a number n0 = n0(σ) > 0 with the following property.

Let Ωn0 ⊂ Ω be the set of all sample paths (ωn) so that

dC(α,wnα) ∈ [(1− ε)LC , (1 + ε)LC)]

for all n ≥ n0 and that furthermore |πGωn (D)/|Gωn | ≤ ε/2 for all n ≥ n0;
then P(Ωn0) ≥ 1− σ.

Note that by convexity and hyperbolicity, if (ωn) ∈ Ωn0 then the diameter
of the projection πGωn (D) is at most n0q for some fixed number q, indepen-
dent of n (see the proof of Proposition 7.8). Thus by Proposition 7.6, for a
fixed number A > 0 there is a number T > 0 with the following property.
Let Ω′ ⊂ Ωn0 be the set of all ω = (ωn) ∈ Ωn0 such that the geodesic seg-
ment τbnd(ω)[0, T ] contains a subsegment of length at least 2H + 2A entirely
contained in T2δ; then Pn(Ωn1) ≥ 1− 2σ for all n ≥ n1.

By Theorem 7.3, the orbit of X under the random path ω tracks the
geodesic ray τbnd(ω) sublinearly. This implies the following. For n > 0 let
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s(n) ≥ 0 be such that τX,bnd(ω)(s(n)) is the shortest distance projection of
ωn(X) into τX,bnd(ω); then s(n)→∞ as n→∞.

Minsky [38] showed that for a given number δ > 0, there exists a number
A > 0 so that the following holds true. Consider for the moment two
Teichmüller geodesics γ, ζ : [0,∞)→ T with the same starting point γ(0) =
ζ(0). Suppose that for some T > A and some H ≥ 0 the segment γ[0, T ]
contains a subsegment β of length H+2A entirely contained in T2δ. Suppose
furthermore that for some large m the shortest distance projection of ζ(m)
into γ is contained in γ − γ[0, T ]; then ζ contains a subsegment of length at
least H which is contained in a uniformly bounded neighborhood of β.

Together with the above discussion, this implies that there exists a number
n1 > n0 such that the set Ωn1 ⊂ Ωn0 of all (ωn) ∈ Ωn0 with the property
that τ0,ωn(o) contains a subsegment of length 2H entirely contained in Tδ
satisfies Pn(Ωn1) ≥ 1− 2σ for all n ≥ n1.

Now following the reasoning in the proof of Proposition 7.8, we conclude
that there exists a number n2 > 0 so that for n ≥ n2 the proportion of
the length of the smallest initial subsegment of the geodesic τX,ωnX which
contains the above segment of length 2H with respect to the total length of
τX,ωnX is at most ε. In particular, for n > n2 we have Pn(Ωn1) ≥ 1 − 2σ
and, furthermore, if (ωn) ∈ Ωn1 and if n ≥ n2 then ωn is p.A. and admits a
(H, δ, ε)-good gluing region.

On the other hand, for a fixed (sufficiently small) number δ > 0 and
a given number H > 0, Theorem 7.6 shows that there exists a number
ĉ = ĉ(H, δ) such that for almost every sample path ω, we have

lim inf
1

T
|{t ∈ [0, T ] | τX,bnd(ω)[t− 2h, t+ 2h] ⊂ T2δ}| > ĉ.

This implies that for this number ĉ and for σ > 0 as before, there exists a
number n3 > n2 such that for n ≥ n3 we have

Pn{(ωn) ∈ Ωn0 | τX,ωnX contains ĉ(1− ε)/2H pairwise disjoint segments

of length at least 2H and contained in T2δ} > 1− 3ρ.

However, if n ≥ n3 and if we consider the quasifuchsian manifold defined
by the (H, δ, ε)-good gluing region and the Teichmüller segment τX,ωnX then
Minsky’s model theorem shows that this quasifuchsian manifold satisfies
property (4) in the definition of a gluing with (ε, b, δ)-controlled geometry
where the constant H > 0 as above depends on the choice of the a priori
prescribed number b > 1.

Now the direction of the walk can be reversed and hence we can transfer
statements about initial segments of the walk to statements about terminal
segments. As σ > 0 was arbitrary, together this then yields the proposition.

�
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8. Geometric control of random hyperbolic 3-manifolds

In Section 7 we established that a random hyperbolic 3-manifold of Hee-
gaard genus g admits a Riemannian metric of sectional curvature close to
−1 with some specific geometric properties. Furthermore, for any given
numbers b > 1, δ > 0, a definitive proportion of the volume for this metric
is contained in a union of pairwise disjoint linearly aligned (b, δ)-product
regions. Here the proportionality constant depends on the numbers b, δ.

The main goal of this section is to show that this property carries over to
the hyperbolic metric on a random 3-manifold. The following lemma shows
that this suffices for the proof of Theorem 1 from the introduction.

Lemma 8.1. For fixed g ≥ 2, δ > 0 and sufficiently large b > 1, there
exists a number C = C(g, b, δ) > 0 with the following property. Let M be a
hyperbolic 3-manifold, and suppose that M contains n ≥ 1 pairwise disjoint
linearly aligned (b, δ)-product regions of genus g; then λ1(M) ≤ C/n2 and
λn(M) ≤ 1/C.

Proof. Let M be as in the lemma. Denote by V ⊂ M the union of the n
linearly aligned (b, δ)-product regions of genus g whose existence is assumed
in the statement of the lemma.

For each component A = Σ × [0, 1] of V there is an L-Lipschitz function
ψA : A→ [0, 1] for some L > 0 only depending on b so that ψA(Σ×{0}) = 0
and ψA(Σ × {1}) = 1. Since the components of V are linearly aligned,
functions of the form ψA + bA or of the form 1 − ψA + bA for a constant
bA can be pasted together to a function on M which is constant on the
components of M − V and whose Rayleigh quotient is bounded from above
by a universal multiple of 1/n2. We refer to [1] for details.

This shows the upper bound for λ1(M), and the upper bound for λn(M)
follows from the fact that the first eigenvalue of a (b, δ)-product region with
Dirichlet boundary conditions is bounded from above by a universal constant
together with domain monotonicity of eigenvalues with vanishing Dirichlet
data. �

Theorem 1 from the introduction now follows from Proposition 7.1, Lem-
ma 8.1 and the following statement which is the main result of this section.
Recall that by hyperbolization, a closed 3-manifold M which admits a Rie-
mannian metric of sectional curvature contained in [−1− ε,−1 + ε] for some
ε < 1/2 admits a hyperbolic metric, unique up to isometry by Mostow rigid-
ity.

Theorem 8.2. For every g ≥ 2, a ∈ (0, 1), b > 4, δ > 0 there exist numbers
ε = ε(g, a, b, δ) > 0, a′ = a′(g, a, b, δ) ∈ (0, 1) with the following property. Let
M be a closed aspherical atoroidal 3-manifold of Heegaard genus g, and let ρ
be a Riemannian metric on M of curvature contained in (−1−ε,−1+ε). As-
sume that (M,ρ) contains a linearly aligned collection V of pairwise disjoint
(b, δ)-product regions of genus g whose total volume is at least avol(M,ρ).
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Let ρ0 be the hyperbolic metric on M . Then (M,ρ0) contains a linearly
aligned collection W of pairwise disjoint (b− 1, δ/2)-product regions of vol-
ume at least a′vol(M,ρ0).

By Proposition 7.1, for a fixed choice of a number b > 4 and sufficiently
small δ > 0, a random 3-manifold M of Heegaard genus g admits a Rie-
mannian metric ρ which fulfills the assumption in Theorem 8.2 for some
number a ∈ (0, 1). Note that b, δ are independent of M , and the number
a ∈ (0, 1) depends on the random walk. Thus Theorem 1 is an immediate
consequence of Theorem 8.2 and Lemma 8.1.

We are left with the proof of Theorem 8.2 which is carried out in the
remainder of this section. We use a construction of [4], [5]. The following is
a special case of the main result of [5].

Theorem 8.3. Let (M,ρ) and (M0, ρ0) be closed oriented Riemannian man-
ifolds of dimension 3 and suppose that for some constant b ≥ 1

Ricρ ≥ −2, and − b2 ≤ Kρ0 ≤ −1.

If there exists a map f : M →M0 of degree one then

vol(M,ρ) ≥ vol(M0, ρ0),

with equality if and only if (M,ρ), (M0, ρ0) are isometric and hyperbolic.

Here Ricρ and Kρ0 are the Ricci curvature and the sectional curvature of
ρ and ρ0.

Corollary 8.4. For ε < 1/2 let ρ be a Riemannian metric on the closed
3-manifold M of curvature contained in (−1 − ε,−1 + ε) and let ρ0 be the
hyperbolic metric on M . Then

vol(M,ρ)/vol(M,ρ0) ∈ [(1− ε)3/2, (1 + ε)3/2].

Proof. Rescaling the metric ρ with the factor (1− ε)−1 yields a new metric

on M whose volume is (1 − ε)−3/2vol(M,ρ) and whose sectional curvature
is bounded from below by −1. In particular, the Ricci curvature of this
metric is at least −2. An application of Theorem 8.3 then implies that
vol(M,ρ) ≥ (1− ε)3/2vol(M,ρ0).

Similarly, rescaling the metric ρ on M with the factor (1 + ε)−1 yields a
metric whose sectional curvature is bounded from above by −1 and whose
volume equals (1 + ε)−3/2vol(M,ρ). Another application of Theorem 8.3,
with the roles of (M,ρ) and (M,ρ0) exchanged, shows that vol(M,ρ0) ≥
(1 + ε)−3/2vol(M,ρ). Together the corollary follows. �

The volume entropy h(ρ) of a negatively curved metric ρ on M is the
asymptotic growth rate of the volume of balls in its universal covering. The
volume entropy of a hyperbolic metric equals 2, and the volume entropy of
a metric whose sectional curvature is bounded from below by −b2 for some
b > 0 is at most 2b.
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For c > h(ρ) there exists a smooth natural map Fc : (M,ρ) → (M,ρ0)
[4]. The following statement summarizes some of the results from Section
7 of [4]. Part of the statement is only implicitly contained in [4], but an
explicit version can be found in Theorem 2.1 of [6]. We always assume that
the constant ε which controls the curvature of M is smaller than 1/2 and
that the number c > h(ρ) is bounded from above by 4 to make all constants
uniform.

Proposition 8.5. Let c > h(ρ) and let Fc : (M,ρ)→ (M,ρ0) be the natural
map.

(1) Fc is of degree one, and its Jacobian satisfies

|Jac(Fc)| ≤
( c

2

)3

pointwise.
(2) There are κ > 0, r ∈ (0, 1) and L > 1 not depending on (M,ρ) with

the following property. If x ∈ (M,ρ) is such that |Jac(Fc)(x)| ≥
(1− κ)( c2)3 then the restriction of the map Fc to the ball B(x, r) of
radius r about x in (M,ρ) is L-Lipschitz.

(3) For all θ > 0 and x ∈M there exists β > 0 such that if |Jac(Fc)(x)| ≥
(1− β)( c2)3 then

(1− θ)( c
2

)3 < |dxFc(v)| < (1 + θ)(
c

2
)3

for all unit tangent vectors v ∈ TxM .

The strategy is now as follows. Given a ∈ (0, 1) and b > 4L where L > 1
is as in Proposition 8.5, for a manifold (M,ρ) which fulfills the assumption
in Theorem 8.2 for sufficiently small ε > 0, we find a union W ⊂ V of
components of the collection V of (b, δ)-product regions in (M,ρ) whose
total measure is large and such that the restriction to this set of the natural
map Fc : (M,ρ)→ (M,ρ0) for a suitably chosen c > h(ρ) has large Jacobian
outside of a subset which does not contain any ball of radius r where r > 0 is
as in the second part of Proposition 8.5. Proposition 8.5 then yields that the
map Fc is uniformly Lipschitz onW. We then argue that the image under Fc
of a (b, δ)-product region in W contains a (b′, δ′)-product region in (M,ρ0)
where b′ is close to b and δ′ is close to δ. The geometric control on the image
of the map Fc is then used to show that suitably chosen sub-regions of these
image product regions of controlled total volume are pairwise disjoint and
linearly aligned.

The following lemma establishes a first volume control. In its formulation,
the numbers r > 0, L > 1 are as in Proposition 8.5.

Lemma 8.6. Let a ∈ (0, 1), b > max{10r, 4}, δ > 0 and ξ > 0. There exists
a number ε0 = ε0(a, b, δ, β) > 0 with the following property. Let (M,ρ) be
as in Theorem 8.2, with sectional curvature contained in (−1− ε0,−1 + ε0).
Then for c > h(ρ) sufficiently close to h(ρ), there is a subset W ⊂ V with
the following properties.
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(1) W is a union of components of V, and its total volume is at least
avol(M,ρ)/2.

(2) The restriction of Fc to each component of W is L-Lipschitz, and
its image is contained in the σ-thick part of (M,ρ0) for a universal
constant σ > 0.

(3) If V is any component of W then vol(Fc(V )) ≥ (1 − ξ)vol(V ),
and there exists a subset A of V with vol(A) ≥ avol(V ) such that
F−1
c (Fc(x)) ⊂ V for all x ∈ A.

Proof. Let r > 0 be as in the second part of Proposition 8.5. Assume
without loss of generality that r < 1. For x ∈ (M,ρ) let B(x, r) be the
open ball of radius r about x. Let V be a union of (b, δ)-product regions as
in the statement of Theorem 8.2. Since the components of V are linearly
aligned and b > 4, any ball B(y, r) in (M,ρ) intersects at most two different
components of V.

Let us consider a point x ∈ V . The injectivity radius of (M,ρ) at x is at
least δ. Therefore by comparison, the volume of the ball B(x, r) is bounded
from below by a universal constant α > 0. On the other hand, as the
diameters of the boundary surfaces of a component V of V are uniformly
bounded, the volume of the r-neighborhood Nr(V ) of any component V
of V is bounded from above by a universal constant β > 0. Thus if x ∈ V
then the ratio vol(B(x, r))/vol(Nr(V )) is bounded from below by a universal
constant α/β.

Let ξ > 0. Define

Z = {x ∈M | |Jac(Fc)(x)| ≥ (1− ξ)( c
2

)3}.

By Corollary 8.4 and the first part of Proposition 8.5, for sufficiently small
ε > 0 and for c > h(ρ) sufficiently close to h(ρ), the volume of the union
W of all components V of V with the property that Nr(V ) − Z does not
contain a ball of radius r centered at a point x ∈ V is at least 3avol(M)/4.
Namely, if V1, . . . , Vk are the components of V−W and if xi ∈ Vi is such that
B(xi, r) ⊂ M − Z, then by the above discussion, any of the balls B(xi, r)
intersects at most one other ball B(xj , r) for j 6= 1. In particular, at least
k/2 of the balls B(xi, r) are pairwise disjoint and hence

vol(∪iB(xi, r)) ≥ kα/2.
Thus if vol(V −W) ≥ avol(M,ρ)/4 then vol(∪iB(xi, r)) ≥ αavol(M,ρ)/8β.
But the restriction of Fc to ∪iB(xi, r) decreases the volume by a definitive
factor. For ε > 0 sufficiently close to 0 and c − h(ρ) > 0 sufficiently small,
this violates Corollary 8.4.

By the second part of Proposition 8.5, the restriction of Fc to any com-
ponent V of W is L-Lipschitz where L > 1 is a universal constant. In
particular, if γ is a closed loop entirely contained in V , then the length of
its image Fc(γ) is at most L times the length of γ.
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By the definition of a (b, δ)-product region, for an arbitrary point x ∈ V
the subgroup of π1(M) generated by the homotopy classes of uniformly short
loops at x which are entirely contained in V is not virtually abelian. But
this implies that for any point y ∈ Fc(V ), there are closed loops of uniformly
bounded length passing though y which generated a non-solvable subgroup
of π1(M). As a consequence, the set Fc(V ) is contained in the σ-thick part
of (M,ρ0) for a universal constant σ > 0. Together this shows the first and
second part of the lemma.

Now if V is a component of W and if B = {x ∈ V | |F−1
c (F (x)) 6⊂ V }

then the volume of (M,ρ0) equals the volume of Fc(M −B). Thus as ε→ 0
and c − h(ρ) → 0, by volume comparison the proportion of the volume
of W contained in the union of those components of W which violate the
conditions in the third part of the lemma has to tend to zero. This then
implies the third part of the lemma. �

For a number ξ > 0 we say that a map F between two metric spaces X,Y
is a ξ-coarse isometry if |d(Fx, Fy)− d(x, y)| ≤ ξ for all x, y.

Lemma 8.7. For b′ < b, δ′ < δ and ξ > 0 there exists a number ε0 = ε0(b′, δ′)
with the following property. Let (M,ρ) be as in Lemma 8.6 and let V be a
component of W where W is as in Lemma 8.6; then the restriction of Fc
to V is a ξ-coarse isometry whose image contains a (b′, δ′)-product region of
genus g.

Proof. We argue by contradiction and we assume that a number ε0 > 0 as in
the lemma does not exist. Then there exists a sequence of closed 3-manifolds
(Mi, ρ) which fulfill the assumptions in Theorem 8.2 for a sequence εi → 0
and fixed numbers g ≥ 2, a > 0, b > 4, δ > 0 and such that for each i, there
is a component Vi of the collection Wi as in Lemma 8.6 whose image under
the natural map Fi : (Mi, ρ) → (Mi, ρ0) does not contain a (b′, δ′) product
region where b′ < b and δ′ < δ are fixed constants. Note that in contrast
to similar statements in the literature, we do not assume the existence of a
bound on the diameters of the manifolds (Mi, ρ). Let as before ρ0 be the
hyperbolic metric on the manifold Mi.

Let hi be the volume entropy of Mi. We know that hi → 2 (i → ∞).
Choose a sequence χi → 0 such that hi < 2 + χi. For each i consider
the natural map Fi : (Mi, ρ) → (Mi, ρ0) for the parameter ci = 2 + χi.
By the choice of Wi and the second part of Lemma 8.6, we know that the
restriction of Fi to Vi is L-Lipschitz where L > 1 does not depend on i.
Furthermore, for each β > 0, the measure of the set of all points z ∈ Vi so
that |Jac(Fi)(x)| ≤ (1−β)( ci2 )3 tends to zero as i→∞. By the third part of
Proposition 8.5, as i→∞, on subset of the component Vi of Wi containing
a larger and larger proportion of the volume of Vi, the differential of Fi is
close to an isometry.
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For each i let xi ∈ Vi. The set Fi(Vi) is contained in the σ-thick part
of (Mi, ρ0) where σ does not depend on i. Thus by passing to a subse-
quence, we may assume that the pointed manifolds (Mi, xi, ρ) converge in
the geometric topology to a pointed hyperbolic manifold (M,x) and that
the pointed hyperbolic manifolds (Mi, Fi(xi), ρ0) converge in the geometric
topology to a pointed hyperbolic manifold (N, y).

Let (V, x) be the geometric limit of the pointed (b, δ)-product regions
(Vi, xi). Then V is a (b, δ)-product region in M containing the basepoint
x. Furthermore, as the restriction of Fi to Vi is L-Lipschitz for a universal
constant L > 1, up to passing to another subsequence we may assume that
Fi|Vi converges to an L-Lipschitz map F : (V, x)→ (N, y).

By the definition of geometric convergence, for large enough i there exists
a (1 + ξi)-bilipschitz homeomorphism φi of a neighborhood U of V in M
onto a neighborhood Ui of Vi in Mi where ξi → 0 (i → ∞). We use φi to
identify U with Ui.

As i→∞ and by the choice of the sets Vi, the Jacobians of the restriction
of Fi to Vi converge to one almost surely. We now follow the reasoning in the
proof of Lemma 7.5 of [4]. Namely, using the map φ−1

i we can think of Ui
as a neighborhood of V in M . Egoroff’s theorem then implies that for each
n there exists a subset Kn ⊂ V with vol(V −Kn) < 1/n and such that on
Kn the differentials dFi converge to an isometry uniformly. By Lemma 7.7
and Lemma 7.8 of [4], the map F |V is one-Lipschitz. Its differential exists
almost everywhere and is an isometry. It then follows from Appendix B
that F : V → N is an isometric embedding. In particular, F (V ) is a (h, δ)-
product region in N , and for sufficiently large i the map Fi is a ξ-coarse
isometry.

Geometric convergence now implies that for large enough i, the image of
Vi under Fi is a (b′, δ′)-product region in (Mi, ρ0). This is a contradiction
to the assumption on the sets Vi. �

Proof of Theorem 8.2. We showed so far that for sufficiently small ε0 > 0, if
(M,ρ) is as in Theorem 8.2, of sectional curvature contained in (1−ε0, 1+ε0),
then (M,ρ0) contains a union of (b′, δ′)-product region for some b′ close to b,
δ′ close to δ which cover a fixed proportion of the volume of (M,ρ). These
product regions are the images under a suitably chosen natural map Fc
of a subcollection W ⊂ V of the family V of (b, δ)-product regions whose
existence is assumed for (M,ρ). Furthermore, the volume of W is at least
avol(M,ρ) for some fixed number a > 0 (with a slight abuse of notation).
The restriction of Fc to W is L-Lipschitz and a 1/4-coarse isometry, and
vol(Fc(W))/vol(W) is very close to one.

Let b̂ < b − 2 and δ̂ < δ be such that each component V of W contains
a (b̂, δ̂)-product region V̂ in its interior whose one-neighborhood is entirely

contained in V . The volume of V̂ is at least bvol(V ) for a universal constant
b > 0.
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Our goal is to show that there is a subcollection Z of W of volume at
least avol(M,ρ)/2 with the additional property that whenever V 6= W ∈ Z
then V̂ ∩ Ŵ = ∅.

To this end let us assume that for V 6= W ∈ W we have Fc(V̂ )∩Fc(Ŵ ) 6=
∅. As the restriction of the map Fc is L-Lipschitz and a 1/4-coarse isometry,
this implies that there are balls B1 ⊂ V,B2 ⊂ W of radius 1/2L such that

Fc(B1) ⊂ Fc(W ) and Fc(B2) ⊂ Fc(V ). Namely, for all z ∈ V̂ the ball of
radius 1/2 about Fc(z) is contained in Fc(V ), furthermore Fc is L-Lipschitz.

Let 2σ > 0 be a lower bound for the volume of a ball of radius 1/2L
entirely contained in an (b, δ)-product region. Such a number exists since the
injectivity radius in such a region is at least δ. Then the volume of Fc(V ∪W )
is at most ( c2)3(vol(V ) + vol(W ) − 2σ). In particular, the contribution of

Fc(V ) to the volume of W does not exceed ( c2)3(vol(V )− σ).

Since σ > 0 is independent of all choices and for c sufficiently close to 2
the restriction of the map Fc to W is very close to being volume preserving,
we deduce that for c sufficiently close to 2 the union Z of all product regions
V̂ with V ∈ W and such that the sets from Z are mapped disjointly by Fc
covers a fixed proportion of the volume of (M,ρ0). Furthermore, the image
of each of the components in Z contains a (b′, δ′)-product region for some

fixed b′ < b̂ and some δ′ close to δ̂. Thus we found a collection of pairwise
disjoint product regions in (M,ρ0) as claimed in the theorem.

We are left with showing that the regions Fc(V̂ ) for V̂ ∈ Z are linearly

aligned. However, Fc is a homotopy equivalence. If V̂ ∈ Z then as the re-
striction of Fc to V̂ is a homeomorphism, for a fixed choice of an embedded
surface Σ ⊂ V which decomposes M into two handlebodies, the image sur-
face Fc(Σ) separates (M,ρ0) into two components. The restriction of Fc to
the closure of a component of M −Σ is a generator of the relative homology
group H3(M,M − Fc(Σ)). But this homology group also is generated by
the inclusion of a component of M − Fc(Σ) and hence each component A
of M − Σ determines uniquely a component F(A) of M − Fc(Σ) with the
additional property that Fc(A) ⊃ F(A).

Now let V̂ 6= Ŵ ∈ Z; as the components of Z are pairwise disjoint,
the component Ŵ is entirely contained in a component of M − V̂ , say the
component A. Furthermore, as Fc(V̂ ), Fc(Ŵ ) are disjoint, the component

Fc(Ŵ ) is contained in a component Z of M − Fc(V̂ ). We claim that Z =
F(A).

Namely, let B be the component of M − Ŵ entirely contained in A. If
Z 6= F(A) then we have Fc(V̂ ) ⊂ F(B). But the restriction of Fc to B maps

B to a subset that contains F(B). In particular, we have Fc(V̂ ) ⊂ Fc(M−V̂ )
which violates property (3) in Lemma 8.6.

But this just means that the components of Fc(W) are linearly aligned.
This completes the proof of the theorem. �
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Appendix A. Computation of end invariants

We give a proof, which is certainly well-known but hard to find in the
literature, of Corollary 4.7.

Lemma A.1. Let M be a marked hyperbolic structure on Σ × R. Let λ ∈
PML be a minimal filling measured lamination that is not realized in M .
Then λ is the ending lamination of a relative end of M .

Proof. Let us fix a pleated surface f0 : (Σ, σ0)→M whose hyperbolic metric
we will use to parametrize ML and PML. Recall that the length function
Lσ0(•) and the intersection form i(•, •) extends continuously to all measured
laminations ML.

Let us pick a representative λ ∈ML. Consider a sequence of weights an >
such that the sequence of weighted curves {anαn}n∈N ⊂ ML converges to
λ ∈ ML. By continuity of the intersection form on ML and the fact that
λ is filling, we have:

ani(αn, γ) −→ i(λ, γ) > 0

for every curve γ ∈ C.
Denote by lM : C −→ [0,∞) the length function associated to the 3-

manifold M , i.e. lM (α) = lM (f0(α)∗) where f0(α)∗ is the geodesic represen-
tative of f0(α). Since f0 is a path-isometry, we have

Lσ0(α) = l(f0(α)) ≥ l(f0(α)∗) = lM (α)

for every curve α ∈ C.
Let f : (Σ, σ) −→ M be a pleated surface realizing α in the homotopy

class of f0. By work of Thurston, there is a Margulis constant ε1 > 0 such
that only the ε-thin part of (Σ, σ) may enter the ε1−thin part of M .

Let γ ∈ C represent a cusp of M . Suppose that α intersects γ. By
standard hyperbolic geometry, namely, by the Collar Lemma, we have

lM (α) = Lσ(α) ≥ i(α, γ) sinh−1


 1

sinh
(
Lσ(γ)

2

)


 .

In conclusion, putting together the previous observations, we get that the
following holds: For the sequence of geodesics representatives of αn realized
in M by the pleated surfaces fn : (Σ, σn) −→M we have

Lσ0(λ) ' anLσ0(αn) ≥ anlM (αn) = anLσn(αn)

≥ ani(αn, γ) sinh−1


 1

sinh
(
Lσn (γ)

2

)


 ' i(λ, γ) sinh−1


 1

sinh
(
Lσn (γ)

2

)


 .

As a consequence Lσn(γ) is bounded from below, say by ηγ > 0. Let η be
much smaller than min {ηγ | γ cusp } and Thurston constant ε. We have
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that fn(Σ) ∩M cusp
(0,η] = ∅, i.e. fn(Σ) ⊂ M0 = M \M cusp

(0,η) in the notation of

Section 4.

We are now able to prove that λ is an ending laminaiton of M . Observe
that, in this setting, i.e. for sequences fn : (Σ, σn)→M0, we have Compact-
ness for Pleated Surfaces (see the proof of Lemma 6.13 in [35], note that,
there, it is the hypothesis that the pleated surfaces are type-preserving that
allows to conclude that fn(Σ) ⊂M0).

The proof can be completed as in Corollary 6.14 in [35]. Since λ is not
realized, the pleated surfaces fn have to leave every compact set in M0 and,
in particular, they will miss the Scott core SC ⊂M0 and exit at least one end
for n sufficiently large. By the criterion for computing the end invariants
of Section 4 we can conclude that λ is an ending lamination of a simply
degenerate end of M . �

Appendix B. Local control of one-Lipschitz maps

The goal of this appendix is to show (compare Appendix C of [4] for a
different variation)

Proposition B.1. Let U be a domain in a hyperbolic 3-manifold and let
F : U → N be a volume preserving one-Lipschitz map into a hyperbolic
3-manifold N . Then F is an isometric embedding.

Proof. As F is volume preserving, all we need to show that F is a local
isometry.

To this end let x ∈ U and let r0 > 0 be such that the closed balls B(x, r0),
B(F (x), r0) of radius r0 about x and F (x) are isometric to the closed ball of
the same radius in hyperbolic 3-space. Since F is one-Lipschitz we know that
F (B(x, r0)) ⊂ B(F (x), r0). Furthermore, as F is continuous and B(x, r0) is
compact, F (B(x, r0)) is a closed subset of B(F (x), r0) and hence coincides
with B(F (x), r0) as F is volume preserving.

Using once more the fact that F is volume preserving, the differential of
F exists almost everywhere and is an isometry. Furthermore, the set of all
points x ∈ U such that F−1(F (x)) = {x} has full measure.

Let x be such a point. We saw above that there is a closed subset A of
the distance sphere of radius r0 about x which is mapped by F onto the
distance sphere of radius r0 about F (x). If y ∈ A then using once more that
F is a contraction, the geodesic γy connecting x to y is mapped by F to the
geodesic γFy connecting F (x) to F (y). As F is differentiable at x and dF (x)
is an isometry, we have dF (γ′y(0)) = γ′Fy(0). In particular, if exp denotes the

exponential map at x then F (exp(s exp−1(z))) = exp(sdF (exp−1(z)) for all
z ∈ A. On the other hand, F (A) = ∂B(F (y), r0) and hence A = ∂B(x, r0)
and the restriction of F to B(x, r0) is an isometry.

As x was a point from a subset of U of full measure, F is indeed a local
isometry and hence an isometry. �
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VOLUMES OF RANDOM 3-MANIFOLDS

GABRIELE VIAGGI

Abstract. We prove a law of large numbers for the volumes of families
of random hyperbolic mapping tori and Heegaard splittings providing a
sharp answer to a conjecture of Dunfield and Thurston.

1. Introduction

Every orientation preserving diffeomorphism f ∈ Diff+(Σ) of a closed
orientable surface Σ = Σg of genus g ≥ 2 can be used to define 3-manifolds
in two natural ways: We can construct the mapping torus

Tf := Σ× [0, 1] / (x, 0) ∼ (f(x), 1) ,

and we can form the Heegaard splitting

Mf := Hg ∪f :∂Hg→∂Hg Hg.

The latter is obtained by gluing together two copies of the handlebody Hg of
genus g along the boundary ∂Hg = Σ. In both cases the diffeomorphism type
of the 3-manifold only depends on the isotopy class of f , which means that
it is well-defined for the mapping class [f ] ∈ Mod (Σ) := Diff+(Σ)/Diff+

0 (Σ)
in the mapping class group. We use Xf to denote either Tf or Mf

1.

Invariants of the 3-manifold Xf give rise to well-defined invariants of the
mapping class [f ]. For example, if Xf supports a hyperbolic metric, then we
can use the geometry to define invariants of [f ]: By Mostow rigidity, if such
hyperbolic metric exists, then it is unique up to isometry.

After Perelman’s solution of Thurston’s geometrization conjecture, the
only obstruction to the existence of a hyperbolic metric onXf can be phrased
in topological terms: A closed orientable 3-manifold is hyperbolic if and
only if it is aspherical and atoroidal. Mapping classes that are sufficiently
complicated in an appropriate sense (see Thurston [35] and Hempel [17])
give rise to manifolds that satisfy these properties.

For a closed hyperbolic 3-manifold Xf , a good measure of its complexity
is provided by the volume vol(Xf ). According to a celebrated theorem by
Gromov and Thurston, it equals a universal multiple of the simplicial vol-
ume of Xf , a topologically defined invariant (see for example Chapter C of

Date: July 29, 2019.
AMS subject classification: 57M27, 30F60, 20P05.
1For the bibliography of this part of the thesis see page 101.
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[2]). As Xf is not always hyperbolic, in general we define vol(Xf ) to be its
simplicial volume, a quantity that always makes sense.

The purpose of this article is to study the growth of the volume for families
of random 3-manifolds or, equivalently, random mapping classes.

A random mapping class is the result of a random walk generated by a
probability measure on the mapping class group, and a random 3-manifold
is one of the form Xf where f is a random mapping class. Such notion
of random 3-manifolds has been introduced in the foundational work by
Dunfield and Thurston [12]. They conjectured that a random 3-manifold is
hyperbolic and that its volume grows linearly with the step length of the
random walk (Conjecture 2.11 of [12]).

The existence of a hyperbolic metric has been settled by Maher for both
mapping tori [21] and Heegaard splittings [22].

Here we answer to Dunfield and Thurston volume conjecture interpret-
ing it in a strict way (see also Conjecture 9.2 in Rivin [32]). Our main
result is the following law of large numbers: Let µ be a probability mea-
sure on Mod (Σ) whose support is a finite symmetric generating set. Let
ω = (ωn)n∈N be the associated random walk

Theorem 1. There exists v = v(µ) > 0 such that for almost every ω =
(ωn)n∈N the following holds

lim
n→∞

vol (Xωn)

n
= v.

Here (Xωn)n∈N is either the family of mapping tori or Heegaard splittings.

We observe that the asymptotic is the same for both mapping tori and
Heegaard splittings. We also remark that the important part is the existence
of an exact asymptotic for the volume as the coarsely linear behaviour follows
from previous work. In the case of mapping tori, it is a consequence of work
of Brock [6], who proved that there exists a constant c(g) > 0 such that for
every pseudo-Anosov f

1

c(g)
dWP(f) ≤ vol (Tf ) ≤ c(g)dWP(f)

where dWP(f) is the Weil-Petersson translation length of f , and the theory
of random walks on weakly hyperbolic groups (see for example [24]) which
provides a linear asymptotic for dWP(f).

The coarsely linear behaviour for the volume of a random Heegaard split-
ting follows from results by Maher [22] combined with an unpublished work
of Brock and Souto. We refer to the introduction of [22] for more details.

Theorem 1 will be derived from the more technical Theorem 2 concerning
quasi-fuchsian manifolds. We recall that a quasi-fuchsian manifold is a hy-
perbolic 3-manifold Q homeomorphic to Σ × R that has a compact subset,
the convex core CC(Q) ⊂ Q, that contains all geodesics of Q joining two of its
points. The asymptotic geometry of Q is captured by two conformal classes
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on Σ, i.e. two points in the Teichmüller space T = T (Σ). Bers [3] showed
that for every ordered pair X,Y ∈ T there exists a unique quasi-fuchsian
manifold, which we denote by Q(X,Y ), realizing those asymptotic data.

Theorem 2. There exists v = v(µ) > 0 such that for every o ∈ T and for
almost every ω = (ωn)n∈N the following limit exists:

lim
n→∞

vol (CC(Q(o, ωno)))

n
= v.

We remark that v(µ) is the same as in Theorem 1. Once again, the
coarsely linear behaviour of the quantity in Theorem 2 was known before:
The technology developed around the solution of the ending lamination con-
jecture by Minsky [28] and Brock-Canary-Minsky [8], with fundamental con-
tributions by Masur-Minsky [25], [26], gives a combinatorial description of
the internal geometry of the convex core of a quasi-fuchsian manifold. This
combinatorial picture is a key ingredient in Brock’s proof [5] of the following
coarse estimate: There exists a constant k(g) > 0 such that

1

k(g)
dWP(X,Y )− k(g) ≤ vol (CC(Q(X,Y ))) ≤ k(g)dWP(X,Y ) + k(g).

This link between volumes of hyperbolic 3-manifolds and the Weil-Petersson
geometry of Teichmüller space, as in the case of random mapping tori,
leads to the coarsely linear behaviour for the volume of the convex cores
of Q(o, ωno), but does not give, by itself, a law of large numbers. The
main novelty in this paper is that we work directly with the geometry of
the quasi-fuchsian manifolds rather than their combinatorial counterparts
which allows us to get exact asymptotics rather than coarse ones.

The relation between Theorem 1 and Theorem 2 is provided by a model
manifold construction similar to Namazi [29], Namazi-Souto [30], Brock-
Minsky-Namazi-Souto [9]. In the case of random 3-manifolds the heuristic
picture is the following: The geometry of Xωn largely resembles the geometry
of the convex core of Q(o, ωno), more precisely, as far as the volume is
concerned, we have

|vol (Xωn)− vol (CC(Q(o, ωno))) | = o(n).

We now describe the basic ideas behind Theorem 2: Suppose that the
support of µ equals a finite generating set S and consider f = s1 . . . sn,
a long random word in the generators si ∈ S. It corresponds to a quasi-
fuchsian manifold Q(o, fo). Fix N large, and assume n = Nm for simplicity.
We can split f into smaller blocks of size N

f = (s1 . . . sN ) · · · (sN(m−1)+1 . . . sNm)

which we also denote by fj := sjN+1 · · · s(j+1)N . Each block corresponds to a
quasi-fuchsian manifold Q(o, fjo) as well. The main idea is that the geome-
try of the convex core CC(Q(o, fo)) can be roughly described by juxtaposing,
one after the other, the convex cores of the single blocks CC(Q(o, fjo)). In
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particular, the volume vol(CC(Q(o, fo))) can be well approximated by the
ergodic sum ∑

1≤j≤m
vol (CC(Q(o, fjo)))

which converges in average by the Birkhoff ergodic theorem.

In the paper, we will make this heuristic picture more accurate. Our three
main ingredients are the model manifold, bridging between the geometry of
the Teichmüller space T and the internal geometry of quasi-fuchsian man-
ifolds [28],[8], a recurrence property for random walks [1] and the method
of natural maps from Besson-Courtois-Gallot [4]. They correspond respec-
tively to Proposition 3.9, Proposition 4.3 and Proposition 3.10. Proposition
3.9 and Proposition 4.3 are used to construct a geometric object, i.e. a neg-
atively curved model for Tf , associated to the ergodic sum written above.
Proposition 3.10 let us compare this model to the underlying hyperbolic
structure.

As an application of the same techniques, along the way, we give another
proof of the following well-known result [19], [7] relating iterations of pseudo-
Anosovs, volumes of quasi-fuchsian manifolds and mapping tori

Proposition 3. Let φ be a pseudo-Anosov mapping class. For every o ∈ T
the following holds:

lim
n→∞

vol (CC(Q(o, φno)))

n
= vol (Tφ) .

Outline. The paper is organized as follows.

In Section 2 we introduce quasi-fuchsian manifolds. They are the building
blocks for the cut-and-glue construction of Section 3. We prove that, under
suitable assumptions, we can glue together a family of quasi-fuchsian mani-
folds in a geometrically controlled way. The geometric control on the glued
manifold is good enough for the application of volume comparison results.

As an application of the cut-and-glue construction we show that the vol-
ume of a random gluing is essentially the volume of a quasi-fuchsian manifold
(Proposition 3 follows from this fact). As a consequence, in Section 5, we
deduce Theorem 1 from Theorem 2 whose proof is carried out shortly after.

In Section 4 we discuss random walks on the mapping class group and
on Teichmüller space. The goal is to describe the picture of a random
Teichmüller ray and state the main recurrence property.

In the last section, Section 6, we formulate some questions related to the
study of growth in random families of 3-manifolds.

Acknowledgements. I want to thank Giulio Tiozzo for discussing the
problem this article is about with me. This work might have never been
completed without many discussions with Ursula Hamenstädt. This paper
is very much indebted to her. Finally, I thank Joseph Maher for spotting
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an imprecision in a previous version of the paper and for suggesting to me
the article [23].

2. Quasi-Fuchisan manifolds

We start by introducing quasi-fuchsian manifolds and their geometry.

2.1. Marked hyperbolic 3-manifolds. Let M be a compact, connected,
oriented 3-manifold. A marked hyperbolic structure on M is a complete
Riemannian metric on int(M) of constant sectional curvature sec ≡ −1.
We regard two Riemannian metrics as equivalent if they are isometric via a
diffeomorphism homotopic to the identity.

Every marked hyperbolic structure corresponds to a quotient H3/Γ of
the hyperbolic 3-space H3 by a discrete and torsion free group of isometries
Γ < Isom+

(
H3
)

= PSL2 (C) together with an identification of π1(M) with
Γ, called the holonomy representation ρ : π1(M) −→ PSL2 (C).

We are mostly interested in the cases where M = Σ × [−1, 1] is a trivial
I-bundle over a surface and when M is closed. By Mostow Rigidity, if M
is closed and admits a hyperbolic metric, then the metric is unique up to
isometries. In this case we denote by vol (M) the volume of such a metric.

2.2. Quasi-fuchsian manifolds. A particularly flexible class of structures
is provided by the so-called quasi-fuchsian manifolds

Definition (Quasi-Fuchsian). A marked hyperbolic structure Q on Σ ×
[−1, 1] is quasi-fuchsian if H3/ρ(π1(Σ)) contains a compact subset which is
convex, that is, containing every geodesic joining a pair of points in it. The
smallest convex subset is called the convex core and is denoted by CC(Q).

The convex core CC(Q) is always a topological submanifold. If it has
codimension 1 then it is a totally geodesic surface and we are in the fuchsian
case, the group Γ < Isom+

(
H3
)

stabilizes a totally geodesic H2 ⊂ H3. In
the generic case it has codimension 0 and is homeomorphic to Σ × [−1, 1].
The inclusion CC(Q) ⊂ Q is always a homotopy equivalence.

We denote by

vol (Q) := vol (CC(Q)) ∈ [0,∞)

the volume of the convex core of the quasi-fuchsian manifold Q.

2.3. Deformation space. We denote by T the Teichmüller space of Σ,
that is, the space of marked hyperbolic structures on Σ up to isometries
homotopic to the identity. We equip T with the Teichmüller metric dT .

To every quasi-fuchsian manifoldQ one can associate the conformal bound-
ary ∂cQ in the following way: The surface group π1(Σ) acts on H3 by
isometries and on CP1 = ∂H3 by Möbius transformations. It also preserves
a convex set, the lift of CC(Q) to the universal cover, on which it acts co-
compactly. By Milnor-Švarc, for any fixed basepoint o ∈ H3, the orbit map
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γ ∈ π1(Σ) → γo ∈ H3 is a quasi-isometric embedding and extends to a
topological embedding on the boundary ∂π1(Σ) ↪→ CP1. The image is a
topological circle Λ, called the limit set, that divides the Riemann sphere
CP1 into a union of two topological disks Ω = CP1\Λ. The action π1(Σ) y Ω
preserves the connected components, and is free, properly discontinuous and
conformal. The quotient ∂cQ = Ω/π1(Σ) = X t Y is a disjoint union of two
marked oriented Riemann surfaces, homeomorphic to Σ, and it is called the
conformal boundary of Q. The quotient Q̄ := (H3 ∪ Ω)/Γ compactifies Q.

Theorem 2.1 (Double Uniformization, Bers [3]). For every ordered pair of
marked hyperbolic surfaces (X,Y ) ∈ T × T there exists a unique equiva-
lence class of quasi-fuchsian manifolds, denoted by Q(X,Y ), realizing the
conformal boundary ∂cQ(X,Y ) = X t Y .

The mapping class group Mod (Σ) acts on quasi-fuchsian manifolds by
precomposition with the marking. In Bers coordinates it plainly translates
into φQ(X,Y ) = Q (φX, φY ).

2.4. Teichmüller geometry and volumes. Later, it will be very impor-
tant for us to quantify the price we have to pay in terms of volume if we
want to replace a quasi-fuchsian manifold Q with another one Q′. We would
like to express |vol (Q)− vol (Q′)| in terms of the geometry of the conformal
boundary.

Despite the fact that Weil-Petersson geometry is more natural when con-
sidering questions about volumes, we will mainly use the Teichmüller met-
ric dT . The reason is that we are mostly concerned with upper bounds
for the volumes of the convex cores. It is a classical result of Linch [20]
that the Teichmüller distance is bigger than the Weil-Petersson distance
dWP ≤

√
2π|χ(Σ)|dT . The following is our main tool:

Proposition 2.2 (Proposition 2.7 in Kojima-McShane [19], see also Schlenker
[33]). There exists κ = κ(Σ) > 0 such that

∣∣vol (Q(X,Y ))− vol
(
Q(X ′, Y ′)

)∣∣ ≤ κ
(
dT (X,X ′) + dT (Y, Y ′)

)
+ κ.

This formulation is not literally Proposition 2.7 of [19] so we spend a
couple of words to explain the two diffenrences. Firstly, the estimate in
Proposition 2.7 of [19] concerns the renormalized volume and not volume
of the convex core. However, the two quantities only differ by a uniform
additive constant (see Theorem 1.1 in [33]). Secondly, their statement is
limited to the case where X = X ′ = Y ′, but their proof exteds word by
word to the more general setting: It suffices to apply their argument to the
one parameter families Q(X,Yt) and Q(Xt, Y

′), where Xt and Yt are the
Teichmüller geodesics joining X to X ′ and Y to Y ′.

2.5. Geometry of the convex core. We associate to the quasi-fuchsian
manifold Q = Q(X,Y ) the Teichmüller geodesic l : [0, d]→ T joining X to
Y where d = dT (X,Y ). Work of Minsky [28] and Brock-Canary-Minsky [8]
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relates the geometry of the Teichmüller geodesic l to the internal geometry
of CC(Q). In the next section we will use this information to glue together
convex cores of quasi-fuchsian manifolds in a controlled way.

As a preparation, we start with a description of the boundary ∂CC(Q)
and introduce some useful notation. We recall that, topologically, CC(Q) '
Σ × [−1, 1]. The convex core separates Q̄ = Q ∪ ∂cQ into two connected
components, containing, respectively, X and Y . We denote by ∂XCC(Q) and
∂Y CC(Q) the components of ∂CC(Q) that face, respectively, X and Y . As
observed by Thurston, the surfaces ∂XCC(Q) and ∂Y CC(Q), equipped with
the induced path metric, are hyperbolic. By a result of Sullivan, they are
also uniformly bilipschitz equivalent X and Y (see Chapter II.2 of [10]).

3. Gluing and Volume

This section describes a gluing construction (Proposition 3.9) which is a
major technical tool in the article. It allows us to cut and glue together
quasi-fuchsian manifolds in a sufficiently controlled way. The control on
the models obtained with this procedure is then exploited to get volume
comparisons via the method of natural maps (Proposition 3.10 as in [4])
which is the second major tool of the section.

Along the way we recover a well-known result (Proposition 3) relating
iterations of pseudo-Anosov maps and volumes of quasi-fuchsian manifolds.

3.1. Product regions and Cut and Glue construction. The cut and
glue construction we are going to describe is a standard way to glue Rie-
mannian 3-manifolds. Here we import the discussion and some of the obser-
vations of Section 5 of [16] and adapt them to our special setting. We start
with a pair of definitions.

Definition (Product Region). Let Q be a quasi-fuchsian manifold. A prod-
uct region U ⊂ Q is a codimension 0 submanifold homeomorphic to Σ×[0, 1]
whose inclusion in Q is a homotopy equivalence.

Using the orientation and product structure of Q we can define a top
boundary ∂+U and a bottom boundary ∂−U . We denote by Q− and Q+ the
parts of Q that lie below ∂+U and above ∂−U respectively.

A product region comes together with a marking, an identification jU :
π1(Σ)

∼→ π1(U), defined as follows: The data of a marked hyperbolic struc-
ture Q gives us an identification π1(Σ) ' π1(Q) and the inclusion U ⊂ Q,
being a homotopy equivalence, gives π1(Q) ' π1(U). The marking allows
us to talk about the homotopy class of a map between product regions.

Any homotopy equivalence k : U → V induces a well-defined mapping
class [k] ∈ Mod (Σ) ' Out+(π1(Σ)) (Dehn-Nielsen-Baer, Theorem 8.1 in
[13]), namely, the one corresponding to the outer automorphism

π1(Σ)
jU' π1(U)

k' π1(V )
jV' π1(Σ).
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We also want to quantify the geometric quality of a map between product
regions. Since we want to keep the curvature tensor under control, a good
measurement for us is provided by the C2-norm.

Definition (Almost-Isometric). Let k : (U, ρU ) → (V, ρV ) be a smooth
embedding between Riemannian manifolds. Denote by ∇U ,∇V the Levi-
Civita connections. Consider the C2-norm

||ρU − k∗ρV ||C2 := ||ρU − k∗ρV ||C0 + ||∇Uk∗ρV ||C0 + ||∇U∇Uk∗ρV ||C0 .
For ξ > 0 we say that k is ξ-almost isometric if ||ρU − k∗ρV ||C2 < ξ.

The following lemma is what we refer to as the cut-and-glue construction.

Lemma 3.1. Let Q,Q′ be quasi-fuchsian manifolds. Denote by ρQ, ρQ′ their
Riemannian metrics. Suppose we have product regions U ⊂ Q, U ′ ⊂ Q′ and
a diffeomorphism k : U → U ′ between them. Suppose also that θ : U → [0, 1]
is a smooth function with θ|∂−U,∂+U ≡ 0, 1. Then we can form the 3-manifold

Q′′ = Q− ∪k:U→U ′ Q
′
+

and endow it with the Riemannian metric

ρ :=





ρQ on Q− \ U
(1− θ)ρQ + θk∗ρQ′ on U
ρQ′ on Q′+ \ U ′.

If k is ξ-almost isometric for some ξ < 1, then, on U ⊂ Q′′, we have the
following sectional curvature and diameter bounds

∣∣1 + secQ′′
∣∣ ≤ c3 ||θ||C2 ·

∣∣∣∣ρQ − k∗ρQ′
∣∣∣∣
C2

for some universal constant c3 and

diamρ(U) ≤ (1 + ξ)diamρU (U).

In particular, if diamρU (U) is uniformly bounded, the same is true for volρ(U).

We associate two parameters to a product region, diameter and width

diam(U) := sup {dQ(x, y) |x, y ∈ U } ,
width(U) := inf {dQ(x, y) |x ∈ ∂+U, y ∈ ∂−U } .

If a product region has width at least D and diameter at most 2D we say
that it has size D. The Margulis Lemma implies that the injectivity radius
of a product region of size D, defined as

inj(U) := inf
x∈U
{injx(Q)} ,

is bounded from below in terms of D

Lemma 3.2. For every D > 0 there exists ε0(D, g) > 0 such that a product
region U of size D has inj(U) > ε0.

Proof. The inclusion of U in Q is π1-surjective. Having diameter bounded
by 2D, the region U cannot intersect too deeply any very thin Margulis tube
Tγ otherwise π1(U)→ π1(Q) would factor through π1(U)→ π1(Tγ). �
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In particular, a compactness argument with the geometric topology on
pointed hyperbolic manifolds gives us the following property: Once we fix
the size of a product region we can produce a uniform bump function on it.

Lemma 3.3 (Lemma 5.2 of [16]). For every D > 0 there exists K > 0
such that the following holds: Let U ' Σ× [0, 1] be a product region of size
D. Then there exists a smooth function θ : U → [0, 1] with the following
properties:

• Near the boundaries it is constant: θ|∂−U ≡ 0 and θ|∂+U ≡ 1.

• Uniformly bounded C2-norm ||θ||C2 ≤ K.

3.2. Almost-isometric embeddings of product regions. For a fixed
η > 0 we denote by Tη the η-thick part of Teichmüller space consisting of
those hyperbolic structures with no geodesic shorter than η.

The following is a consequence of the model manifold technology devel-
oped by Minsky [28] around the solution of the Ending Lamination Conjec-
ture (completed then in Brock-Canary-Minsky [8]).

Proposition 3.4 (see Proposition 6.2 [16]). For every η, ξ, δ,D > 0 there
exists D0(η, g) and h = h(η, ξ, δ,D) > 0 such that the following holds: Let
Q1, Q2 be quasi-fuchsian manifolds with associated Teichmüller geodesics li :
Ii ⊆ R→ T with i = 1, 2. Suppose that l1, l2 δ-fellow travel on a subsegment
J of length at least h and entirely contained in Tη. Then there exist product
regions Ui ⊂ CC(Qi) of size D and a ξ-almost isometric embedding k : U1 →
U2 in the homotopy class of the identity. Moreover, if D ≥ D0 we can
assume that Ui contains the geodesic representative of α, a curve which has
moderate length for both Qi and T ∈ J the midpoint of the segment, i.e.
lQi(α), LT (α) ≤ D0.

In the statement and in the next section we use the following notation:

Notation. If α : S1 → Q is a closed loop in a hyperbolic
3-manifold, we denote by l(α) its length and by lQ(α) the
length of the unique geodesic representative in the homotopy
class. If the target instead is a hyperbolic surface α : S1 →
X, we use the notations L(α) and LX(α).

For a proof we refer to [16]. The geodesic α is used to locate the product
regions inside the convex cores. We explain that in the following section.
For now we remark the following immediate consequence:

Definition (η-Height). Let l : I → T be a Teichmüller geodesic. The η-
height of l is the length of the maximal connected subsegment of I whose
image is entirely contained in Tη.
Corollary 3.5. Fix η > 0. There exists a function ρ : (0,∞) → (0,∞)
with ρ(h) ↑ ∞ as h ↑ ∞ and the following property: Let Q = Q(X,Y ) be
a quasi-fuchsian manifold with associated geodesic l : I → T . Suppose that
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the η-height is at least h then

dQ (∂XCC(Q), ∂Y CC(Q)) ≥ ρ(h).

3.3. Position of the product region. From now on we fix once and for
all a sufficiently large size D1 ≥ D0 for the product regions we consider.

Let α : S1 → Q be a non-trivial closed curve in a hyperbolic 3-manifold
Q that has a geodesic representative α∗ ⊂ Q. By basic hyperbolic geometry

cosh (dQ(α, α∗)) lQ(α) ≤ l(α).

Suppose that Q = Q(X,Y ) is a quasi-fuchsian manifold. Let U ⊂ Q be a
product region of size D1 containing a closed geodesic α. By the assumption
on the size of U and Lemma 3.2 we have lQ(α) ≥ 2ε0(D1, g). Recall that
∂XCC(Q) denotes the boundary of the convex core that faces the conformal
boundary X. By a Theorem due to Sullivan (see Chapter II.2 and in par-
ticular Theorem II.2.3.1 in [10]), there exists a universal constant K such
that ∂XCC(Q) and X are K-bilipschitz equivalent via a homeomorphism in
the homotopy class of the identity. We have

dQ(∂XCC(Q), α) ≤ arccosh

(
L∂XCC(Q)(α)

lQ(α)

)
≤ arccosh

(
KLX(α)

2ε0(D1, g)

)
.

Let T ∈ T be a hyperbolic structure for which LT (α) ≤ D0(η, g). Wolpert’s

inequality LX(α) ≤ LT (α)e2dT (X,T ) (see Lemma 12.5 in [13]) allows us to
continue the chain of inequalities to the following:

dQ(∂XCC(Q), α) ≤ arccosh

(
KD0(η, g)

2ε0(D1, g)
e2dT (X,T )

)
.

Let us introduce the function F : (0,∞)→ (0,∞) defined by

F (t) = arccosh

(
KD0(η, g)

2ε0(D1, g)
e2t

)
.

With this notation we have

Lemma 3.6. Let U ⊂ Q(X,Y ) be a product region of size D1 containing a
closed geodesic α ⊂ U . Let T ∈ T be a surface such that LT (α) ≤ D0. Then

dQ(∂XCC(Q), U) ≤ F (dT (X,T )).

Combining Corollary 3.5 and Lemma 3.6 we can ensure that a pair of
product regions is well separated. To this extent we introduce the function
G : (0,∞)→ (0,∞) defined by

G(t) = inf
t∈R
{for every s > t we have ρ(s) > 2F (t) + 4D1} .

Lemma 3.7. Let U−, U+ be product regions of size D1 in Q = Q(X−, X+).
Suppose they contain, respectively, closed geodesics α−, α+. Let T−, T+ ∈ T
be surfaces such that LT−(α−), LT+(α+) ≤ D0. Consider

d := max
{
dT (X−, T−), dT (X+, T+)

}
.
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If the η-height h of Q is at least h ≥ G(d) then the product regions are
disjoint and cobound a codimension 0 submanifold Q0 ⊂ Q homeomorphic
to Σ× [0, 1] for which U−, U+ are collars of the boundary.

Proof. We have dQ(∂X−CC(Q), ∂X+CC(Q)) ≥ ρ(h) and dQ(∂X±CC(Q), U±) ≤
F (d). If ρ(h)− F (d)− 2D1 ≥ F (d) + 2D1, the product regions U−, U+ are
separated. By definition of G, if h > G(d), the previous inequality holds. �

Finally we take care of the volume.

Lemma 3.8. If X−, X+ ∈ Tη, then there exists V0(D1, η, d) such that
∣∣vol (Q)− vol

(
Q0
)∣∣ ≤ V0.

Proof. There is a uniform upper bound on the diameter of a η-thick hyper-
bolic surface. By Sullivan, the same holds for every component of ∂CC(Q).
It follows that the diameter of the region enclosed by U− and ∂X−CC(Q) is
uniformly bounded in terms of D1, η. As an upper bound for its volume we
can take the volume of a ball with the same radius in H3. �

3.4. A gluing theorem. Recall that we fixed D1 > 0 sufficiently large once
and for all. The following is our first crucial technical tool.

. . .

Q1 Q2 Qr−1 Qr φQ1

φ

...

Xφ ' Tφ

Figure 1. Gluing.

Proposition 3.9. Fix η, δ > 0 and ξ ∈ (0, 1). There exists h0(η, ξ, δ) >
0 such that the following holds: Let

{
Qi = Q(X−i , X

+
i )
}r
i=1

be a family

of quasi-fuchsian manifolds. Let {li : Ii → T }ri=1 be the corresponding Te-
ichmüller geodesics. Suppose that the following holds:
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• For every i < r, the geodesics li, li+1 δ-fellow travel when restricted
to J+

i ⊂ Ii and J−i+1 ⊂ Ii+1. The segments J+
i and J−i+1 are respec-

tively terminal and initial, have length
∣∣J−i

∣∣,
∣∣J+
i

∣∣ ∈ [h0, 2h0] and are
entirely contained in Tη.
• The η-height of li is at least G(2h0) for all i ≤ r.

Let ki : U+
i ⊂ Qi → U−i+1 ⊂ Qi+1 be the ξ-almost isometric embedding of

product regions in the homotopy class of the identity for i < r corresponding
to the segments J+

i , J−i+1 as in Proposition 3.4. The product regions have

size D1 and are disjoint as in Lemma 3.7. Let Q0
i be the region of Qi bounded

by ∂−U−i and ∂+U+
i for which U−i , U+

i are collars of the boundaries as in
Lemma 3.7. Then we can form

X := Q0
1 ∪k1:U+

1 →U−2 Q0
2 ∪ · · · ∪Q0

r−1 ∪kr−1:U+
r−1→Ur Q

0
r

using the cut and glue construction Lemma 3.1. The compact 3-manifold X
has the following properties:

• Curvature: |1 + secX | ≤ Kξ where K = K(D1) is as in Lemma 3.3.
• The inclusions Q0

i \
(
U−i ∪ U+

i

)
⊂ X are isometric.

• Volume: There exists V0 = V0(η, ξ,D1, h0) such that
∣∣∣∣∣vol (X)−

∑

i<r

vol (Qi)

∣∣∣∣∣ ≤ rV0.

Furthermore, let φ ∈ Mod (Σ) be a mapping class. Suppose it has the prop-
erty that φl1 and lr δ-fellow travel along J−1 ⊂ I1 and J+

r ⊂ Ir. Then there is
a ξ-almost isometric embedding kr : U+

r ⊂ Qr → U−1 ⊂ Q1 in the homotopy
class of φ and we can form the manifold

Xφ = X/
(
kr : U+

r ⊂ Q0
r → U−1 ⊂ Q0

1

)
.

Topologically Xφ is diffeomorphic to the mapping torus of φ.

The ξ-almost isometric embedding kr is obtained as the composition of
the one provided by Proposition 3.4 for the fellow traveling of lr, φl1 and
the isometric remarking φQ1 → Q1 in the isotopy class of φ (see Figure 1).

Proposition 3.9 follows directly from several applications of Proposition
3.4 and the cut and glue construction Lemma 3.1 once we can ensure that
the product regions are well separated as in Lemma 3.7. Separation and
volume bounds follow from the discussion in the previous section.

We remark that, by a celebrated theorem of Thurston [35], if φ is a pseudo-
Anosov mapping class, then the mapping torus Tφ admits a hyperbolic met-
ric. A pseudo-Anosov element φ is one that acts as a hyperbolic isometry
of Teichmüller space: It preserves a unique Teichmüller geodesic l : R→ T
on which it acts by translations φl(t) = l(t+ L(φ)). The quantity L(φ) > 0
is called the translation length of φ (see Chapter 13 of [13]).
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3.5. Comparing the volume. The second fundamental ingredient is a
volume comparison result. If we have two Riemannian metrics g0 and g on
the same 3-manifold M we can compare their volume using the method of
natural maps introduced by Besson, Courtois and Gallot. We mainly refer
to their work [4] as we use some consequences of it. Given a map f : N →M
between Riemannian manifolds satisfying certain curvature conditions, the
method produces families of natural maps F : N →M homotopic to f and
with Jacobian bounded in terms of the volume entropies of the manifolds.
We need the following result:

Theorem 3.10 (Besson-Courtois-Gallot [4]). Let (M, g) and (M0, g0) be
closed orientable Riemannian 3-manifolds such that there exists:

• A lower bound for the Ricci curvature of the source Ricg ≥ −2g.
• A uniform bound for the sectional curvatures of the target −k ≤

secg0 ≤ −1 for some k ≥ 1.

Then for every continuous map f : M −→M0 we have

vol (M) ≥ |deg(f)| vol (M0) .

We now describe some applications.

The first one is to the models constructed in Proposition 3.9:

Corollary 3.11. If φ is a pseudo-Anosov mapping class, Xφ is as in
Proposition 3.9 and Kξ < 1 then

(1−Kξ)−3/2vol (Xφ) ≤ vol (Mφ) ≤ (1 +Kξ)3/2vol (Xφ) .

Proof. The mapping torus of φ admits a purely hyperbolic Riemannian met-
ric and the metric Xφ with secXφ ∈ (−1−Kξ,−1 +Kξ). We apply Theo-
rem 3.10 to the identity map in both directions after suitably rescaling the
metric on Xφ so that it fulfills the Ricci and sectional curvature bounds. �

The second application is a construction of a very peculiar model of a
mapping torus Tφ of a pseudo-Anosov diffeomorphism φ. Recall that φ acts
on its axis by translating points by L(φ).

lφ

c− L(φ) a

φ−1Q2 Q2

φ

Q1

b c d b+ L(φ) Tφ

Figure 2. Model for a mapping torus.

85



GABRIELE VIAGGI

Corollary 3.12. Fix η > 0 and ξ ∈ (0, 1). There exists h(ξ, η) > 0 such
that the following holds: Let φ be a pseudo-Anosov with axis l : R → T .
Suppose that there are disjoint intervals I = [a, b] and J = [c, d] with a <
b < c < d < a+ L(φ) such that l(I), l(J) ⊂ Tη and |I|, |J | ≥ h. Then

|vol (Tφ)− vol (Q(l(a), l(d)))| ≤ κ(L(φ) + b− c) + ξκ(d− a) + const

where const depends only on η, ξ, h,D1.

Proof. Let h0(η, ξ, 0) be as in Proposition 3.9. If h ≥ max{h0, G(2h0)} is
large enough, then the quasi-fuchsian manifolds (see Figure 2)

{Q1 = Q(l(a), l(d)), Q2 = Q(l(c), l(L(φ) + b))}
satisfy the assumption of Proposition 3.9. Moreover φQ1 = Q(l(a+L(φ), d+
L(φ)) and the segments [l(c), l(b+ L(φ))] and [l(a+ L(φ)), l(d+ L(φ))] over-
lap along [l(a+ L(φ)), l(b+ L(φ))] = φ [l(a), l(b)]. The upper bound for the
volume is just an application of Proposition 2.2

|vol (Tφ)− vol (Q(l(a), l(d)))|
≤ vol (Q(l(c), l(L(φ) + b))) + 2V0 + ξvol (Q(l(a), l(d)))

≤ κ(L(φ) + b− c) + ξκ(d− a) + 2V0 + 2κ.

�

Using this estimates we recover the following well-known result (see for
example [7], [19]):

Proposition 3. Let φ be a pseudo-Anosov mapping class. Then for every
o ∈ T we have

lim
vol (Q(o, φno))

n
= vol (Tφ) .

Proof. There exists ηφ > 0 such that lφ : R → T , the Teichmüller axis
of φ, lies in Tηφ . Fix ξ > 0 and consider h = h(ηφ, ξ). For n large
enough the intervals I = [0, h] and J = [nL(φ)− h, nL(φ)] fulfill the as-
sumption of Corollary 3.12 with respect to φn. Hence, for all large n,
|vol (Q(lφ(0), lφ(nL(φ))))− nvol (Tφ)| ≤ κ2h + ξκnL(φ) + const. Observe
that lφ(nL(φ)) = φnlφ(0). Denote lφ(0) by o1. Dividing by nvol (Tφ) and
passing to the limit we get

1−ξκL(φ) ≤ lim inf
vol (Q(o1, φ

no1))

nvol (Tφ)
≤ lim sup

vol (Q(o1, φ
no1))

nvol (Tφ)
≤ 1+ξκL(φ).

As ξ is arbitrary, the claim for o1 follows. For a general o, it suffices to notice
that, by Proposition 2.2, the difference |vol (Q(o, φno))− vol (Q(o1, φ

no1))| is
uniformly bounded by κ(dT (o, o1)+dT (φno, φno1))+κ = 2κdT (o, o1)+κ. �

We remark that the results mentioned above [7], [19] prove something
stronger, that is |2nvol (Tφ)− vol (Q(φ−no, φno))| = O(1).
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4. Random Walks

We start talking about random walks on the mapping class group. We
set up terminology, notations and first observations. The goal of the section
is to introduce the third and last major technical tool of the paper which is
a recurrence property (Proposition 4.3).

4.1. Random walks on the mapping class group. We will work in the
following generalities:

Standing assumption. Let S ⊂ Mod (Σ) be a finite sym-
metric set S = S−1 generating the group G = 〈S〉. Let µ be
a probability measure whose support equals S. We only con-
sider random walks driven by probability measures arising
this way with G = Mod(Σ).

Let us start with the most basic definition:

Definition (Random Walk). A random walk on G driven by µ is given by
the following data: Let {sn}n∈N be a sequence of random variables with
values in S which are independent and have the same distribution µ. The
n-th step of the random walk is the random variable ωn := s1 . . . sn. The
random walk is the process ω := (ωn)n∈N.

Notation. We will always denote by s = (sn)n∈N the se-
quence of labels and by ω = (ωn := s1 . . . sn)n∈N the path
traced by the sequence of labels.

The distribution of the n-th step of the random walk coincides with the
n-th fold convolution Pn of µ with itself. It is given inductively by:

Pn [E] :=
∑

s∈S
µ(s)Pn−1

[
s−1E

]
.

Let P be a property of mapping classes f ∈ Mod (Σ). We call it typical if it
is very likely that a random mapping class has it, that is

Pn [f ∈ Mod (Σ) | f has P ]
n→∞−→ 1.

The starting point of our discussion are two results by Maher [21], [22]
that ensure that the property “Xf is hyperbolic” is typical and hence it
makes sense to consider the hyperbolic volume of Xf .

Definition (Sample Paths). The space of sample paths is the measurable
space (Ω, E) where Ω := GN and E is the σ-algebra generated by the cylinder
sets. Given a probability measure µ on G, we get a probability measure P on
Ω induced by the random walk driven by µ. It is the push-forward P := T∗µN

of the product measure µN under the following measurable transformation:

T : Ω→ Ω defined by T (s) = ω.
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Definition (Shift Operator). On the space of sample paths Ω there is a
natural shift operator σ : Ω→ Ω defined by

(
σ (si)i∈N

)
j

= sj+1.

If ω = T (s) = (ωn = s1 . . . sn)n∈N ∈ Ω is the path traced by a random
walk, then we can write (σiω)j = ω−1

i ωi+j . It is a standard computation on

cylinder sets to check that σ preserves µN and that (Ω, µN, σ) is mixing and
hence ergodic.

4.2. Linear drift and sublinear tracking. Consider the action on Te-
ichmüller space G y T and fix a basepoint o ∈ T . Every random walk
ω = (ωn)n∈N ∈ Ω traces an orbit {ωno}n∈N ⊂ T .

It follows from the triangle inequality that the random variables dT (o, ωno)
are subadditive with respect to the shift map σ. By Kingman’s subadditive
ergodic theorem and ergodicity of (Ω,P, σ), there exists a constant LT ≥ 0,
called the drift of the random walk on Teichmüller space, such that for
P-almost every sample path ω ∈ Ω we have

dT (o, ωno)

n

n→∞−→ LT .

It is natural to ask whether the orbit {ωno}n∈N converges to some point on
the Thurston compactification of Teichmüller space PML. This property
was first established by Kaimanovich-Masur [18].

Theorem 4.1 (Kaimanovich-Masur [18]). We have LT > 0. For P-almost
every sample path ω = (ωn)n∈N ∈ Ω and for every basepoint o ∈ T , the
sequence {ωno}n∈N converges to a point bnd(ω) ∈ PML which is indepen-
dent of o ∈ T . The map bnd : Ω → PML is Borel measurable. Moreover,
P-almost surely, the point bnd(ω) is uniquely ergodic, minimal and filling.

Moreover, Tiozzo [36] showed that the orbit {ωno}n∈N can also be tracked
by a Teichmüller ray in the following sense:

Theorem 4.2 (Tiozzo [36]). For P-almost every sample path ω = (ωn)n∈N ∈
Ω and for every basepoint o ∈ T , there exists a unit speed Teichmüller ray
τ : [0,+∞) starting at τ(0) = o and ending at τ(∞) = bnd(ω) such that

lim
n→∞

dT (ωno, τ(LT n))

n
= 0.

4.3. Recurrence. Now we can present our last fundamental ingredient
which is the following recurrence property:

Theorem 4.3 (Baik-Gekhtman-Hamenstädt, Propositions 6.9 and 6.11 of
[1]). Let o ∈ T be a basepoint and τω the tracking ray for ω. Then:

• Recurrence: For every η > 0 sufficiently small, for every 0 < a < b
and h > 0, for P-almost every ω with tracking ray τω there exists
N = N(ω) > 0 such that for every n ≥ N the segment τω [an, bn]
has a connected subsegment of length h entirely contained in Tη.
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• Fellow-Traveling: There exists δ > 0 such that for every ε > 0 and
for P-almost every sample path ω there exists N = N(ω) > 0 such
that for every n ≥ N , the element ωn is pseudo-Anosov with trans-
lation length L(ωn) ∈ [(1− ε)LT n, (1 + ε)LT n]. Its axis ln δ-fellow-
travels the tracking ray τω on [εLT n, (1− ε)LT n], i.e. for every
t ∈ [εLT n, (1− ε)LT n] we have dT (τω(t), ln) < δ.

For the convergence L(ωn)/n→ LT see also Dahmani-Horbez [11].

4.4. A larger class of random walks. As stated at the beginning of the
section, in this paper we only work with probability measures µ with finite
support S that generates the full mapping class group G = Mod(Σ). This
allows us to keep the statements uniform and to avoid distinguishing between
different families of random 3-manifolds.

However, at the price of making a distinction between mapping tori, quasi-
fuchsian manifolds and Heegaard splittings, the assumptions on µ can be
considerably relaxed and still obtain the convergence results in Theorems
1 and 2. We briefly describe, without details, two larger classes of random
walks to which our results can be extended.

For mapping tori and quasi-fuchsian manifolds it is enough that S, the
finite support of µ, generates a subgroup G containing two pseudo-Anosov
elements that act as independent loxodromics on the curve graph (see [24] for
the definitions). All the theorems in this section hold in these generalities.

For Heegaard splittings, we further require that the two pseudo-Anosov
elements also act as independent loxodromics on the handlebody graph (see
[23] for a definition). Crucially, the condition implies, by work of Maher-
Schleimer [23] and Maher-Tiozzo [24], that random walks on G have a pos-
itive drift on the handlebody graph. This ensures that a random Heegaard
splitting is hyperbolic and plays a role also in the construction of the model
metric from [16] used in the next section.

With these caveats, the proofs can be extended by following word-by-word
the same lines, no change is needed.

5. A Law of Large Numbers for the Volume

We are ready to prove the law of large numbers for the volumes of random
3-manifolds.

Theorem 1. P-almost surely the limit following limit exists

lim
n→∞

vol (Xωn)

n
= v.

The family of 3-manifold {Xωn}n∈N can denote either the mapping tori or
the Heegaard splittings defined by ωn.

89



GABRIELE VIAGGI

We will deduce it from the following analogue concerning quasi-fuchsian
manifolds. The idea is that, according to the geometric models, the volume
of a random 3-manifold is always captured by a quasi-fucshian manifold.

Theorem 2. For every o ∈ T and for P-almost every ω ∈ Ω the following
limit exists:

lim
n→∞

vol (Q(o, ωno))

n
= v.

Let us remark again that v = v(µ) > 0 is the same as in Theorem 1.

5.1. Mapping tori and Heegaard splittings. Let us assume Theorem 2
and prove the result for random 3-manifolds:

Proof of Theorem 1. Fix ε > 0. Let τω : [0,∞) → T be the ray connecting
o to bnd(ω).

Mapping tori. We use the model for Tωn coming from Corollary 3.12
(see also Figure 2): By Proposition 4.3, if n is large enough, we can find on τω
four points xn < yn < zn < wn < xn +L(ωn) such that the intervals [xn, yn]
and [zn, wn] satisfy the hypotheses of Corollary 3.12: They are contained in
[εLT n, 2εLT n] and [(1−2ε)LT n, (1− ε)LT n] respectively. Their length is at
least h and their image is η-thick. The restriction of τω to [xn, wn] δ-fellow
travels the Teichmüller axis ln : R → T of ωn whose translation length is
roughly (1− ε)LT n ≤ L(ωn) ≤ (1 + ε)LT n. Applying Corollary 3.12 we get:

Lemma 5.1. For P-almost every ω and every large enough n ≥ nω we have

|vol (Q(τω(xn), τω(wn)))− vol (Tωn)| ≤ εn.
and

|vol (Qωn)− vol (Q(τω(xn), τω(wn)))| ≤ εn.

Proof of Lemma 5.1. By Corollary 3.12 we have

|vol (Tωn)− vol (Q(ln(xn), ln(wn)))|
≤ κ(L(ωn) + yn − zn) + ξκ(wn − xn) + const

≤ κ4εLT n+ ξκ(1− 2ε)LT n+ const.

Up to a uniform additive constant we can also replace Q(ln(xn), ln(wn)) with
Q(τω(xn), τω(wn)). If n is large enough we can improve the last quantity to
εn. Instead, from Proposition 2.2

|vol (Q(o, ωno))− vol (Q(τω(xn), τω(wn)))|
≤ κ(dT (o, τω(xn)) + dT (τω(wn), ωno)) + κ

≤ κ(dT (o, τω(xn)) + dT (τω(wn), τω(LT n)) + dT (τω(LT n), ωno)) + κ.

By our choice of xn, wn and Tiozzo’s sublinear tracking (Theorem 4.2), if n
is large enough, we can bound the last quantity by εn. �
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H1 Ω1 Q0 Ω2 H2

Figure 3. Model for a random Heegaard splitting.

Lemma 5.1 and Theorem 2 imply that |vol (Tωn) − nv| = o(n) which
concludes the proof for mapping tori.

Heegaard splittings. The argument is completely analogous to the
previous one, but the model is different. We use the one constructed in [16],
in particular Proposition 7.1. For convenience of the reader we give a brief
description of it: Recall that ε > 0 is fixed. A random Heegaard splitting
Mωn admits a negatively curved Riemannian metric ρ with the following
properties (see Figure 3): It is purely hyperbolic outside two regions Ω :=
Ω1 t Ω2 which have uniformly bounded diameter and where the sectional
curvatures lie in the interval (−1 − ε,−1 + ε). The complement Mωn − Ω
decomposes into three connected pieces H1tQ0tH2. The pieces H1, H2 are
homeomorphic to handlebodies and have small volume vol(H1tH2tΩ) ≤ εn.
The middle piece Q0 embeds isometrically in the convex core of Q(o, ωno),
moreover vol(Q(o, ωno))−vol(Q0) ≤ εn. Hence we can apply again Theorem
3.10 and Theorem 2. �

We now proceed with the proof of Theorem 2.

5.2. Strategy overview. Denote by Qφ the manifold Q(o, φo).

We want to show that for P-almost every ω the sequence vol(Qωn)/n
converges. Suppose this is not the case. Then there exists a set Ωbad with
positive measure P [Ωbad] > 0 on which

lim sup
n→∞

vol (Qωn)

n
− lim inf

n→∞
vol (Qωn)

n
> 0.

We can as well assume that there is a small ε0 > 0 and a set Ωε0
bad with

positive measure ζ0 := P
[
Ωε0

bad

]
> 0 on which the difference is at least

ε0 > 0. Hence, in order to get a contradiction, it is enough to prove that for
every ε, ζ > 0 there exists a set Ωε,ζ with measure P [Ωε,ζ ] ≥ 1− ζ on which
the difference between limsup and liminf is smaller than ε.

First we observe that we can exploit a neighbour approximation property
of the volumes (Lemma 5.3). It allows a convenient technical reduction: We
can make the random walk faster and still keep under control the asymp-
totic behaviour (Lemma 5.4). The faster we make the random walk the more
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properties we can prescribe, a feature that will be important in Proposition
5.5. The central step of the proof consists of finding a set on which the vari-
ables vol(QωnN ) and the ergodic sum

∑
j<n vol(QσjN (ω)N ) are comparable

(Proposition 5.5). Finally, we use the ergodic theorem to conclude the proof.

5.3. A faster random walk. For every N ∈ N we can replace the random
walk ω with (ωjN )j∈N and the shift map σ with σN . The dynamical system

(Ω, µN, σN ) is still ergodic. As we wish to apply the ergodic theorem, we
discuss the integrability condition of the volume function and the relations
between the asymptotics of the faster random walk and the original one.
Recall that S, the support of µ, is symmetric and generates G = Mod(Σ).

Lemma 5.2. There exists C > 0 such that for every φ ∈ G we have vol (Qφ) ≤
C |φ|S + C where |φ|S is the word length in the generating set S.

Proof. Let φ = s1 . . . sn with si ∈ S. By Proposition 2.2 we have vol (Qφ) ≤
κdT (o, φo)+κ. By the triangle inequality dT (o, s1 . . . sno) ≤

∑
j<n dT (o, sjo)

≤ maxs∈S {dT (o, so)}n. �

In particular, for any fixed n ∈ N, the function vol (Qωn) is integrable on
(Ω, E ,P) and we can apply the Birkhoff ergodic theorem. Moreover, we have
the following neighbour approximation property.

Lemma 5.3. For P-almost every sample path ω ∈ Ω, for every n,m we have
∣∣vol

(
Qωn+m

)
− vol (Qωn)

∣∣ ≤ Cm+ C.

Proof. By Proposition 2.2
∣∣vol

(
Qωn+m

)
− vol (Qωn)

∣∣ ≤ κdT (ωno, ωn+mo) +

κ. From the triangle inequality dT (ωno, ωn+mo) ≤ C
∣∣ω−1
n ωn+m

∣∣
S
≤ Cm.

�

The next completely elementary lemma illustrates why the neighbour
approximation property allows to speed up the random walk without loosing
control on the asymptotic behaviour.

Lemma 5.4. Consider a sequence {an}n∈N ⊂ R and an integer N ∈ N.
Suppose that the sequence satisfies |an+m − an| ≤ Cm + C for every n,m.
Assume that A := lim supj→∞

ajN
jN and a := lim infj→∞

ajN
jN are finite. Then

a ≤ lim inf
n→∞

an
n
≤ lim sup

n→∞

an
n
≤ A.

5.4. Comparison with ergodic sums. The following is our main estimate

Proposition 5.5. Fix ε, ζ > 0. There exists N(ε, ζ) > 0 and a set Ωε,ζ,N

with P [Ωε,ζ,N ] ≥ 1−ζ such that for every ω ∈ Ωε,ζ,N and n ∈ N large enough
we have ∣∣∣∣∣∣

vol (QωnN )−
∑

0≤j<n
vol
(
Q(σjNω)N

)
∣∣∣∣∣∣
≤ const · εnN
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for some uniform const > 0.

We will show that, for a suitably chosen N , both families {QωnN } and
{Q(σjNω)N }j<n can be refined to construct models, via Proposition 3.9, for
the hyperbolic mapping torus TωnN . The central property of the models is
that they nearly compute the volume vol (TωnN ). This suffices to conclude.

Proof. Let δ > 0 be the fellow traveling constant of Proposition 4.3 and h
a large height. Since the value of LT > 0 is irrelevant and only complicates
some formulas below by affecting the value of some constants, we are going to
assume LT = 1. In the course of the proof, specifically in the inequalities (1)-
(13), we will get several uniform constants which depend on previous steps
and whose explicit expressions are irrelevant for the argument. In order to
simplify the exposition we will always denote these different constants by
const > 0.

For every N denote by Ωε,N the set of paths satisfying the following
properties

(1) ωn is pseudo-Anosov and L(ωn)/n ∈ (1− ε, 1 + ε) for every n ≥ N .
(2) ln, the axis of ωn, δ-fellow travels τω[εn, (1− ε)n] for every n ≥ N .
(3) ωnτω[εn,∞] δ-fellow travels τω[(1 + ε)n,∞] for every n ≥ N .
(4) τω[εn, 2εn] and τω[(1± ε)n, (1±2ε)n] contain η-thick subsegments of

length at least h for every n ≥ N .
(5) The conclusions of Lemma 5.1 hold for every n ≥ N .
(6) dT (o, ωno)/n ∈ (1− ε, 1 + ε) for all n ≥ N .

τω εn (1− ε)n τω

2© 3© ωnτσn(ω)

(1 + ε)n

εn

ln

Figure 4. Properties 2 and 3.

Observe that if N1 ≥ N2 then Ωε,N2 ⊆ Ωε,N1 , if we enlarge N the set can
only get bigger. We reserve ourselves the right to determine later suitably
modified constants δ, h,N . Since all the properties are satisfied asymptoti-
cally with probability one, for fixed ε, ζ > 0 there exists some N(ε, ζ, h) such
that Ωε,N has measure at least 1− ζ. Fix N larger than this threshold and

speed up the random walk, that is replace ω with (ωjN )j∈N and σ with σN .

By ergodicity of (Ω, µN, σN ), the orbits {σjNω}j∈N will visit the set Ωε,N

very often, the number of hitting times being proportional to the measure
of the set ≥ 1− ζ. We record the hitting times by subdividing the interval
[n] = {0, . . . , n} into a disjoint union of consecutive intervals [n] = I1 t J1 t
· · · t Ik t Jk where the Ii’s contain the indices j for which σjNω ∈ Ωε,N ,
whereas the Ji’s are the bad indices (Jk might be empty). By the ergodic
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theorem the total length of the bad intervals is controlled by

1

n

∑

j<n

1Ω\Ωε,N (σjNω) =
1

n

∑

i≤k
|Ji| n→∞−→ P [Ω \ Ωε,N ] ≤ ζ.

Basic case. We start by proving the proposition assuming that all indices
are good. Since our considerations are all independent of the past, we will
also get a “local version” of the proposition for every good interval Ij .

We are going to define two families of quasi-fuchsian manifolds that satisfy
the hypotheses of Proposition 3.9 and can be glued to form a model for TωnN
that nearly computes its volume. The two families consist of:

I Quasi-fuchsian manifolds related to QσjN (ω)N for every j ∈ [n].
II A single quasi-fuchsian manifold related to QωnN as in Lemma 5.1.

A© B©

τω

a0 b0 c0 d0

a1 b1

ωNτσN (ω)
ω2Nτσ2N (ω) ln

τω

ar dr as ds

Figure 5. Basic case.

Family I. Proceed inductively. Begin with i = 0 and the two Teichmüller
rays τω and ωNτσN (ω). The restrictions ωNτσN (ω)|[εN,∞) and τω|[(1+ε)N,∞) are
δ-fellow travelers. The ray τω contains four points a0 < b0 < c0 < d0 such
that [a0, b0] ⊂ [εN, 2εN ] and [c0, d0] ⊂ [(1 + ε)N, (1 + 2ε)N ], their image is
η-thick and their length is at least h (see Figure 5 A). The segment [c0, d0]
determines [a1, b1] by the condition that ωNτσN (ω)[a1, b1] δ-fellow travels

τω[a0, b0] and [a1, b1] ⊂ [εN, 2εN ]. As 1 ∈ [n] is good, we can go on and find
[c1, d1] ⊂ [(1 + ε)N, (1 + 2ε)N ] of length at least h and with τσN (ω)-image
in Tη. Inductively we determine ai < bi < ci < di for every i ≤ n. Before
going on, let us simplify a little the notation by introducing

Ai = ωiNτσiN (ω)(ai), Bi = ωiNτσiN (ω)(bi),

Ci = ωiNτσiN (ω)(ci), Di = ωiNτσiN (ω)(di).

We associate to the index i ≤ n the quasi-fuchsian manifold Q(Ai, Di).
Informally, we renormalized the picture by placing ourselves at the iN -th
point of the orbit Oi = ωiNo. From there we see the segment [Ai, Di] that
δ-fellow travels [Oi, bnd(ω)]. Observe that, by Proposition 2.2, we have∣∣∣vol (Q(Ai, Di))− vol

(
QσiN (ω)N

)∣∣∣(1)

≤ κ(dT (Oi, Ai) + dT (Di, Oi+1)) + κ ≤ κ4εN + const.

Sequences of consecutive good indices are geometrically controlled:
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Lemma 5.6. The segment [Ai, Di] uniformly fellow travels [O,On].

Proof. Let C be the curve graph of Σ. Consider the shortest curve projection
Υ : T → C. By Masur-Minsky [25] we have the following: The curve graph
C is hyperbolic and the projection is uniformly coarsely Lipschitz and sends
Teichmüller geodesics to unparametrized uniform quasi geodesics. In partic-
ular, by stability of quasi geodesics, Υ[Ai, Di] is uniformly Hausdorff close
to the geodesic segment [Υ(Ai),Υ(Ci)]. The same holds true for Υ[O,On]
and [Υ(O),Υ(On)].

Since the composition of Υ with a parametrized, η-thick and sufficiently
long Teichmüller geodesic is a uniform parametrized quasi geodesic (see [15]),
we also have the following: If the δ-fellow traveling h between [Ci−1, Di−1]
and [Ai, Bi] is sufficiently long, then the geodesics [Υ(Ai−1),Υ(Di−1)] and
[Υ(Ai),Υ(Di)] uniformly fellow travel along a segment, terminal for the first
and initial for the second, which is as long as we wish.

In particular this implies that, if h is large enough, then the concatenation
of the geodesic segments

[Υ(O),Υ(C0)]∪ [Υ(A1),Υ(C1)]∪ · · · ∪ [Υ(An−1),Υ(Cn−1)]∪ [Υ(An),Υ(On)]

is a uniform (1,K) local quasi geodesic. By the stability of uniform lo-
cal quasi geodesics in hyperbolic spaces, we conclude that every segment
[Υ(Ai),Υ(Di)] lies uniformly Hausdorff close to [Υ(O),Υ(On)].

In particular, there are points Pi, Qi ∈ [O,On] for which the projection
is uniformly close to the projections of [Ai, Bi] and [Ci, Di]. As Teichmüller
geodesics in the thick part are uniformly contracting (by [27] and [15]) it
follows that Pi, Qi are uniformly close to the thick subsegments of [Ai, Bi],
[Ci, Di]. Therefore, by [31], [Pi, Qi] uniformly fellow travels [Ai, Di] provided
that the height h is sufficiently large. �

Observe that, by property (2), the segment [O,On] uniformly fellow-
travels the axis ln of the pseudo-Anosov ωnN along the subsegment [εNn, (1−
ε)Nn]. By Lemma 5.6, there is a subsegment [r, s] ⊂ [n] of size s − r ≥
(1 − ε)n, obtained by discarding an initial and a terminal subsegment of
length proportional to εn, such that for all r ≤ i ≤ s [Ai, Di] uniformly fel-
low travels ln (see Figure 5 B). We add to the collection the quasi-fuchsian
manifold Q(Cs, ωnNBr). Using Proposition 2.2 we see that

vol (Q(Cs, ωnNBr)) ≤ κdT (Cs, ωnNBr) + κ ≤ const · εnN.(2)

In fact, on the one hand, the points Br, Cs are, respectively, uniformly close
to points ln(tr), ln(ts) so their distance is roughly ts− tr and dT (Cs, ωnNBr)
can be bounded by L(ωnN ) − (ts − tr). On the other hand, combining
property (6) and s − r ≥ (1 − ε)n, their distance, up to an error of εN ,
is also given by dT (Or, Os) ≥ (1 − ε)(s − r)N . By property (1) we have
L(ωnN ) ≤ (1 + ε)nN so L(ωnN )− (ts− tr) ' (1 + ε)nN − (1− ε)2nN whence
inequality (2).
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Moreover, by Lemma 5.2 and the fact that |[n] \ [r, s]| ≤ εn, we have
∑

j 6∈[r,s]

vol
(
Q(σjNω)N

)
≤
∑

j 6∈[r,s]

CN + C ≤ const · εnN.(3)

By construction, the family {Q(Ai, Di)}r≤i≤st{Q(Cs, ωnNBr)} satisfies the
gluing conditions of Proposition 3.9 provided that h is very large. As a result∣∣∣∣∣∣

vol (TωnN )−
∑

i∈[r,s]

vol (Q(Ai, Di))− vol (Q(Cs, ωnNBr))

∣∣∣∣∣∣
(4)

≤ nV0 + const · εnN
where V0 = V0(η, ξ, h,D1) is as in Proposition 3.9.

Family II. By property (5) and Lemma 5.1, we can find on τω a pair
of points xn ∈ [εnN, 2εnN ] and wn ∈ [(1 − 2ε)nN, (1 − ε)nN ] which define
a quasi-fuchsian manifold whose volume approximate simultaneously the
volume of the mapping torus TωnN and the volume of the quasi-fuchsian
manifold QωnN

|vol (TωnN )− vol (Q(τω(xn), τω(wn)))| ≤ const · εnN(5)

and

|vol (QωnN )− vol (Q(τω(xn), τω(wn)))| ≤ const · εnN.(6)

Notice that inequalities (5) and (6) hold also in the presence of bad intervals
as we only used property (5). We will use them in the general case as well.

Putting together the previous estimates (1)-(5) we get
∣∣∣∣∣∣
vol (Q(τω(xn), τω(wn)))−

∑

j∈[n]

vol
(
Q(σjNω)N

)
∣∣∣∣∣∣
≤ const · εnN

Together with (6) this settles the basic case.

General case. We now allow the presence of bad intervals. First, let
us observe that the argument of the basic case, being independent of the
past, immediately implies that if I = [i, t] ⊂ [n] is an interval consisting
entirely of good indices then we can find along τσiN (ω) a pair of points

ε|I|N < x < 2ε|I|N and (1− 2ε)|I|N < w < (1− ε)|I|N such that
∣∣∣∣∣∣
vol
(
Q(τσiN (ω)(x), τσiN (ω)(w))

)
−
∑

j∈I
vol
(
Q(σjNω)N

)
∣∣∣∣∣∣
≤ const · ε|I|N.(7)

Inequality (7) means, in words, that we can represent the ergodic sum over
a good interval by a quasi-fuchsian manifold whose geodesic lies on the
tracking ray of the interval. The idea of the general case is to proceed as in
the basic case but with different building blocks.

The presence of bad intervals brings in some issues, whose nature is related
to the way the the random walk deviates from the tracking ray, that we have
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to address. However, no new ingredients are needed, only a more careful
choice of the interval subdivision.

The problem can be summarized as follows: Consider a good interval Ij
and the adjacent bad interval Jj . Look at the deviation from the tracking
ray of Ij introduced by Jj . It might happen that the quasi-fuchsian manifold
associated to the good interval Ij+1 is too small compared to the deviation
and we are uncertain whether or not to include it in the gluing family. In
order to get around the issue, we wait until the first time when the fellow
traveling between the tracking rays of Ij and Ij+1 is restored, discard all
the good small intervals in between and replace the quasi-fuchsian manifold
associated to Ij . So we start by refining the interval subdivision.

Refinement of the interval subdivision. Denote by ij < tj the initial
and the terminal indices in the j-th good interval Ij = [ij , tj ]. We proceed
inductively. Start with I1 = [i1 = 0, t1] and J1 = [t1 + 1, i2 − 1]. Consider
I2 = [i2, t2]. We determine a new inew

3 by the following condition

inew
3 := min {i > t2 + ε(|I1|+ |J1|) and i is good} .

This requirement restores, by property (3), the fellow traveling between
ωi1Nτσi1N (ω) and ωi2Nτσi2N (ω). That is ωi1Nτσi1N (ω)[(1 + ε)(|I1|+ |J1|)N,∞)

and ωi2Nτσi2N (ω)[ε(|I1|+|J1|)N,∞) are δ-fellow travelers (property (3)). The
index inew

3 lies in some good interval Ij3 . We make the following replacement

I3 −→Inew
3 := [inew

3 , tj3 ]

J2 −→Jnew
2 := [t2 + 1, inew

3 − 1]

= Jold
2 t I3 t · · · t Jj3−1 t [ij3 , i

new
3 − 1].

By our choice, if j3 > 3, then the sum of the lengths |Jold
2 |+ |I3|+ · · ·+

|Ij3−1| and inew
3 − ij3 are controlled by ε(|I1| + |J1|). The length of |Jj3−1|

can be, instead, arbitrarily long. Furthermore |Inew
3 | ≤ |Ij3 |. Observe that,

for the new J2 we have |Jnew
2 | = inew

3 − t2 ≤ ε(|I1|+ |J1|) + |Jj3−1|. We leave
untouched all the intervals after Ij3 , but we shift back the remaining indices
j → 3 + j − j3 for all j > j3. We repeat the process and get inductively the
new set of indices

inew
r := min

{
i > tnew

r−1 + ε(|Inew
r−2 |+ |Jnew

r−2 |) and i is good
}

and intervals

Ir −→Inew
r := [inew

r , tjr ]

Jr−1 −→Jnew
r−1 := [tr−1 + 1, inew

r − 1]

that satisfy |Jnew
r | ≤ ε(|Inew

r−2 | + |Jnew
r−2 |) + |Jjr+1−1|. We end up with a new

subdivision [n] = Inew
1 t Jnew

1 t · · · t Inew
k′ t Jnew

k′ that still has the property
∑

t≤k′
|Jnew
t | ≤

∑

t≤k′
ε(|Inew

t−2 |+ |Jnew
t−2 |) + |Jold

jt+1−1| ≤ ε
∑

t≤k′
|Jnew
t−2 |+ εn+ ζn.
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Hence
∑

t≤k′ |Jnew
t | ≤ (εn+ ζn)/(1− ε) ≤ 4εn if ζ < ε < 1/2. In particular

the volumes corresponding to the new bad indices still add up to a small
amount. In fact, by Lemma 5.2, we have

∑

i∈⊔ Jnew
j

vol
(
QσiN (ω)N

)
≤ (CN + C)

∑

i<k′
|Jnew
i | < const · εnN.(8)

For the sake of simplicity, after the refinement, we return to the previous
notation ij := inew

j , tj := tnew
j and Ij := Inew

j , Jj := Jnew
j , but assume the

new properties.

Family III. The proof can now proceed parallel to the basic case, so we
only sketch the arguments. We define a family of quasi-fuchsian manifolds,
one for every pair of adjacent intervals Ij t Jj , that can be glued to form a
model for TωnN that nearly computes its volume.

Proceed inductively. Start with I1 t J1 = [0, t1 = |I1| − 1] t [t1 + 1, i2 −
1 = |I1| + |J1|]. Since τω is a good ray, we can find segments [a1, b1] ⊂
[ε|I1|N, 2ε|I1|N ] and [c1, d1] ⊂ [(1 + ε)(|I1| + |J1|)N, (1 + 2ε)(|I1| + |J1|)N ]
which are η-thick and have length at least h. Now consider Ij tJj for j > 1.
As in the basic case, we single out a pair of segments [aj , bj ], [cj , dj ] on
the tracking ray of σijN (ω) normalized so that it starts at Oij . The first
one, [aj , bj ], is determined by the condition that it is a δ-fellow traveler of
[cj−1, dj−1] contained in [ε(|Ij | + |Jj |)N, 2ε(|Ij | + |Jj |)N ] (see Figure 5 A).
Here we are using in an essential way the properties of the refined interval
and property (3) of good rays. The second one, [cj , dj ], is a η-thick h-long
subsegment of [(1 + ε)(|Ij |+ |Jj |)N, (1 + 2ε)(|Ij |+ |Jj |)N ]. We simplify the
notation by introducing

Aj = ωijNτσijN (ω)
(aj), Bj = ωijNτσijN (ω)

(bj),

Cj = ωijNτσijN (ω)
(cj), Di = ωijNτσijN (ω)

(dj).

We associate to Ij t Jj the manifold Q(Aj , Dj).

The analogue of Lemma 5.6 holds word by word if we replace the old
segments with the new ones, that is [Ai, Di] uniformly fellow travels [O,On].

By property (2), the latter uniformly fellow travels ln, the axis of ωnN ,
along τω[εnN, (1− ε)nN ]. In particular we can find 0 < r < s < n such that
[Ar, Dr] and [As, Ds] are, respectively, the first and the last segments that
fellow travel τω[εnN, (1− ε)nN ] along some subsegments, which is terminal
for the first and initial for the second.

Up to discarding an initial (resp. terminal) segment of [Ar, Dr] (resp.
[As, Ds]) of length smaller than ε|ArDr| (resp. ε|AsDs|) we can assume that
[Ar, Dr] (resp. [As, Ds]) uniformly fellow travels subsegments of τω[εnN, (1−
ε)nN ] and ln (as in Figure 5 B). The volumes of the associated quasi-fuchsian
manifolds change at most by const · εnN according to Proposition 2.2.

We can also assume, by recurrence, that [Ar, Dr] (resp. [As, Ds]) contains
an initial (resp. terminal) η-thick subsegment [Ar, Br] (resp. [Cs, Ds]) of
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length at least h. We add the quasi-fuchsian manifold Q(Cs, ωnNBr) to the
family. As in the basic case we have

vol (Q(Cs, ωnNBr)) ≤ const · εnN.(9)

Applying Proposition 3.9 to the family {Q(Aj , Dj)}j∈[r,s] t {Q(Cs, ωnNBr)}
we can perform the cut and glue construction and get a manifold diffeomor-
phic to TωnN with volume

∣∣∣∣∣∣
vol (TωnN )−

∑

i∈[r,s]

vol (Q(Ai, Di))− vol (Q(Cs, ωnNBr))

∣∣∣∣∣∣
(10)

≤ nV0 + const · εnN.

The fellow traveling property of
⊔
i<r[Ai, Di] (resp.

⊔
i>s[Ai, Di]) with

τω[0, 2εnN ] (resp. [τω((1 − ε)nN), On]) implies that
∑

i 6∈[r,s] dT (Ai, Di) ≤
2εnN and, by Lemma 2.2,

∑

i 6∈[r,s]

vol (Q(Ai, Di)) ≤ const · εnN.(11)

We compare now the volume of Q(Ai, Di) with the ergodic sum over the
good interval Ii. Since the interval Ij is good, we find on τ

σijN (ω)
two points

ε|Ij |N < xj < 2ε|Ij |N and (1 − 2ε)|Ij |N < wj < (1 − ε)|Ij |N such that
inequality (7) holds for I = Ij . Before going on, let us relax the notation,
by introducing Xj = ωijNτσijN (ω)

(xj) and Wj = ωijNτσijN (ω)
(wj). We have

∣∣∣∣∣∣
vol (Q(Xj ,Wj))−

∑

i∈Ij
vol
(
QσiN (ω)N

)
∣∣∣∣∣∣
≤ const · ε|Ij |.(12)

By Proposition 2.2, we have

|vol (Q(Aj , Dj))− vol (Q(Xj ,Wj))| ≤ κ(dT (Aj , Xj) + dT (Dj ,Wj)) + κ.

As aj , xj ∈ [0, ε(|Ij |+ |Jj |)N ] and dj , wj ∈ [(1−ε)|Ij |N, (1+2ε)(|Ij |+ |Jj |)N ]
we can continue the chain of inequalities with

≤ const · ε|Ij |N + const · |Jj |N.
Adding all the contributions we get

∣∣∣∣∣∣
∑

j≤k
vol (Q(Aj , Dj))−

∑

j≤k
vol (Q(Xj ,Wj))

∣∣∣∣∣∣
(13)

≤ N
∑

j≤k
const · ε|Ij |+ const · |Jj | ≤ const · εnN + const · ζnN.

Putting together inequalities (10)-(13) and (5), (6) concludes the proof. �
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Theorem 2 is now reduced to an application of the ergodic theorem which
says that for P-almost every ω the following limit exists finite

lim
n→∞

1

nN

∑

j<n

vol
(
Q(σjNω)N

)
= vN .

If N and Ωε,ζ,N are as in Proposition 5.5 then

lim sup
j→∞

vol
(
QωjN

)

jN
− lim inf

j→∞
vol
(
QωjN

)

jN
≤ ε

on Ωε,ζ,N which has measure at least 1− ζ. Applying Lemma 5.4 we get

lim sup
n→∞

vol (Qωn)

n
− lim inf

n→∞
vol (Qωn)

n
≤ ε.

This concludes the proof of Theorem 2.

6. Some questions

We conclude with four questions.

Question 6.1. What about other geometric invariants (e.g. diameter, sys-
tole, Laplace spectrum)? That is, given a geometric invariant G(•) of hyper-
bolic 3-manifolds, is there a function fG : N → R such that G(Xωn)/fG(n)
approaches a positive constant for almost every ω? More specifically:

• Does 1
n · diam(Xωn) converge?

• Does log(n)2 · systole(Tωn) converge (see also [34])?
• Does n2 · λ1(Xωn) converge (see also [1], [16])?

The strategy pursued in this article can be applied to the study of the
asymptotic for other geometric invariants. The control one needs consists
essentially of two parts:

(i) A comparison theorem for the geometric invariant computed for the
negatively curved models and the underlying hyperbolic metric.

(ii) An understanding of the behaviour of the function that computes the
geometric invariant for quasi-fuchsian manifolds.

In the next question we consider a different notion of randomness: Ob-
serve that, up to conjugacy, there is only a finite number of mapping classes
with translation length at most L. Hence, for every fixed L, it makes sense
to sample at random and uniformly a conjugacy class ωL of a mapping class
with translation length at most L.

Question 6.2. Does vol(TωL)/L converge almost surely for L→∞?

A companion question for quasi-fuchsian manifolds is the following:

Question 6.3. For which Teichmüller rays τ : [0,∞) → T does the mean
value vol(Q(τ(0), τ(t)))/t converge for t→∞?
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For pseudo-Anosov axes lφ the limit exists and is equal to vol (Tφ) /L(φ)
[19], [7]. Theorem 2 implies that it exists for every point and almost every ray
with respect to exit measures of random walks. What about the Lebesgue
measure on PML which is singular with respect to the exit measures [14]?

The last question concerns the relation between hyperbolic volume and
Teichmüller data: We know that vol(Tf )/dWP(f) ∈ [1/k(g), k(g)] (see [5],
[6], [33]). If we consider random walks, both numerator and denominator
have a linear asymptotic vol(Tωn)/n→ v > 0 and dWP(ωn)/n→ d > 0.

Question 6.4. How does v/d distribute? Does the ratio v/d display an
extremal behaviour?

One can ask the same for the Teichmüller translation lengths.
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GABRIELE VIAGGI

Abstract. We construct hyperbolic metrics on random Heegaard split-
tings and provide uniform bilipschitz models for them.

1. Introduction

Every closed orientable 3-manifold M can be presented as a Heegaard
splitting1. This means that M is diffeomorphic to a 3-manifold Mf obtained
by gluing together two handlebodies of the same genus Hg along an orien-
tation preserving diffeomorphism f of their boundaries Σ := ∂Hg

Mf = Hg ∪f :∂Hg→∂Hg Hg.

The problem of finding hyperbolic structures on most 3-manifolds with a
splitting of a fixed genus g ≥ 2 was originally raised by Thurston (as Problem
24 in [30]) and made more precise by Dunfield and Thurston (see Conjecture
2.11 of [13]) via the introduction of the notion of random Heegaard splittings.

Such notion is based on the observation that the diffeomorphism type of
Mf only depends on the isotopy class of the gluing map f , so it is well-
defined for elements in the mapping class group [f ] ∈ Mod(Σ). Therefore,
Heegaard splittings of genus g ≥ 2 are naturally parametrized by mapping
classes [f ] ∈ Mod(Σ).

A family (Mn)n∈N of random Heegaard splittings of genus g ≥ 2, or
random 3-manifolds, is one of the formMn = Mfn where (fn)n∈N is a random
walk on the mapping class group Mod(Σ) driven by some initial probability
measure µ with a finite support that generates Mod(Σ). If (fn)n∈N is such a
random walk, we will denote by Pn the distribution of the n-th step fn and
by P the distribution of the path (fn)n∈N.

Exploiting work of Hempel [14] and the solution of the geometrization
conjecture by Perelman, Maher showed in [20] that a random Heegaard
splitting Mf of genus g ≥ 2 admits a hyperbolic metric, thus answering
Dunfield and Thurston’s conjecture.

Theorem (Maher [20]). A random 3-manifold is hyperbolic.

Date: October 21, 2019.
AMS subject classification: 58C40, 30F60, 20P05.
1For the bibliography of this part of the thesis see page 132.
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The main goal of this article is to provide a constructive and effective
approach to the hyperbolization of random 3-manifolds.

Our first contribution is a constructive proof of Maher’s result

Theorem 1. There is a Ricci flow free hyperbolization for random 3-manifolds.

By Ricci flow free hyperbolization we mean that we construct explic-
itly the hyperbolic metric only using tools from the deformation theory of
Kleinian groups. We use the model manifold technology by Minsky [25] and
Brock, Canary and Minsky [7], as well as the effective version of Thurston’s
Hyperbolic Dehn Surgery by Hodgson and Kerckhoff [16] and Brock and
Bromberg’s Drilling Theorem [5].

We remark that, even though we do not rely on Perelman’s solution of
the geometrization conjecture, we do use the main result from Maher [20],
namely, the fact that the Hempel distance of the Heegaard splittings (see
Hempel [14]) grows coarsely linearly along the random walk.

Our construction gives new and more refined information than the mere
existence of a hyperbolic metric. In fact, we also provide a model mani-
fold that captures, up to uniform bilipschitz distortion, the geometry of the
random 3-manifold and allows the computation of its geometric invariants.

The notion of model manifold that we use is similar to the ones considered
by Brock, Minsky, Namazi and Souto in [26], [27], [9] and is depicted in
the following definition of ε-model metric: A Riemannian metric (Mf , ρ) is
a ε-model metric for ε < 1/2 if there is a decomposition into five pieces
Mf = H1 ∪ Ω1 ∪Q ∪ Ω2 ∪H2 satisfying the three requirements

(1) Topologically, H1 and H2 are homeomorphic to genus g handlebod-
ies, while Q,Ω1 and Ω2 are homeomorphic to Σ× [0, 1].

(2) Geometrically, ρ has negative curvature sec ∈ (−1 − ε,−1 + ε), but
outside the region Ω = Ω1 ∪ Ω2 the metric is purely hyperbolic.

(3) The piece Q is almost isometrically embeddable in a complete hy-
perbolic 3-manifold diffeomorphic to Σ× R.

The importance of the last requirement resides in the fact that we un-
derstand explicitly hyperbolic 3-manifolds diffeomorphic to Σ×R thanks to
the work of Minsky [25] and Brock, Canary and Minsky [7] which provides
a detailed combinatorial description of their internal geometry.

The following is our more precise version of Theorem 1

Theorem 2. For every ε > 0 and K > 1 we have

Pn[Mf has a hyperbolic metric K-bilipschitz to a ε-model metric]
n→∞−→ 1.

We remark that ε-model metrics on random Heegaard splittings, similar
to the ones that we build here, are constructed in [15]. There, the existence
of a underlying hyperbolic metric is guaranteed by Maher’s result and it is
unclear whether the ε-model metrics are uniformly bilipschitz to it.
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However, we should also mention that, using a result claimed by Tian
[31], the mere fact that a metric ρ is a ε-model metric and that the regions
Ω1,Ω2 where it is not hyperbolic have uniformly bounded diameter (as fol-
lows from [15]), implies, if ε > 0 is sufficiently small, that ρ is uniformly
close up to third derivatives to a hyperbolic metric. However, Tian’s result
is not published. In order to provide a uniform bilipschitz control we ex-
ploit, instead, ergodic properties of the random walk and drilling and filling
theorems by Hodgson and Kerckhoff [16] and Brock and Bromberg [5].

Our methods follow closely [9] and [8] where uniform ε-model metrics are
constructed for special classes of 3-manifolds.

The idea is the following: We can obtain a hyperbolic metric on Mf by
a hyperbolic cone manifold deformation from a finite volume metric on a
drilled manifold M which has the following form: Let Σ× [1, 4] be a tubular
neighbourhood of Σ ⊂Mf . We consider 3-manifolds diffeomorphic to

M = Mf − (P1 × {1} ∪ P2 × {2} ∪ P3 × {3} ∪ P4 × {4})
where Pj is a pants decomposition of the surface Σ × {j}. A finite volume
hyperbolic metric on such a manifold can be constructed explicitly by gluing
together the convex cores of two maximally cusped handlebodies H1, H2 and
three maximally cusped I-bundles Ω1, Q,Ω2.

M = H1 ∪ Ω1 ∪Q ∪ Ω2 ∪H2.

Most of our work consists of finding suitable pants decompositions for which
the Dehn surgery slopes needed to pass from M to Mf satisfy the assump-
tions of the effective Hyperbolic Dehn Surgery Theorem [16]. In order to
find them we crucially need two major tools: The work of [15] on the geom-
etry of hyperbolic handlebodies and ergodic properties of the random walks
proved by Baik, Gekhtman and Hamenstädt [1].

We stress the fact that, for both Theorem 1 and Theorem 2, we assume
that the support of µ is finite and generates the entire mapping class group.

We describe now some consequences of Theorem 2.

We start with a geometric application: We exploit the geometric control
given by the ε-model metric to compute the coarse growth or decay rate of
the geometric invariants along the family (Mfn)n∈N.

The general strategy is very simple: We use the model manifold tech-
nology [25], [7] and compute the geometric invariants for the middle piece
Q. Then, we argue that the invariants of Q are uniformly comparable with
those of Mf .

For example, combined with a result of Brock [4], Theorem 2 allows the
computation of the coarse growth rate of the volume, which is well-known
to be linear as explained in [20] (see also [15]). Combined with results
of Baik, Gekhtman and Hamenstädt [1] it shows that the smallest positive
eigenvalue of the Laplacian behaves like 1/n2 as computed in [15]. We notice
that Theorem 2 allows a uniform approach to those result.
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Here we do not carry out those computations because they are already
well established. Instead, we have chosen to consider the diameter growth
rate, which appears to be not available in the literature

Proposition 3. There exists c > 0 such that

Pn[diam(Mf ) ∈ [n/c, cn]]
n→∞−→ 1.

The ingredients of the proof are Theorem 2 and a result by White [33].

In a completely different direction we use Theorem 2 to prove the following

Proposition 4. For P-almost every (fn)n∈N the following holds

(1) There are at most finitely many 3-manifolds in the family (Mfn)n∈N
that are arithmetic.

(2) There are at most finitely many 3-manifolds in the family (Mfn)n∈N
that are in the same commensurability class.

The proof combines a study of geometric limits of random 3-manifolds,
Proposition 5.1, with arguments from Biringer and Souto [3].

Overview. In Section 2 we outline the construction of the ε-model metric.
In Section 3 we develop the two main technical tools that we need and
use them to build many examples to which the model metric construction
applies. In Section 4 we prove Theorem 2 by showing that the examples of
Section 3 are generic from the point of view of a random walk. Lastly, in
Section 5 we prove Proposition 3 and Proposition 4.

Acknowledgements. This work builds upon the constructions of [15] and
[13]. The possibility to adapt them to construct uniform models for random
3-manifolds has also been suggested by a conversation with Peter Feller.

I wish to thank Ursula Hamenstädt for her help and support.

2. A gluing scheme

Here we outline a construction for the ε-model metric which follows closely
ideas of Brock and Dunfield [8] and Brock, Minsky, Namazi and Souto [9].
At the end of the discussion we formulate a criterion of applicability.

2.1. Assembling simple pieces. The construction is somehow implicit
in the description of a ε-model metric. It has two steps. We start with
five building blocks H1, H2 and Q,Ω1,Ω2 which are the convex cores of
geometrically finite maximally cusped complete hyperbolic structures on Hg

and Σ × [1, 2] respectively. The pieces Ω1 and Ω2 will play the role of the
collars of the other structures as we are going to explain later on.

For convenience of the reader, we briefly describe the geometry of H1, H2

and Q,Ω1,Ω2. The convex core Q of a geometrically finite maximally cusped
structure on Σ× [1, 2] is diffeomorphic to the drilled product

Q ' Σ× [1, 2]− (P1 × {1} ∪ P2 × {2})
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where P1, P2 are pants decompositions of Σ such that no curve in P1 is
isotopic to a curve in P2. The drilled product is endowed with a complete
finite volume hyperbolic metric with totally geodesic boundary

∂Q = ∂1Q t ∂2Q = (Σ× {1} − P1 × {1}) t (Σ× {2} − P2 × {2}).

and rank one cusps at P1 ∪ P2. If we fix the isotopy class of the identifica-
tion of Q with the drilled product, there exists a unique maximally cusped
structure with cusp data P1 ∪ P2. We denote it by Q(P1, P2).

Analogously, the convex core H of a geometrically finite maximally cusped
structure on Hg is diffeomorphic to the drilled handlebody

H ' Hg − P

where P is a pants decomposition of ∂Hg = Σ (throughout this article we
keep this identification fixed) with the property that every curve in P is
not compressible and no two curves in P are isotopic within Hg. Again,
H is endowed with a complete finite volume hyperbolic metric with totally
geodesic boundary

∂H ' ∂Hg − P
and rank one cusps at P . If we keep track of the isotopy class of the identi-
fication between H and the drilled handlebody, there exists a unique maxi-
mally cusped structure with cusp data P . We denote it by H(P ).

Each component of the boundaries ∂Q, ∂H is a three punctured sphere.
It inherits a complete finite area hyperbolic metric. Such a structure is
unique up to isometries isotopic to the identity. Hence, once we decided a
pairing of the components of ∂H1, ∂H2 with ∂1Ω1, ∂2Ω2 and of ∂2Ω1, ∂1Ω2

with ∂1Q, ∂2Q, there is no ambiguity in implementing it to an isometric
diffeomorphism. Gluing the pieces together along such a diffeomorphism we
get a 3-manifold

M := H1 ∪∂H1'∂1Ω1 Ω1 ∪∂2Ω1'∂1Q Q ∪∂2Q'∂1Ω2 Ω2 ∪∂2Ω2'∂H2 H2

which is non-compact and has a naturally defined complete finite volume
hyperbolic structure.

In our case the pairing is natural as our structures are of the form

H1 = H(P1),

Ω1 = Q(P1, P2),

Q = Q(P2, P3),

Ω2 = Q(P3, P4),

H2 = H(f−1P4).

We think of Ω1 and Ω2 as the collar structures of the boundaries of the three
larger pieces N1 = H1 ∪ Ω1, Q = Ω1 ∪Q ∪ Ω2 and N2 = Ω2 ∪H2.
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Topologically, M is diffeomorphic to a drilled Mf , namely, let Σ × [1, 4]
denote a tubular neighbourhood of the Heegaard surface Σ ⊂Mf , then

M 'Mf − (P1 × {1} ∪ P2 × {2} ∪ P3 × {3} ∪ P4 × {4}).
The pieces Ω1, Q,Ω2 are identified with

Ω1 = Σ× [1, 2]− (P1 × {1} t P2 × {2}),
Q = Σ× [2, 3]− (P2 × {2} t P3 × {3}),
Ω2 = Σ× [3, 4]− (P3 × {3} t P4 × {4}).

The curves in P1 ∪ P2 ∪ P3 ∪ P4 represent the rank two cusps of M.

In order to pass from M to the closed 3-manifold Mf we have to perform
Dehn fillings on each cusp. This is the second step of the construction. The
filling slopes are completely determined by the identification of M with the
drilled Mf : They are the meridians γ of small tubular neigbourhoods of the
curves in α× {j} ⊂ Pj × {j} inside Σ× [1, 4].

Under such circumstances, the Hodgson and Kerckhoff effective version
[16] of Thurston’s Hyperbolic Dehn Surgery Theorem gives us sufficient con-
ditions to guarantee that Mf has a hyperbolic metric obtained via a hyper-
bolic cone manifold deformation of the metric M.

The condition is as follows: For every cusp of M we fix a torus horosection
T ⊂ M on the boundary of the ηM -thin part where ηM > 0 is some fixed
Margulis constant. On each such horosection we have the slope γ ⊂ T,
determined by the gluing. We represent it as a simple closed geodesic for
the intrinsic flat metric of T. Hodgson and Kerckhoff deformation theory
requires that the flat geodesic γ has sufficiently large normalized length, a
quantity defined by

nl(γ) := l(γ)/
√

Area(T).

We have

Theorem 2.1 (Hodgson-Kerckhoff [16]). Let M be a complete finite volume
hyperbolic 3-manifold with n cusps. Let γj be flat geodesic slopes on torus
horosections of the cusps. Suppose that the normalized length of each γj is
at least nlHK = 10.6273. Then, there is a family (Mt)t∈[0,2π] of hyperbolic
cone manifold structures on the Dehn filled manifold M whose singular loci
are the core curves of the added tori and such that the cone angles of Mt

equal t. The final hyperbolic cone manifold M2π is non singular. Moreover,
the length of the core geodesic αj is controlled by lM2π(αj) ≤ a/nl(γj)

2 for
some universal constant a > 0.

We want to guarantee that these conditions are fulfilled. This is where
most of our work lies.

Once we know that M and Mf are connected by a family of hyperbolic
cone manifolds, an application of Brock and Bromberg’s Drilling Theorem
[5] ensures that M is K-bilipschitz to Mf away from its cusps. The constant
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K only depends on the length lMf
(αj) which, by Theorem 2.1, is again

controlled by the normalized length nl(γj)
2.

Theorem 2.2 (Brock-Bromberg [5]). Let ηM > 0 be a Margulis constant.
For every n > 0 and ξ > 0 there exists 0 < ηB(ξ) < ηM such that the
following holds: Let M be a geometrically finite hyperbolic 3-manifold. Let
Γ = α1 t · · · t αn ⊂ M be a collection of simple closed geodesics of length
lM (αj) < ηB(ξ) for all j ≤ n. Let N be the unique geometrically finite
hyperbolic structure on M − Γ with the same conformal boundary as M .
Then, there exists a (1 + ξ)-bilipschitz diffeomorphism

N −

⊔

j≤n
TηM (αj),

⊔

j≤n
∂TηM (αj)


 −→


M −

⊔

j≤n
TηM (αj),

⊔

j≤n
∂TηM (αj)




where TηM (α) denotes a standard ηM -Margulis neighbourhood for α.

2.2. Two criteria for Dehn filling with long slopes. Certifying that
the filling slopes have large normalized length is the main point that we have
to address. We now discuss two criteria to check this condition.

The argument branches in two cases: We consider separately the filling
slopes in Q = Ω1 ∪ Q ∪ Ω2 and the ones in Nj = Hj ∪ Ωj . The two cases
are similar in spirit, but the second one is technically more involved than
the first one. However, the ideas are the same, so we will explain them with
more details in the easier setting.

The I-bundle case. Consider first the hyperbolic manifold

Q = Ω1 ∪Q ∪ Ω2

= Q(P1, P2) ∪Q(P2, P3) ∪Q(P3, P4).

Topologically it is diffeomorphic to

Σ× [1, 4]− (P1 × {1} t P2 × {2} t P3 × {3} t P4 × {4})
The curves in P1 and P4 represent rank one cusps on ∂Q while the curves
in P2 and P3 represent rank two cusps. We now try to understand what
happens when we Dehn fill only the rank two cusps.

The filling slopes are chosen such that after the Dehn surgery, the natural
inclusions Σ ↪→ Ω1, Q,Ω2 become isotopic in the filled manifold so that it is
naturally identified with

Qfill ' Σ× [1, 4]− (P1 × {1} t P4 × {4}).
We observe that there exists a unique marked maximally cusped structure
on Qfill where the rank one cusps are precisely given by P1×{1} tP4×{4}
(we assume that no curve in Pi is isotopic to a curve in Pj if i 6= j). We
denote such a structure by Q(P1, P4).

We are now ready to explain the main idea. Recall that our goal is to
show that the filling slopes we singled out on the rank two cusps of Q have
very large normalized length. This can be checked also in Qfill once we

109



GABRIELE VIAGGI

know that Q uniformly bilipschitz embeds in Qfill away from standard cusp
neighbourhoods.

The strategy is as follows: Consider the maximally cusped structure
Q(P1, P4) and denote by Γ the collection of geodesic representatives of P2

and P3. Suppose that the collection Γ consists of extremely short simple
closed geodesics, say of length at most η < ηB(1/2), and that it is isotopic
to P2 × {2} ∪ P3 × {3} under the identification with the drilled product.

Under such assumptions, we have the following.

Topologically, since the diffeomorphism type ofQ(P1, P4)−Γ only depends
on the isotopy class of Γ, the manifold Q(P1, P4)− Γ is diffeomorphic to Q.

Geometrically, by Theorem 2.2, we can replace, up to 3/2-bilipschitz dis-
tortion away from standard Margulis neighbourhoods of Γ, the hyperbolic
metric on Q(P1, P4)− Γ with the unique geometrically finite structure with
the same conformal boundary and rank two cusps instead of Γ. By unique-
ness, such a geometrically finite structure structure on Q(P1, P4) − Γ is
precisely our initial manifold Q = Ω1 ∪Q ∪ Ω2.

In conclusion, Q = Ω1∪Q∪Ω2 uniformly bilipschitz embeds in Q(P1, P4)−
Γ and the filling slopes are mapped to meridians of large Margulis tubes.
Comparing the normalized length of a filling slope γ in the two metrics we
deduce that it must be very large because in Q(P1, P4) the curve γ is the
meridian on the boundary of a very large Margulis tube. In fact

Lemma 2.3. Let TηM (α) be a Margulis tube of radius R around a simple
closed geodesic α of length l(α) < ηM . Let γ be the flat geodesic representing
the meridian on ∂TηM (α). Then the normalized length is

nl(γ) =

√
2π tanh(R)

l(α)
.

In particular nl(γ)→∞ as l(α)→ 0 independently of the radius R.

For example, there exists η > 0 such that if l(α) < η then nl(γ) is much
bigger than nlHK , the Hodgson-Kerckhoff constant.

Proof. The metric on TηM (α) can be written in Fermi coordinates as

ds2 = dr2 + cosh(r)2dl2 + sinh(r)2dθ2

where (r, l, θ) ∈ [0, R]× [0, l(γ)]× [0, 2π] are, respectively, the distance from
α, the length along α and the angle around α parameters. The flat torus on
the boundary has area Area(∂TηM (α)) = 2πl(α) cosh(R) sinh(R). The flat
meridian γ ⊂ ∂TηM (α) is represented by the curve θ → (R, 0, θ) of length
l(γ) = 2π sinh(R). Hence the formula for the normalized length.

Notice that tanh(R) is roughly 1 when R is very large so that, in this

case, the normalized length is approximately nl(γ) ≈ l(α)−1/2. It follows
from work of Brooks and Matelski [10] that the radius of the Margulis tube
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TηM (α) is at least R ≥ 1
2 log(ηM/l(α))−R0 where R0 > 0 is some universal

constant. Hence the second claim of the lemma when l(α) is very small. �

Applying Lemma 2.3 to the previous situation, we can conclude the fol-
lowing criterion

Criterion for I-bundles: Fix nl0 > nlHK . The normalized
length of the filling slopes corresponding to P2 and P3 is at
least nl0 provided that the collection of geodesic representa-
tives in Q(P1, P4) of the curves in P2 ∪ P3 consists of simple
geodesics of length at most η, where η only depends on nl0,
and is isotopic to P2 × {2} ∪ P3 × {3}.

This concludes the I-bundle case.

The handlebody case. The second part consists of the same analysis
for Nj = Hj ∪ Ωj and j = 1, 2. The strategy is exactly the same. We only
consider N1 = H1 ∪Ω1 as the case of N2 = Ω2 ∪H2 is completely analogous.

Parametrize a collar neighbourhood of Σ = ∂Hg in Hg as Σ× [1, 2] with
∂Hg = Σ× {2}. Topologically we have

N1 = Hg − (P1 × {1} t P2 × {2}).
Geometrically, the curves in P2 correspond to rank one cusps while the one
in P1 correspond to rank two cusps. We are interested in filling in the rank
two cusps. As before, the filling slopes are determined by the gluing.

After filling we have
Nfill

1 = Hg − P2.

Again, there is a unique maximally cusped structure on Nfill
1 whose cusps

are given by P2. We denote it by H(P2). We argue as before and assume
that the collection Γ of geodesic representatives of P1 consists of very short
curves and is isotopic to P1 × {1}. Using the Drilling Theorem we compare
the normalized length in N1 and H(P2).

Again, relying on Lemma 2.3, we will use the following criterion.

Criterion for handlebodies: Fix nl0 > nlHK . The nor-
malized length of the filling slopes corresponding to P1 is at
least nl0 provided that the collection of the geodesic repre-
sentatives in H(P2) of the curves in P1 consists of simple
closed geodesic of length at most η, where η only depends on
nl0, and is isotopic to P1 × {1}.

When considering N2 = Ω2 ∪H2 = Q(P3, P4) ∪H(f−1P4), we ask the same
requirements replacing P1 with f−1P4 and P2 with f−1P3.

This concludes the handlebody case.

Thus, from the previous discussion we established the following

Proposition 2.4. Fix K ∈ (1, 2). Suppose that there are four pants decom-
positions P1, P2, P3, P4 such that the I-bundle and the handlebody criteria
are satisfied with parameter η sufficiently small only depending on K. Then,
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Mf admits a hyperbolic metric and a model metric M. Furthermore, M and
Mf can be connected by a family of hyperbolic cone manifolds and we have
a K-bilipschitz diffeomorphism

M−
⊔

α∈P1∪P2∪P3∪P4

TηM (α)


 '


Mf −

⊔

α∈P1∪P2∪P3∪P4

TηM (α)


 .

We conclude with a small remark. The model manifold technology of
Minsky [25] and Brock, Canary and Minsky [7], provides several tools to
locate and measure the length of the geodesic representatives of P2 and P3 in
Q(P1, P4). However, the same technology is not available for handlebodies.
This is the place where the difficulties arise.

3. A family of examples

In this section we construct many examples satisfying the I-bundle and
handlebody criteria. Later, in the next section, we will show that this family
is generic from the point of view of random walks.

We need two ingredients: The first one is a model for a collar of the
boundary of a maximally cusped handlebody H or I-bundle Q. Following
[15], we have that, in certain cases, it is possible to force a H and Q to look
exactly like a maximally cusped I-bundle Ω near the boundary ∂H and ∂1Q
or ∂2Q. This is roughly the content of Propositions 3.1 and 3.2.

The second ingredient is a family of hyperbolic mapping tori Tψ on which
we want to model the collars Ω. These mapping tori have a distinguished
fiber Σ ⊂ Tψ with a pants decomposition P consisting of extremely short
geodesics. The collars Ω will look like a large portion of the infinite cyclic
covering of Tψ. See Theorem 3.3 and its corollaries, in particular Corollary
3.7.

In the end we will be able to detect whether Mf can be described as one
of the examples we constructed simply by staring at the geometry of the
Teichmüller segment [o, fo] where o ∈ T is some base point that we will
carefully fix once and for all. This is the content of Proposition 3.9.

3.1. The geometry of the collars. We discuss now the first main tool,
that is, Propositions 3.1 and 3.2. For the statements we need to introduce
some terminology and facts from the deformation theory of geometrically
finite structures on handlebodies and I-bundles. We also need a suitable
definition of collars for the boundary of such structures which is not just
purely topological, but also geometrically significant.

We start by describing the deformation spaces of geometrically finite met-
rics. Even if we are mainly interested in maximal cusps, we begin with the
more flexible class of convex cocompact structures.

A convex cocompact hyperbolic metric on a handlebody Hg or an I-bundle
Σ×[1, 2] is a complete hyperbolic metric on the interior, int(Hg) or Σ×(1, 2),
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that has a compact subset which is convex in a strong sense. This means
that it contains all the geodesics joining two of its points. The minimal
such subset is called the convex core. It is always a topological submanifold
homeomorphic to the ambient manifold (except in the fuchsian case which
we ignore). Its boundary is parallel to the boundary of the ambient manifold.

The Ahlfors-Bers theory associates to each convex cocompact metric a
conformal structure on each boundary component. The deformation spaces
of such metrics are parametrized by those conformal structures. Hence,
they are identified with the Teichmüller space of the boundary. For each
Y ∈ T (∂Hg) and (X,Y ) ∈ T (Σ × {1}) × T (Σ × {2}) there are convex
cocompact structures H(Y ) on Hg and Q(X,Y ) on Σ× [1, 2], unique up to
isometries isotopic to the identity, realizing those boundary data.

Geometrically finite maximally cusped hyperbolic structures on Hg or Σ×
[1, 2] can be thought as lying on the boundary of the deformation spaces.
For every pair of pants P on ∂Hg such that no curve in P is compressible
and no two curves in P are isotopic in Hg there exists a unique maximally
cusped handlebody H(P ) with rank one cusps at P . Similarly, for every
pants decomposition P1∪P2 of Σ×{1}∪Σ×{2} such that no curve in P1 is
isotopic to a curve in P2, there exists a unique maximally cusped structure
Q(P1, P2) on Σ× [1, 2] realizing those cusp data.

With a slight abuse of notations, sometimes we will denote both the com-
plete convex cocompact or maximally cusped structure and the correspond-
ing convex core in the same way. However, it will be clear from the context
which one we are using.

The internal geometry of the convex cores of geometrically finite I-bundles
has a rich structure. It is captured by the combinatorics and geometry of
the curve graph C = C(Σ) by the groundbreaking work of Minsky [25] and
Brock, Canary and Minsky [7] with fundamental contributions by Masur
and Minsky [22], [23].

This is the second piece of deformation theory that we need, it goes under
the name of model manifold technology. Our use of this technology will not
be heavy as we only need a few concepts and consequences, but we mostly
hide the relation between the two. We briefly explain what we need.

The starting point is the following: To every convex cocompact structure
Q on Σ× [1, 2] we have an associated pair of curve graph invariants P1 and
P2. They are pants decompositions on Σ × {1} and Σ × {2} that are the
shortest for the conformal structure on the boundary. They might not be
uniquely defined, in such case we just pick two. Similarly, for a maximally
cusped structure Q we associate to it the cusp data P1 and P2. We think of
these pants decompositions as subsets of the curve graph C.

Recall now that for every proper essential subsurface W ( Σ which is
not a three punctured sphere there is a subsurface projection, as defined by
Masur and Minsky in [23]. It associates to each curve α ∈ C the subset
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πW (α) (possibly empty) of the curve graph C(W ) of all possible essential
surgeries of α∩W . The definition is a bit different for annuli. We associate
to the curve graph invariants P1 and P2 the collection of coefficients

{dW (P1, P2) = diamC(W )(πW (P1) ∪ πW (P2))}W(Σ.

As established by Minsky [25], the pants decompositions P1 and P2 to-
gether with the list {dW (P1, P2)}W(Σ allow to determine and locate the
collection of short curves in Q. A special case, which is important for
Propositions 3.1 and 3.2, is when the subsurface coefficients are all uni-
formly bounded. It corresponds to the situation where the only possible
very short curves are the geodesic representatives of P1 and P2. For each
other closed geodesic there is a positive uniform lower bound for the length.

The following notion was introduced by Minsky in [24] (see also [9]).

Definition (Bounded Combinatorics and Height). We say that two pants
decompositions P1, P2 of Σ have R-bounded combinatorics if for every proper
subsurface W ( Σ we have dW (P1, P2) ≤ R. We say that they have height
at least h if we have dC(P1, P2) ≥ h.

As for the internal geometry of a geometrically finite handlebody the
situation is more complicated as the compressibility of the boundary brings
in several issues. We will restrict our attention to the geometry of some
collars of the the boundary of the convex core.

We still choose for every convex cocompact structure on Hg a curve graph
invariant, namely, a pants decomposition P on Σ = ∂Hg which is the short-
est when measured with the conformal boundary. In a similar way we asso-
ciate to every maximally cusped structure the cusp data P .

Definition (Disk Set). The disk set D associated to the handlebody Hg is
the subset of the curve graph C of the boundary Σ = ∂Hg defined by

D = {δ ∈ C | δ compressible in Hg } .

In order to construct a model for the collar of a geometrically finite han-
dlebody we will have to keep track of how the curve graph invariant P of
the geometrically finite structure interacts with the disk set D.

The idea is the following: If P is far away from D then a large collar of
the boundary of the convex core looks like a geometrically finite I-bundle.

We are almost ready for the statements of Propositions 3.1 and 3.2, we
only need one last definition, the one of a geometrically controlled collar of
the boundary of a geometrically finite structure. For convenient technical
simplifications, it will be better for us to work with quasi collars (see below
for the definition) instead of using directly collars. The reason is that we
might wish to allow ourselves to throw away a uniform initial piece from a
collar and still call the result a collar.
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Let M = H or Q denote the convex core of either a convex cocompact or
a maximally cusped structure on either Hg or Σ× [1, 2]. Consider

Mnc = M −
⋃

α∈cusp(M)

TηM (α).

the non cuspidal part of M . As before, TηM (α) denotes a standard ηM -
Margulis neighbourhood of the cusp α. We have that Mnc is homeomorphic
to M . Its boundary ∂Mnc is parallel to the boundary of the ambient mani-
fold, that is ∂Hg or Σ×{1}∪Σ×{2}. Hence, it is naturally identified with
it, up to isotopy. In particular, each component of ∂Mnc is always naturally
identified with Σ.

The definition of quasi collar is analogous to the one of product region
given in [15]: Consider a component Σ0 of ∂Mnc and identify it with Σ0 ' Σ
as above.

Definition (Quasi Collar). A quasi collar of size (D,W,K) of the compo-
nent Σ0 ⊂ ∂Mnc, denoted by

collarD,W,K(Σ0),

is a subset of a topological collar of Σ0 in Mnc, denoted by collar(Σ0).
We require the following additional geometric properties: There exists a
parametrization collar(Σ0) = Σ×[0, 3] such that Σ0 is identified with Σ×{0}
and collarD,W,K(Σ0) corresponds to Σ× [1, 2]. Furthermore we have

• The diameter of Σ × {1} and Σ × {2}, measured with the intrinsic
metric, is at most D.
• The width of collarD,W,K(Σ0), that is the distance between Σ× {1}

and Σ× {2}, is at least W and at most 2W + 2D.
• The distance of Σ×{1} from the distinguished boundary Σ×{0} =

Σ0 is at least K and at most 2K + 2D.

Notice that each quasi collar collarD,W,K(Σ0) is marked with the isotopy
class of an inclusion of Σ. Using this marking we can associate to every ho-
motopy equivalence f between quasi collars a homotopy class [f ] ∈ Mod(Σ).

We are ready to state Propositions 3.1 and 3.2.

Proposition 3.1 (Propositions 4.1 and 6.1 of [15]). For every R, ε, ξ > 0
there exist D0 = D0(R) > 0 and K0,W0 > 0 such that for every W ≥ W0

there exists h = h(ε, R, ξ,W ) > 0 such that the following holds: Consider
(Y,Z) ∈ T ×T and X ∈ T . Suppose that X,Y ∈ Tε. Let PX , PY and PZ be
short pants decompositions for X,Y and Z respectively. Consider the con-
vex cores of the convex cocompact structures Q(X,Y ) and H(Y ), Q(Z, Y ).
Suppose that

• PX , PY have R-bounded combinatorics and height at least h.
• In the handlebody case Hg:

dC(PY ,D) ≥ dC(PY , PX) + dC(PX ,D)−R.
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• In the I-bundle case Σ× [1, 2]:

dC(PY , PZ) ≥ dC(PY , PX) + dC(PX , PZ)−R.
Then, there exist (1 + ξ)-bilipschitz diffeomorphisms of quasi collars

f : collarD0,W,K0(∂2Q(X,Y ))→ collarD1,W1,K1(∂H(Y ))

and
f : collarD0,W,K0(∂2Q(X,Y ))→ collarD1,W1,K1(∂2Q(Z, Y ))

for some slightly perturbed parameters D1,W1,K1. The diffeomorphisms are
in the homotopy class of the identity with respect to the natural markings.

Proposition 3.1 follows from [15].

We will use the following mild variation for maximally cusped structures.

Proposition 3.2. For every R, ξ there exist D0 = D0(R) > 0 and W0,K0 >
0 such that for every W ≥ W0 there exists h = h(ξ,R,W ) > 0 such that
the following holds: Consider pants decompositions PY , PX and PZ of Σ.
Consider the convex cores of the maximally cusped structures Q(PX , PY )
and H(PY ), Q(PZ , PY ). Suppose that

• PX , PY have R-bounded combinatorics and height at least h.
• In the handlebody case Hg:

dC(PY ,D) ≥ dC(PX , PY ) + dC(PX ,D)−R.
• In the I-bundle case Σ× [1, 2]:

dC(PY , PZ) ≥ dC(PY , PX) + dC(PX , PZ)−R.
Then, there exist (1 + ξ)-bilipschitz diffeomorphism between quasi collars

f : collarD0,W,K0(∂2Q(PX , PY ))→ collarD1,W1,K1(∂H(PY ))

and

f : collarD0,W,K0(∂2Q(PX , PY ))→ collarD1,W1,K1(∂2Q(PZ , PY ))

for some slightly perturbed parameters D1,W1,K1. The diffeomorphisms are
in the homotopy class of the identity with respect to the natural markings.

Sketch of proof. Using Theorem 2.2 it is possible to quickly reduce Propo-
sition 3.2 to the previous one. We only sketch the proof. We only treat the
handlebody case as the I-bundle case is completely analogous.

First, we approximate PX , PY with hyperbolic surfaces X,Y on which the
pair of pants decompositions consist of very short geodesics, say of length
contained in the interval [ε, 2ε] with εmuch smaller than a Margulis constant.
Such surfaces are contained in Tε.

By results of Canary [12] and Otal [28], the collections of geodesic repre-
sentatives ΓX ∪ ΓY and ΓY of the curves PX ∪ PY and PY in Q(X,Y ) and
H(Y ) have length O(ε) and are isotopic to PX∪PY ⊂ ∂1Q(X,Y )∪∂2Q(X,Y )
and PY ⊂ ∂H(Y ). Hence, by Theorem 2.2, if ε is small enough, we have
(1 + ξ)-bilipschitz embeddings of the non cuspidal part of the convex core
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of the maximally cusped structures in the corresponding complete convex
cocompact hyperbolic 3-manifolds

φQ :


Q(PX , PY )−

⋃

α∈PX∪PY
TηM (α)


→


Q(X,Y )−

⋃

α∈PX∪PY
TηM (α)




and

φH :


H(PY )−

⋃

α∈PY
TηM (α)


→


H(Y )−

⋃

α∈PY
TηM (α)


 .

Now, if h is large enough only depending on ε, ξ, R, and W , we can apply
Proposition 3.1 and find a (1 + ξ)-bilipschitz diffeomorphism

g : collarD0,W,K(∂2Q(X,Y ))→ collarD1,W1,K1(∂H(Y )).

If K,W are sufficiently large, then both quasi collars will be contained in
the images of φQ and φH . We just compose those with g, that is f :=

φHgφ
−1
Q . �

3.2. Models for the collars. As anticipated, we use Proposition 3.2 to
construct a very particular class of maximally cusped handlebodies with a
simple collar structure. This is our second main ingredient.

Recall that our goal is to construct examples that satisfy the criteria for
handlebodies and for I-bundles. Also, recall that these criteria require to
control the length and the isotopy class of the collection of geodesic repre-
sentatives of a pants decomposition of the boundary. The examples we are
going to describe are exactly tailored for that goal.

The idea is as follows: We first construct maximally cusped I-bundles
Ω for which the length and isotopy class conditions are satisfied almost by
definition for many pants decompositions. If a maximally cusped structure
on Hg or Σ× [1, 2] has a collar that is geometrically very close to Ω, then it
also satisfies the criteria.

We now develop the strategy in more details.

The structure of the collar Ω will be modelled on the geometry of a hy-
perbolic mapping torus, or pseudo-Anosov mapping class, with a short pants
decomposition. Such object is one that is obtained from the following proce-
dure: Let P be a pants decomposition of Σ. Let φ ∈ Mod(Σ) be a mapping
class such that no curve in P is isotopic to a curve in φP . For example, a
large power of any pseudo-Anosov suffices. Consider the convex core Q of
the maximally cusped structure Q(P, φP ). The boundary ∂Q consists of to-
tally geodesic hyperbolic three punctured spheres that are paired according
to φ. We glue them together isometrically as prescribed by the pairing. The
glued manifold is a finite volume hyperbolic 3-manifold diffeomorphic to

Tφ − P × {0} = (Σ× [0, 1]/(x, 0) ∼ (φx, 1))− P × {0}.
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The curves in P ×{0} represent rank two cusps. By Thurston’s Hyperbolic
Dehn Surgery (see Chapter E.6 of [2]) we can do Dehn surgery on the cusps
so that the resulting manifold still carries a hyperbolic metric for which the
core curves of the added solid tori are very short geodesics.

Furthermore, we can restrict ourselves to Dehn fillings for which the filled
manifold still fibers over S1 in a way compatible with the restriction of
the fibering of Tφ to Tφ − P × {0}. In fact, observe that for each α ∈ P
corresponding to a boundary torus Tα we have a preferred meridian mα and
longitude lα coming from the fibering of Tφ. If we perform Dehn surgeries
with slopesmα+klα, the filled manifold will be diffeomorphic to the mapping
torus Tψ where ψ = φδkP and δP ∈ Mod(Σ) is a Dehn twist about the pants
decomposition P .

Consider the infinite cyclic covering T̂ψ of Tψ. Topologically, we can
identify it with Σ× R where the level sets Σn := Σ× {n} correspond to all
the lifts of the fiber Σ× {0} ⊂ Tψ and in such a way that the curves in

⋃

n∈Z
ψnP × {n} ⊂

⋃

n∈Z
Σ× {n}

are very short geodesics. A fundamental domain for the deck group action
on T̂ψ is given by the submanifold [Σ0,Σ1] bounded by Σ0 and Σ1. The
region [Σn,Σm] bounded by Σn and Σm with n < m is a stack of m − n
isometric copies of [Σ0,Σ1].

We now approximate T̂ψ with a maximally cusped I-bundle Q(P,ψnP ).
Our collars will be of the form Ω = Q(P,ψmP ) for some suitably chosen m.

We will use the following from [8], see also Figure 3.7 of the same article.

Theorem 3.3 (Theorem 3.5 of [8]). Let ψ be a mapping class with a short
pants decomposition P . For every ξ > 0 there exist k > 0 and d > 0 such that
for every n > 0 sufficiently large the non-cuspidal part of Qn = Q(P,ψnP )
admits a decomposition

Qnc
n = An ∪Bn ∪ Cn

where An and Cn have diameter bounded by d while Bn is the image of a
(1 + ξ)-bilipschitz embedding with a quasi collar image

f : [Σk,Σn−k] ⊂ T̂ψ → Qnc
n .

The embedding f is in the homotopy class of the identity with respect to the
natural markings. Moreover, we can parametrize Qnc

n as Σ× [0, 3] in such a
way that An, Bn and Cn correspond respectively to Σ × [0, 1],Σ × [1, 2] and
Σ× [2, 3].

Observe that in the maximally cusped I-bundles Q(P,ψnP ) we have, by
default, many pants decompositions whose length and isotopy class are well
controlled.
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In order to be able to exploit such control to check I-bundles and handle-
body criteria we will need three consequences of Theorem 3.3. For them, we
use the following fact proved in the Appendix A.

Lemma 3.4. For every η < ηM/2 there exists ξ > 0 such that the following
holds: Let TηM (α) be a Margulis tube with core geodesic α of length l(α) ∈
[η, ηM/2]. Suppose that there exists a (1+ξ)-bilipschitz embedding of the tube
in a hyperbolic 3-manifold f : TηM (α) → M . Then f(α) is homotopically
non-trivial and it is isotopic to its geodesic representative within f(TηM (α)).

Consider the (1 + ξ)-bilipschitz embedding given by Theorem 3.3

f : [Σk,Σn−k] ⊂ T̂ψ → Qnc
n .

Recall that [Σk,Σn−k] = Σ× [k, n−k] and that the curves ψjP×{j} ⊂ Σj =
Σ×{j} are short geodesics in the infinite cyclic covering and have length in
the interval [η, ηM ]. Denote by Γj the collection of geodesic representatives
of f(ψjP × {j}) in Qn. By Lemma 3.4, if ξ is small compared to η, we get

Corollary 3.5. The collection Γ = Γk ∪ · · · ∪ Γn−k is isotopic to
⋃

k<j<n−k
f(ψjP × {j}) ⊂

⋃

k<j<n−k
f(Σj).

via an isotopy supported on
⊔
α∈ψk+1P∪···∪ψn−k−1P f(TηM (α)).

We now locate suitable quasi collars inside Q(P,ψnP ). First, notice that

[Σk,Σn−k] =
⋃

k<j≤n−k
[Σj−1,Σj ]

and each [Σj−1,Σj ] is an isometric copy of the fundamental domain [Σ0,Σ1].
Each f [Σj−1,Σj+1] ⊂ Q is a quasi collar for ∂1Q

nc for every k < j < n− k.
We now estimate the quasi collar size (D,W,K).

By Theorem 3.3, we also have that each component of

Qnc − f [Σk,Σn−k]

has diameter bounded by d = d(ψ, ξ). Denote by w = w(ψ) > 0 the width
of the fundamental domain [Σ0,Σ1]. Denote, instead, by a = a(ψ) > 0 the
intrinsic diameter of the isometric surfaces Σj . Notice that, up to replacing ψ
with a power (a change that does not seriously affect any of the arguments),
we can as well assume that 2a is much smaller than w. Since f is (1 + ξ)-
bilipschitz, up to increasing a little and uniformly a and w, those are also
the diameter and width parameters for each f [Σj−1,Σj ]. We have for j ≥ k

w(j − k) ≤ dQ(f(Σj), ∂1Q
nc) ≤ (w + a)(j − k) + d.

Therefore the size of the quasi collar f [Σj−1,Σj+1] can be chosen to be

D = a,

W = 2w,

Kj = (w + a)(j − k) + d+ 2w.
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Analogous estimates hold for ∂2Q
nc. Hence

Corollary 3.6. There exists w, a > 0 and only depending on ψ such that
for every k < j < n− k the surface f(Σj) is contained in

collara,2w,Kj (∂1Q)

and, similarly, the surface f(Σn−j) is contained in

collara,2w,Kj (∂2Q).

The Corollaries 3.5 and 3.6 combined with Proposition 3.2 help us in
checking that the handlebody and I-bundle criteria are satisfied. In fact, we
have the following: With the same notation as before, consider again the
(1 + ξ)-bilipschitz embedding as a quasi collar

f : [Σk,Σn−k] ⊂ T̂ψ → Qn = Q(P,ψnP ).

The bilipschitz parameter ξ can be chosen to be arbitrarily small provided
that n is sufficiently large.

Corollary 3.7. Let ψ be a mapping class with a short pants decomposition
P of length η. Consider Qn = Q(P,ψnP ). Let Σ0 be a component of ∂Mnc

where M is a maximally cusped handlebody or I-bundle. Suppose that we
have a (1 + ξ)-bilipschitz diffeomorphism

g : collara,2w,Kj (∂1Qn)→ collarD,W,K(Σ0)

or

g : collara,2w,Kj (∂2Qn)→ collarD,W,K(Σ0)

for some D,W,K. If ξ is small enough (only depending on ψ), n is large
enough (only depending on ψ and ξ) and k < j < n− k, then the collection
of geodesic representatives of

gf(ψjP × {j}) ⊂ gf(Σj)

or

gf(ψn−jP × {n− j}) ⊂ gf(Σn−j)

has length O(η), is contained in the image of g, and is isotopic within it to
gf(ψjP × {j}) or gf(ψn−jP × {n− j}).

Proof. We only treat the first case, the other one is analogous. By Corollary
3.5 and Corollary 3.6, we can assume that the geodesic representatives Γj
of ψjP in Qn are contained in collara,2w,Kj (∂1Qn) and isotopic within it to

f(ψjP ×{j}) ⊂ f(Σj). Their length is O(η). Since g is a (1 + ξ)-bilipschitz
diffeomorphism, if ξ is small enough compared to η, by Lemma 3.4, we can
assume that the geodesic representatives of g(Γj) in M are contained in
collarD,W,K(∂H) and isotopic within it to g(Γj) which, in turn, is isotopic
to gf(ψjP × {j}) ⊂ gf(Σj). �
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3.3. Criteria for I-bundles and handlebodies revised. We are now
ready to give a more manageable version of the criteria for I-bundles and
handlebodies and construct many example that satisfy those conditions.
This is the goal of Proposition 3.8.

Proposition 3.8. Let ψ, φ be mapping classes with short pants decompo-
sitions P, P ′ of length in [η, ηM/2]. There exists j = j(ψ, φ) such that the
following holds: Consider

(P1, P2) = (ψ−jP, P ) and (P3, P4) = (P ′, φjP ′).

Suppose that for some n very large we have respectively

(1) dC(P,D) ≥ dC(P,ψ−nP ) + dC(ψ−nP,D)−R,
(2) dC(ψ−jP, φjP ′) ≥ dC(ψ−jP,ψnP ) + dC(ψnP, φjP ′)−R,

and

(3) dC(P ′, fD) ≥ dC(P ′, φnP ′) + dC(φnP ′, fD)−R,
(4) dC(ψ−jP, φjP ′) ≥ dC(φjP ′, φ−nP ′) + dC(φ−nP ′, ψ−jP )−R.

Then P1, P2, P3, P4 satisfies the I-bundle and handlebody criteria with pa-
rameter O(η).

Proof. We have to check two handlebody and one I-bundle criteria. The
arguments for the three different cases follow the same lines. In order to
avoid repetitions, we only prove in details that there exists j = j(φ, ψ)
such that the pair (ψ−jP, P ) satisfies the handlebody criterion if n is large
enough. The other cases are completely analogous and require no new ideas.
In the end of the proof, we briefly discuss the adjustments needed for the
I-bundle criterion.

The handlebody criterion. In order to check the handlebody criterion
for (ψ−jP, P ), by Corollary 3.7, we just need to get a (1 + ξ)-bilipschitz
diffeomorphism

g : collara,2w,Kj (∂2Q(ψ−nP, P ))→ collarD,W,K(∂H(P ))

in the homotopy class of the identity. Such a diffeomorphism will be provided
by Proposition 3.2. Notice at this point that Q(ψ−nP, P ) and Q(P,ψnP )
are isometric as they only differ by the marking.

In order to apply Proposition 3.2, observe that, by work of Minsky [24],
the pairs (ψnP,ψmP ) and (φmP ′, φnP ′) satisfy for all n, m ∈ Z the R-
bounded combinatorics condition for some R = R(ψ, φ) > 0. Furthermore,
for any fixed h, if |n−m| is large, again, depending only on ψ, φ and h, they
also satisfy the large height assumption as pseudo-Anosov elements act as
loxodromic motions on the curve graph by Masur and Minsky [22]. Property
(1) from our assumptions is exactly the last one needed to guarantee that
Proposition 3.2 can be applied.

Before applying Proposition 3.2 we have to be a bit careful with the
various constants and their dependence. We pause for a moment and discuss
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this delicate point. The mapping classes ψ and φ determine η and R and
also the parameters a and w of Corollary 3.7 and D0 of Proposition 3.2.
Furthermore, the mapping classes together with the choice of ξ determine k
and d in Proposition 3.3. In turn, k determines the allowable range k < j <
n− k.

So, we want to choose ξ much smaller than the one, only depending on
the mapping classes, required by Corollary 3.7 to hold. Once this is fixed
we have a collection of potential candidates for the quasi collars

collara,2w,Kj (∂2Q(ψ−nP, P ))

with k < j < n− k for any n very large.

Once we fixed ξ, we have also fixed K0,W0 > 0 of Proposition 3.2. So, for
every W ≥W0 we have a (1 + ξ)-bilipschitz diffeomorphism of quasi collars

f : collarD0,W,K0(∂2Q(ψ−nP, P ))→ collarD1,W1,K1(∂H(P )).

In order to get the desired embeddings, we just have to choose k < j < n−k
and W so that one of our candidate quasi-collars is contained in the domain
of definition of f

collara,2w,Kj (∂2Q(ψ−nP, P )) ⊂ collarD0,W,K0(∂2Q(ψ−nP, P )).

It suffices to do the following: We first choose j so that Kj − a > K0 +D0.
This determines a minimal j = j(ψ, φ) as required by the statement of
Proposition 3.8. Then, we choose W so that K0 +W −D0 > 2Kj +4a+2w.
This finally determines a final threshold for h and n.

The I-bundle criterion. The proof is word by word the same as in
the handlebody case, one only has to replace the collar of ∂H(P ) with
∂1Q(ψ−jP, φjP ′) and ∂2Q(ψ−jP, φjP ′). Again, if n is very large, Proposi-
tion 3.2 furnishes (1 + ξ)-bilipschitz diffeomorphisms

collara,2w,Kj (∂1Q(ψ−jP,ψn−jP ))→ collarD1,W1,K1(∂1Q(ψ−jP, φjP ′))

and

collara,2w,Kj (∂2Q(φj−nP, φjP ))→ collarD1,W1,K1(∂2Q(ψ−jP, φjP ′)).

Notice that the constant j = j(φ, ψ) is the same as before. Corollary 3.7
together with a careful bookkeping of the markings concludes the proof. �

3.4. From the curve graph to Teichmüller space. We now translate
the curve graph conditions (1) - (4) in terms of Teichmüller geometry in
such a way that it will not be hard to check them for a random segment
[o, fo].

It is convenient to recall now a few facts due to Masur and Minsky [22],
[23] about the relation between Teichmüller space T endowed with the Te-
ichmüller metric dT and the curve graph C.

The connection is established via the shortest curves projection Υ : T →
C, a coarsely defined map that associates to every marked hyperbolic surface
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X ∈ T a shortest geodesic pants decomposition on it Υ(X). We choose
o ∈ T with the following property

Standing assumption: The base point o ∈ T is chosen so
that its projection to the curve graph lies on the disk set of
the handlebody Υ(o) ∈ D.

From a geometric point of view, Masur and Minsky proved that the curve
graph C is a Gromov hyperbolic space (see [22]) and the disk set D ⊂ C is a
uniformly quasi-convex subspace (see [21]).

It also follows from [22] that Υ is uniformly Lipschitz and sends Te-
ichmüller geodesics to uniform unparametrized quasi-geodesics. This means
that there is a constant B only depending on Σ such that dC(Υ(Y ),Υ(Z)) ≥
dC(Υ(Y ),Υ(X)) + dC(Υ(X),Υ(Z)) − B for every Z < X < Y aligned on
a Teichmüller geodesic. In particular, by hyperbolicity of C, the image
Υ[Z, Y ] ⊂ C is a uniformly quasi-convex subset.

We have the following:

Proposition 3.9. Let ψ, φ be pseudo-Anosov mapping classes with short
pants decompositions P, P ′. Let lψ, lφ : R→ T be their Teichmüller geodesics.
For every δ > 0 there exists h > 0 such that the following holds: Suppose
that on the segment [o, fo] there are four points o < S1 < S2 < S3 < S4 < fo
with the following properties

(i) [S1, S2] and [S3, S4] have length at least h and δ-fellow travel lψ and lφ
respectively.

(ii) We have dC(Υ[S1, S4],D) ≥ h and dC(Υ[S1, S4], fD) ≥ h.

Then, up to perhaps replacing P, P ′ with ψrP, φr
′
P ′, (1) - (4) hold.

The proof uses the arguments from Proposition 7.1 of [15].

Proof. We have to show that (i) and (ii) imply (1) - (4).

We start with Properties (1) and (3). Let us only consider (1) as (3) is
completely analogous. Recall that we fixed o so that Υ(o) ∈ D and hence
Υ(fo) = fΥ(o) ∈ fD.

As Υ[o, fo] is a uniformly quasi-convex subset of the Gromov hyperbolic
space C, there is a coarsely well defined nearest point projection π : C →
Υ[o, fo]. Since D, fD are also uniformly quasi-convex and Υ[S1, S4] is very
far from both while the endpoints satisfy Υ(o) ∈ D and fΥ(o) ∈ fD, we
conclude that π(D) and π(fD) lie on opposite sides of Υ[S1, S4] and are far
from it.

Consider S1 ≤ a < b ≤ S4 and the projections α := Υ(a) and β := Υ(b).
By hyperbolicity of C and uniform quasi-convexity of Υ[o, fo], any geodesic
joining δ0 ∈ D to β can be broken into two subsegments [δ0, β0]∪[β0, β] where
β0 is uniformly close to π(δ0), the nearest point projection of δ0, which has
the form Υ(t) for some o < t < S1. By the uniform unparametrized quasi-
geodesic image property of Υ, the segment [β0, β] passes uniformly close to
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α. Therefore, we have

dC(β, δ0) ≥ dC(β, α) + dC(α, δ0)−R0

for some uniform R0. Taking the minimum over all δ0 ∈ D we get

dC(Υ(b),D) ≥ dC(Υ(a),Υ(b)) + dC(Υ(a),D)−R0.

The last ingredient that we need is the fact that the sequence of curves
{ψnP}n∈Z lie uniformly close, only depending on ψ, to the uniform quasi-
axis of ψ given by the composition Υlψ. This follows from work of Minsky
[24]. Notice that Υlψ lies uniformly close to Υ[S1, S2] by fellow travel-
ing assumption. In particular, there are ψr+nP , ψrP and ψr−nP that lie
uniformly close, only depending on ψ, to Υ(S1), Υ(Sψ) and Υ(S2) where
S1 < Sψ < S2. The difference (r+n)− (r−n) = 2n is bounded from below
by some linear function of h of the form κh− κ with κ > 0 only depending
on ψ.

Therefore, as S1 < Sψ, we have

dC(ψrP,D) ≥ dC(ψrP,ψr−nP ) + dC(ψr−nP,D)−R
for some uniform R, only depending on ψ.

For simplicity, we replace P with ψrP and still denote it by P .

We now move on to Properties (2) and (4). Again, we consider only (2)
as (4) uses the same arguments. Property (2) just follows from the uniform
unparametrized quasi-geodesic property of Υ[S1, S4].

In more details we proceed as follows: As before, up to replacing P and P ′

with ψrP and φr
′
P ′, we can assume that ψ−nP,ψnP (resp. φ−n

′
P ′, φn

′
P ′)

are uniformly close, only depending on ψ (resp. φ), to Υ(S1),Υ(S2) (resp.
Υ(S3),Υ(S4)).

Recall that P1 and P4 are of the form P1 = ψ−jP and P4 = φjP ′ for some
uniform j = j(φ, ψ). So, up to a uniform error, we can replace them with P
and P ′. For them we have

dC(Υ(Sψ),Υ(Sφ)) ≥ dC(Υ(Sψ),Υ(S2)) + dC(Υ(S2),Υ(Sφ))−R.
�

4. The proof of Theorem 1

In this section we prove

Theorem 2. For every ε > 0 and K > 1 we have

Pn[Mf has a hyperbolic metric K-bilipschitz to a ε-model metric]
n→∞−→ 1.

The proof of Theorem 2 does not use 3-dimensional hyperbolic geometry
anymore. Rather, via Proposition 3.9, we will only have to work with the
dynamics of a random walk on Teichmüller space and the curve graph.

Thank to the work done in the previous sections, namely Proposition
2.4, Proposition 3.8 and Proposition 3.9, we only need to check that the
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Teichmüller segment [o, fo] contains four points o < S1 < S2 < S3 < S4 <
fo satisfying the conditions (i) and (ii) of Proposition 3.9.

In order to find them we will exploit a useful ergodic property of random
walks on Teichmüller space due to Baik, Gekhtman and Hamenstädt [1].

4.1. Random walks. We start by recalling some background material on
random walks on the mapping class group. We crucially consider only ran-
dom walks driven by probability measures µ whose support S is a finite
symmetric generating set for the full mapping class group.

Definition (Random Walk). Let (sn)n∈N be a sequence of independent
random variables with values in S and distribution µ. The n-th step of
the random walk is the random variable fn := s1 . . . sn. We denote by
Pn its distribution. The random walk driven by µ is the process (fn =
s1 . . . sn)n∈N ∈ Mod(Σ)N. It has a distribution which we denote by P.

The mapping class group acts on Teichmüller space Mod(Σ) y T . If we
fix a base point o ∈ T we can associate to every random walk (fn)n∈N an
orbit {fno}n∈N ⊂ T . This sequence of jumps in Teichmüller space has two
important properties, positive linear drift and sublinear geodesic tracking,
which we now explain.

It is a standard consequence of the subadditive ergodic theorem that there
exists a constant L ≥ 0, called the drift of the random walk on Teichmüller
space, such that for P-almost every sample path (fn)n∈N we have

dT (o, fno)

n

n→∞−→ L.

In general, however, the drift might vanish L = 0. It has been established
by Kaimanovich and Masur [17] that, in our case, L > 0 and that the
orbit {fno}n∈N converges P-almost surely to some point on the Thurston
compactification of Teichmüller space PML. Tiozzo [32] then showed that
this convergence happens by sublinearly tracking a Teichmüller ray:

Theorem 4.1 (Tiozzo [32]). For P-almost every sample path (fn)n∈N and
for every base point o ∈ T , there exists a unit speed Teichmüller ray τ :
[0,+∞) starting at τ(0) = o and converging to PML such that

lim
n→∞

dT (fno, τ(Ln))

n
= 0.

More precisely, the sublinear tracking property can be implemented to the
following (see, for example, the proof of Proposition 6.11 of [1]): There exists
δ > 0 such that for every ε > 0 and P-almost every (fn)n∈N with tracking
ray τ we have that the segment [o, fno] δ-fellow travels τ [0, (1 − ε)Ln] for
every n sufficiently large.

4.2. Random Teichmüller rays. We can now state the result from Baik,
Gekhtman and Hamenstädt [1] that we need
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Theorem 4.2 (Proposition 6.9 of [1]). Let W ⊂ T be a Mod(Σ)-invariant
open subset containing the axis of a pseudo-Anosov element. For every h > 0
and every 0 < a < b and for P-almost every (fn)n∈N with tracking ray τ there
exists n0 > 0 such that for every n ≥ n0 we have that τ [an, bn]∩W contains
a segment of length at least h.

The statement of Theorem 4.2 slightly differs from the one of Proposition
6.9 of [1]. In fact, there it is only considered the case where W is a large
metric neighbourghood of the mapping class group orbit of the base point.
However, their arguments apply also to the more general setting.

A relevant example of an invariant open set, which is also the smallest
possible, is the following: Let φ be a pseudo-Anosov mapping class. It
determines a closed geodesic in moduli space γφ ⊂M := T /Mod(Σ) and an
axis in Teichmüller space lφ ⊂ T .

Fix δ > 0 very small and consider a tiny δ-metric neighbourhood Vφ,δ of
γφ. Its preimage in Teichmüller space Wφ,δ ⊂ T consists of the union of tiny
neighbourhoods of the Teichmüller axes glφ of the pseudo-Anosov elements
gφg−1 as g varies in the mapping class group.

The set Wφ,δ has the following useful property

Lemma 4.3. For every φ and h there exists δ = δ(φ, h) > 0 such that if
l : [a, b] → T is a Teichmüller geodesic segment of length b − a ≥ h whose
image is entirely contained in Wφ,δ then it 1-fellow travels one of the lines
glφ ⊂Wφ,δ.

Proof. This can be proved by contradiction. Suppose this is not the case and
consider a sequence δn ↓ 0 and Teichmüller segments ln : [0, hn]→ Wφ,δn of
length hn ≥ h. Up to the action of the mapping class group, we can assume
that ln(0) lies in a fixed compact set. Up to subsequences, we can then
arrange that ln[0, h] converges uniformly to a Teichmüller geodesic of length
h entirely contained in

⋂
n∈NWφ,δn which is nothing but the union of the

axes glφ. Hence, l∞ is a subsegment of one of the axes glφ and, therefore, at
a certain point ln must have 1-fellow traveled this axis, a contradiction. �

4.3. The proof of Theorem 2. Consider the Teichmüller segment [o, fo].
Fix δ > 0 large enough. We need to find two pseudo Anosov mapping classes
ψ and ψ′ with short pants decompositions and four surfaces o < S1 < S2 <
S3 < S4 < fo such that

(i) [S1, S2], [S3, S4] have length at least h, depending only on δ, ψ, ψ′, and
δ-fellow travel lψ, lψ′ .

(ii) dC(Υ[S1, S4],D) ≥ h and dC(Υ[S1, S4], fD) ≥ h
We first prove the second property: Recall that we chose o ∈ T so that
δ := Υ(o) ∈ D (and hence fδ = Υ(fo) ∈ fD).

Claim: For every h > 0 and ε > 0, for P-almost every (fn)n∈N with
associated tracking ray τ , there exists n0 and such that for every n > n0
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both dC(Υτ [εLn, (1− ε)Ln],D) and dC(Υτ [εLn, (1− ε)Ln], fnD) are greater
than h.

Proof of the claim. Denote by ` = lim dC(δ, fnδ)/n > 0 the drift of the
random walk on the curve graph. It is positive by a result of Maher [19].
The claim is a consequence of

Theorem 4.4 (Maher [20]). For every ε > 0 we have

Pn [dC(D, fD) ∈ [(`− ε)n, (`+ ε)n]]
n→∞−→ 1.

Choose ε2 > ε1 > 0 much smaller than ε. By Theorem 4.4 we have
dC(D, fnδ) ≥ (`− ε1)n for n large.

By Theorem 4.1, the random orbit fno has a positive drift dT (o, fno)/n→
L > 0 and is sublinearly tracked by a geodesic ray τ : [0,∞) → T with
τ(0) = o. This means that dT (fno, τ(Ln)) = o(n). We assume dT (fno, τ(Ln)) <
ε1n and `− ε1 < dC(δ, fnδ) < `+ ε1 for every n large.

Consider m ∈ [ε1n, (1− ε2)n].

We have the following estimate on the distance from D: Let B > 0 be
the Lipschitz constant of Υ : T → C

dC(Υτ(Lm),D) ≥ dC(fmδ,D)− dC(fmδ,Υτ(Lm))

≥ (`− ε1)m−Bε1m
≥ (`− ε1 −Bε1)ε1n.

Notice that if ε1 is small enough, the right hand side increases linearly in n
with uniform constants.

As for the other disk set fnD, we also get

dC(Υτ(Lm), fnD) ≥ dC(δ, fnD)− dC(δ, fmδ)− dC(fmδ,Υτ(Lm))

≥ (`− ε1)n− (`+ ε1)m−Bε1m
≥ [(`− ε1)− (`+ ε1)(1− ε2)−Bε1(1− ε2)]n.

As before, if ε1 is very small compared to ε2, the right hand side increases
linearly in n with uniform constants. In conclusion, if ε1 is small enough
and n is large enough, the claim holds as [εLn, (1− ε)Ln] ⊂ [ε1n, (1− ε2)n].

This settles the proof of property (ii) for the segment τ [εLn, (1 − ε)Ln].
Observe that any subsegment [Sn1 , S

n
4 ] will enjoy the same property.

We now take care of (i).

Claim: Let φ pseudo-Anosov element with a short pants decomposition.
Let lφ : R → T be its axis. For every ε > 0, for every h > 0, for P-almost
every (fn)n∈N with tracking ray τ : [0,∞)→ T there exists n0 such that for
every n ≥ n0 the Teichmüller segments τ [εn, 2εn] and τ [(1− 2ε)n, (1− ε)n]
1-fellow travel along subsegments τ [tn1 , t

n
2 ] and τ [tn3 , t

n
4 ] of length at least h

some translates ψ = gnlφ and ψ′ = g′nlφ of the axis lφ.
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Proof of the claim. Let δ = δ(φ, h) and W = Wφ,δ be as in Lemma 4.3.
We just need to apply Theorem 4.2 to W with parameters 0 < a < b given
by 0 < Lε < 2εL and 0 < (1− 2ε)L < (1− ε)L respectively.

Conclusion of the proof: For every fixed ε > 0 the Teichmüller segment
[o, fno] uniformly fellow travels τ [εLn, (1− ε)Ln] we define o < Sn1 < Sn2 <
Sn3 < Sn4 < fno to be the four surfaces that fellow travel τ(tn1 ) < τ(tn2 ) <
τ(tn3 ) < τ(tn4 ) as given by the second claim.

By construction they satisfy the properties (i) and (ii) of Proposition 3.9
and hence can be used in the model metric construction of Proposition 2.4.

This concludes the proof of Theorem 2.

5. Three applications

We describe three applications of Theorem 2.

5.1. The model metric. For convenience of the reader we recall again the
description of the model metric Mn = Hn

1 ∪Ωn
1 ∪Qn ∪Ωn

2 ∪Hn
2 that comes

from the proof of Theorem 2.

For the applications of this section we focus only on the maximally cusped
structure Qn = Q(Pn2 , P

n
3 ) and recall that it bilipschitz embeds, away from

its cusps, into Mfn with bilipschitz constant arbitrarily close to 1 as n goes
to ∞.

A careful inspection shows that Pn2 and Pn3 can be chosen to be very
short pants decompositions on some hyperbolic surfaces Sn2 and Sn3 that are
located in Teichmüller space uniformly close to the segments τ [εLn, 2εLn]
and τ [(1− 2ε)Ln, (1− ε)Ln] where τ : [0,∞)→ T is the tracking ray of the
random walk and ε is an arbitrarily small constant.

Theorem 2.2 allows us to replace, up to uniformly bilipschitz distortion
Q(Pn2 , P

n
3 ) with Q(Sn2 , S

n
3 ) away from the cusps. It will be convenient to

work also with Q(Sn2 , S
n
3 ) instead of Qn. They are both geometrically very

close to Mfn .

5.2. Geometric limits of random 3-manifolds. As a first application,
we exploit the model metric structure to establish the existence of certain
geometric limits (see Chapter E.1 of [2] for the definition of the pointed
geometric topology) for families of random 3-manifolds.

Proposition 5.1. For every pseudo-Anosov mapping class φ ∈ Mod(Σ) and
P-almost every (fn)n∈N there exists a sequence of base points xn ∈Mfn such
that the sequence of pointed manifolds (Mfn , xn) converges to the infinite
cyclic covering of Tφ in the pointed geometric topology.

Proof. As in the proof of the second claim of Theorem 2, Proposition 4.2
and Lemma 4.3 imply that the segment τ [3εLn, (1 − 3ε)Ln], and hence
[Sn2 , S

n
3 ], 1-fellow travels a translate gnlφ of the Teichmüller axis lφ along

an arbitrarily long subsegment. Therefore, up to remarking [Sn2 , S
n
3 ], an
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operation that does not change the isometry type of Q(Sn2 , S
n
3 ), we can

assume that [Sn2 , S
n
3 ] 1-fellow travels lφ along the subsegment lφ[−an, an]

with an ↑ ∞. In particular, the sequence of Teichmüller segments [Sn2 , S
n
3 ]

is converging uniformly on compact subsets to lφ. By Thurston’s Double
Limit Theorem [29] and the solution of the Ending Lamination Conjecture
[25], [7], this implies that, if we take suitable base points, the sequence of
convex cocompact manifolds Q(Sn2 , S

n
3 ) converges in the geometric topology

to T̂ψ. As Q(Sn2 , S
n
3 ) becomes geometrically arbitrarily close to Mfn , the

claim follows. �

5.3. Commensurability and arithmeticity. Dunfield and Thurston, us-
ing a simple homology computation, have shown in [13] that their notion of
random 3-manifold is not biased towards a certain fixed set of 3-manifolds.
This means that for every fixed 3-manifold M , only finitely many elements
in the family (Mfn)n∈N can be diffeomorphic to M .

Using geometric tools it is possible to strengthen this conclusions and
show that Dunfield and Thurston’s notion of random 3-manifolds is also
transverse, in a sense made precise in the proposition below, to the class of
arithmetic hyperbolic 3-manifolds and to the class of 3-manifolds which are
commensurable to a fixed 3-manifold M .

Proposition 4. For P-almost every (fn)n∈N the following holds

(1) There are at most finitely many 3-manifolds in the family (Mfn)n∈N
that are arithmetic.

(2) There are at most finitely many 3-manifolds in the family (Mfn)n∈N
that are in the same commensurability class.

Proof. The argument is mostly borrowed from Biringer-Souto [3].

The proof of both points starts from the following observation: Each
Mfn finitely covers a maximal orbifold Mfn → On. By Proposition 5.1 we
can choose base points xn ∈ Mfn so that the sequence (Mfn , xn) converges
geometrically to (Q∞, x∞) where Q∞ is a doubly degenerate structure on
Σ× R with inj(Q∞) > 0.

Suppose that infinitely many Mfn are arithmetic, say all of them. In this
case, the orbifolds On are congruence and have λ1(On) ≥ 3/4 (see [11] or
Theorem 7.1 in [3]). By Proposition 4.3 of [3], the orbifolds On cannot be
all different, hence we can assume that they are fixed all the time On = O.
We get a contradiction by observing that O is covered by closed 3-manifolds
Mfn with arbitrarily small injectivity radius.

Suppose that infinitely many Mfn are commensurable. By the first part
we can also assume that they are non-arithmetic. Commensurability and
non-arithmeticity imply together that On = O is fixed all the time: It is the
orbifold corresponding to the commensurator Comm(π1(Mfn)), which is a
discrete subgroup of PSL2C by Margulis (see Theorem 10.3.5 in [18]) and

129



GABRIELE VIAGGI

is an invariant of the commensurability class. We conclude with the same
argument as before. �

5.4. Diameter growth. As a more geometric application, we compute the
coarse growth rate for the diameter of random 3-manifolds.

Proposition 3. There exists c > 0 such that

Pn[diam(Mf ) ∈ [n/c, cn]]
n→∞−→ 1.

The proof of Proposition 3 has two different arguments, one for the coarse
upper bound and one for the coarse lower bound. The upper bound comes
from a result by White [33] that relates the diameter to the presentation
length of the fundamental group, a topological and algebraic invariant. Of a
different nature is the coarse lower bound where we heavily use the ε-model
metric structure of Theorem 2 and the relation with the model manifold.

We start with the upper bound. We need the following definition

Definition (Presentation Length). Let G be a finitely presented group.
The length of a finite presentation G = 〈F |R 〉 is given by

l(F,R) =
∑

r∈R
|r|F − 2

where |r|F denotes the word length of the relator r ∈ R with respect to the
generating set F . The presentation length of G is defined to be

l(G) := min {l(F,R) | G = 〈F |R 〉 finite presentation} .
We also recall that a relator r ∈ R is triangular if |r|F ≤ 3.

Theorem 5.2 (White [33]). There exists c > 0 such that for every closed
hyperbolic 3-manifold M we have

diam(M) ≤ c · l(π1M).

Let S ⊂ Mod(Σ) be the finite support of the probability measure µ.

Lemma 5.3. There exists C(S) > 0 such that for every f ∈ Mod(Σ) we have

l(π1(Mf )) ≤ C|f |S .
In particular diam(Mf ) ≤ K|f |S where K = c · C.

Proof. The 3-manifold Mf admits a triangulation T with a number of sim-
plices uniformly proportional, depending on S, to the word length |f |S . We
have π1(Mf ) = π1(T2) where T2 denotes the 2-skeleton of T . By van Kam-
pen, the fundamental group of a 2-dimensional connected simplicial complex
X admits a presentation π1(X) = 〈F |R 〉 where every relation is triangular
and the number of relations |R| is roughly the number of 2-simplices. �

As a corollary, we get

diam(Mfn) ≤ K|fn = s1 . . . sn|S ≤ Kn
thus proving the upper bound in Proposition 3.
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The coarse lower bound follows from the structure of the model metric
and the following estimate that comes from the model manifold technology
of Minsky [25].

Proposition 5.4 (Theorem 7.16 of [6]). For every L > 0 there exists A > 0
such that the following holds: Let Q be a marked hyperbolic structure on
Σ × R. Suppose that α, β ∈ C have length bounded by lQ(α), lQ(β) ≤ L.
Then

dQ(TηM (α),TηM (β)) ≥ AdC(α, β)−A.
In particular, if Q = Q(P2, P3) is a maximal cusp then the distance be-

tween the boundary components of its non-cuspidal part Qnc is at least
AdC(P2, P3)−A. In the case of random 3-manifolds we have

dC(Pn2 , P
n
3 ) ' dC(Υ(Sn2 ),Υ(Sn3 ))

≥ d(o, fno)− dC(Υ(o),Υ(Sn2 ))− dC(Υ(Sn3 ), fnΥ(o))

' `n− o(n).

Appendix A. Isotopies of Margulis tubes

We prove the following

Lemma. For every η < ηM/2 there exists ξ > 0 such that the following
holds: Let TηM (α) be a Margulis tube with core geodesic α of length l(α) ∈
[η, ηM/2]. Suppose that there exists a (1+ξ)-bilipschitz embedding of the tube
in a hyperbolic 3-manifold f : TηM (α) → M . Then f(α) is homotopically
non-trivial and it is isotopic to its geodesic representative within f(TηM (α)).

Proof. The universal cover of TηM (α) is a a-neighbourhood Na(l) of a ge-
odesic l ⊂ H3. Denote by F : Na(l) → H3 the lift of f to the universal
coverings.

By basic hyperbolic geometry, we have that for every subsegment [p, q] ⊂ l
of length l([p, q]) ≤ η, the image F [p, q] is contained in the ε-neighbourhood
of the geodesic [F (p), F (q)] with ε = O(ξ). This implies, if ξ is sufficiently
small, that F restricted to l is a uniform quasi-geodesic. As a consequence f
is π1-injective and f(α) is homotopic to its geodesic representative β within
Nε(β) with ε = O(ξ). We want to show that f(α) is actually isotopic to β.

The proof can now be concluded using topological tools.

Up to a very small isotopy we can assume that f(α) is disjoint from β and
still contained in Nε(β). For safety, we assume that an entire metric tubular
neighbourhood of f(α) of the form f(Nδ(α)) for some tiny δ is disjoint from
β and contained in Nε(β).

Since the radius of the tube f(TηM (α)) is large, we can assume that a
metric tubular neighbourhood of β of the form Nr(β) with r > ε is contained
in f(TηM (α)). Denote by Tβ = ∂Nr(β) its boundary and observe that Tβ ⊂
f(TηM (α)) − f(Nδ(α)). The complementary region f(TηM (α)) − f(Nδ(α))
is diffeomorphic to Tα × [0, 1] where Tα is a 2-dimensional torus.
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Notice that Tβ is incompressible in Tα × [0, 1]. In fact, the only possible
compressible curve on Tβ is the boundary ∂Dβ of the compressing disk Dβ

of the tubular neighbourhood of Nr(β). Every other simple closed curve is
homotopic in f(TηM (α)) to a multiple of β ' f(α) and hence it is not trivial.
However, the curve ∂Dβ cannot be compressible in Tα × [0, 1] otherwise it
would bound a disk D′β with interior disjoint from Dβ and together they

would give a 2-sphere S2 ' Dβ ∪D′β intersecting once β. Such a sphere is

homologically non trivial in f(TηM (α)), but a solid torus does not contain
such an object.

By standard 3-dimensional topology, incompressibility implies that Tβ is
parallel to Tα×{1} = f(∂TηM (α)). Therefore, β is the core curve β ' 0×S1

for another product structure f(TηM (α)) ' D2×S1 or, in other words, there
exists an orientaion preserving self diffeomorphism of f(TηM (α)) that sends
f(α) to β. Such a diffeomorphism is isotopic to a power of the Dehn twist
along the meridian disk of the solid torus, hence it does not change the
isotopy class of the core curve.

This concludes the proof. �
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