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1. Introduction 

Large inter- and intra-individual variability in the response of drugs causes difficulties for clinicians to 

choose appropriate dosing regimens to target their therapeutic range. While underexposure might 

cause sub-therapeutic effects, overexposure might lead to adverse effects. Therefore exploring the 

sources of variability and quantifying the effect of respective covariates are critical for dosing 

optimization.  

The variability in drug response originates in both pharmacokinetics (PK) and pharmacodynamics 

(PD). PK describes how the body affects a drug, including absorption, distribution, metabolism, and 

excretion (ADME)1. Therefore, factors influencing ADME also result in PK variability, including 

intrinsic factors, such as age, sex, body weight, genetic polymorphisms of drug metabolizing enzymes 

and transporters, disease, liver or kidney impairment, as well as extrinsic factors, such as food 

consumption or co-medication with other drugs. PD explores how a medication affects an organism 

and explains the relationship between drug concentration at the site of action and the biochemical and 

physiological effects2. PD variability has its origin e.g. in genetic differences in targets, disease status, 

or interaction with other drugs. The relationship between PK and PD may be described in a chain: The 

dosing regimen of the drug results in drug concentration-time courses and the varying drug 

concentrations mediate the fluctuating drug effect; the combination of two relationships produces 

effect-time profiles, finally resulting in therapeutic outcomes (therapeutic or adverse effects) (Figure 

1).  

  

Figure 1 Synergy of pharmacokinetics and pharmacodynamics (PK/PD) to mediate drug effects.  
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Figure 1 indicates that factors influencing PK of a given drug also have an indirect impact on its PD. 

While the magnitude of an effect on PK is typically higher than the indirect effect on PD, factors 

influencing PK may still cause clinically relevant effects on therapeutic outcomes, which require to be 

managed, e.g. by a change in the dosing regimen. Thus, improvement of characterization of the factors 

contributing to PK variability could assist individualizing and optimizing drug therapy. 

 

There are two conventional ways to analyze a drug’s PK, i.e., compartmental and non-compartmental 

analysis (NCA). The compartmental analysis describes the body by one or more well-mixed 

compartments, into which the drug is assumed to be kinetically homogenously distributed3. Whereas, 

NCA requires fewer assumptions and some of the respective parameters may be obtained directly from 

the raw data, e.g., maximum drug concentration (Cmax), the time taken to reach Cmax (tmax), area under 

the concentration-time curve (AUC), or by simple calculations, such as terminal half-life (t1/2), 

apparent clearance and volume of distribution (Figure 2, left)4. These PK parameters can be obtained 

from each individual profile. The mean and standard deviation of PK parameters derived from each 

individual profile represent parameter estimates for a typical individual and the respective variability 

in the population. 

 

 

Figure 2 Pharmacokinetic parameters for each individual obtained by non-compartmental (left) and 

compartmental analysis (right). CL, clearance; po, oral; Ai, AUC area under the concentration-time 

curve; Ka, absorption rate; F, bioavailability; V, the volume of distribution; K, elimination rate.  

 

Compartmental analysis is using a model to describe the concentration-time profile either by the two-

stage approach (develop a model by fitting each individual’s data separately, and then calculate the 

mean and standard deviation of PK parameters in the population), or non-linear mixed effect modeling 
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(develop a model based on all individuals’ data and simultaneously estimate the typical value and 

variance)5. For compartmental modeling development, differential equations with PK parameters such 

as clearance and volume of distribution are implemented into the model to describe the drug transfer 

between compartments, shown in Figure 2, right. 

NCA is typically applied to characterize PK parameters within a single study with rich data and to 

describe exposure of the drug. For multiple studies or sparse sampling techniques, compartmental 

modeling, especially non-linear mixed effect modeling, is required to analyze a drug’s PK, since the 

two-stage approach may generate biased estimates of interindividual variability. 

Whole body physiologically based pharmacokinetic (PBPK) modeling is another type of 

compartmental modeling approach. As a knowledge-driven approach, PBPK begins with the 

physiological characteristics of the organism and physicochemical properties of the drug. Whereas, 

PopPK modeling is a data-driven approach, starting with the observed data and developing models to 

fit the data. Compartments in popPK modeling (shown in Figure 3) do not necessarily have 

physiological meaning (e.g., the central compartment typically is not identical to the plasma volume). 

The addition of peripheral compartments to a model is based on the test results for statistical 

significance showing the additional compartments improve the fit of the model to the data. In contrast, 

compartments in PBPK represent real solid organs or tissues, and the distribution of the drug into the 

organ depends on organ blood flow and the respective partition coefficient. 

 

Figure 3 Structure of typical population pharmacokinetic modeling. Ka, absorption rate; iv, 

intravenous; po, oral; K, elimination rate. Compartments in popPK modeling do not represent 

physiological organs. The drug is assumed to be homogenously distributed in the compartments. 

PopPK and PBPK modeling are applied in varying situations, although both can be used to understand 

the PK of a drug and predict the exposure of a drug. Modelers tend to use the best-suited modeling 



 

 4  
 

approach for answering specific questions. For example, popPK modeling is often used to identify and 

quantify the sources of variability6; while PBPK modeling is frequently applied in understanding the 

metabolism of drugs and mechanistic inhibition or induction by other co-medication as well7.  
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1.1 Population pharmacokinetic modeling  

PopPK analyzes the PK of drugs at the population level, describing the PK properties of a drug for a 

typical individual and quantifying and explaining variability in PK among individuals8,9. The non-

linear mixed effects modeling (NONMEM) is the “gold standard” approach in popPK10. 

1.1.1 Non-linear mixed effects modeling 

The NONMEM approach could simultaneously estimate the typical and variance parameters using 

data from all subjects, combining both fixed and random effects11, as shown in Figure 4.  

 

Figure 4 A non-linear mixed effects model describing the central tendency for a typical individual and 

the variability for a population. Left, the observed individual concentration-time profiles; Right, the 

predicted concentration-time profile with an estimate for the typical individual and its variability in the 

population.  

Fixed effects are described as the typical PK parameters, which represent the central tendency in the 

data, called population predictions (PRED)9. In contrast, random effects represent the random 

variability, quantifying the magnitude of the difference in values of parameters between subjects 

(defined as IIV) or differences between occasions within a subject (defined as inter-occasion 

variability (IOV))3, as well as differences between the observations and the corresponding individual 

prediction.  

The typical parameter estimates with individual variability (IIV and IOV) could predict individual PK9. 

The IIV can be modeled with an additive function (Eq.1) or a constant coefficient of variation (CCV) 

(Eq.2), but the most commonly used is the exponential function (Eq.3).  

Eq. 1 𝑝𝑖 = 𝜃 + ŋ𝑖  

Eq. 2 𝑝𝑖 = 𝜃 ∗ (1 + ŋ𝑖) 
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Eq. 3 𝑝𝑖 = 𝜃 ∗ 𝑒ŋ𝑖 

Where 𝑝𝑖  refers to the individual subject parameter; 𝜃 is the typical value; ŋ𝑖 is the inter-individual 

variability, assumed to be normally distributed with a mean of zero and a variance of 

𝜔2 (ŋ𝑖~ 𝑁(0, 𝜔2)). 

Each subject has a unique ŋ𝑖. The coefficient of variation (CV%) for the parameter is calculated by Eq. 

4. The additive model (Eq.1) has a constant standard deviation, and %CV is smaller when the 

parameter has a higher value, while CCV model (Eq.2) has a constant %CV for all parameter values. 

The exponential model also has a constant %CV, and the parameter is log-normally distributed, which 

is used most frequently since it can prevent negative parameter estimates12. 

Eq. 4. %𝐶𝑉 =
𝑆𝐷

𝑚𝑒𝑎𝑛
∗ 100 

Where 𝐶𝑉 refers to the coefficient of variation; SD is the standard deviation. 

If there is a systematic alteration in the parameter over time, changes in the parameter between 

different occasions can also be modeled by an occasion-specific effect. 

After considering IIV and IOV, the remaining discrepancy between the observed dependent variable 

(Y) and the corresponding individual prediction (F) is defined as the residual error or residual 

variability (RV), described by Eq. 53. The RV consists of the intra-individual variability, errors in the 

sample collection, storage, or bioanalytical processes, as well as model misspecification9.  

Eq. 5 𝑌 − 𝐹 = 𝐸𝑅𝑅𝑂𝑅 

The RV is usually introduced by three error models. The proportional residual error is using Eq. 6, 

assuming the error is normally distributed with a mean of zero and variance of 𝜎1
2(𝑁(0,  𝜎1

2)), but 

proportional to the magnitude of the prediction. The additive residual error is described by Eq. 7, 

assuming the error is normally distributed with a mean of zero and variance of 𝜎2
2(𝑁(0,  𝜎2

2)). The 

combination of both additive and proportional residual error model with Eq. 813.  

Eq. 6 𝑌 = 𝐹 ∗ (1 + 𝐸𝑃𝑆(1)) 

Eq. 7 𝑌 = 𝐹 + 𝐸𝑃𝑆(1) 

Eq. 8 𝑌 = 𝐹 ∗ (1 + 𝐸𝑃𝑆(1)) + 𝐸𝑃𝑆(2) 

The total RV as %CV is calculated with Eq. 9. The proportional error has a constant %CV, while for 

the additive error, %CV is greater at a lower concentration, depending on the prediction. 

Eq. 9 %𝐶𝑉 =
√𝐹2∗𝜎1

2+𝜎2
2

𝐹
∗ 100 
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By integrating both fixed and random residual variability, the individual predicted concentration-time 

profiles could be calculated with Eq.10.  

Eq.10 𝑦𝑖𝑗 = 𝑓(𝑥𝑖𝑗 , 𝜃, ŋ𝑖) ∗ (1 + 𝜀1𝑖𝑗) + 𝜀2𝑖𝑗  

𝑦𝑖𝑗 is the 𝑗𝑡ℎ dependent variable in 𝑖𝑡ℎindividual; 𝑓 is a function of the independent variables 𝑥𝑖𝑗, the 

typical parameter value 𝜃, and the inter-individual variability ŋ𝑖; 𝜀1𝑖𝑗 and 𝜀2𝑖𝑗 represent proportional 

and additive residual errors, respectively. 

1.1.2 Model fitting and parameter estimation 

The population parameters in the model are estimated by maximizing the likelihood of observing the 

measures. The likelihood indicates that if the model were true, how likely it is the dependent variables 

would have been observed based on the current estimated values of the structural and variance 

parameters3, denoted in Eq. 11. 

Eq. 11 𝐿 =
1

√2𝜋𝜎2
∗ 𝑒

−
1

2𝜎2∗(𝑌−�̂�)2

 

Where L is the likelihood; 𝑌 represents the observed dependent variable; �̂� refers to the predicted 

dependent variable based on the model; 𝜎2 is the variance of the model. 

For n observations, the probability is the product of all the individual n probabilities in Eq. 123. 

Eq. 12 𝐿 = ∏
1

√2𝜋𝜎𝑖
2

∗ 𝑒
−

1

2𝜎𝑖
2∗(𝑌𝑖−𝑌�̂�)2

𝑛
𝑖=1  

Then this can be transformed into Eq. 13. 

Eq. 13 −2log(𝐿) = nlog(2𝜋) + ∑ [log(𝜎𝑖
2) +

(𝑌𝑖−𝑌�̂�)2

𝜎𝑖
2 ]𝑛

𝑖=1   

The likelihood ratio test is used to assess statistical significance. For model development, one model is 

often nested in another. We can compare the two models by testing for a significant difference 

between the two models. The test is based on the ratio of the likelihoods of two models 𝐿1/𝐿2. 

−2 log(𝐿1/𝐿2) follows a 𝜒2  distribution with the degrees of freedom being the difference in the 

number of parameters14. Thus, −2 log(𝐿1/𝐿2) is implemented to estimate parameters in NONMEM 

and defined as the objective function value (OFV). Maximizing likelihood estimation means 

minimizing OFV. Thus, a lower OFV reflects a better fit. However, the best model is not necessarily 

the one with the lowest objective function, and other factors should be considered, e.g., biological 

plausibility and simplicity of the model. For non-nested models, the Akaike Information Criterion 

(AIC) is used to evaluate which model fits the data best, calculated by Eq. 1415. 

Eq. 14 𝐴𝐼𝐶 = 2𝑝 − 𝑂𝐹𝑉 

p is the number of parameters. 
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1.1.3 Model development 

1.1.3.1 Structural model development 

PopPK model is developed according to the work flow shown in Figure 516. The structural PK model 

is developed stepwise, starting with a one-compartment model and typically expanding up to a three-

compartment model with linear or nonlinear elimination kinetics. Then the residual error model is 

tested, including additive, proportional, and combined error models.  

Subsequently, IIV is evaluated and implemented on the PK parameters, commonly using an 

exponential function to maintain positive PK parameter estimates. The correlations among the ETAs 

(ŋ𝑖: the inter-individual variability) need to be tested to develop a parsimonious omega structure16. 

Note that an estimate of IIV approaching zero does not mean that there is no IIV for this parameter. 

Instead, it may suggest that data are not robust enough to obtain an estimate for IIV. When data are 

sparse at the individual level, the empirical bayes estimates (EBEs) will shrink towards zero (called as 

ŋ-shrinkage and calculated by  𝑠ℎŋ = 1 −
𝑆𝐷(ŋ𝐸𝐵𝐸)

𝜔
)16,17. This diagnostic is often applied in PK/PD 

modeling to evaluate the informativeness of individual predictions (IPRED). If ŋ-shrinkage is above 

20%, IPRED shrinks toward the corresponding observations and an overfit occurs18.  

For inter-occasional variance (IOV), the inclusion depends on the study design features. The occasion 

is usually defined by period for crossover study. 

1.1.3.2 Covariate model development 

Covariates should be tested and early integrated as part of the structural model if prior information is 

available on their influence on the PK of a drug. Otherwise, covariates are recommended to be 

selected by systematic procedures. There are several covariate selection approaches, including 

stepwise covariate modeling (SCM)10, full fixed effect modeling (FFEM)19, full random effects model 

(FREM)19, Wald’s approximation to the likelihood ratio test (LRT)20, generalized additive modeling 

(GAM)21, least absolute shrinkage and selection operator (Lasso)22 and so on. Each covariate selection 

procedure has its own limitations. For example, the most commonly used SCM method includes a 

forward selection (resulting in a full covariate model) and a backward elimination process (resulting in 

a final model), which may lead to false-positive selection due to multiple tests, resulting in misleading 

P-values23; or over-estimation of regression coefficients24 and falsely narrow confidence intervals25.  

1.1.3.3 Model evaluation 

The model is developed based on some assumptions and hypotheses. In general, the final model 

requires to be evaluated through several diagnostics.  
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1.1.3.3.1 Physiological plausibility 

The point estimates of parameters are physiologically and clinically plausible. 

1.1.3.3.2 OFV 

As discussed above, the likelihood-ratio test is usually applied to compare nested models. Since OFV 

follows a 𝜒2 distribution with the number of parameters being the degrees of freedom, the integration 

of the parameter is determined by the decrease of OFV in Table 114. The AIC calculated by Eq. 14 is 

used to evaluate non-nested models. 

Table 1 The decrease in OFV required for newly added parameters 

Δ parameter 

                      Δ OFV 

p < 0.05 p < 0.01 

1 3.84 6.63 

2 5.99 9.21 

3 7.81 11.34 

4 9.49 13.28 

1.1.3.3.3 The goodness of fit plots  

The models are further assessed graphically by the “goodness of fit” plots (GOF), including observed 

dependent variable versus IPRED and PRED, as well as conditional weighted residuals (CWRES) 

versus the PRED and time10. For a good model, the observations and IPRED or PRED fit each other 

well, and meantime CWRES are homogeneously scattered around the null ordinates with no obvious 

trend.  

1.1.3.3.4 ŋ-shrinkage check 

ŋ-shrinkage requires below 20% to confirm the informativeness of IPRED18.  

1.1.3.3.5 Visual predictive checks 

Visual predictive checks (VPC) are conducted to assess predictive performance of the model by 

simulating a large number of replicates from the original subjects26. The median and CIs of the 

simulated data are plotted against time and compared to observed data. The median predictions depict 

the trend and the 5th and 95th percentiles of the simulated predictions show the variability in the 

population. 
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1.1.3.3.6 Bootstrap statistics 

The bootstrap analysis is applied to evaluate the accuracy and precision of the final parameters27. 

Pseudo-replicates are generated by resampling subjects from the original dataset with replacement28. 

Parameters are re-estimated with the new dataset, and resulting parameter distributions are 

approaching actual distributions. The median is compared to the estimate of the final model from the 

original dataset. Too large confidence intervals indicate over-parametrization, misspecification, or 

identifiability problems.  

 

Figure 5 Population pharmacokinetic modeling working flow16. IIV, inter-individual variance; IOV, 

interoccasional variance; $COV, covariance step; CWRES, conditional weighted residuals; FFEM, 

full fixed-effect model; FREM, full random effects model; SCM, stepwise covariates; WAM, Wald’s 

approximation to the likelihood ratio test, GAM, generalized additive modeling, Lasso, least absolute 

shrinkage and selection operator; GOF, goodness of fit plots; VPC, visual predictive checks. 
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1.2 Whole-body PBPK modeling 

PopPK compartmental modeling is a data-driven approach. It is ideal for identifying the sources of 

inter- and intra-individual variability in the drug exposure, and assessing the relationship between 

significant covariates and the relevant PK parameters, enabling clinicians to choose an appropriate 

dosage regimen to target the respective therapeutic range9. However, the popPK modeling approach 

can only provide limited information. For example, the total clearance of a drug can be estimated 

using the popPK approach, but it is obviously too empirical to decipher the contribution of each 

metabolic enzyme to total metabolism. In this case, PBPK modeling can be used to help understand 

the mechanistic basis of drug metabolism, as well as influences caused by the interactions with other 

drugs7. 

1.2.1 System-dependent parameters 

PBPK models consist of a series of anatomical or physiological compartments developed using a 

mathematical model7, as shown in Figure 6. Each compartment is defined by the blood flow rate, 

tissue volume, tissue surface areas, tissue composition, and protein abundance, which are fixed with 

known/published physiological values29. Unlike popPK models, each compartment in PBPK 

represents a specific organ or tissue, linked by the circulating blood system (i.e., the arterial, venous, 

and portal vein blood). Typically, a whole-body PBPK model integrates the main organs and tissues, 

including the stomach, gut, pancreas, spleen, portal vein, gall bladder, liver, kidney, lung, heart, brain, 

adipose tissue, bone, muscle, and skin30. Each tissue is further divided into sub-compartments 

characterizing the plasma, blood cells, interstitial and intracellular spaces.  

The distribution of drugs into PBPK compartments is assumed to follow either perfusion-rate-limited 

or permeability-rate-limited kinetics. For small lipophilic molecules, they can cross the membrane 

easily and the tissue blood flow mainly limits the kinetics31. At the steady state, the free drug 

concentration in the tissue equals that in the circulation and the total drug concentration in the tissue is 

in equilibrium with that in the circulation, determined by tissue to plasma partition coefficient Kp 

value. The time to reach equilibrium depends on blood flow rate, tissue volume, and Kp value7.  

However, for large polar molecules that have difficulty in penetrating the tissue, the permeability rate 

across the membrane becomes the limiting process29. In this scenario, the specific tissue is assumed to 

have two compartments, i.e., intracellular and the extracellular space, and the cell membrane acts as a 

diffusion barrier. The permeability rate constant is assumed to drive the equilibrium across the cell 

membrane7. For some drugs requiring active transport, it also needs to integrate uptake parameters to 

describe the transport process32. 
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Figure 6 Structure of a whole body PBPK modeling from PK-SIM® 
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At steady state, the free drug is equally distributed in the tissue and the circulation, and the aqueous 

spaces within the tissue, the extracellular space, and the intracellular space are well-mixed. The only 

reason for alteration in the drug concentration across the organ is elimination and excretion. Therefore, 

the tissue compartments in PBPK can be classified into two types, i.e., eliminating tissues and non-

eliminating tissues30. The transfer of drugs between compartments is described using the mass balance 

differential equations. For non-eliminating tissues, the rate of drug transfer in the tissue is equal to 

“rate in” minus the “rate out” in Eq.157. 

Eq. 15 𝑉𝑇 ∗
𝑑𝐶𝑇

𝑑𝑡
= 𝑄𝑇 ∗ 𝐶𝐴 − 𝑄𝑇 ∗ 𝐶𝑣𝑇

 

Where 𝑄 is blood flow [L/h], 𝐶 is concentration [mg/L], 𝑉 is volume [L], 𝑇 is tissue, 𝐴 is arterial, 𝑣 is 

venous, 𝐶𝑉𝑇
=

𝐶𝑇

𝐾𝑝/𝐵:𝑃 
, 𝐵: 𝑃  is the ratio of blood versus plasma, 𝐾𝑝  is tissue to plasma partition 

coefficient of the drug. 

For eliminating tissues (e.g., liver and kidney), the rate of clearance is integrated additionally to the 

“rate out”, shown in Eq.167. It is assumed that the free drug concentration at the enzyme/elimination 

site equals that in the tissue venous blood. 

Eq. 16 𝑉𝑇 ∗
𝑑𝐶𝑇

𝑑𝑡
= 𝑄𝑇 ∗ 𝐶𝐴 − 𝑄𝑇 ∗ 𝐶𝑉𝑇

− 𝐶𝐿𝑖𝑛𝑡 ∗ 𝐶𝑣𝑢𝑇
 

Where 𝐶𝐿𝑖𝑛𝑡  refers to the intrinsic clearance of the drug [L/h], and 𝑢  means unbound drug since 

enzymes cannot metabolize the bound drug. 

From the above differential equations, we can find that the PBPK model consists of both system-

dependent parameters (i.e., tissue blood flow rates, tissue volumes) and drug-dependent parameters 

(i.e., unbound fraction, partition coefficient and intrinsic clearance). The system-dependent parameters 

differ across species, ethnic groups, and patient subgroups. Commercial PBPK platforms, such as 

Simcyp Population-Based Simulator (Certara, Sheffield, UK), PK-SIM (Bayer Technology Services, 

Leverkusen, Germany) and GastroPlus (Simulations Plus, Lancaster, CA), provide the system-

dependent physiological parameters for human and most common preclinical species (e.g., mouse, rat, 

and dog). The specific population groups (such as pediatrics, elderly, pregnancy, kidney/liver 

dysfunction patients, and obesity) can be integrated into PBPK model with changes in blood flow, 

abundances of protein, and/or liver/renal function according to physiological and mechanistic features 

for these special population groups. 

A virtual population can be generated based on the information describing demographics, anatomical, 

and physiological variables using a correlated Monte Carlo approach.33 The distribution of system 

parameters for the PBPK model is derived from the distribution of the real population and patients7.  
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1.2.2 Drug-dependent parameters 

Since system-dependent parameters are usually provided in the software, drug-dependent parameters 

become the critical parameters for model development. These include physicochemical properties 

(such as molecular weight, pKa, logP, basic or acidic character), solubility, permeability, ratios of 

blood-plasma partitioning and protein binding fraction (fu), transporter contribution to drug 

disposition, and metabolism as e.g. assessed by experiments using liver microsomes or recombinant 

enzymes (e.g., Michaelis constant Km (equal to substrate concentration at which the reaction rate is 

half-maximal) and maximum catalytic rate constant Vmax)30. These drug-dependent parameters are 

usually obtained from in vitro assays or sometimes estimated by in silico models. These parameters 

can significantly affect ADME, influencing the exposure of the drug. 

1.2.3 Absorption  

The fraction of an orally administered dose that reaches the systemic circulation is defined as 

bioavailability, determined by the combined result of gut absorption (influenced by dissolution rate, 

solubility and permeability), intestinal extraction (dependent on luminal degradation, intestinal 

secretion or metabolism), and hepatic extraction (determined by hepatic metabolism or biliary 

excretion), shown in Eq. 1734.  

Eq. 17 𝐹 = 𝑓𝑎𝑏𝑠 ∗ 𝑓𝑔𝑢𝑡 ∗ 𝑓ℎ𝑒𝑝 

Where 𝐹 is systemic bioavailability; 𝑓𝑎𝑏𝑠 is the absorbed fraction of drug in the gastrointestinal tract 

(GI); 𝑓𝑔𝑢𝑡 is the fraction of dose escaping gut extraction; 𝑓ℎ𝑒𝑝 is the fraction of dose escaping hepatic 

extraction. 

For oral administrations, first-order absorption models are usually applied to describe the absorption 

process. However, drug absorption is complex and sometimes delayed due to a time lag of drug 

dissolution and transit to the different tissues. Modeling with a simple lag time describes an abrupt 

switch of the absorption rate at a certain point of time, which may not depict the delayed absorption 

profiles accurately. Therefore, two models, i.e., transit compartments model and Weibull-type 

absorption model, are commonly used to mimic the delay.  

1.2.3.1 Absorption models 

1.2.3.1.1 Transit compartment model 

Transit compartment models describe the absorption with a chain of pre-systemic compartments, 

without assigning a physical tissue to each transit compartment, shown in Figure 735.  
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Figure 7 Scheme of modeling drug absorption through a chain of transit compartments35. n is the 

number of transit compartments; Ktr represents the transit rate constant from nth-1 compartment to the 

nth compartment; MTT is the mean transit time, which means the average time taken by drug 

molecules traveling from the first transit compartment to the absorption compartment; Ka is the 

absorption rate. If over-parameterization is observed, Ka should be fixed to be equal to Ktr. 

1.2.3.1.2 Weibull absorption model 

The flexibility of the Weibull function can also be used to empirically describe the variable drug input 

rates along the GI tract with Eqs. 18-1936.  

Eq.18 𝑓(𝑡, 𝑘, 𝜆) = 1 − exp (−(𝑡/𝜆))𝑘 

Eq.19 
𝑑𝐴(1)

𝑑𝑡
= −𝐴(1) ∗

𝑘

𝜆
(

𝑡

𝜆
)

𝑘−1
 

Where 𝜆 > 0 is the scale parameter describing the delay; 𝑘 > 0 is the shape parameter characterizing 

the steepness of the absorption phase, as either exponential (k=1), sigmoid (k>1) or parabolic (k<1). 

1.2.3.1.3 Advanced dissolution, absorption & metabolism  

Drug absorption is dependent on several physiological and drug-dependent factors, such as gastric 

emptying, intestinal transit time, intraintestinal pH, fluid volumes, absorption surface, drug stability, 

solubility, permeability, and so on.  

In 2009, Simcyp incorporated an advanced dissolution, absorption and metabolism (ADAM) module 

in their software37. The ADAM model integrates a large number of factors, such as gastric emptying 

time, intestinal and colonic transit times, enterohepatic recirculation, GI tract surface area, region-

specific gut wall permeability, enterocytic blood flow, etc38. More importantly, the variability of the 

pH profile of the GI tract is also introduced into the ADAM model; since the solubility of the drug 

depends on pH conditions and the dissolution status of the drug may change as it transits through the 

lumen of the GI tract with a range of pH37,39. Therefore, ADAM is considered as a good tool to predict 

oral drug absorption and bioavailability based on the physiochemical parameters and in vitro data.  
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1.2.3.2 Permeability 

After being dissolved, a drug can permeate the gut wall either transcellularly or paracellularly. Most 

drugs depend on the transcellular pathway for absorption. The transcellular specific permeability of 

the intestinal wall may be calculated based on the drug’s lipophilicity and molecular weight within the 

PK-Sim standard package, or determined by the Caco-2-cell permeability assay.40 The paracellular 

pathway is usually not taken into account since this pathway typically has no impact on the accuracy 

of prediction of the fraction of the dose absorbed in humans.41 Beyond passive absorption, large and/or 

hydrophilic molecules with certain specific functional groups may be transported by a carrier protein 

(transporter) across the enterocyte cell membranes. In this case, a mechanistic membrane transporter 

model should be integrated into the PBPK model, based on the in vitro data.42 

1.2.4 Distribution  

Drug distribution into various tissues from the systemic circulation is driven by blood flow rates and 

permeability, depending on the properties of the drug and the composition of the tissues. The 

distribution of volumes for different drugs varies, as shown in Figure 8.  

 

 

Figure 8 Physical distribution volumes available to a drug34. Large molecules are limited to plasma 

volume since they cannot pass across the endothelial barrier (distribution volume < 4 L). Small, 

hydrophilic, and acids drugs tend to distribute in plasma or the interstitial fluids surrounding the tissue 

cells (distribution volume: 4-14 L), while lipophilic drugs can easily cross the membrane and diffuse 

into cells (distribution volume: 14-42 L). Lipophilic bases can bind strongly to the tissues, and thus 

their distribution volume is even greater than total body water (> 42 L)34. 

The extent of tissue distribution depends on tissue-plasma partition coefficient Kp and the binding 

proteins34. Kp is defined as the ratio of the total concentration of drug in the tissue versus plasma at 

steady state (𝐾𝑝 =
𝐶𝑇

𝐶𝑝 
). It can be estimated based on the physicochemical data. There are five ways in 

PK-Sim to calculate the partition coefficients for organs, including the methods according to the PK-

Sim standard model, Rodgers&Rowland43,44,45 Schmitt46, Poulin&Theil47,48,49, and Berezhkovskiy50. 
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Typically, one of the methods is chosen empirically, i.e. based on the best overlap between observed 

and predicted concentration-time profiles.  

1.2.5 Metabolism  

Drug metabolism is the main enzymatic biotransformation from the parent drug to metabolites. The 

rate and extent of metabolism are decisive to describe the PK of a drug. For most drugs, the relevant 

part of this process usually takes place in the liver or in the intestinal wall. Both hepatocytes and 

intestinal mucosa cells contain a variety of enzymes that can metabolize the drug by phase I and II 

metabolism51.  

1.2.5.1 In vitro assay 

The capacity of an enzyme to catalyze the metabolism of the drug can be explored using in vitro 

systems with recombinant cytochrome P450 (CYP) or UDP-Glucuronosyltransferase (UGT), human 

liver microsomes, cytosol, or hepatocytes. The metabolism rates are calculated by assessing metabolite 

formation versus time. Typically, nonlinear regression is then used to fit the Michaelis-Menten 

equation52 to the metabolite formation rate versus free parent concentration as described in Eq.20. 

Eq.20 𝑣 =
𝑉𝑚𝑎𝑥∗𝐶𝑢

𝐾   
𝑀

+𝐶𝑢
 

Where 𝑣 is the metabolite formation rate; 𝐶𝑢 is the unbound drug  concentration (𝐶𝑢 = 𝐶 ∗ 𝑓𝑢); 𝑉𝑚𝑎𝑥 

is the maximum velocity of the reaction; and 𝐾   
𝑀 is the Michaelis-Menten constant, equal to the 

unbound drug concentration at half of  𝑉𝑚𝑎𝑥. 

The in vitro intrinsic metabolic clearance is described by the ratio of 𝑉𝑚𝑎𝑥/𝐾   
𝑀  for unsaturated 

conditions in Eq.21. 

Eq.21 𝐶𝐿𝑖𝑛𝑡 ≈
𝑉𝑚𝑎𝑥

𝐾   
𝑀

 

1.2.5.2 Extrapolation from in vitro to in vivo 

The in vitro intrinsic clearance  𝐶𝐿𝑖𝑛𝑡 may be extrapolated to in vivo by a physiological scaling factor53 

with Eqs. 22-23, as shown in Figure 9. 
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Figure 9 Scheme of extrapolation in vitro results into in vivo.  𝐶𝐿𝑢𝑖𝑛𝑡  is the unbound intrinsic 

clearance 

Eq.22 𝐶𝐿𝑖𝑛𝑡 = [∑ (𝐼𝑆𝐸𝐹𝑗 ∗ 𝑟ℎ𝐶𝐿𝑖𝑛𝑡𝑗
∗ 𝐶𝑌𝑃𝑗𝑎𝑏𝑢𝑛𝑑𝑎𝑛𝑐𝑒)𝑛

𝑗=1 ] ∗ 𝑀𝑃𝑃𝐺𝐿 ∗ 𝐿𝑊 

Eq.23 𝐶𝐿𝑢𝑖𝑛𝑡 =
𝐶𝐿𝑖𝑛𝑡

𝑓𝑢
 

Where 𝐼𝑆𝐸𝐹𝑗  is the intersystem extrapolation factor;  𝑟ℎ𝐶𝐿𝑖𝑛𝑡𝑗
 is the enzyme-specific intrinsic 

clearance determined within recombinant-based systems (μL/min/pmol CYP enzyme); 

𝐶𝑌𝑃𝑗𝑎𝑏𝑢𝑛𝑑𝑎𝑛𝑐𝑒 is the abundance of expression of CYPs in each rhCYP system (pmol/mg protein); 

MPPGL is the milligrams of microsomal protein per gram of liver (mg/g); LW is the liver weight 

(kg); 𝑓𝑢 is the fraction unbound; 𝐶𝐿𝑢𝑖𝑛𝑡 is the unbound intrinsic clearance. 

1.2.5.3 Well-stirred model 

The in vitro unbound intrinsic clearance 𝐶𝐿𝑢𝑖𝑛𝑡 is introduced into the PBPK model by several models. 

These models provided a more mechanistic way to extrapolate the in vitro to in vivo, e.g., “well-stirred” 

model and “parallel tube” model, shown in Figures 10, 11, respectively. 

 

Figure 10 Assumption of liver well-stirred model. 𝑄𝐻 is liver blood flow rate; 𝐶𝑏,𝑖𝑛 and 𝐶𝑏,𝑜𝑢𝑡 is the 

drug concentration entering into and leaving from the liver. 

In the liver, the rate of change of the amount of drug is described by Eq.24.  

Eq.24 𝑉𝐻 ∗
𝑑𝐶𝐻

𝑑𝑡
= 𝑄𝐻 ∗ 𝐶𝑏,𝑖𝑛 − 𝑄𝐻 ∗ 𝐶𝑏,𝑜𝑢𝑡 − 𝐶𝐿𝑖𝑛𝑡 ∗ 𝐶𝑢𝑐𝑒𝑙𝑙 

Where 𝑉𝐻 is liver volume; 𝐶𝐻 is the total drug concentration in the liver; 𝑄𝐻 is liver blood flow rate; 

𝐶𝑏,𝑖𝑛 and 𝐶𝑏,𝑜𝑢𝑡 is the drug concentration entering into and leaving from the liver; 𝐶𝐿𝑖𝑛𝑡 is the intrinsic 

clearance; 𝐶𝑢𝑐𝑒𝑙𝑙 is the unbound intracellular drug concentration. 
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The well-stirred model assumes that all aqueous spaces within the blood, interstitial space and 

intracellular space are well-mixed54, described with Eq. 25. 

Eq.25 𝐶𝑢𝑐𝑒𝑙𝑙 = 𝐶𝑢𝑜𝑢𝑡 = 𝑓𝑢𝐵 ∗ 𝐶𝑏,𝑜𝑢𝑡 

Where 𝐶𝑢𝑜𝑢𝑡 is the remaining unbound drug concentration; 𝑓𝑢𝐵 is the fraction of unbound 

concentration in plasma to the whole blood concentration (𝑓𝑢𝐵 =
𝑓𝑢

𝐶𝑏/𝐶𝑝
). 

At steady state 
𝑑𝐶𝐻

𝑑𝑡
= 0, combining Eq.24 and Eq.25 results in Eq.26.   

Eq.26 𝑄𝐻 ∗ 𝐶𝑏,𝑖𝑛 = 𝑄𝐻 ∗ 𝐶𝑏,𝑜𝑢𝑡 + 𝐶𝐿𝑖𝑛𝑡 ∗ 𝐶𝑢𝑐𝑒𝑙𝑙 = (𝑄𝐻 + 𝐶𝐿𝑖𝑛𝑡 ∗ 𝑓𝑢𝐵) ∗ 𝐶𝑏,𝑜𝑢𝑡 

Then, the extraction ratio of the liver 𝐸𝐻 is calculated with Eq.27.  

Eq.27 𝐸𝐻 = 1 −
𝐶𝑏,𝑜𝑢𝑡

𝐶𝑏,𝑖𝑛
= 1 −

𝑄𝐻

𝑄𝐻+𝑓𝑢𝐵×𝐶𝐿𝑢𝑖𝑛𝑡
=

𝑓𝑢𝐵×𝐶𝐿𝑢𝑖𝑛𝑡

𝑄𝐻+𝑓𝑢𝐵×𝐶𝐿𝑢𝑖𝑛𝑡
 

Thus, the total hepatic clearance 𝐶𝐿𝐻 results in Eq.28. 

 Eq.28 𝐶𝐿𝐻 = 𝑄𝐻 ∗ 𝐸𝐻 =
𝑄𝐻×𝑓𝑢𝐵×𝐶𝐿𝑢𝑖𝑛𝑡

𝑄𝐻+𝑓𝑢𝐵×𝐶𝐿𝑢𝑖𝑛𝑡
 

1.2.5.4 Parallel tube model 

The “parallel tube” model describes the liver as a series of parallel tubes with enzyme located evenly 

surrounding the tubes, and at any point along the tube, the drug is distributed in equilibrium between 

the enzymatic site and tubes55, described in Figure 11 and Eqs.29-30. 

 

 

Figure 11 Parallel tube hepatic elimination model. 𝑄𝐻 is liver blood flow rate; 𝐶𝑏,𝑖𝑛 and 𝐶𝑏,𝑜𝑢𝑡 is the 

drug concentration entering into and leaving from the liver. 

Eq.29 𝐶𝐿𝐻 = 𝑄𝐻 × (1 − 𝑒
−𝑓𝑢𝐵×

𝐶𝐿𝑢𝑖𝑛𝑡
𝑄𝐻 ) 

Eq.30 𝐸𝐻 = 1 − 𝑒−𝑓𝑢𝐵×𝐶𝐿𝑢𝑖𝑛𝑡/𝑄𝐻  
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Where 𝐶𝐿𝐻 is the total hepatic clearance; 𝑄𝐻 is liver blood flow rate; 𝑓𝑢𝐵 is the fraction of unbound 

concentration in plasma to the whole blood concentration (𝑓𝑢𝐵 =
𝑓𝑢

𝐶𝑏/𝐶𝑝
); 𝑓𝑢 is the unbound fraction; 

𝐶𝑏 is the drug concentration in the blood; 𝐶𝑝 is the drug concentration in the plasma; 𝐶𝐿𝑢𝑖𝑛𝑡 is the 

unbound intrinsic clearance; 𝐸𝐻 is the extraction ratio of the liver. 

1.2.6 Excretion  

For hydrophilic drugs, the compound could be excreted renally as the parent drug. The fraction of the 

dose excreted in the urine is calculated by Eq.31.  

Eq.31 𝑓𝑒 =
𝐴𝑢𝑛𝑐ℎ𝑎𝑛𝑔𝑒𝑑

𝑑𝑜𝑠𝑒
=

𝐶𝐿𝑅

𝐶𝐿
 

Where 𝐴𝑢𝑛𝑐ℎ𝑎𝑛𝑔𝑒𝑑 is the amount of unchanged drug excreted in the urine; 𝐶𝐿𝑅 is renal clearance; CL 

is the total clearance of drug metabolism and renal clearance. 

Thus, the renal clearance 𝐶𝐿𝑅 could be calculated by Eq.32. 

Eq.32 𝐶𝐿𝑅 =
𝐴𝑢𝑛𝑐ℎ𝑎𝑛𝑔𝑒

𝐴𝑈𝐶
 

Renal elimination of a drug is determined by glomerular filtration, active tubular secretion, and tubular 

reabsorption. Lipophilic drugs are quickly reabsorbed, while hydrophilic drugs are readily excreted 

through the kidney. All these three processes can be integrated into a PBPK model to describe renal 

drug clearance.  
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1.3 Semi-physiological popPK modeling 

PBPK can provide total variability for the observed PK data, which are actually the combined results 

from inter-individual variability (IIV) for each key process or parameter. To investigate the variability 

from the specific process, a semi-physiological population modelling approach is a good option, which 

can not only quantify IIV of the key parameters and provide a mechanistic model at the population 

level, but also explore drug metabolism in the local tissues or organs.  

The semi-physiological popPK modeling approach is both knowledge- and data- driven, depending on 

physiological parameters (e.g., blood flow for specific organs), physicochemical properties of drugs 

(e.g., unbound fraction, blood versus. plasma ratio, permeability), as well as drug concentration-time 

datasets56. Semi-physiological popPK model usually consists of conventional distributional 

compartments (central and peripheral compartments) and additional specific organ compartments (e.g., 

gut lumen, gut wall, portal vein, liver, kidney, or tumor).  

Compared to popPK, the advantage of the semi-physiological model is that it can explore the 

contribution of the physiological process to the PK of drugs, and more importantly, predict the local 

tissue concentration and the therapeutic effect or toxicity directly at the tissue sites.  

In comparison to PBPK, the semi-physiological popPK modeling is much simpler and only 

incorporates the desired tissue compartment into the model without requiring other additional organs. 

Furthermore, it can apply stochastic methods to provide predictions of population variability and 

evaluate sources of inter- and intra-individual variability. 

The disadvantage of the semi-physiological modeling approach is the extensive workload and the 

requirement of individual datasets for drug concentrations. Another concern about the semi-

physiological modeling is that this approach is based on several assumptions of underlying processes, 

and it requires fixing certain parameters to arbitrary values, which may result in a scaling effect of 

other parameters or even lead to model misspecification.   
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1.4 Study drugs 

1.4.1 Ciprofloxacin 

The chemical name of ciprofloxacin is 1-cyclopropyl-6-fluoro-1,4-dihydro-4-oxo-7-(1-piperazinyl)-3-

quinolin carboxylic acid (Figure 12). Belonging to the group of fluoroquinolones, it functions by 

inhibiting the ligase activity of the type II topoisomerases, gyrase and topoisomerase IV, thereby 

inhibiting bacterial DNA replication, transcription, repair, and recombination57. Ciprofloxacin is 

commonly used in the treatment of severe infections since it is a broad spectrum antibacterial drug to 

most Gram-negative bacteria, especially Pseudomonas aeruginosa58. It is generally applied in the 

therapy of urinary tract infections, sexually transmitted diseases, skin and bone infections, GI 

infections caused by a multiresistant organism, lower respiratory tract infections, febrile neutropenia 

(combined with antibiotics against Gram-positive bacteria), intra-abdominal infections (combined with 

an anti-anaerobic agent) and malignant external otitis59. 

 

Figure 12 Chemical structure of ciprofloxacin 

 

1.4.1.1 PK of ciprofloxacin 

After oral administration, ciprofloxacin is absorbed rapidly to reach the peak serum concentration 

(Cmax) within 1 to 2 hours57,60,61. The bioavailability of oral ciprofloxacin is approximately 70%62. 

Binding of ciprofloxacin to serum proteins is 20 to 40%63. The volume of distribution is reported from 

122 to 350 L at steady-state after oral or intravenous dosing57,64. 

The PK of ciprofloxacin has a linear relationship between serum concentrations and doses 

administered either orally and intravenously up to doses of 250 mg65,66. For healthy subjects, renal 

clearance, including glomerular filtration and tubular secretion, accounts for approximately 66% of 

total serum clearance. The rest is eliminated through metabolic degradation, biliary excretion, and 

transluminal secretion across the enteric mucosa57,67,68. The terminal half-life t1/2 is about 3 to 4 hours66. 
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1.4.1.2 PK/PD relationship of ciprofloxacin 

For antibiotics, three established PK/PD indexes were defined: the ratio of AUC over 24 h at steady-

state versus the minimum inhibitory concentration MIC (AUC0-24/MIC), Cmax divided by the MIC 

(Cmax/MIC), the cumulative percentage of a 24 h period that the drug concentration exceeds the MIC at 

steady-state PK conditions (T>MIC)69. 

Like other fluoroquinolones, ciprofloxacin has concentration-dependent bactericidal activity. The 

value of 125 for the ratio of AUC0-24/MIC has considered being minimally effective and a value of 

above 250 shows increased in vivo bactericidal rates and a shorter time to bactericidal eradication70. 

1.4.1.3 Main considerations 

Significant adverse effects associated with ciprofloxacin are seldom with the overall worldwide 

incidence of 5-10%71. The most commonly reported adverse reactions are usually mild to moderate, 

involving gastrointestinal tract (nausea, vomiting, and diarrhea), metabolic or nutritional disorders57. 

When ciprofloxacin is applied in critically ill patients, underexposure is the primary concern. In 

clinical practice, a dose reduction is recommended in patients with renal insufficiency57,67,68. However, 

the relationship between measured creatinine clearance and ciprofloxacin is poor for patients with 

renal dysfunction72. In this case, non-renal elimination pathways might compensate for the elimination 

of ciprofloxacin67,68. In clinical practice, dosing reduction of ciprofloxacin only depends on creatinine 

clearance / estimated glomerular filtration rate73, ignoring non-renal pathways. This procedure might 

lead to under-exposure and thus to exposing patients at risk of treatment failure. Therefore, it is vital to 

identify valid predictors of ciprofloxacin PK concerning kidney and liver function of patients and to 

assess the need for dose reductions in isolated/combined kidney and liver dysfunction in critically ill 

patients. 
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1.4.2 Voriconazole 

The chemical name of voriconazole is (2~{R},3~{S})-2-(2,4-difluorophenyl)-3-(5-fluoropyrimidin-4-

yl)-1-(1,2,4-variability-1-yl)butan-2-ol (Figure 13). As a second-generation triazole antifungal agent, 

it inhibits the cytochrome P450 enzyme 14-α-sterol demethylase (CYP51), to disrupt the fungal 

membrane and prevent fungal growth74. Voriconazole has excellent activity against a wide range of 

clinically relevant fungal pathogens, including the most commonly occurring species of the genera 

Aspergillus and Candida, and several important emerging fungi, such as Scedosporium and Fusarium 

species75,76. Voriconazole is widely used for the treatment and prophylaxis of a variety of invasive 

fungal diseases (IFDs) and is considered as a first-line treatment against invasive aspergillosis and 

infections due to Candida krusei77,78. It is more effective and has fewer adverse effects than 

amphotericin B to treat aspergillosis76. Furthermore, since voriconazole could cross the blood-brain 

barrier, it is recommended for patients with central nervous system IFDs79–81. 

 

Figure 13 Chemical structure of voriconazole 

 

1.4.2.1 PK of voriconazole 

Both intravenous and oral formulations of voriconazole are used in clinical practice. For oral 

administration, voriconazole is absorbed rapidly within two hours82,83. Protein binding is 

approximately 58% independent of dose or plasma concentrations75. The volume of distribution is 

reported to range from 140 to 322 L84. The bioavailability of this drug is dependent on the dose. At 

therapeutic oral doses, the bioavailability is around 90%, allowing switching between oral and 

intravenous administration when clinically appropriate85,86. At low oral doses (50 mg), the first-pass 

metabolism is high, and bioavailability is only around 39%87. Voriconazole’s nonlinear PK with dose- 

and time-dependence is reported to be relevant to its saturable metabolism87 and the auto-inhibition on 

its metabolic enzyme CYP3A488.  
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Voriconazole is extensively metabolized via CYP2C19 and 3A489, and slightly by CYP2C9 and 

flavin-containing monooxygenase90, with less than 6% being excreted renally as the parent drug91,92. 

After oral or intravenous administration of multiple radiolabeled doses, approximately 80-83% of the 

radioactivity is recovered in urine, almost all of this as metabolites, and less than 20% is excreted in 

the faeces75,84. 

1.4.2.2 PK/PD relationship of voriconazole 

Voriconazole exhibits time-dependent fungistatic activity against Candida species and time-dependent 

slow fungicidal activity against Aspergillus species.84 Dose fractionation studies in animals 

demonstrated the AUC/MIC ratio as the PK/PD parameter which was most predictive of efficacy 

(correlation coefficient r2 for AUC/MIC=82%, for Cmax/MIC=63%, for T>MIC=75%)84,93. A 

voriconazole free drug fAUC/MIC value higher than 25 and a fCmin/MIC value above one is 

recommended for adjusted dosage regimens as a strategy to increase clinical response rates, 

particularly among patients with a failed clinical response to current standard therapy94.  

1.4.2.3 Main considerations 

In the clinical practice for the treatment of invasive aspergillosis, the loading dose of voriconazole is 6 

mg/kg twice daily, and the maintenance dose is 4mg/kg twice daily or 200 mg twice daily95. However, 

since voriconazole exhibits nonlinear PK with large inter- and intra-individual variability84,85, it causes 

difficulties for clinicians to choose appropriate dosing regimens to target its narrow therapeutic range, 

especially in the case of high doses in severe infections, or for long-term treatments.96 Underexposure 

of voriconazole may decrease efficacy, whereas overexposure increases the risk mainly for neural and 

hepatic toxicity97,98. Therefore, it is crucial to explore the metabolism of voriconazole and to better 

understand the nonlinear PK of voriconazole. Meanwhile, quantifying the sources of variability is also 

important to be considered to predict PK of voriconazole. 

The main metabolic enzyme for voriconazole is CYP2C19. Therefore, CYP2C19 genetic 

polymorphisms may cause large IIV of voriconazole exposure. It is reported that 3-fold higher Cmax 

values and 2- to 5-fold higher AUC values are present in poor metabolizers (PMs) compared to those 

in normal CYP2C19 metabolizers (NMs) or rapid metabolizers (RMs) 96,99,100. CYP2C19 gene test is 

beneficial to the patient before initiating voriconazole, especially for Asian people. Because the 

prevalence of CYP2C19 PM is 8.4% in Asian, which is higher than Caucasians (4.0%) and Africa 

(5.2%), exposing Asian patients at a higher potential of voriconazole overdose and toxicity101. The 

most common side effects are a visual disturbance, neurological/psychiatric disorder, hepatotoxicity, 

GI symptoms, and skin disorders95. 

Furthermore, voriconazole is also extensively metabolized via CYP3A4, and meanwhile, this drug 

also inhibits CYP3A. Therefore, the CYP3A4-mediated interactions should be carefully taken into 
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account, including interactions with CYP3A4 inhibitors102, CYP3A4 inducers103, or CYP3A4 probe 

substrates104. 
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1.4.3 Midazolam 

The chemical name of midazolam is 8-chloro-6-(2-fluorophenyl)-1-methyl-4-H-imidazo[1,5-a][1,4] 

benzodiazepine (Figure 14). Midazolam is a well-established probe substrate for the in vivo 

assessment of CYP3A activity. In this thesis, we use midazolam to evaluate the inibition of perpetrator 

drugs (ethanol and voriconazole) on CYP3A at gut wall and liver. 

 

Figure 14 Chemical structure of midazolam 

 

1.4.3.1 PK of Midazolam 

After oral administration, midazolam is rapidly absorbed107. Plasma protein binding is 96-98%, and the 

volume of distribution ranges from 49 to 84 L at steady state108. Midazolam is extensively metabolized 

by CYP3A, which are mainly expressed in mature enterocytes of the gut wall and centrilobular 

hepatocytes in humans 109–111. Therefore, the bioavailability of midazolam is low, ranging from 30 to 

50% due to the pronounced first-pass metabolism 108,112. The elimination half-life is 1.5 to 2.5 hours. 

The metabolism of midazolam is mainly (60-80%) via 1’-hydroxylation107 and, to a lesser extent (5%), 

by 4-hydroxylation, followed by urinary excretion as 1’-O-glucuronide derivative113–116. Direct 

midazolam N-glucuronidation via uridine 5’-diphospho-glucuronosyltransferase family 1 member A4 

(UGT1A4) accounts for less than 2 % of midazolam elimination 117. 

1.4.3.2 Probe substrate for CYP3A4 

Midazolam is an ideal probe substrate for the in vivo assessment of CYP3A activity recommended by 

the FDA and EMA105,106. The PK of midazolam shows dose linearity within a single dose range of 

0.075-7.5 mg, indicating no saturation of the enzyme104,108,118–120. The assessment of perpetrator drug 

effects on CYP3A4 activity in both the gut wall and liver requires dissection of any impact on the two 

sites. Although it is not possible to directly measure intestinal metabolism of midazolam, it can be 

estimated by models (PBPK or semi-physiological and PBPK models) based on clinical studies with 

both oral and intravenous administration, which is described in detail in the thesis.  
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1.4.4 Cyclosporine A 

The chemical name of cyclosporine A (CsA) is cyclo-(L-Alanyl-D-alanyl-N-methyl-L-leucyl-N-

methyl-L-leucyl-N-methyl-L-valyl-3-hydroxy-N,4-dimethyl-L-2-amino-6-octenoyl-L-a-amino-

butyryl-N-methylglycyl-N-methyl-L-leucyl-L-valyl-N-methyl-L-leucyl) (Figure 15). It is an 

immunosuppressant drug widely used since the early 1980s as first-line therapy to prevent the 

rejection of transplanted solid organs and hematopoietic stem cell transplantation 121.  

 

Figure 15 Chemical structure of Cyclosporine A 

1.4.4.1 PK of CsA 

After oral administration, CsA is incompletely absorbed from the GI tract. Absorption is highly 

variable and depends on CsA preparation, food intake, co-medication, type of transplanted organ, or 

amount of bile in the gut122. CsA is a lipophilic molecule, and its distribution mainly depends on 

biological carriers such as lipoproteins and erythrocytes in the blood (approximate 14-58% of CsA 

bound to erythrocytes, and 9-21% bound to lipoproteins)122. The steady-state volume of distribution of 

CsA is reported to range from 210 to 350 L123.  

CsA is extensively metabolized by CYP3A in the liver, to a lesser degree in the intestinal wall, and 

subject to efflux from renal tubular and other cells via P-gp124. The terminal elimination half-life 

highly varies and ranges from 5 to 18 h123. The major excretion route of CsA is via the bile, mainly as 

metabolites of the drug. Renal excretion accounts for only 6% of the dose administered.123,125  

1.4.4.2 Main considerations  

Therapeutic drug monitoring for CsA is essential since it has a narrow therapeutic range and large 

inter-individual PK variability126. Underexposure might cause graft-versus-host disease and acute 

rejection episodes, while overexposure might result in toxicity127. 
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Factors affecting the metabolism of CsA include liver disease, age, and DDIs during transplantation, 

especially in the case when co-administered with CYP3A or P-gp perpetrators125. For example, 

concomitant administration of ketoconazole elevated CsA concentrations several-fold128,129. Imatinib, a 

potent inhibitor of CYP3A4 and P-gP, could approximately double CsA exposure130. Therefore, 

clinicians should be very cautious with regard to DDIs between CsA and CYP3A or P-gp inhibitors.   
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1.4.5 Baicalin 

Baicalin, baicalein 7-O-glucuronide (Figure 16), is the main bioactive compound from Scutellaria 

baicalensis131. It is widely applied in traditional Chinese medicine for the treatment of inflammation, 

hepatitis, various infections, and tumors132,133,134,135. Baicalin capsules (250 mg per capsule, approval 

no. H20158009) were approved in 2005 by the state food and drug administration of China as adjuvant 

therapy of hepatitis (2 capsules 3 times a day). Baicalin and its aglycone baicalein having anti-

inflammatory and antioxidant properties might benefit organ transplant patients treated with CsA136,137.  

 

Figure 16 Chemical structure of Baicalin 

 

1.4.5.1 PK of baicalin 

After oral administration, baicalin is readily hydrolyzed to its aglycone baicalein by β-glucuronidase 

derived from intestinal bacteria138. Compared to baicalin, baicalein is better absorbed in the GI139,140. 

However, baicalein is again conjugated to baicalin by UGT in the gut wall and liver141. Baicalin has a 

high protein binding of 86-92%142 while baicalein had a moderate affinity. Thus, the conversion from 

baicalin into baicalein can influence its distribution143.   

Baicalin has a short elimination half-life (6.36 ± 5.85 h) and undergoes extensive metabolism144. The 

metabolism of baicalin is mainly located in the intestinal tract, liver, and kidney, resulting in several 

metabolites, including baicalein, baicalein 6-O-β-D-glucopyranuronoside, and baicalein 6,7-di-O-β-

glucopyranuronoside145,142.  

1.4.5.2 Main considerations 

Several lines of evidence indicate that baicalin might cause DDIs in humans, especially DDIs with 

CYP3A and P-gp substrates; indeed, baicalein exhibits inhibition on CYP3A and P-gp in rats146,147. 

Intravenous administration of high baicalin doses (0.23-0.90 g/kg) to rats decreased the clearance of 

midazolam by up to 43 %148. Neither a single nor multiple intravenous doses of baicalin affected the 

PK of CsA in rats149. However, oral administration significantly decreased Cmax and AUC0-∞ of CsA149. 
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This suggests that baicalin might have an effect on intestinal absorption and/or secretion of CsA. 

Further study revealed that after multiple oral doses of baicalin treatment, the expression of P-gp of 

rats increased in the intestine, but was not changed in the liver149. Therefore, a possible DDI between 

CsA and baicalin needs to be further investigated.  
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1.4.6 Ethanol 

1.4.6.1 PK of ethanol 

According to WHO estimates, beverages containing ethanol are consumed by more than half of the 

population aged 15 years or older worldwide150. However, there is large variability in absorption, 

distribution, metabolism, and elimination of ethanol among the populations151.  

The absorption rate of ethanol depends on drinking patterns (bolus or repetitive drinking), the 

concentration of ethanol, gastric emptying and especially on fed or fasted state of the individual152,153. 

Peak ethanol blood concentration is higher after a single dose than after several smaller doses. Since 

ethanol crosses membranes by passive diffusion, a higher concentration of ethanol in beverages results 

in a greater concentration gradient, driving more rapid absorption154. However, results from another 

study questioned this theory, in which blood alcohol concentration (BAC) curves were not much 

different when 0.75 g/kg ethanol was consumed on an empty stomach as 4, 8, 20, and 44% v/v 

dilutions with water153. Another important factor is the emptying rate of the stomach. Therefore, 

factors influencing stomach emptying such as food, drugs, smoking cigarettes, stress etc. also affect 

the rate of absorption of ethanol153,155. 

The distribution of ethanol is closely related to the amount of water in the body, with sex- and age-

related differences156. The distribution volume of ethanol is about 0.6 L/kg for women and 0.7 L/kg for 

men157,158.  Ethanol does not bind to plasma proteins. The concentration of ethanol in the tissue 

depends on the relative water content of the tissue and quickly reaches equilibrium with the plasma 

concentration151. 

Most of the ingested ethanol (90-98%) is removed from the body by oxidative metabolism153. Ethanol 

metabolism occurs primarily in the liver by a successive oxidation pathway, first to form acetaldehyde 

and then acetate (in Figure 17)154. The remaining fraction of the dose administered (2-8%) is excreted 

unchanged via kidney, lung, and skin159. The conversion of ethanol into acetaldehyde is mainly 

mediated by cytosolic alcohol dehydrogenases (ADH), limiting the rate of oxidization. The Km values 

of most ADH isozymes are low (0.05-0.1 g/L), and ADH is saturated after the first couple of 

drinks151,153. Thus, at high ethanol concentrations, the elimination process follows zero-order kinetics 

at maximum velocity, also denoted as Michaelis-Menten kinetics151.  

Also, CYP2E1 contributes to the metabolism of ethanol with a higher Km of ethanol (0.6-0.8 g/L) and 

becomes more important after moderate to heavy drinking160. CYP2E1 is inducible after periods of 

heavy drinking over weeks or months160,161.  

Several factors influence the elimination of ethanol, including sex, age, genetic polymorphism of ADH, 

biological rhythms, chronic alcohol exposure, or co-medication with other drugs (e.g., ADH 

inhibitors)154.  
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Figure 17 General pathway for the metabolism of ethanol. CH3CH2OH is ethanol; CH3CHO is 

acetaldehyde; CH3COOH is acetate; ADH is alcohol dehydrogenase; ALDH is the aldehyde 

dehydrogenase; NAD+ is nicotinamide adenine dinucleotide. Ethanol is metabolized into acetaldehyde 

by alcohol dehydrogenase and CYP2E1. Acetaldehyde is further metabolized into acetate by aldehyde 

dehydrogenase. The metabolic pathway involves nicotinamide adenine dinucleotide as a carrier of 

electrons. 

1.4.6.2 Main considerations 

Ethanol affects the activity of drug-metabolizing enzymes, including CYPs or drug transporters. This 

may cause DDIs between ethanol and other medications162,163. Clinical trials of the effect of ethanol on 

human CYP were mainly conducted for CYP2E1. After acute ethanol consumption, the activity of 

CYP2E1 dramatically decreased by 93.2%164; while it was significantly induced 2-fold after chronic 

consumption165,166, probably related to a decelerated CYP2E1 degradation167. 

In vitro studies on the effect of ethanol on CYPs were mainly carried out to identify appropriate 

solvents for substrates and inhibitors of in vitro assays to assess CYP activity and gave controversial 

results168–170. These results indicate that ethanol may change drug metabolism in vitro by several 

mechanisms, including enzyme inhibition and degradation170. Therefore, it is crucial to systematically 

evaluate the effect of acute alcohol consumption on the activity of important drug-metabolizing 

enzymes and transporters in vivo. 
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2. Aims and objectives 

The overarching objective of the thesis was to assess important sources of PK variability using 

appropriate modeling approaches such as popPK modeling, PBPK modeling, and semi-physiological 

popPK modeling. This was exemplified in several individual drugs. For these, the effect of relevant 

covariates on its PK was quantified. Finally, the appropriate models were used to predict the 

consequences of any changes in such covariates.  

2.1 The effect of critical illness on ciprofloxacin PK 

The study aim was to 1) develop a popPK model of ciprofloxacin in critically ill patients; 2) identify 

the covariates and quantify their contribution to PK variability; 3) based on identified indicators, 

calculate the probability of anti-infective target attainment (AUC/MIC) and the probability of 

exceeding toxicity AUC limits; 4) to assess the rationale for ciprofloxacin dosing regimen adjustments 

for patients with isolated and combined hepatic and renal insufficiency.  

2.2 The effect of voriconazole on CYP3A activity 

The aims were to understand the nonlinear PK of voriconatole with dose- and time-dependence, search 

for the reasons behind nonlinear PK, explore primary sources of the large inter- and intra-individual 

PK variabilityof voriconazole, develop an appropariate model to describe in vivo PK data, and perform 

model-based simulations to predict appropriate dosing regimens for voriconazole. 

2.2.1 Using PBPK modeling to understand voriconazol PK and its 

properties as a perpetrator on drug metabolism via CYP3A and CYP2C19 

This study aimed to 1) investigate the metabolism of voriconazole in detail to understand dose- and 

time-dependent alterations in the PK of the drug; 2) provide a whole-body PBPK model as the basis 

for safe and effective use of voriconazole according to CYP2C19 genotype; 3) assess the dynamic 

inhibition of CYP3A4 by voriconazole in liver and small intestine; 4) predict DDIs between 

voriconazole and other CYP3A4 probe substrates. 

2.2.2 Using semiphysiological PK modeling and the novel study design to 

quantify the effect of voriconazole on CYP3A activity, and DDIs between 

voriconazole and midazolam 

This DDI study between voriconazole and midazolam was performed to 1) investigate the dynamic 

inhibition of voriconazole on CYP3A at the respective enzyme sites; 2) quantify the variability of 

active CYP3A in the liver and gut wall; 3) to investigate a novel study design for the assessment of 

DDIs caused by CYP3A inhibition. 
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2.3 The effect of baicalin co-medication on CsA PK  

CsA is susceptible to DDIs since it is metabolized mainly by CYP3A and it is a substrate of P-

glycoprotein. Baicalin’s main metabolite baicalein can inhibit CYP3A and P-gP. This study was 

carried out to investigate the effect of baicalin on CsA PK and to explore the safety co-administration 

of CsA and baicalin in humans. 

2.4 The effect of ethanol on the activity of major drug metabolizing 

enzymes and transporters  

This project was  mainly carried out to evaluate the effect of acute alcohol consumption on the activity 

of CYP1A2, CYP2C9, CYP2C19, CYP2D6, intestinal CYP3A4, hepatic CYP3A4, NAT2, as well as 

on the drug transporter p-glycoprotein. Within this project, popPK modeling was used to describe the 

PK of ethanol and to describe the effect of ethanol on intestinal and hepatic CYP3A activity.  
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3. Results 

3.1 The effect of critical illness on ciprofloxacin PK 

Xia Li, Michael Zoller, Uwe Fuhr, Mikayil Huseyn-Zada, Barbara Maier, Michael Vogeser, Johannes 

Zander, Max Taubert. Ciprofloxacin in critically ill subjects: considering hepatic function, age and sex 

to choose the optimal dose. J Antimicrob Chemother 2018; 74:682-90. 

https://doi.org/10.1093/jac/dky485 

 

3.2 The effect of voriconazole on CYP3A activity 

3.2.1 Using PBPK modeling to understand voriconazol PK and its 

properties as a perpetrator on drug metabolism via CYP3A and CYP2C19 

Xia Li, Sebastian Frechen, Daniel Moj, Thorsten Lehr, Max Taubert, Chih-hsuan Hsin, Gerd Mikus, 

Pertti J. Neuvonen, Klaus T. Olkkola, Teijo I. Saari, Uwe Fuhr. A Physiologically-based 

pharmacokinetic model of voriconazole integrating time-dependent inhibition of CYP3A4, genetic 

polymorphisms of CYP2C19 and predictions of drug-drug interactions. Clin Pharmacokinetics (in 

press) https://doi.org/10.1007/s40262-019-00856-z 

 

3.2.2 Using semiphysiological PK modeling and the novel study design to 

quantify the effect of voriconazole on CYP3A activity, and DDIs between 

voriconazole and midazolam 

Xia Li, Lisa Junge, Max Taubert, Anabelle Dieterich, Dominik Dahlinger, Chris Starke, Sebastian 

Frechen, Christoph Stelzer, Martina Kinzig, Fritz Sörgel, Ulrich Jaehde, Ulrich Töx, Tobias Goeser, 

Uwe Fuhr. A novel study design using continuous intravenous and intraduodenal infusions of 

midazolam and voriconazole for mechanistic quantitative assessment of hepatic and intestinal CYP3A 

inhibition. J. Clini. Pharmacol. (in press). https://doi.org/10.1002/jcph.1619 

 

3.3 The effect of baicalin co-medication on CsA PK  

Ruijuan Liu#, Xia Li#, Jingyao Wei, Shuaibing Liu, Yuanyuan Chang, Jiali Zhang, Ji Zhang, Xiao Jian 

Zhang, Uwe Fuhr, Max Taubert, Xin Tian. A single dose of baicalin has no clinically significant effect 

on the pharmacokinetics of cyclosporine A in healthy Chinese volunteers. Front Pharmacol 2019; 10: 

518-19. #equal contributions https://doi.org/10.3389/fphar.2019.00518  

https://doi.org/10.1093/jac/dky485
https://doi.org/10.1007/s40262-019-00856-z
https://doi.org/10.1002/jcph.1619
https://doi.org/10.3389/fphar.2019.00518
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3.4 The effect of ethanol on the activity of major drug metabolizing 

enzymes and transporters  

Malaz Gazzaz, Martina Kinzig, Elke Schaeffeler, Martin Jübner, Chih-hsuan Hsin, Xia Li, Max 

Taubert, Christina Trueck, Juliane Iltgen-Breburda, Daria Kraus, Christian Queckenberg, Marc Stoffel, 

Matthias Schwab, Fritz Sörgel, Uwe Fuhr. Drinking ethanol has few acute effects on CYP2C9, 

CYP2C19, NAT2, and P-Glycoprotein activities but somewhat inhibits CYP1A2, CYP2D6, and 

intestinal CYP3A: So What? Clin Pharmacol Ther 2018; 104: 1249–59. 

https://doi.org/10.1002/cpt.1083 (My contribution to the project includes developing and describing 

the models of ethanol and midazolam) 
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4. Summary 

4.1 The effect of critical illness on ciprofloxacin PK  

Ciprofloxacin is an important antibiotic in the treatment of severe infections. Pathophysiological 

changes often result in altered PK of ciprofloxacin in critically ill patients. We aimed to assess the 

rationale for ciprofloxacin dosing regimen adjustments for isolated and combined hepatic and renal in 

critically ill patients. Therefore, ciprofloxacin PK was investigated in 15 critically ill patients with 

severe infections. 400 mg ciprofloxacin was administered intravenously twice daily for four days, and 

blood samples were collected at multiple time points for four days, resulting in 444 quantifiable serum 

concentrations of ciprofloxacin.  

Based on the dataset, a popPK model was developed. A two-compartment model with linear 

elimination described the PK of ciprofloxacin best (central volume V1: 24.2-33.5 L for day 1 to 4; 

peripheral volume V2: 83.2 L; clearance CL: 16.2-20.9 L/h for day 1 to 4; and inter-compartmental 

clearance Q: 71.2 L/h). Systematic changes of CL and V1 from day 1 to 4 were identified, indicating 

alterations of the PK of ciprofloxacin throughout the treatment course. Covariates regarding kidney 

and liver dysfunction were tested, resulting in a final covariate model comprising age, sex, and total 

plasma bilirubin, which in total explained 60% of IIV.  

The probability of exceeding the AUC limit of 250 mg*h/L depending on age, sex, and bilirubin for a 

daily dose of 800 and 1200 mg were evaluated. Females were at higher risk, especially at older age 

with elevated bilirubin. For daily doses of 1200 mg, the risk of AUC > 250 mg·h/L for females at age 

65 years with bilirubin 4 mg/dL was about 20%, while the risk for male subjects at age 60 years with 

bilirubin 10 mg/dL was below 1%. Given a daily dose of 800 mg, the risk of exceeding the AUC limit 

was only slightly elevated for male subjects while it was increased to about 20% for female subjects at 

the age of 80 years with a bilirubin concentration of 5 mg/dL.  

Appropriate target attainment (AUC/MIC>125) was also evaluated for the covariates identified. For 

male subjects at an age below 50 years with normal bilirubin, a dose increase to 1200 (800) mg/day 

was needed, given an MIC of 0.25 (0.125) mg/L, while given a MIC of 0.5mg/L, sufficient AUC/MIC 

ratios were only observed with 1200 mg per day and an age of at least 65 years or elevated bilirubin 

concentrations. For female subjects at an age below 55 years with normal bilirubin, an increase to 

1200 (800) mg/day would be needed given a MIC of 0.5 (0.25) mg/L. 

Thus, total bilirubin, age, and sex might be important parameters facilitating the choice of an 

appropriate dose of ciprofloxacin in critically ill patients. A dose reduction based on creatinine 

clearance is not supported while a decrease to 400 mg seems reasonable for female patients with 

higher age and considerably increased bilirubin if MIC values of the causative strains are ≤0.25 mg/L.  
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4.2 The effect of voriconazole on CYP3A activity 

4.2.1 Using PBPK modeling to understand voriconazol PK and its 

properties as a perpetrator on drug metabolism via CYP3A and CYP2C19 

The nonlinear PK of voriconazole with large inter- and intra-individual variability causes difficulties 

for clinicians to select appropriate dosing. We conducted in vitro assays to search for the reasons 

behind nonlinear PK. Then, a whole-body PBPK model was developed based on the in vitro assay and 

on in vivo data, considering genetic polymorphisms of CYP2C19.  

The IC50 shift assay showed that voriconazole had time-dependent inhibition (TDI) on CYP3A4 with a 

16 fold shift in the absence and presence of NADPH. The further inactivation kinetic assay gave a 𝐾𝐼 

(the inhibition concentration when reaching half of kinact) of 9.33 (95% CIs: 2.56-34.0) μM and a 

𝑘𝑖𝑛𝑎𝑐𝑡 (maximum inactivation rate constant) of 0.0428 (95% CIs: 0.0171-0.107) min-1 for CYP3A4, 

supporting TDI to be introduced into the PBPK model. However, the input of 𝑘𝑖𝑛𝑎𝑐𝑡 of 0.0428 min-1 

led to an overestimation of midazolam exposure for DDI studies. Therefore, 𝑘𝑖𝑛𝑎𝑐𝑡 was optimized as 

0.015 min-1 in the PBPK model based on the concentration-time profiles from the clinical trial with 

multiple intravenous dosing of voriconazole. Moreover, genetic polymorphisms of CYP2C19 were 

integrated into a model for RMs (rapid metabolizers), NMs (normal metabolizers), IM (intermediate 

metabolizers) or PM (poor metabolizers) with the reference CYP2C19 expression values of 0.79, 0.76, 

0.40, and 0.01 µmol CYP2C19 per L of liver tissue, respectively171.  

The in vitro results as well as in vivo datasets from clinical trials supported the development of a 

whole-body PBPK model of voriconazole. The PBPK model evaluation demonstrated a good 

performance of the model, with 71% of predicted/observed aggregate AUC ratios and all aggregate 

Cmax ratios from 28 evaluation datasets being within a 0.5- to 2-fold range. For those studies reporting 

CYP2C19 genotype, 89% of aggregate AUC ratios and all aggregate Cmax ratios were inside a 0.5- to 

2-fold range of 44 test datasets. The results of model-based simulation showed that the standard 

maintenance dose of 200 mg voriconazole BID (twice daily) oral dosing is sufficient for CYP2C19 

IMs (intermediate metabolizers: *1/*2, *1/*3, *2/*17, and *2/*2/*17) to reach the tentative 

therapeutic range of >1-2 mg/L to <5-6 mg/L for Ctrough (trough concentrations for multiple dosings), 

while 400 mg might be more suitable for RMs (rapid metabolizers: *1/*17, *17/*17) and NMs 

(normal metabolizers, *1/*1). When the model was integrated with independently developed CYP3A4 

substrate models (midazolam and alfentanil), the observed AUC change of substrates by voriconazole 

was inside the 90% confidence interval (CI) of the predicted AUC change, indicating that CYP3A4 

inhibition was appropriately incorporated into the voriconazole model. 

Therefore, the PBPK model developed here could support individual dose adjustment of voriconazole 

according to genetic polymorphisms of CYP2C19 as well as DDI risk management between 

voriconazole and CYP3A4 probe substrates.  
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4.2.2 Using semiphysiological PK modeling and the novel study design to 

quantify the effect of voriconazole on CYP3A activity, and DDIs between 

voriconazole and midazolam 

A limitation to quantify the DDI mediated by CYP3A inhibition is that the extent of inhibition 

observed is usually an average of continuously changing inhibition caused by the dynamic alteration 

of concentrations of both substrate and inhibitor, and the changing contributions from the two main 

expression sites of CYP3A, i.e., gut wall and liver. It is difficult to capture the time course of 

inhibition using standard DDI studies.  

Therefore, a novel study design was applied in six healthy participants to characterize the time course 

and extent of inhibition of hepatic and intestinal CYP3A enzymes. It was an open-label, change-over, 

randomized four-period study. Subject received a continuous intraduodenal or intravenous infusion of 

the CYP3A substrate midazolam at a constant rate for 24 hours (0.26 mg/h). This was combined with 

intraduodenal or intravenous infusion of the CYP3A inhibitor voriconazole, administered at scheduled 

rates of 7.5 and 15 mg/h from 8 to 16 and 16 to 24 hours, respectively, after the start of MDZ infusion. 

Plasma and urine concentrations of VRZ, MDZ and its major metabolites, were quantified by LC-

MS/MS. 

Previously published popPK models were not suitable to describe the data. Integration of mechanism-

based inactivation of the metabolizing enzymes into the model (𝑘𝑖𝑛𝑎𝑐𝑡: 2.83 h-1;  𝐾𝐼: 9.33 µM) could 

describe the PK of voriconazole well. By introducing competitive inhibition of voriconazole on 

midazolam metabolism (the inhibition constant 𝐾𝑖,𝑀𝐷𝑍 
  for primary hydroxylation: 0.586 µM; 

Ki,1′−OH−MDZ  and  Ki,4−OH−MDZ for secondary glucuronidation: 1.13 and 0.356 µM), the concentration-

time profiles of midazolam and its metabolites were captured appropriately. The model provides 

estimates of local concentrations of substrate and inhibitor at both of the CYP3A expression sites, thus 

enableing to describe the temporal course of the respective extent of inhibition and to predict the 

exposure of CYP3A substrates when co-administered with voriconazole.  

The combination of intravenous and intestinal infusions turned out to be suitable to investigate the 

systemic and pre-systemic CYP3A metabolism, enabling to identify the contribution of hepatic and 

intestinal metabolism172. Our results confirmed that no saturation of MDZ metabolism by CYP3A 

occurred. In our evaluation, midazolam total hepatic clearance of 19.8 l/h was similar to the published 

values (19.4-31.4 l/h) after intravenous administration107,173–175. The sum of estimated midazolam 

hepatic and intestinal clearance of 24.1 l/h is consistent with the reported total clearance of 22.8-39.8 

L/h after oral administration173,176,177. The bioavailability of midazolam (30.8%) was in a good 

agreement with reported values (30-50%)108. For voriconazole, the peculiar way of administration was 

relevant for its PK behaviour. The bioavailability of voriconazole in the present study (18.7%) was 

much lower than the value reported for therapeutic doses (82.6%) 178. One possible reason is that the 
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enzymes mediating voriconazole metabolism were saturated at therapeutic doses but not at the low 

dose/dose rate used in the present study, which is supported by reports on a dose-dependent 

bioavailability of VRZ87. Auto-inhibition of voriconazole at high doses might also contribute to the 

discrepancy in bioavailability. Daily chronic voriconazole doses used in DDI studies were typically in 

the range of 200 to 800 mg 104,179, while in the present study the doses and input rates of voriconazole 

were low since we aimed at investigating a gradual response rather than maximal inhibition. In 

addition, we used two different input rates to achieve two different intestinal/ hepatic concentrations of 

VRZ, which is the minimum to assess the concentration dependency of the extent of inhibition. 

The results of the present pilot study suggest that the combination of intravenous and intra-duodenal 

infusions of inhibitors and substrates has the potential to provide a more accurate assessment of DDIs 

occurring in both gut wall and liver. Using this approach, a detailed description of the inhibitory 

effects of VRZ on MDZ metabolism at the hepatic and intestinal CYP3A expression sites was possible, 

including the time course of inhibition and respective sources of inter-individual variability. The 

model may be helpful to assess the potential of VRZ to cause DDIs with other CYP3A substrates. 

Further studies with lower complexity (inhibitors without mechanism-based inhibition; single inhibitor 

infusion rate per study period) and a larger sample size are required to further evaluate this approach.  

  



 

 42  
 

4.3 The effect of baicalin co-medication on CsA PK 

CsA is a first-line immunosuppressant therapy used following organ and stem cell transplantation. Co-

administration of CsA and baicalin might affect CsA PK since CsA is metabolized mainly by CYP3A 

and is a substrate of P-glycoprotein, while baicalin’s main metabolite baicalein inhibits CYP3A and P-

gP. Therefore, the effect of baicalein on CsA PK was investigated in a clinical study in 16 healthy 

volunteers. Since this is the first clinical study to investigate the effect of baicalin on CsA PK in 

humans, a single dose was given considering safety reasons. Subjects received a single 200 mg oral 

CsA dose alone in the reference period and combination with 500 mg baicalein in the test period. PK 

of CsA was analyzed using both non-compartmental analysis (NCA) and the popPK approach. For the 

NCA assessment, treatments were compared by the standard bioequivalence method.  

90 % CIs of AUC and Cmax test-to-reference ratios were within the bioequivalence boundaries of 80-

125%. For the popPK analysis, a two-compartment model (clearance [CL]: 62.8 L/h, central [Vc] and 

peripheral [Vp] volume of distribution: 254L and 388L, Q: 23.6 L/h) with transit compartments to 

describe absorption (absorption rate [Ka]: 12.4 h-1, number of transit compartments [N]: 20) best 

described CsA concentrations. Except for Ka and Q, the 95% CIs of the factor “baicalin co-treatment” 

on the parameters were inside the 0.8-1.25 range, indicating that baicalin did not have an effect on the 

exposure to CsA to a clinically relevant extent. For Ka and Q, the CIs included unity but exceeded the 

range, reflecting pronounced IIV.  

Therefore, no relevant effect of baicalin co-administration on CsA PK was identified and both 

treatments were well tolerated.  
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4.4 The effect of ethanol on the activity of major drug metabolizing 

enzymes and transporters 

High ethanol concentrations were reported to have effects on the activity of several CYP450 enzymes 

in vitro, while in vivo data on ethanol-drug interactions are sparse. Therefore, the study was performed 

to quantify the effect of acute ethanol exposure (initial blood concentrations 0.7 g/L) on major drug 

metabolizing enzymes CYP1A2, CYP2C9, CYP2C19, CYP2D6, CYP3A, NAT2, and P-glycoprotein.  

Eight women and eight men participated in a randomized crossover study with six doses of 

administration of either vodka or water. A loading dose of ethanol (males, 0.76 g/kg; female, 0.65 g/kg) 

was given 2 hours before administration of oral probe drugs and maintenance ethanol doses (males, 

0.30 g/kg; female, 0.26 g/kg) were given every 4 hours in the test period. Water was given in the 

reference period instead of ethanol. Enzyme/transporter activity was assessed by a cocktail of probe 

substrates, including caffeine (CYP1A2/NAT2), tolbutamide (CYP2C9), omeprazole (CYP2C19), 

dextromethorphan (CYP2D6), midazolam (CYP3A), and digoxin (P-glycoprotein). In both periods, 

the cocktail of oral probe drugs was administered 2 hours after the first ethanol dose, and midazolam 

was intravenously injected 2 hours after cocktail administration.  

The PK of ethanol was appropriately described by a one-compartment model with an additive error. 

The body weight has a significant exponential relationship to the volume of distribution, and males 

have a 40% lower maximal ethanol metabolism capacity compared to females. 

To separately evaluate the contribution of both intestinal and hepatic CYP3A to midazolam 

metabolism, a semi-physiological population PK model was developed for plasma concentrations of 

midazolam and 1’-hydroymidazolam. Then, the assessment of the effect of ethanol on midazolam 

metabolism at both sites resulted in that ethanol reduced intestinal midazolam extraction to be 0.77-

fold (90% CI 0.69–0.86) but had no significant effect on midazolam hepatic clearance. Thus, a high 

ethanol exposure when occurring during treatment with drugs having extensive first-pass metabolism 

by CYP3A may occasionally cause a relevant increase in drug exposure.  

The effects of ethanol exposure on other drug metabolizing enzymes and transporters were 

summarized in the last paper of the result part. 
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4.5 Application of three PK approaches 

PBPK and popPK modeling are conventional approaches to assess the PK of a drug. Semi-

physiological popPK modeling is an intermediate approach.  

One of the advantages of PopPK is that it can be used to test hypotheses on the sources of PK 

variability due to intrinsic factors (e.g., age, weight, gender, and genotype) and extrinsic factors (e.g., 

co-medication with other drugs). In the ciprofloxacin project, covariates, such as age, sex, and total 

bilirubin plasma concentrations were identified as significant covariates by the popPK approach, 

which in total explained 60% of IIV. Of course, bilirubin is not a direct source of ciprofloxacin PK 

variability, but an apparently suitable indicator for liver function. PopPK can describe the relationship 

between drug clearance and organ function based on empirical observations and available parameters 

to describe organ function, rather than based on theoretical knowledge of the mechanisms for drug 

clearance. Therefore, to extrapolate the results from popPK models with confidence, the relationship 

must be physiologically reasonable and consistent with our understanding of the mechanisms. As an 

advantage, popPK can quantify individual variability in PK parameters and residual variability. This 

enables to predict the probability of target attainment or toxicity in a population based on drug 

exposure. 

PBPK is frequently applied in drug discovery and development from the early stages with limited data 

to the late stage with more data available to make decisions on candidate selection, to support the 

selection of the first-in-human dose, to assess the DDI potential of investigational drugs, to support the 

design of clinical trials involving DDIs, to decide on inclusion/exclusion criteria for studies with drug 

metabolized by polymorphic enzymes, or provide exposure predictions in special populations.180–183 In 

contrast to popPK, PBPK can predict local drug concentrations in each organ and support PD analysis. 

Also, PBPK software platforms, like PK-Sim, contain a library of different species (i.e., human, 

monkey, beagle, dog, minipig, rat, mouse)180, making it possible to extrapolate information obtained in 

animals to humans to assist first human dose selection. Furthermore, PBPK software also provide 

databases on different ethnic populations (e.g., European, Asian, Black American, Mexican American, 

White American) to allow to extend results to other populations based on relevant physiological 

differences184. PBPK is even helpful to assess exposure in children, in pregnancy and in preterm 

infants, which is beneficial for these populations with limited data from clinical trials due to ethic 

issues185–187. Most importantly, the PBPK approach can support IVIVE. In the voriconazole project, 

the time-dependent inhibition of voriconazole on CYP3A was identified from in vitro assays but was 

later incorporated into the PBPK model to describe the in vivo profiles of voriconazole. 

The semi-physiological popPK modeling combines the essential elements of both approaches. The 

semi-physiological popPK approach can reduce model complexity and meanwhile still allow the 

inclusion of mechanistic elements188,189. Semi-physiological popPK models can not only estimate PK 
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parameters including population variability based on experimentally obtained concentration datasets, 

but the models can also take advantage of its mechanistic structure, thus allowing local tissue drug 

concentration to be predicted. Therefore, the efficacy and toxicity of a drug can be directly linked to 

the relevant tissue concentration prediction, which is quite useful in the case of CYP3A inhibition190, 

as shown here for the DDIs between voriconazole and midazolam or the effect of ethanol on the PK of 

midazolam. Furthermore, the semi-physiological model can inform and support the design of 

prospective clinical DDI studies even when in vivo data are limited because this approach can take 

advantage of the physiological structure and extrapolate in vitro data to in vivo to provide predictions 

for the clinical effect.  

In conclusion, all three approaches have powerful descriptive and predictive abilities and can support 

decision-making during drug development. In the case of voriconazole presented here, even a 

combination of models was required to improve the understanding of the properties of the drug. 

Without the development of the PBPK model of voriconazole which provided the appropriate 

mechanistic components, the development of a semi-physiological model with the additional options 

has not been possible. The selection of the most suitable of the modeling approaches ultimately 

depends on the specific questions to be answered and the type of data available.  
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Background: Pathophysiological changes often result in altered pharmacokinetics of ciprofloxacin in critically ill
patients. Although ciprofloxacin clearance (CLCIP) substantially depends on kidney function in healthy volunteers,
its relationship to measured creatinine clearance (CLCRM) is weak in critically ill patients.

Objectives: To assess the need for dose reductions in isolated or combined kidney and liver dysfunction in critic-
ally ill patients and to re-evaluate relationships between kidney parameters, demographics and ciprofloxacin
pharmacokinetics.

Methods: A population pharmacokinetic model was developed based on 444 ciprofloxacin serum concentra-
tions from 15 critically ill patients with severe infections. CLCIP relationships to parameters reflecting hepatic
function, CLCRM, Cockcroft–Gault creatinine clearance (CLCRCG), serum creatinine, sex, weight and age were
explored. A simulation study was conducted to integrate knowledge from the new and previously published
models.

Results: Total bilirubin was identified as a hepatic parameter with a clear relationship to CLCIP. A significant rela-
tionship between CLCIP and CLCRCG could be attributed to age and sex only. CLCIP was not associated with CLCRM.
The predicted risk of potential overexposure (AUC . 250 mg�h/L) was low even with 1200 mg/day ciprofloxacin
daily for patients with reduced CLCRCG (,30 mL/min: risk of 0.7%), while the risk was remarkably higher in elderly
female patients with elevated bilirubin (risk of about 20% for 65-year-old women with total bilirubin of 4 mg/dL).

Conclusions: Bilirubin, age and sex should be considered to assess the need for dose reductions. For MICs
�0.25 mg/L, it might be appropriate to reduce the dose to 400 mg/day for elderly female subjects with high
bilirubin.

Introduction

Ciprofloxacin is an important drug in the treatment of severe infec-
tions due to its activity against a wide range of Gram-negative bac-
teria, including Pseudomonas aeruginosa.1 Since glomerular
filtration and tubular secretion account for approximately two-
thirds of ciprofloxacin clearance (CLCIP), a dose reduction is recom-
mended in patients with impaired renal function.2–4 However,
pharmacokinetic studies in critically ill patients have revealed that
the relationship between measured creatinine clearance (CLCRM,
calculated from serum creatinine and urine samples) and CLCIP

might be poor.5 Therefore, non-renal elimination pathways,
including hepatic metabolism, biliary excretion and transmem-
brane secretion across the enteric mucosa,3,4 seem to contribute
substantially to the elimination of ciprofloxacin. Dose reductions in
patients with impaired renal, but intact non-renal elimination
might therefore lead to underexposure6 and considering hepatic
function for dose adjustments might be beneficial. However, no
appropriate hepatic covariate related to CLCIP has been identified
yet. In contrast to CLCRM, a close relationship between Cockcroft–
Gault CLCR

7 (CLCRCG) and CLCIP has been reported.5,8 In critically ill
subjects with unstable kidney function, CLCRCG only marginally

VC The Author(s) 2018. Published by Oxford University Press on behalf of the British Society for Antimicrobial Chemotherapy. All rights reserved.
For permissions, please email: journals.permissions@oup.com.

1 of 9

J Antimicrob Chemother
doi:10.1093/jac/dky485

D
ow

nloaded from
 https://academ

ic.oup.com
/jac/advance-article-abstract/doi/10.1093/jac/dky485/5219009 by D

eutsche Zentralbibliothek fuer M
edizin / M

edizinische Abt.-Bibl. der U
niversitaet zu Koeln user on 10 D

ecem
ber 2018

http://orcid.org/0000-0001-8925-7782
http://orcid.org/0000-0001-8925-7782
http://orcid.org/0000-0001-8925-7782
https://academic.oup.com/


reflects the true creatinine kinetics,9 which challenges its use in
ICU patients. Since the Cockcroft–Gault equation comprises
weight, age, sex and serum creatinine concentration, it might also
represent non-renal processes that are related to these compo-
nents. Indeed, a relationship with CLCIP has been reported for all
components of the Cockcroft–Gault equation separately.10–12

Additionally, changes in muscle mass and liver function have been
shown to affect the Cockcroft–Gault equation.13,14 Identifying the
components of the Cockcroft–Gault equation most relevant to
ciprofloxacin pharmacokinetics might be beneficial to further as-
sess dose adjustments in specific patient groups. The aim of our
evaluation was to assess the rationale for ciprofloxacin dosing regi-
men adjustments given isolated and combined hepatic and renal
impairment by identifying hepatic covariates and investigating the
relationship between CLCRM, CLCRCG, the single components of the
Cockcroft–Gault equation and ciprofloxacin pharmacokinetics in
critically ill subjects.

Patients and methods

Patients

This clinical study was carried out on a group of 15 critically ill patients (study
group) in the ICU of the Department of Anesthesiology, University Hospital of
Munich, Munich, Germany. For inclusion/exclusion criteria, please refer to
Clinicaltrials.gov (NCT01793012). All patients were treated with ciprofloxacin
due to suspected infection; 14 out of 15 patients met the criteria15 of sepsis
and septic shock. Covariate characteristics from a similar but independent
group of patients from the same cohort study treated with other antibiotic
substances (simulation group) was used for simulations. This simulation
group was chosen since it was larger in size and thus reflected the distribu-
tion of covariate values in critically ill subjects more closely. The characteris-
tics of the study group and the simulation group are shown in Table 1.

Ethics
Written informed consent was obtained from all patients or their legal rep-
resentatives. The study was approved by the Ethics Committee of the
Ludwig-Maximilians-University of Munich (approval number 428-12) and
carried out in accordance with all relevant regulations and the principles of
the Declaration of Helsinki.

Study design
This was a prospective observational single-centre cohort study.
Ciprofloxacin (400 mg) was administered intravenously twice daily by
30 min infusions. Six, eight and one patients received one, two and three
ciprofloxacin infusions, respectively, prior to the first study day, i.e. before
taking the first pharmacokinetic sample; the respective timings were
recorded. Blood samples were collected extensively at multiple timepoints
(predose, 0.25, 0.5, 1.5, 4 and 7.25 h post-dose; 12 and 16 h if a dose was
left out) over four consecutive study days. Exact sampling times were
recorded by the medical staff. Four hundred and forty-four quantifiable
serum concentrations of ciprofloxacin were available [median (range), 32
(17–33) samples per patient; 187, 98, 91 and 68 samples on study days 1,
2, 3 and 4, respectively]. CLCRM was determined based on urine collections
over 24 h. Clinical chemistry and haematology parameters were measured
once per day.

Analytical method
After immediate transport to the Institute of Laboratory Medicine,
University of Munich, blood samples were centrifuged (3000 g, 10 min),

aliquotted into polypropylene tubes and stored at #80�C. After thawing,
total serum ciprofloxacin concentrations were finally determined using an
isotope dilution UPLC-MS/MS method. The calibration curve was linear
(r2

. 0.99) with a lower limit of quantification of 0.05 mg/L. Mean inaccur-
acy was within +4.0% and intra- and inter-day coefficients of variation
were�7.25%. Please refer to Zander et al.16 for further information.

Population pharmacokinetic analysis and simulation
study
The further evaluation consisted of the development of a population phar-
macokinetic model and a subsequent simulation study incorporating previ-
ously published models.

Basic population pharmacokinetic analysis
A population pharmacokinetic non-linear mixed-effects model was built
with NONMEM 7.4.1 (Icon Development Solutions, Ellicott City, MD, USA).
Data visualization was performed using R 3.4.2 (R Foundation for Statistical
Computing, Vienna, Austria) and model diagnostics were conducted using
XPOSE 4.5.0.17 Perl-speaks-NONMEM18 (PsN) served as an application pro-
gramming interface. The structural pharmacokinetic model was developed
stepwise, starting with a one-compartment model with linear elimination
kinetics. Up to three compartments were evaluated. Inter-individual (IIV)
and inter-occasion (IOV) variability were tested and additive, proportional
and combined error models were evaluated. Model choices were based on
the objective function value (OFV), with a change by 6.64 points being con-
sidered as statistically significant with P , 0.01, sufficient model stability as
indicated by parameter CIs obtained from bootstrap statistics with 1000
samples,19 and visual predictive checks.20

Covariate model development
Covariates were evaluated with respect to CLCIP since it is the only parameter
determining target attainment in terms of AUC-to-MIC ratios (AUC/MIC) at
steady-state.1 To assess the relationship between CLCIP and liver function, a
set of five hepatic parameters (ALT, anti-thrombin, total bilirubin, cholinester-
ase and factor V) was chosen. The role of parameters related to kidney func-
tion was evaluated in two steps: first, CLCRCG and CLCRM were evaluated; then
the single components of the Cockcroft–Gault equation (body weight, serum
creatinine, age and sex) were evaluated separately. The final covariate model
comprised hepatic parameters and components of the Cockcroft–Gault
equation that fulfilled the following two criteria. The first criterion (signifi-
cance criterion) was a decrease in OFV by�6.63 points when introducing the
respective covariate into the basic model (i.e. without other covariates).
Although the significance criterion is well-established,21 it does not enable
assessment of whether a relationship between a pharmacokinetic param-
eter and a covariate is stable over multiple study days. Statistical significance
might, for example, originate from a strong relationship on a single study day
that is not apparent on the other study days. Additionally, the significance cri-
terion assumes that the OFV follows a v2 distribution.21 A second criterion
(stability criterion) was therefore used to ascertain that relationships were
stable throughout at least two study days. To be considered stable, 95% par-
ameter CIs obtained for study days 1 to 4 must not cover zero (i.e. no effect)
on at least two out of four days19 and the sign of the respective point esti-
mate must not change throughout the respective study days. CIs were based
on bootstrap statistics with 1000 samples.

Pharmacokinetic/pharmacodynamic simulation study

Criteria for adequate ciprofloxacin treatment

For total ciprofloxacin concentrations, an AUC/MIC ratio �125 was chosen
as the primary target for PTA calculations since it is related to a high prob-
ability of clinical/microbiological cure for Gram-negative bacteria.22
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An AUC/MIC ratio �250 was defined as the secondary target since it is
linked to a shortened time to bacterial eradication.22 A PTA of at least 90%
was considered appropriate.

Although no applicable data on pharmacokinetic thresholds related to
ciprofloxacin toxicity are available, upper AUC limits were defined based on
the following reasoning. Typical side effects, such as chondropathy, are
considered class effects, while the risk of side effects differs remarkably be-
tween different fluoroquinolones.23 Differences in the risk of side effects
have mainly been attributed to varying systemic exposure of different fluo-
roquinolones, proposing that excessive AUCs are linked to increased tox-
icity.23 Based on an AUC/MIC goal of 250 mg/L and an MIC of 0.5 mg/L,
which represents the zone of intermediate susceptibility in non-species-
related breakpoints and the threshold for susceptibility for P. aeruginosa,24

a minimum AUC of 125 mg�h/L would be needed. Attaining markedly
higher AUCs is not necessary in terms of efficacy while they might come at
an increased risk of adverse effects. Thus, an upper AUC limit of 250 mg�h/L,
representing twice (safety margin) the intended AUC given an MIC of
0.5 mg/L, was defined. This does not necessarily reflect toxic exposure since
no information on toxicokinetic/toxicodynamic parameters is available. It
seems reasonable, however, to adjust dosing regimens such that the
intended AUC/MIC ratio is achieved while controlling for the risk of attaining
unnecessarily high AUCs. The exceeding of an AUC limit of 125 mg�h/L was
additionally evaluated to assess the impact of different AUC limits.

Evaluation of excessive AUCs depending on CLCRCG

In case the newly developed covariate model did not feature CLCRCG or
serum creatinine, further simulations were carried out to assess the probabil-
ity of attaining excessive AUCs based on previously published models. So far,
it has been customary to base predictions on single population pharmacoki-
netic models. However, each published model provides valuable information
and should ideally be incorporated in simulation studies. This possibly
attenuates the disadvantages of limited sample sizes in pharmacokinetic

studies and might reduce the overall bias of predictions. Therefore, this simu-
lation was jointly based on three published models comprising serum cre-
atinine or CLCRCG.5,25,26 The three previously published models were chosen
such that patient groups were similar, model validation was sufficient27 and
all necessary information (pharmacokinetic parameters, standard errors)
was available. Patient characteristics of all employed models are summar-
ized in Table 1 and the evaluated models are further described in Tables S1
and S2 (available as Supplementary data at JAC Online). For further technical
details, please refer to the Supplementary Methods.

Results

Population pharmacokinetic model

Base model

A two-compartment model with linear elimination and a combined
error model appropriately described the pharmacokinetics of cipro-
floxacin. IIV (IOV) was estimated on CL and central V (V1), leading
to a significant drop in OFV by 654.4 (668.0) and 66.5 (20.7) points,
respectively. Systematic changes of CL and V1 from day 1 to 4 were
observed, suggesting alterations of the pharmacokinetics of cipro-
floxacin throughout the treatment course. Estimating CL and V1 for
each day separately improved the model significantly [OFV reduced
by 19.4 points, IOV of CL (V1) dropped to 18% (25%)] and revealed
that CL increased throughout the treatment course [16.2 L/h on
day 1, 20.9 L/h on day 4, inter-individual coefficient of variation (CV)
19%]. V1 ranged from 24.2 to 33.5 L (CV 52%) (Table 2).

Covariate analysis

An overview of the covariate evaluation is provided in Table 3.
Among the evaluated liver parameters, only bilirubin had a clear

Table 1. Clinical and demographic characteristics of patient groups

Patient group (model)
Own study group

(model A)
Simulation group
(joint simulation)

Group 1
(model B)

Group 1
(model C)

Group 2
(model D)

Model type pop PK simulation pop PK PBPK pop PK

Type of patients ICU patients ICU patients ICU patients ICU patients

Serum concentrations (n) 444 NA 588 210

Number of patients (sex) 8 (f), 7 (m) 71 (f), 95 (m) 27 (f), 75 (m) 13 (f), 27 (m)

Age (years) 49 (23–79) 58 (22–94) 62 (18–92) 70+9a

Total body weight (kg) 69 (40–80) 75 (40–150) 76 (38–120) 65+17.2a

Serum creatinine (lmol/L) 109 (44–239) 106 (27–539) 81 (35–446) 66 (24–683)

CLCRM (mL/min) 45 (5–251) 59 (1.5–511) 78 (5–205) 61 (7–177)

CLCR Cockcroft–Gault (mL/min) 56 (13–204) 64 (13–255) 89 (15–342) NR

AST (U/L) 46 (20–678) 46 (20–678) 42 (13–2533) 27 (4–112)

ALT (U/L) 29 (4–552) 35 (4–2521) 48 (10–674) 39 (13–268)

Total bilirubin (mg/dL) 1.8 (0.2–19.5) 1 (0.2–38) NR NR

Haemoglobin (g/dL) 9.1 (6.7–12.0) 9.8 (7.5–16.1) 9.5 (7–15) NR

Haematocrit (%) 27 (22–33) 29 (21–50) 29 (22–64) NR

Serum albumin (g/dL) 2.2 (1.4–3.4) 2.7 (1.8–4.3) NR 3 (2.6–3.9)

APACHE II 27 (15–48) 26 (6–51) NR 18+5a

SAPS II NR NR 48 (13–102) NR

SOFA 12 (3–23) 11 (1–24) NR NR

Values shown are median (range). pop PK, population pharmacokinetic model; PBPK, physiologically based pharmacokinetic model; NR, not reported;
NA, not applicable; f, female; m, male; SAPS II, Simplified Acute Physiology Score II.
aMean+ SD, median and range were not reported.
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relationship with CLCIP throughout the treatment course (Figure
S1) and improved the model significantly (Table 3). CLCIP

decreased with increasing bilirubin serum concentrations. Anti-
thrombin and factor V also improved the model significantly, but
their relationship with CLCIP was not stable. CLCRM did not improve
the model significantly while CLCRCG exhibited a stable relationship
with CLCIP throughout all four study days and improved the model
significantly (Figure S2). When each component of CLCRCG was
evaluated separately, age and sex had a clear relationship with
CLCIP (Figure S3) and improved the model significantly while no
consistent relationship was found with serum creatinine and body
weight (Figures S2 and S3). Thus, a final covariate model (model A)
comprising age, sex and bilirubin resulted (Figure 1), which in total
explained 60% of IIV. Model A is shown in Equation 1, the final
covariate equation for predicting CLCIP (L/h), where bili is the total
serum bilirubin concentration (mg/dL), age is in years, and for sex,
0"male and 1" female. Based on parameter point estimates; for
bootstrap statistics please refer to Table 2. Model diagnostics for
the final model are shown in Figures S4 and S5.

CL ¼ 16:3� ½1þ ð49� ageÞ � 0:0153� � ½1� 0:432� sex� � bili

1:85

� ��0:241

(1)

Simulation study

An evaluation of the relationship between CLCRCG and the probabil-
ity of attaining excessive AUCs was not feasible with the newly
developed model (model A). Therefore, the relationship with
CLCRCG was explored based on a joint evaluation of previously pub-
lished models comprising CLCRCG or serum creatinine covariates
(creatinine model, based on models B–D) and the relationship to
bilirubin, age and sex was evaluated based on the newly devel-
oped covariate model (model A). Weighting factors of 13%, 19%
and 68% were calculated for the models B, C and D. Model-related
uncertainties in predicted AUCs were low (SD of AUC�1.4%), while
the inter-study variability was distinctly larger (SD of AUC �17%).
For model A, evaluations were based on the CL estimate on day 1.

Percentage of patients exceeding the upper AUC limit

Given a dose of 1200 mg/day, the AUC limit (AUC . 250 mg�h/L)
was exceeded in 0.3% of subjects with CLCRCG . 30 mL/min and in
0.7% of subjects with CLCRCG�30 mL/min (creatinine model,
Figure S6). In contrast to marginal differences among CLCRCG

groups, pronounced differences were apparent for certain combi-
nations of age, sex and bilirubin (model A, Figure 2, bottom).
Female subjects were at higher risk of attaining excessive AUCs es-
pecially at older ages. Given a daily dose of 1200 mg, the risk was
increased in elderly female subjects with elevated bilirubin concen-
trations (e.g. risk of AUC . 250 mg�h/L of about 20% for females
with age 65 years and bilirubin 4 mg/dL). In contrast, excessive
AUCs were attained in male subjects receiving 1200 mg/day only
at high age, e.g. risk of ,1% at age 60 years and bilirubin 10 mg/dL.
For daily doses of 800 mg, the risk of exceeding the AUC limit was
only slightly elevated for male subjects while it was increased to
about 20% for female subjects with an age of 80 years and a biliru-
bin concentration of 5 mg/dL (Figure 2, top). With a daily dose of
400 mg, the AUC limit was exceeded in almost no subjects
(less than 0.1%). When decreasing the AUC limit to 125 mg�h/L

and given a dose of 1200 mg/day, differences between CLCRCG

groups were slightly more pronounced (16.3% with
CLCRCG�30 mL/min versus 7.6% with CLCRCG . 30) and female
(male) subjects had an increased risk of excess at middle age with
normal (elevated) bilirubin concentrations (e.g. risk of 40% for
females with age 52 years and normal bilirubin and for males with
age 52 years and bilirubin 10 mg/dL).

PTA

PTAs based on the newly developed model A for the entire
population are shown in Figure 3. No appropriate target attain-
ment (AUC/MIC . 125) resulted for MICs of�1 mg/L. Daily doses of
1200 mg yielded a PTA of 83% for an MIC of 0.5 mg/L while a daily
dose of 800 mg/day was sufficient to attain a PTA of at least 90%
for an MIC of 0.25 mg/L and 400 mg/day was adequate for an MIC
of 0.125 mg/L in the entire population. However, model A indicated
that an appropriate target attainment (AUC/MIC . 125) depended
on sex, age and bilirubin in the following manner (Figure S7). For
male subjects, an increase to 1200 (800) mg/day was needed
(PTA . 90%) given an MIC of 0.25 (0.125) mg/L if age was below
about 50 years and bilirubin was normal, while sufficient AUC/MIC
ratios given an MIC of 0.5 mg/L were only observed with 1200 mg
per day and an age of at least 65 years or elevated bilirubin concen-
trations. For female subjects, an increase to 1200 (800) mg/day

Table 2. Pharmacokinetic parameter estimates of the newly developed
population pharmacokinetic model of ciprofloxacin (model A)

Parameter (unit) Median 95% CI

Fixed effects

CLday1 (L/h) 16.2 (13.4–19.7)

CLday2 (L/h) 17.4 (14.0–20.1)

CLday3 (L/h) 20.1 (16.6–23.8)

CLday4 (L/h) 20.9 (17.8–25.8)

V1, day1 (L) 24.2 (13.9–36.4)

V1, day2 (L) 32.9 (21.1–44.2)

V1, day3 (L) 29.3 (18.0–42.9)

V1, day4 (L) 33.5 (21.3–48.8)

V2 (L) 83.2 (74.1–94.8)

QPER (L/h) 71.2 (46.2–93.9)

h1 (age) 0.0156 (0.002–0.0208)

h2 (sex) #0.413 (#0.559 to #0.214)

h3 (bilirubin) #0.250 (#0.374 to #0.138)

Random effects

IIV CL (CV%) 18.7 (7.18–27.7)

IIV V1 (CV%) 51.5 (27.2–88.8)

IOV CL (CV%) 15.9 (9.6–21.9)

IOV V1 (CV%) 23.3 (6.62–38.4)

Residual error

PRV (CV%) 18.3 (16.4–20.1)

ARV (CV%) 11.4 (3.86–15.7)

The estimates are from bootstrap statistics of the final model. CL and V1

(central V), both estimated separately on study days 1 to 4. V2, periph-
eral V; QPER, inter-compartmental CL; h1 (age), effect of age on CL; h2 (bili-
rubin), effect of bilirubin on CL; h3 (sex), effect of sex on CL; PRV,
proportional residual variability; ARV, additive residual variability.
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was only needed given an MIC of 0.5 (0.25) mg/L if age was below
about 55 years and bilirubin was normal.

Discussion

Total bilirubin was identified as a potential indicator of hepatic
function with a significant and consistent relationship with CLCIP.
No link between CLCRM and CLCIP could be confirmed, questioning a
substantial influence of kidney function on ciprofloxacin exposure
in critically ill patients. Indeed, age and sex were the only compo-
nents of the Cockcroft–Gault equation with a clear relationship to
CLCIP. Predicted excess of high AUCs was relatively low for patients
with low CLCRCG while a combination of high age and increased bili-
rubin was linked to a high probability of potential overexposure, es-
pecially in women.

Concerns have been raised over recommendations to reduce
ciprofloxacin doses in the presence of impaired kidney function6

since underexposure with an increased risk of therapeutic failure

might result. Our evaluation confirms that general dose reductions
are neither supported for low predicted nor CLCRM values in critically
ill patients. In contrast, a drastically increased risk of high AUCs in
patients with a combination of older age and elevated bilirubin
concentrations suggests that dose reductions might be suitable in
such patients. To diminish the risk of potential overexposure, a
standard dose of 800 mg per day seems appropriate in older fe-
male subjects with moderately elevated bilirubin while a decrease
to 400 mg per day might be needed in females with a combination
of very old age and highly elevated bilirubin (Figure 2, top). This is
largely compatible with the goal of attaining sufficient PTAs since
doses of 800 or 1200 mg per day (MIC of 0.25 or 0.5 mg/L) were
only needed for younger women (age below about 60 years) with
normal bilirubin (Figure S7). Isolated increases in bilirubin in young
women do not apparently pose the need for dose reductions while
age is a more pronounced isolated risk factor. In men administered
800 mg of ciprofloxacin per day, potential toxic concentrations
were rarely observed (Figure 2, top).

1

Age

0.000 0.005 0.010
Parameter estimate Parameter estimate Parameter estimate
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Figure 1. CIs and medians of estimates of covariate parameters (model A). 95% CIs (bars) and medians (vertical lines) of estimated covariate
parameters for age, bilirubin and sex based on a bootstrap with 1000 samples for study days 1 to 4, respectively.

Table 3. Results of covariate evaluation

Covariate dOFV Significance Stability Inclusion criteria met?

Parameters related to kidney function

CLCRM #2.9 # # no

CLCRCG #9.3 ! ! yes

age #7.4 ! ! yes

sex #12.3 ! ! yes

body weight #5.8 # # no

serum creatinine concentration #5.4 # # no

Parameters related to liver function

anti-thrombin #15.3 ! # no

total bilirubin #12.2 ! ! yes

factor V #10.0 ! # no

ALT #8.4 ! # no

cholinesterase #7.5 ! # no

Change in OFV (dOFV) following the separate introduction of covariates of interest to the base model as well as the stability of the covariate relation-
ship. A covariate was considered stable if (i) the respective parameter CI did not cover zero on two out of four study days and (ii) the sign of the re-
spective point estimate did not change (stability criterion). Changes in OFV of at least 6.64 points were considered significant (significance criterion).
Inclusion criteria for further evaluation were both a significant change in OFV and a stable relationship. !" yes, #"no.
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In healthy volunteers, the hepatic route accounts for 	20% of
ciprofloxacin elimination,28 which has mostly been neglected in
previous models of ciprofloxacin pharmacokinetics. However, hep-
atic elimination might represent a notable compensatory pathway

preventing drug accumulation in the case of renal failure29,30 and
its contribution might be substantial in critically ill subjects. Indeed,
studies on critically ill patients indicate that dose reductions might
be needed only in the presence of combined kidney and liver
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Figure 2. Probability of exceeding AUC limits depending on age, sex and bilirubin for a daily dose of 800 and 1200 mg ciprofloxacin (model A).
Probability of exceeding the AUC limit of 250 mg�h/L depending on age, total bilirubin and sex (female: left side, male: right side) for 800 (top) and
1200 (bottom) mg ciprofloxacin per day. AUC excess represents the probability of exceeding the AUC limit given a certain covariate constellation.
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Figure 3. PTA based on the newly developed model A. PTAs for daily doses of 400, 800 and 1200 mg ciprofloxacin per day and MICs of 0.125, 0.25,
0.5 and 1 mg/L based on the newly developed model. Solid (dashed) lines reflect an AUC/MIC target of 125 h (250 h). Dots represent means and bars
represent 90% CIs of PTAs. The long-dashed line indicates the target PTA of 90%.
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dysfunction. For example, Jones et al.6 reported increased cipro-
floxacin concentrations in eight patients with renal impairment
and intra-abdominal disease while no dose reduction in isolated
kidney or hepatic dysfunction was supported. Increased bilirubin
concentrations can result from many disorders, such as haemoly-
sis, disorders of haem synthesis, hereditary diseases, impaired bil-
iary secretion and intestinal disorders.31 However, the fact that
several other liver parameters were at least moderately related to
CL indicates that liver function might be predominantly responsible
for this correlation. Since organ hypoperfusion is expected in
patients with sepsis and shock, it is also possible that elevated bili-
rubin concentrations partially reflect insufficient perfusion and a
resulting liver dysfunction, which is also often observed in critically
ill subjects.32 Indeed, hyperbilirubinaemia has been shown to be
associated with increased mortality and risk of multiple organ fail-
ure. Bilirubin might therefore not only specifically reflect pharma-
cokinetic changes associated with hepatic impairment, but
multiple organ dysfunction resulting from hypoperfusion. Further
studies might differentiate between indirect and direct bilirubin,
which might provide further information on mechanisms underly-
ing the identified relationship to CLCIP.

The absence of a relevant relationship between CLCRM and CLCIP

has been shown previously5,8,26 and might be a consequence of the
compensatory elimination via other routes. In general, CLCRM is con-
sidered the best measure of CLCR in ICU patients, who are prone to
rapid changes in creatinine kinetics.33 Following a change in kidney
function, several days might be needed for creatinine serum con-
centrations to attain steady-state,34 and changes in muscle mass35

and V values occur frequently in critically ill subjects.36 Therefore,
using the Cockcroft–Gault equation to predict CLCR should be
avoided in such patients.9 Khachmann et al.5 introduced CLCRCG into
a ciprofloxacin model despite no significant relationship between
CLCRM and CLCIP, arguing that the single components of the
Cockcroft–Gault equation might have been relevant. In fact, we
found no relationship between serum creatinine or body weight
and CLCIP in our patient collective. Age and sex might also reflect ac-
tive tubular secretion, which plays a significant role in ciprofloxacin
elimination but only a minor role in creatinine elimination.12,37,38

However, active tubular secretion and glomerular filtration are
expected to jointly decrease in the presence of impaired kidney
function. Additionally, CLNR might be related to age and sex.12,38,39

Previous studies revealed a lower CL in elderly versus young
patients11 and trough concentrations of ciprofloxacin were shown
to be related to age rather than CLCR.40 Finally, age might also re-
flect changes in body composition and reduced functional
reserves.41,42 A relationship between sex and CLCIP in healthy volun-
teers has previously been reported by Overholser et al.12

Interestingly, the total CL but not the CLR of ciprofloxacin signifi-
cantly differed between male and female subjects. Thus, sex differ-
ences were attributed to non-renal elimination, possibly due to
differences in efflux transporter activity. Further studies are needed
to elucidate whether doses should be adapted based on sex.

In our evaluation, the CLCIP on the first study day was comparable
to the other evaluated models (point estimate 13.5, 18 and 17.8 L/h,
respectively, compared with 16.3 L/h in our model). This was about
half of the CL in healthy volunteers,43 which might have been a result
of renal and/or hepatic dysfunction.44,45 Despite the small number
of subjects, the evaluated dataset provided valuable information by
enabling assessment of pharmacokinetics throughout four treatment

days. This enabled assessment of systematic changes in pharmaco-
kinetics over time. Indeed, ciprofloxacin doses would need to be
increased by about 30% if the CL rises from 16.2 L/h (day 1) to
20.9 L/h (day 4) to attain the same PTA. Although it is probably
the exposure to antibiotics during the first hours that is particular-
ly critical for the therapeutic outcome,46 changes in target attain-
ment might be important for prolonged infections that demand
a long-term sufficient exposure to antibiotics. When considering
the presented evaluation of potential overexposure, it should be
noted that results might change significantly if further informa-
tion on parameters related to toxicity becomes available. For ex-
ample, trough and maximum attained concentrations were not
part of this evaluation and the chosen AUC limit of 250 mg�h/L is
high compared with typically achieved AUCs.47 However, defining
lower AUC limits would have conflicted with the intended AUC/MIC
ratio of 250 given an MIC of 0.5 mg/dL, which is the susceptibility
breakpoint for Pseudomonas spp. according to EUCAST. Finally,
conclusions would not change significantly when lowering the
AUC limit to 125 mg�h/L.

The main limitation of our study was the limited number of
patients evaluated, which reduced the power to identify covariate
relationships. Therefore, it was not feasible to extensively evaluate
other potentially relevant covariates, such as disease severity
scores. Additionally, measurements of ciprofloxacin in urine were
not available, which would have provided further information on
the renal elimination of ciprofloxacin. Furthermore, ethnicities be-
tween the jointly evaluated models were heterogeneous.
However, patient characteristics and model parameter estimates
were similar between the evaluated models, precluding major
pharmacokinetic differences between patient groups.

Conclusions

Total bilirubin, age and sex might be important parameters facili-
tating the choice of appropriate dose of ciprofloxacin in ICU
patients. A dose reduction based on CLCR is not supported while a
reduction to 400 mg per day seems reasonable for female subjects
with higher age and highly increased bilirubin if MIC values for the
causative strains are�0.25 mg/L.
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Table S1. Parameter estimates as employed in the simulation study

Parameter Model A Model B Model C Model D
TVCL (L/h) 16.3 (9%) 18 (5%) 13.5 (14%) 17.8 (6%)
IIVCL 0.0489 (54%) 0.169 (23%) 0.273 (9%) 0.0562 (28%)
CRCLCG n.a. 0.42 (45%) 0.674(26%) n.a.
CR n.a. n.a. n.a. 0.00125 (3%)
age 0.0153 (38%) n.a. n.a. n.a.
bilirubin -0.241 (20%) n.a. n.a. n.a.
sex -0.431 (18%) n.a. n.a. n.a.

Table S1. Point estimates (relative standard errors) of the newly developed model A and the reported

models  B  to  D.  TVCL,  typical  value  of ciprofloxacin clearance;  IIVCL,  inter-individual  variability  of

clearance; covariate parameter estimates related to Cockcroft-Gault creatinine clearance (CRCLCG),

serum creatinine (CR), age, total bilirubin and sex.  n.a., not applicable, indicates that the respective

parameters were not part of the model.

Table S2. Covariate model equations used in the simulation study

Model Equation

A

B

C

D

Table S2. Covariate models for predicting ciprofloxacin clearance (CL) (L/h) from models A, B, C and

D as used in the simulation study; based on Cockcroft-Gault creatinine clearance (CRCLCG, mL/min),

serum creatinine concentration (CR, mg/dL), age (age, years), sex (sex, 0 = male, 1 = female), and

total bilirubin concentration (bili, mg/dL). Utilized parameter estimates correspond to Table S1.



Figure S1. Confidence intervals and medians of parameter estimates of alanine
aminotransferase, anti-thrombin, bilirubin, cholinesterase, and factor V as additive

covariates for ciprofloxacin clearance

Figure  S1 95%  confidence  intervals  and  medians  of  estimated  covariate  parameters

reflecting  liver  function  (bars  indicate  CI,  vertical  lines  indicate  medians)  from bootstrap

results  in  the  covariate  evaluation  (also  see  Figure  1).  Parameter  estimates  for  alanine

aminotransferase  concentration  (ALT),  anti-thrombin  concentration  (AT),  total  bilirubin

concentration (BILI), cholinesterase concentration (CE), and factor V concentration. A value

of zero indicates “no effect”. 



Figure S2. Confidence intervals and medians of parameter estimates of CRCLCG,
measured creatinine clearance, and creatinine as additive covariates for ciprofloxacin

clearance 

Figure  S2 95%  confidence  intervals  and  medians  of  estimated  covariate  parameters

reflecting kidney function (bars indicate CI, vertical lines indicate medians) from bootstrap

results in the covariate evaluation (also see Figure 1). Parameter estimates for creatinine

clearance predicted by Cockcroft-Gault equation (CRCLCG), measured creatinine clearance

(CRCLM),  and serum creatinine concentration  (Creatinine). A value of  zero  indicates  “no

effect”.



Figure S3. Confidence intervals and medians of parameter estimates of age, sex and

weight as covariates for ciprofloxacin clearance

Age Weight Sex

Figure S3 95% confidence intervals and medians of estimated covariate parameters (bars

indicate  CI,  vertical  lines  indicate  medians)  from 1000 bootstrap results  in  the  covariate

evaluation (also see Figure 1). Parameter estimates for age, weight and sex. A value of zero

indicates “no effect”.



Figure S4. Goodness of fit plots of the newly developed population pharmacokinetic

model (model A)

Figure  S4  Goodness-of-fit  plots.  Observed  serum  ciprofloxacin  concentrations  versus

individual  predictions  (A)  and  population  predictions  (B)  as  obtained  from  the  final

pharmacokinetic  model  (model  A). Conditional  weighted  residuals  (CWRES)  versus

population predicted serum ciprofloxacin concentrations (C) and versus time after the first

dose (D).



Figure S5. Visual predictive checks of the newly developed population

pharmacokinetic model (model A)

Figure S5 Visual predictive checks of the final model stratified by treatment day (DAY 1 to

4).  Black  dots  represent  observed  concentrations.  The  solid  line  represents  the  median

observed serum concentrations while 2.5th and 97.5th percentiles of the data are represented

by dashed lines. Shaded areas indicate 95% intervals simulated from the model. 



Figure S6. Probability of exceeding AUC limits stratified by estimated creatinine

clearance (Cockcroft-Gault) for a daily dose of 1200 mg 

Figure S6 Probability of exceeding an AUC limit of 250 mg*h/L, stratified by Cockcroft-Gault

creatinine clearance values. Simulation results from the creatinine model, i.e. the joint model

based on previously published models B, C and D. Error bars represent 90% CIs.

 

.



Figure S7. PTAs stratified by age, bilirubin and gender

Figure S7 Probability of target attainment (AUC/MIC > 125h) for daily doses of 400 (a), 800

(b) and 1200 (c) mg/day of ciprofloxacin depending on age total bilirubin concentration and

sex for an MIC of 0.125 (top), 0.25 (middle) and 0.5 (bottom) mg/L. The dashed line indicates

the target PTA of 90%. Simulations are based on model A.



Supplementary Methods. Description of the weighting method for the joint evaluation.

When  integrating  several  models  into  a  joint  evaluation,  a  procedure  for  weighting  the

contribution of each model to the joint result is needed. A customary approach to weight the

contribution in meta-analysis is to use the inverse of the respective standard error.1 However,

standard errors are usually not reported for the quantities of interest, such as AUC/MIC ratios

or PTAs. Since we were interested in steady state AUC/MIC ratios (Eq. S1), which are the

basis  of  ciprofloxacin  PTAs,  the standard errors of  AUC/MIC ratios on a log-scale  were

approximated  by  sampling  model  parameters  from  normal  distributions  using  published

model parameter point estimates and standard errors and repeatedly generating AUC/MIC

ratios. This sampling procedure is similar to the approach suggested by Colin et al.,2 but

differs  in  that  parameters  were  assumed  to  be  independent.  The  assumption  of

independence  was  necessary  since  parameter  covariances  are  usually  not  reported.  To

account for the influence of covariates, the obtained standard errors were averaged over

covariate data from subjects of the simulation group (see Table 1), therefore reflecting the

uncertainty in predictions for a typical population of critically ill subjects. The contribution of

each  model  to  the  joint  evaluation  was  then  weighted  by  the  inverse  of  the  respective

average standard error (weighted average,  Eq. S2). All sampling steps were demanded to

have a relative sampling error ≤ 1%, which was assessed by 100-fold re-sampling. Finally,

confidence intervals  of  weighted averages were approximated by repeatedly  (n =  1,000)

sampling model parameters and calculating the resulting PTAs and weighted averages. 

(Eq. S1)  

Equation S1. Steady state AUC (AUCss), determined by the daily dose and clearance (CL).

(Eq. S2)  

Equation  S2.  The  contribution  of  model   to  the  joint  result  is  calculated  based  on  the

average AUC standard error on a log-scale ( ), relative to the sum of AUC standard errors

of all models.

1. Cochran WG. The combination of estimates from different experiments. Biometrics 1954; 
10: 101–29.

2. Colin P, Eleveld DJ, Jonckheere S, et al. What about confidence intervals? A word of 
caution when interpreting PTA simulations. J Antimicrob Chemother 2016; 71: 2502–8.
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Abstract
Background Voriconazole, a first-line antifungal drug, exhibits nonlinear pharmacokinetics (PK), together with large interin-
dividual variability but a narrow therapeutic range, and markedly inhibits cytochrome P450 (CYP) 3A4 in vivo. This causes 
difficulties in selecting appropriate dosing regimens of voriconazole and coadministered CYP3A4 substrates.
Objective This study aimed to investigate the metabolism of voriconazole in detail to better understand dose- and time-
dependent alterations in the PK of the drug, to provide the model basis for safe and effective use according to CYP2C19 
genotype, and to assess the potential of voriconazole to cause drug–drug interactions (DDIs) with CYP3A4 substrates in 
more detail.
Methods In vitro assays were carried out to explore time-dependent inhibition (TDI) of CYP3A4 by voriconazole. These 
results were combined with 93 published concentration–time datasets of voriconazole from clinical trials in healthy volun-
teers to develop a whole-body physiologically based PK (PBPK) model in PK-Sim®. The model was evaluated quantitatively 
with the predicted/observed ratio of the area under the plasma concentration–time curve (AUC), maximum concentration 
(Cmax), and trough concentrations for multiple dosings (Ctrough), the geometric mean fold error, as well as visually with the 
comparison of predicted with observed concentration–time datasets over the full range of recommended intravenous and 
oral dosing regimens.
Results The result of the half maximal inhibitory concentration  (IC50) shift assay indicated that voriconazole causes TDI 
of CYP3A4. The PBPK model evaluation demonstrated a good performance of the model, with 71% of predicted/observed 
aggregate AUC ratios and all aggregate Cmax ratios from 28 evaluation datasets being within a 0.5- to 2-fold range. For 
those studies reporting CYP2C19 genotype, 89% of aggregate AUC ratios and all aggregate Cmax ratios were inside a 0.5- to 
2-fold range of 44 test datasets. The results of model-based simulations showed that the standard oral maintenance dose of 
voriconazole 200 mg twice daily would be sufficient for CYP2C19 intermediate metabolizers (IMs; *1/*2, *1/*3, *2/*17, 
and *2/*2/*17) to reach the tentative therapeutic range of > 1–2 mg/L to < 5–6 mg/L for Ctrough, while 400 mg twice daily 
might be more suitable for rapid metabolizers (RMs; *1/*17, *17/*17) and normal metabolizers (NMs; *1/*1). When the 
model was integrated with independently developed CYP3A4 substrate models (midazolam and alfentanil), the observed 
AUC change of substrates by voriconazole was inside the 90% confidence interval of the predicted AUC change, indicating 
that CYP3A4 inhibition was appropriately incorporated into the voriconazole model.
Conclusions Both the in vitro assay and model-based simulations support TDI of CYP3A4 by voriconazole as a pivotal 
characteristic of this drug’s PK. The PBPK model developed here could support individual dose adjustment of voriconazole 
according to genetic polymorphisms of CYP2C19, and DDI risk management. The applicability of modeling results for 
patients remains to be confirmed in future studies.

Electronic supplementary material The online version of this 
article (https ://doi.org/10.1007/s4026 2-019-00856 -z) contains 
supplementary material, which is available to authorized users.

Extended author information available on the last page of the article
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Key Points 

A whole-body physiologically based pharmacokinetic 
(PBPK) model of voriconazole incorporating time-
dependent inhibition (TDI), specifically mechanism-
based inhibition (MBI) of cytochrome P450 (CYP) 3A4, 
was successfully developed to accurately capture the 
time- and dose-dependent alterations of voriconazole PK 
for different CYP2C19 genotypes.

Model-based simulations could (1) elaborate potential 
exposure-equivalent dosing regimens for CYP2C19 
genotype groups; (2) assess the dynamic inhibition of 
CYP3A4 by voriconazole in the liver and small intestine; 
and (3) predict DDIs between voriconazole and other 
CYP3A4 substrates.

1 Introduction

Voriconazole is an essential drug in the treatment of severe 
fungal infections due to its activity against a wide range 
of clinically relevant fungal pathogens, including the most 
commonly occurring species of the genera Aspergillus and 
Candida, and some emerging fungi, such as Scedosporium 
and Fusarium species [1]. Moreover, voriconazole is well-
established as first-line therapy for patients with invasive 
aspergillosis [2–4]. However, the drug exhibits nonlinear 
PK with large interindividual and intraindividual variability 
[5, 6], which causes difficulties for clinicians when choosing 
appropriate dosing regimens to target its narrow therapeutic 
range, especially in the case of high doses in severe infec-
tions, or for long-term treatments [7].

While underexposure of voriconazole may decrease effi-
cacy, overexposure increases the risk primarily for neural 
and hepatic toxicity [8, 9]. Until now, no universally appli-
cable therapeutic range has been established. In 2013, two 
Japanese societies recommended voriconazole trough con-
centrations for multiple dosings (Ctrough) of 1–2 mg/L to 
4–5 mg/L [10], while in 2014 the British Society for Medi-
cal Mycology recommended Ctrough of 1 mg/L to 4–6 mg/L 
[11]. In 2017, according to the Third Fungal Diagnosis and 
Management of Aspergillus diseases Clinical Guideline, a 
Ctrough range of 1–5.5 mg/L was considered adequate for 
most patients with voriconazole prophylaxis or treatment, 
while the recommended range for patients with severe infec-
tions was 2–6 mg/L [4]. In 2018, the Chinese Pharmacologi-
cal Society recommended a range of 0.5–5 mg/L [12]. Thus, 
in the present project, we selected lower and upper Ctrough 
of > 1–2 mg/L and < 5–6 mg/L, respectively.

Voriconazole is extensively metabolized via the 
cytochrome P450 (CYP) enzymes CYP2C19 and CYP3A4 
[13], slightly by CYP2C9 and flavin-containing monooxy-
genase (FMO) [14], while < 2% is excreted renally as the 
parent drug [15–17]. The main metabolite in plasma was 
reported as voriconazole N-oxide, accounting for 72% of 
circulating metabolites [1]. However, Geist et al. found that 
voriconazole N-oxide and its conjugates excreted in urine 
within 12 h postdose during steady-state only accounted 
for 1% of the dose, while excretion of other metabolites, 
i.e. dihydroxy fluoropyrimidine–voriconazole and hydroxy 
fluoropyrimidine–voriconazole, together with their conju-
gates, accounted for 14% and 3% of the dose, respectively 
[17]. This was in agreement with another study where the 
major metabolite excreted in urine over 96 h was dihydroxy 
fluoropyrimidine–voriconazole, accounting for 13% of the 
dose of voriconazole [18]. Therefore, it seems reasonable to 
also consider dihydroxy-fluoropyrimidine voriconazole and 
hydroxy-fluoropyrimidine voriconazole as major metabolites 
of voriconazole, although both have low plasma concentra-
tions due to their high renal clearances, which was reported 
to be approximately 150- and 55-fold higher, respectively, 
than that of voriconazole N-oxide [17]. However, two other 
groups found that the main metabolite of voriconazole 
excreted in urine within 48 h after administration was vori-
conazole N-oxide, accounting for 10–21% of the dose [15, 
16]. The discrepancies between the studies may be explained 
by the respective length of urine collection periods, together 
with the different elimination half-life of the metabolites 
and a potential time-dependent inhibition (TDI) of CYP3A4. 
Thus, both fluoropyrimidine hydroxylation and N-oxidation 
pathways were considered as the main metabolic pathways, 
mainly mediated by CYP3A4 and CYP2C19, as shown in 
Fig. 1.

Genetic polymorphisms of CYP2C19 are a major source 
for interindividual variability, as reflected by threefold 
higher maximum concentration (Cmax) values and two- to 
fivefold higher area under the plasma concentration–time 
curve (AUC) values in CYP2C19 poor metabolizers (PMs) 
compared with those in normal metabolizers (NMs) or rapid 
metabolizers (RMs) [7, 19, 20].

Furthermore, voriconazole is also an inhibitor of 
CYP3A4 and CYP2C19 [21]. In vitro, voriconazole inhibi-
tion constant (Ki) for the competitive inhibition of CYP3A4-
mediated metabolism of midazolam was reported to range 
from 0.15 to 0.66 µM [21, 22], indicating potent inhibition. 
In agreement with the in vitro results, the AUC of mida-
zolam was considerably increased to 940% and 353% by 
oral and intravenous coadministration of therapeutic doses 
of voriconazole in vivo, respectively [23]. Furthermore, 
voriconazole was reported to mediate ‘autoinhibition’ of 
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CYP3A4 activity in vivo [15, 24]. In addition, to properly 
describe the respective processes concerning enzyme inhi-
bition by voriconazole in vivo, ‘TDI’ and ‘autoinhibition’, 
respectively, of voriconazole were integrated into the non-
linear mixed-effects models reported by Friberg et al. and 
Kim et al., respectively [25, 26].

Therefore, we investigated the inhibition of voriconazole 
and its metabolite voriconazole N-oxide on CYP3A4 and 
CYP2C19 in vitro. Based on the in vitro assay results, a 
whole-body physiologically based pharmacokinetic (PBPK) 
model of voriconazole incorporating CYP3A4 TDI was then 
developed to describe dose- and time-dependent PK in the 
different CYP2C19 genotypes. Finally, model-based simula-
tions were carried out to (1) elaborate potentially exposure-
equivalent dosing regimens for CYP2C19 genotype groups; 
(2) assess the dynamic inhibition of CYP3A4 by voricona-
zole in the liver and small intestine; and (3) further evaluate 
drug–drug interactions (DDIs) between voriconazole and 
other CYP3A4 probe substrates. An early stage of this work 
has been presented at the Population Approach Group in 
Europe conference [27].

2  Methods

2.1  In Vitro Assay for Inhibition of Cytochrome P450 
(CYP) CYP2C19 and CYP3A4

The in vitro assay for inhibition of human CYP2C19 and 
CYP3A4 by voriconazole and its metabolite voriconazole 
N-oxide, together with the respective measurements and 
data analysis, were carried out according to the methods 
described in the electronic supplementary materials (ESM).

2.2  Model Development

The PBPK model for voriconazole was developed by com-
bining bottom-up and top-down approaches. An extensive 
literature search was performed to obtain (a) drug physi-
ochemical properties; (b) PK parameters describing absorp-
tion, distribution, metabolism and excretion processes; and 
(c) clinical studies of intravenous and oral administration 
of voriconazole to healthy subjects with different dosing 
regimens. The clinical studies were screened and selected 
according to the following criteria: (1) intravenous or oral 

Fig. 1  Metabolic pathway for voriconazole. *Indirect evidence from different CYP2C19 genotype groups [18]. CYP cytochrome P450, FMO fla-
vin-containing monooxygenase
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administration of voriconazole; (2) healthy volunteers; (3) 
plasma concentration–time datasets of voriconazole were 
available; and (4) articles published in English. The training 
dataset for model development was selected based on (1) the 
information required for each step of model development; 
(2) the parameters need to be optimized; (3) the number of 
studies available; and (4) the informative content of datasets 
for individual studies (genotype groups, dosing regimens, 
and routes of administration), as shown in Fig. 2. Except 
datasets required and used for model development, all the 
remaining clinical trial datasets were utilized for model 
evaluation. The contribution of training datasets contain-
ing aggregate data from each clinical study was weighted 
equally to enable incorporation of some clinical studies that 
provided important information but did not report standard 
deviation (SD) or another measure of variability. Individual 
concentration–time datasets were pooled according to geno-
type groups, with the contribution of each individual dataset 
being weighted equally.

The modeling software PK-Sim® (version 7.3.0, part of 
the Open Systems Pharmacology (OSP) suite) was used for 
model development, which consists of a system- and drug-
dependent component. System-dependent physiological 
parameters (organ volumes, blood flow rates, hematocrit, 
etc.) were provided in PK‐Sim® with the small molecule 
model [28–30]. Demographic characteristics of subjects 
were taken from each clinical study. Drug-specific phys-
icochemical properties were obtained from the literature. 
Organ–plasma partition coefficients were determined using 
the Poulin and Theil method based on both the literature 
[31] and the best overlap between observed and predicted 
concentration–time datasets.

The workflow of model development is presented in 
Fig. 2. For model development, the simplifying assump-
tion was made that the metabolism of voriconazole is medi-
ated exclusively by CYP3A4 and CYP2C19; the minor 
contributions of CYP2C9, FMOs, and unchanged renal 
elimination of voriconazole were neglected [13, 16]. Tissue 

Fig. 2  Workflow of voricona-
zole PBPK model development 
and evaluation. The PK datasets 
used to select the distribu-
tion model were also utilized 
to optimize Vmax and kinact for 
CYP3A4. There were 21 PK 
datasets for model development 
and 72 for model evaluation 
in total. ADME absorption, 
distribution, metabolism, elimi-
nation, PK pharmacokinetics, 
TDI time-dependent inhibition, 
PMs poor metabolizers, DDIs 
drug–drug interactions, PBPK 
physiologically based phar-
macokinetic, CYP cytochrome 
P450, Vmax maximum velocity, 
kinact maximum inactivation rate 
constant
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expression distribution of enzymes was provided by the 
PK-Sim® expression database based on reverse transcrip-
tion-polymerase chain reaction (RT-PCR) profiles [32], 
together with the reference value of 4.32 µmol CYP3A4 
and 0.76 µmol CYP2C19 per liter of liver tissue [33]. The 
relative CYP2C19 expression for different genotypes was 
obtained based on the CYP2C19 protein content ratio in 
genotype-defined pooled human liver microsomes [34]. The 
metabolism process of voriconazole was described using 
Michaelis–Menten kinetics [35]. As reported by Damle 
et al. [31], Km for CYP3A4 and CYP2C19 was set to 15 
and 3.5 µM, respectively, and maximum velocity (Vmax) 
for CYP2C19 was fixed to 1.19 pmol/min/pmol. Vmax for 
CYP3A4 was optimized based on the concentration–time 
datasets in CYP2C19 PMs [18], with the assumption that 
only CYP3A4 contributes to the metabolism of voriconazole 
in PMs. TDI was integrated into the model assuming that it 
reflects mechanism-based inhibition (MBI), with Eq. S4 in 
the ESM based on the in vitro inactivity assay results of KI 
(the inhibition concentration when reaching half of kinact). 
The other parameter kinact (maximum inactivation rate con-
stant) was optimized based on concentration–time curves 
after multiple intravenous administrations [36], since the 
in vitro derived kinact parameter value led to an overpredic-
tion of midazolam AUCs when evaluating the voricona-
zole–midazolam DDI studies.

The specific intestinal permeability was optimized based 
on the studies, including both intravenous and oral admin-
istration of voriconazole [6, 37, 38]. The dissolution of the 
formulation was assumed to follow a Weibull function and 
was estimated based on the concentration–time datasets after 
oral administration [18].

2.3  Model Evaluation

Model-based stochastic simulations were created for visual 
comparison with the observed concentration–time datasets 
of voriconazole in different CYP2C19 genotype groups. For 
clinical trials not reporting CYP2C19 genotype information, 
the population was assumed to be NM as this genotype is the 
most common 2C19 polymorphism prevalent in more than 
64% of White, African American, Hispanic, and Ashkenazi 
populations [39]. To compare the variability of observed and 
simulated PK datasets, 68% population prediction intervals 
(approximately mean ± SD in case of assumed normal dis-
tribution) were plotted if the observed concentration–time 
datasets were reported as mean (± SD), while 95% popula-
tion prediction intervals were described when all individual 
concentration–time datasets were available [40]. The vis-
ual criteria for a good model performance were that 95% 
population prediction intervals should cover the observed 
individual plasma concentration–time datasets, or that the 
observed aggregate plasma concentration–time datasets 

should be inside the 68% population prediction intervals. 
Predicted AUC, Cmax, and Ctrough values were compared with 
observed values via goodness-of-fit plots.

The quantitative evaluation criterion for a good model 
performance was that the ratios of predicted to observed 
AUC, Cmax, and Ctrough should be within 0.5- to 2.0-fold 
limits, as shown in Tables 1 and 2, and Table S4 in the ESM. 
As a quantitative summary of the predictive performance 
of the model, the geometric mean fold error (GMFE) was 
calculated using Eq. (1) [41].

where GMFE is the geometric mean fold error of all AUC, 
Cmax, or Ctrough predictions from the respective model, pred 
P is the predicted parameter (AUC, Cmax, or Ctrough), obs P 
is the observed parameter (AUC, Cmax, or Ctrough), and n is 
the number of studies.

2.4  Drug–Drug Interactions with Other CYP3A4 
Substrates

Published PBPK models of the CYP3A4 probe substrates 
midazolam or alfentanil were integrated with the model of 
voriconazole to assess the inhibitory effects of voricona-
zole on CYP3A4 in vivo and to verify the inhibition model 
of voriconazole [41]. The DDI modeling performance was 
evaluated by both visual comparison of predicted versus 
observed probe substrate PK datasets, and by calculation 
of DDI AUC ratios and Cmax ratios according to Eqs. (2) 
and (3).

where AUC (or Cmax) treatment is the AUC (or Cmax) of 
victim drug with voriconazole co-treatment, and AUC (or 
Cmax) reference is the AUC (or Cmax) for victim drug admin-
istration alone.

2.5  Sensitivity Analysis

According to Eq. (4), the ratio of the relative change of AUC 
during a dosing interval (AUC τ) versus the relative altera-
tion of the evaluated parameter was calculated at steady 
state after the standard therapeutic multiple dosings of vori-
conazole by oral administration. The sensitivity analysis 
was also conducted for the DDI between voriconazole and 
midazolam. Parameters selected for the sensitivity analysis 
fulfilled one of the following criteria [41]: (1) optimized; (2) 

(1)GMFE = 10(
∑�log10(pred P∕obs P)�)∕n,

(2)DDI AUC ratio =
AUCtreatment

AUCreference

,

(3)DDI Cmax ratio =
Cmax treatment

Cmax reference

,
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Table 1  Clinical studies without information on the CYP2C19 genotype used for voriconazole model development and evaluation

Dose (mg) Route n Male (%) Age (years) Weight (kg) Use of 
dataset

Pred AUC 
(mg*h/L)

Obs AUC 
(mg*h/L)

Pred/Obs 
AUC 

Pred 
Cmax 
(mg/L)

Obs Cmax 
(mg/L)

Pred/Obs 
Cmax

References No. of data-
sets

3/kg, qd D1 IV (1 h) 9 100 24 (20–31) 72 (60–87) D/A 7.90 5.22 1.51 2.45 2.14 1.14 [36] 1
3/kg, bid 

D3–11.5 
(3/kg, qd 
D1)

IV (1 h) 9 100 24 (20–31) 72 (60–87) D/A 16.7 16.5 1.01 3.54 3.62 0.98 [36] 2

6/kg, bid D1 IV (1 h) 9 100 28 (19–41) 73 (66–80) D/A 16.2 13.2 1.23 5.12 4.70 1.09 [36] 3
3/kg, bid 

D2–9.5 
(6/kg, bid 
D1)

IV (1 h) 9 100 28 (19–41) 73 (66–80) D/A 15.2 13.3 1.14 3.39 3.06 1.11 [36] 4

3/kg, bid 
D2–7 (6/
kg bid D1)

IV (1 h) 14 100 26.5 ± 1.48* 78.7 ± 1.93* D/A 17.3 13.9 1.24 3.64 3.00 1.21 [6] 5

200, bid 
D8–13.5 
(6/kg, bid 
D1; 3/kg, 
bid D2–7)

PO (–) 14 100 26.5 ± 1.48* 78.7 ± 1.93* D/A 13.7 9.77 1.40 2.17 1.89 1.15 [6] 6

4/kg, bid 
D2–7 (6/
kg bid D1)

IV (1 h) 7 100 24.7 ± 2.37* 73.2 ± 2.12* D/A 34.4 29.5 1.17 5.82 5.40 1.08 [6] 7

300, bid 
D8–13.5 
(6/kg bid 
D1; 4/kg, 
bid D2–7)

PO (–) 7 100 24.7 ± 2.37* 73.2 ± 2.12* D/A 20.6 30.9 0.67 2.95 4.84 0.61 [6] 8

5/kg, bid 
D2–7 (6/
kg bid D1)

IV (1 h) 14 100 26.5 ± 1.48* 78.7 ± 1.93* D/A 44.5 43.4 1.03 7.46 7.18 1.04 [6] 9

400, bid 
D8–13.5 
(6/kg bid 
D1;

5/kg, bid 
D2–7)

PO (–) 14 100 26.5 ± 1.48* 78.7 ± 1.93* D/A 31.8 37.6 0.85 4.48 5.27 0.85 [6] 10

100, sig IV (4 h) 20 95 32 (23–52) 80.8 ± 11.8* E/A 3.25 2.63a 1.24 0.51 0.48 1.06 [15] 11
400, sig IV (2 h) 20 95 32 (23–52) 80.8 ± 11.8* E/A 16.5 21.1a 0.78 3.14 3.73 0.84 [15] 12
400, sig IV (4 h) 20 95 32 (23–52) 80.8 ± 11.8* E/A 16.1 18.8a 0.86 2.23 2.67 0.84 [15] 13
400, sig IV (6 h) 20 95 32 (23–52) 80.8 ± 11.8* E/A 15.9 17.6a 0.90 1.81 1.83 0.99 [15] 14
200, sig IV (1.5) 52 100 26.9 ± 4.9* 70.7 ± 7.8* E/A 7.53 8.13a,♦ 0.93 1.91 2.14♦ 0.89 [46] 15
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Table 1  (continued)

Dose (mg) Route n Male (%) Age (years) Weight (kg) Use of 
dataset

Pred AUC 
(mg*h/L)

Obs AUC 
(mg*h/L)

Pred/Obs 
AUC 

Pred 
Cmax 
(mg/L)

Obs Cmax 
(mg/L)

Pred/Obs 
Cmax

References No. of data-
sets

1.5/kg, qd 
D1

PO (–) 11 100 27 (20–45) 73 (60–90) E/A 2.67 0.88 3.03 0.62 0.364 1.70 [47] 16

1.5/kg, tid 
D3–11.5 
(1.5/kg, qd 
D1)

PO (–) 11 100 27 (20–45) 73 (60–90) E/A 6.48 3.79 1.71 1.34 1.11 1.21 [47] 17

2/kg, qd D1 PO (–) 8 100 26 (20–36) 74 (66–89) E/A 4.07 1.18 3.45 0.85 0.485 1.75 [47] 18
2/kg, bid 

D3–11.5 
(2/kg, qd 
D1)

PO (–) 8 100 26 (20–36) 74 (66–89) E/A 9.52 4.30 2.21 1.61 1.01 1.59 [47] 19

2/kg, qd D1 PO (–) 8 100 31 (21–44) 74 (64–87) E/A 3.46 1.44 2.40 0.82 0.646 1.27 [47] 20
2/kg, tid 

D3–11.5 
(2/kg, qd 
d1)

po(–) 8 100 31 (21–44) 74 (64–87) E/A 9.23 9.04 1.02 1.88 2.18 0.86 [47] 21

3/kg, qd D1 PO (–) 8 100 25 (18–30) 73 (61–87) E/A 5.65 3.15 1.79 1.22 1.19 1.03 [47] 22
3/kg, bid 

D3–11.5 
(3/kg, qd 
D1)

PO (–) 8 100 25 (18–30) 73 (61–87) E/A 15.4 11.2 1.38 2.50 2.36 1.06 [47] 23

4/kg, qd D1 PO (–) 8 100 25 (20–37) 74 (66–94) E/A 7.67 5.90 1.30 1.35 1.57 0.86 [47] 24
4/kg, qd 

D3–11.5 
(4/kg, qd 
D1)

PO (–) 8 100 25 (20–37) 74 (66–94) E/A 14.3 13.2 1.08 1.98 2.07 0.96 [47] 25

200, bid 
D1–6.5

PO (–) 9 100 22 (19–25) 74 (67–91) D/A 14.4 12.9 1.12 2.40 2.24 1.07 [37] 26

200, bid D1 PO (cap) 6 100 29 (23–36) 74 (67–82) D/A 4.58 3.14 1.46 1.23 0.96 1.28 [38] 27
200, bid 

D2–6.5 
(200, bid 
D1)

PO (cap) 6 100 29 (23–36) 74 (67–82) D/A 12.0 12.5a 0.96 2.20 2.04 1.08 [38] 28

400, qd D1 PO (–) 18 100 26 (20–40) 75 (66–92) E/A 9.22 9.31 0.99 1.92 2.31 0.83 [48] 29
200, bid 

D2–9.5 
(400, qd 
D1)

PO (–) 18 100 26 (20–40) 75 (66–92) E/A 12.5 11.2 1.12 2.23 2.08 1.07 [48] 30
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Table 1  (continued)

Dose (mg) Route n Male (%) Age (years) Weight (kg) Use of 
dataset

Pred AUC 
(mg*h/L)

Obs AUC 
(mg*h/L)

Pred/Obs 
AUC 

Pred 
Cmax 
(mg/L)

Obs Cmax 
(mg/L)

Pred/Obs 
Cmax

References No. of data-
sets

200, bid 
D2–4 
(400, bid 
D1)

PO (–) 12 – 18–50 >40 E/A 12.4 15.2a,♦ 0.82 2.23 2.60♦ 0.86 [49] 31

200, bid 
D22–24

(400, bid 
D21)

PO (–) 12 – 18–50 >40 E/A 12.0 13.6a,♦ 0.88 2.21 2.50♦ 0.88 [49] 32

200, bid 
D2–2.5 
(400, bid 
D1)

PO (tab) 13 100 31 (19–52) 78 (62–88) E/A 13.0 26.5a,♦ 0.49 2.24 3.60♦ 0.62 [50] 33

200, bid 
D2–2.5 
(400, bid 
D1)

PO (tab) 16 100 40 (26–54) 80 (65–95) E/A 13.1 26.8a,♦ 0.49 2.24 3.36♦ 0.67 [50] 34

200, bid 
D1–6.5

PO (tab) 10 100 25 (20–30) 73 (62–85) D/A 13.1 10.5 1.25 2.32 1.87 1.24 [51] 35

200, bid 
D1–6.5

PO (–) 12 100 29 (21–39) 75 (67–82) D/A 12.1 13.6 0.89 2.19 2.25 0.97 [52] 36

200, bid 
D1–6.5

PO (–) 11 100 29 (20–42) 77 (61–91) D/A 12.0 9.42 1.27 2.16 2.00 1.08 [53] 37

200, bid 
D2–3.5 
(400, bid 
D1)

PO (–) 14 0 35 (19–51) 74 (52–87) E/A 13.5 17.6a 0.77 2.32 2.80 0.83 [54] 38

200, bid 
D2–2.5 
(400, bid 
D1)

PO (tab) 16 100 34 (20–48) 79 (59–92) E/A 13.0 26.3a,♦ 0.49 2.22 3.06♦ 0.73 [55] 39

200, bid 
D2–3.5 
(400, bid 
D1)

PO (–) 16 0 26 (19–36) – E/A 18.5 14.9♦ 1.24 2.91 2.64♦ 1.10 [56] 40

200, bid 
D2–3.5 
(400, bid 
D1)

PO (–) 16 100 30 (20–42) – E/A 12.6 24.0♦ 0.53 2.10 2.74♦ 0.77 [57] 41
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Table 1  (continued)

Dose (mg) Route n Male (%) Age (years) Weight (kg) Use of 
dataset

Pred AUC 
(mg*h/L)

Obs AUC 
(mg*h/L)

Pred/Obs 
AUC 

Pred 
Cmax 
(mg/L)

Obs Cmax 
(mg/L)

Pred/Obs 
Cmax

References No. of data-
sets

200, bid 
D2–6.5 
(400, bid 
D1)

PO (tab) 20 50 28 (20–43) – E/A 12.9 11.2 1.15 2.33 2.37 0.98 [58] 42

200, bid 
D2–7.5 
(400, bid 
D1)

PO (–) 14 100 29 (18–45) – E/A 14.6 14.7a,♦ 0.99 2.47 2.87♦ 0.86 [59] 43

200, bid 
D2–3.5 
(400, bid 
D1)

PO (–) 18 100 28 (20–40) – E/A 13.2 29.9b,♦ 0.44 2.25 3.96♦ 0.57 [60] 44

GMFE 
(range)

1.39 (0.44–3.45) 1.20 (0.57–1.75)

Pred/Obs within twofold 36/44 44/44

AUC values are reported as AUC τ unless otherwise specified
Observed aggregate values are reported as geometric mean if not specified otherwise
The ratios of predicted versus observed AUC and Cmax outside the 0.5- to 2.0-fold limits are shown in bold
/kg per kilogram of body weight, D day of treatment according to the numbering in the reference, sig single dose, qd once daily, bid twice daily, tid three times daily, IV intravenously, PO orally, 
E datasets for model evaluation, D dataset for model development, A aggregate datasets, tab tablet, cap capsule, Obs observed aggregate value from the literature, Pred predicted value based on 
the model, GMFE geometric mean fold error, CYP cytochrome P450, AUC  area under the concentration–time curve, – indicates not available, ♦ indicates arithmetic mean, * indicates standard 
error
a AUC obs
b AUC at steady state
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Table 2  Clinical studies with information on the CYP2C19 genotype used for voriconazole model development and evaluation

CYP2C19 genotype Dose 
(mg)

Route n Male (%) Age (years) Weight 
(kg)

Use of 
dataset

Pred 
AUC 
(mg*h/L)

Obs AUC 
(mg*h/L)

Pred/Obs 
AUC 

Pred 
Cmax 
(mg/L)

Obs Cmax 
(mg/L)

Pred/Obs 
Cmax

Refer-
ences

No. of 
datasets

RM (*1/*17, *17/*17) 50, sig IV (2 h) 8 63 30 (24–53) 71 (55–96) E/I 1.66 1.02 1.63 0.39 0.320 1.22 [24] 45
50, sig PO (tab) 8 63 30 (24–53) 71 (55–96) E/I 1.08 0.40 2.70 0.27 0.167 1.62 [24] 46
400, sig IV (2 h) 7 71 30 (24–53) 73 (58–96) E/I 17.5 16.5 1.06 3.49 3.29 1.06 [24] 47
400, sig PO (tab) 7 71 30 (24–53) 73 (58–96) E/I 9.37 15.3 0.61 1.6 3.21 0.50 [24] 48
400, sig IV (2 h) 6 67 25 (23–28) 75 (61–93) E/I 17.4 18.8 0.93 3.56 4.05 0.88 [18] 49
400, sig PO (tab) 6 67 25 (23–28) 75 (61–93) D/I 10.3 13.6 0.76 1.66 2.90 0.57 [18] 50
200, sig PO (tab) 4 100 21 ± 2* – E/A 6.07 3.39 1.79 1.22 1.15 1.06 [61] 51
400, sig PO (cap) 3 0 29 (24–37) 69 (64–74) E/I 13.9 15.9 0.87 1.83 2.97 0.62 [62] 52
400, sig PO (tab) 5 100 26 (24–31) 80 (71–87) E/I 11.2 11.6 0.97 1.79 2.22 0.81 [63] 53
400, sig PO (cap) 8 100 27 (24–37) – E/A 12.0a 13.3a 0.90 1.69 2.16 0.78 [20] 54

GMFE 
(range)

1.36 (0.61–2.70) 1.37 (0.50–1.62)

NM (*1/*1) 50, sig IV (2 h) 4 100 35 (24–46) 77 (65–86) E/I 1.69 1.24 1.36 0.38 0.345 1.10 [24] 55
50, sig PO (tab) 3 100 35 (24–46) 77 (65–86) E/I 1.12 0.53 2.11 0.27 0.167 1.62 [24] 56
400, sig IV (2 h) 4 100 35 (24–46) 77 (65–86) E/I 18.1 21.4 0.85 3.33 3.61 0.92 [24] 57
400, sig PO (tab) 3 100 35 (24–46) 77 (65–86) E/I 11.2 13.6 0.82 1.79 2.21 0.81 [24] 58
200, sig IV (1 h) 6 100 26.7 ± 2.9* 71.2 ± 4.3* E/A 9.03a 6.51a 1.39 2.48 2.74 0.91 [19] 59
200, qd 

D1
PO (–) 6 100 26.7 ± 2.9* 71.2 ± 4.3* E/A 6.16b 4.64b 1.33 1.24 2.32 0.53 [19] 60

200, bid 
D2–7

(200, qd 
D1)

PO (–) 6 100 26.7 ± 2.9* 71.2 ± 4.3* E/A 16.4b 19.3b 0.85 2.41 3.21 0.75 [19] 61

400, sig IV (2 h) 2 50 31 (24–38) 76 (69–83) E/I 19.9 18.8 1.06 3.28 4.05 0.81 [18] 62
400, sig PO (tab) 2 50 31 (24–38) 76 (69–83) D/I 13.4 13.6 0.99 1.87 2.90 0.64 [18] 63
200, sig PO (tab) 7 100 22 ± 1.5* 59.4 ± 6.2* E/A 6.04 5.16♥ 1.17 1.41 1.45♥ 0.97 [64] 64
200, sig PO (tab) 8 100 21 ± 2* – E/A 6.97 6.18 1.13 1.46 1.65 0.88 [61] 65
200, bid 

D2–2.5 
(400, 
bid D1)

PO (–) 24 83 27 (18–45) 69 
(49–103)

E/A 13.9b 12.9b,♦ 1.08 2.32 3.01♦ 0.77 [65] 66

200, bid 
D2–3.5 
(400, 
bid D1)

PO (–) 8 100 29 (22–43) 70 (56–77) E/A 17.9 c 31.0c,♦ 0.58 2.75 4.02 ♦ 0.68 [31] 67

400, sig PO (tab) 4 100 25 (22–31) 78 (70–88) E/I 11.5 16.9 0.68 1.69 3.11 0.54 [63] 68
400, sig PO (cap) 5 100 28 (25–31) 78 (71–85) E/I 12.0 15.9 0.75 1.69 2.97 0.57 [62] 69
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Table 2  (continued)

CYP2C19 genotype Dose 
(mg)

Route n Male (%) Age (years) Weight 
(kg)

Use of 
dataset

Pred 
AUC 
(mg*h/L)

Obs AUC 
(mg*h/L)

Pred/Obs 
AUC 

Pred 
Cmax 
(mg/L)

Obs Cmax 
(mg/L)

Pred/Obs 
Cmax

Refer-
ences

No. of 
datasets

400, sig PO (cap) 9 100 27 (22–31) – E/A 9.82a 16.4a 0.60 1.59 3.10 0.51 [20] 70

GMFE 
(range)

1.31 (0.58–2.11) 1.38 (0.51–1.62)

IM 
(*1/*2,*1/*3,*2/*17, 
*2/*2/*17)

50, sig IV (2 h) 4 75 30 (25–34) 71 (56–78) E/I 1.86 1.13 1.65 0.42 0.32 1.31 [24] 71
50, sig PO (tab) 4 75 30 (25–34) 71 (56–78) E/I 1.29 0.58 2.22 0.31 0.22 1.41 [24] 72
400, sig IV (2 h) 4 75 30 (25–34) 71 (56–78) E/I 22.8 25.0 0.91 3.70 3.82 0.97 [24] 73
400, sig PO (tab) 4 75 30 (25–34) 71 (56–78) E/I 14.2 23.2 0.61 2.14 3.32 0.64 [24] 74
200, sig IV (1 h) 6 100 24.7 ± 2.7* 74.2 ± 7.3* E/A 9.96a 10.1a 0.99 2.45 3.36 0.73 [19] 75
200, qd 

D1
PO (–) 6 100 24.7 ± 2.7* 74.2 ± 7.3* E/A 7.07b 7.02b 1.01 1.22 1.81 0.67 [19] 76

200, bid 
D2–7 
(200, 
qd D1)

PO (–) 6 100 24.7 ± 2.7* 74.2 ± 7.3* E/A 29.7 42.4b 0.70 3.50 5.78 0.61 [19] 77

400, sig IV (2 h) 8 63 26 (24–32) 76 
(65–103)

E/I 22.9 37.4 0.61 3.53 4.33 0.82 [18] 78

400, sig PO (tab) 8 63 26 (24–32) 76 
(65–103)

D/I 14.9 30.9 0.48 1.89 3.28 0.58 [18] 79

400, sig PO (tab) 5 100 27 (26–31) 80 (68–93) E/I 12.8 22.2 0.58 1.79 3.15 0.57 [63] 80
400, sig PO (cap) 8 78 26 (22–33) 76 (62–84) E/I 15.6 20.7 0.75 1.83 2.85 0.64 [62] 81
400, sig PO (cap) 14 100 26 (22–33) – E/A 13.2a 25.7a 0.51 1.77 2.84 0.62 [20] 82

GMFE 
(range)

1.51 (0.48–2.22) 1.46 (0.57–1.41)

PM (*2/*2, 
*2/*3,*3/*3)

50, bid 
D2–2.5 
(100, 
bid D1)

PO 8 100 29 (24–45) 76 
(68–102)

E/A 5.07b 6.00b,♦ 0.85 0.72 0.760♦ 0.95 [65] 83

200, sig IV (1 h) 6 100 27.3 ± 3.6* 68.9 ± 3.5* E/A 14.3a 20.5a 0.70 2.71 2.92 0.93 [19] 84
200, qd 

D1
PO (–) 6 100 27.3 ± 3.6* 68.9 ± 3.5* E/A 9.23b 9.25b 1.00 1.35 2.41 0.56 [19] 85

200, bid 
D2–7 
(200, 
qd D1)

PO 6 100 27.3 ± 3.6* 68.9 ± 3.5* E/A 122b 58.7b 2.08 12.1 7.21 1.68 [19] 86

400, sig IV (2 h) 4 50 30 (20–37) 69 (58–79) D/I 38.8 44.4 0.87 3.94 4.30 0.92 [18] 87
400, sig PO (tab) 4 50 30 (20–37) 69 (58–79) D/I 25.2 41.6 0.61 2.08 3.91 0.53 [18] 88
400, sig PO (tab) 4 33 29 (19–37) 67 (47–85) E/I 30.2 42.4 0.71 2.19 3.24 0.68 [62] 89
200, sig PO (tab) 7 100 21.6 ± 2.2* 58.4 ± 8.1* E/A 11.7 17.2♥ 0.68 1.7 1.36♥ 1.25 [64] 90



 
X. Li et al.

Table 2  (continued)

CYP2C19 genotype Dose 
(mg)

Route n Male (%) Age (years) Weight 
(kg)

Use of 
dataset

Pred 
AUC 
(mg*h/L)

Obs AUC 
(mg*h/L)

Pred/Obs 
AUC 

Pred 
Cmax 
(mg/L)

Obs Cmax 
(mg/L)

Pred/Obs 
Cmax

Refer-
ences

No. of 
datasets

200, sig PO (tab) 8 100 21 ± 2* – E/A 11.3 16.3 0.69 1.63 1.89 0.86 [61] 91
200, bid 

D2–3.5 
(400, 
bid D1)

PO (–) 8 100 29 (22–43) 70 (56–77) E/A 79.9c 77.1c,♦ 1.04 8.76 10.9♦ 0.80 [31] 92

400, sig PO (cap) 4 100 31 (19–37) – E 25.0a 45.7a 0.55 2.26 3.13 0.72 [20] 93
GMFE 

(range)
1.39 (0.55–2.08) 1.34 (0.53–1.68)

GMFE 
(range)

1.39 (0.48–2.70) 1.39 (0.50–1.68)

Pred/Obs within 
twofold

44/49 49/49

AUC values are reported as AUC obs unless otherwise specified
Observed aggregate values are reported as arithmetic mean unless otherwise specified
D day of treatment according to the numbering in the reference, sig single dose, qd once daily, bid twice daily, IV intravenously, PO orally, E datasets for model evaluation, D datasets for model 
development, I individual datasets, A aggregate datasets, tab tablet, cap capsule, Obs observed aggregate value from the literature, Pred predicted value based on the model, GMFE geometric 
mean fold error, RM rapid metabolizers, NM normal metabolizers, IM intermediate metabolizers, PM poor metabolizers, CYP cytochrome P450, AUC  area under the concentration–time curve, 
Cmax maximum concentration, – indicates not available, ♦ indicates geometric mean, ♥ indicates median, * indicates standard deviation
The ratios of predicted versus observed AUC and Cmax outside the 0.5- to 2.0-fold limits are shown in bold
a AUC ∞
b AUC τ
c AUC 12
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related to optimized parameters; (3) a strong influence on 
calculation methods used in the model; and (4) significant 
impact in the model.

where S is the sensitivity of AUC to the evaluated parameter, 
ΔAUC is the change of AUC, AUC is the AUC with the ini-
tial value, Δp is the change of the assessed parameter value, 
and p is the parameter with the initial value. A sensitivity 
value of + 1.0 means that a 10% change in the examined 
parameter causes a 10% alteration of the predicted AUC τ.

In addition, we evaluated the uncertainty of inhibitory 
parameters KI and kinact by Monte Carlo simulations. First, 
1000 pairs of KI and kinact values were randomly sampled 
based on the normal distribution of kinact of [point estimate 
and 95% confidence interval (CI)] 0.015 (0.011–0.019) 
 min−1 and the log normal distribution of KI of 9.33 
(2.56–34.0) µM; these 1000 pairs of parameters were then 
entered into the model to perform simulations of AUC and 
Cmax. Two scenarios were simulated. Scenario A was oral 
treatment of voriconazole 400 mg twice daily on the first day 
followed by 200 mg twice daily for 2 weeks, which was con-
sidered to be sufficient to achieve steady-state. AUC tlast−1_tlast 
and Cmax values of the last dosing interval were simulated. 
Scenario B was oral treatment of voriconazole 400 mg twice 
daily on the first day followed by 200 mg twice daily on the 
second day, and oral coadministration of midazolam 7.5 mg 
with the last dose of voriconazole. AUC last and Cmax val-
ues of voriconazole and midazolam for the last dose were 
simulated.

2.6  Virtual Population Characteristics

Based on the demographic characteristics from each clinical 
trial, virtual populations of 100 individuals were generated 
to quantitatively assess the variability of the predicted con-
centration–time datasets from the respective clinical trials. 
Information on age, body weight, body height and propor-
tion of female participants was integrated into the software 
for each clinical trial. The default population variabilities for 
enzyme expression in PK-Sim® were used.

2.7  Model Applications

First, model-based simulations were performed according 
to the dosing regimens of the clinical trials in Table 1 to 
compare the predicted versus observed data, capturing the 
nonlinear PK of voriconazole including dose- and time-
dependence. Second, different CYP2C19 genotype groups, 
i.e. RMs, NMs, intermediate metabolizers (IMs) and PMs 
were simulated respectively to depict the effect of genetic 

(4)S =
ΔAUC

AUC
÷
Δp

p
,

polymorphisms of CYP2C19 on the metabolism of voricona-
zole in Table 2. Based on the PBPK model, we then explored 
the performance of various maintenance doses in different 
CYP2C19 genotype groups (RMs, NMs, and IMs). Virtual 
populations of 1000 individuals were generated based on 
the summary demographic characteristics from all clinical 
trials. The simulated dosing regimens were 400 mg twice 
daily on the first day, followed by 100–400 mg twice daily 
on the following days for 2 weeks, which was considered to 
be sufficient to achieve steady-state. The trough plasma con-
centration sample was simulated to be taken prior to the last 
dose. The probability of target attainment and of reaching 
potentially toxic Ctrough values was calculated based on two 
different definitions of therapeutic ranges to reflect the het-
erogeneity of guidelines. Thus, a therapeutic target of Ctrough 
at least 1 or 2 mg/L and at most 5 or 6 mg/L was defined. 
Third, the time course of active CYP3A4 content in both the 
liver and small intestine during voriconazole treatment was 
simulated based on the most frequent oral therapeutic dos-
ing regimen of voriconazole, i.e. 400 mg twice daily on the 
first day and then 200 mg twice daily on the following days. 
Fourth, by connecting the PBPK models of midazolam (or 
alfentanil) and voriconazole, DDI models between voricona-
zole and the victim drugs were set up (see Table 3).

3  Results

3.1  In Vitro Assays

The results of the half maximal inhibitory concentration 
 (IC50) shift assays indicated that voriconazole caused TDI 
on CYP3A4, with a 16-fold difference in the absence and 
presence of nicotinamide adenine dinucleotide phosphate 
(NADPH) (see Table 4), supporting TDI to be introduced 
into the PBPK model. In contrast, inhibition of CYP2C19 
was only within a two/threefold range of  IC50 shift and was 
therefore considered as negligible during model devel-
opment. The inactivation kinetic assay gave a KI of 9.33 
(95% CI 2.56–34.0) μM and a kinact of 0.0428 (95% CI 
0.0171–0.107) min−1 for CYP3A4, which were used for the 
parameterization in the PBPK model (see Table 5).

3.2  Model Development and Evaluation

3.2.1  Clinical Studies

Among all 93 concentration–time datasets of voriconazole 
from clinical trials, 21 were used for the model develop-
ment and 72 were used for model evaluation (see Tables 1 
and 2). The participants were all healthy volunteers, with an 
age range of 18–53 years and a body weight of 47–103 kg. 
CYP2C19 genotypes included 62 RMs (*1/*17, *17/*17), 
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Table 3  DDI study dosing regimens, populations, and predicted and observed AUC and  Cmax ratios

Observed aggregated values are reported as geometric mean unless otherwise specified
VRZ voriconazole, D day of treatment according to the numbering in the reference, bid twice daily, E datasets for model evaluation, I individual datasets, A aggregate datasets, IV intravenously, 
PO orally, Obs observed aggregated value from the literature, Pred predicted value based on the model, CI confidence interval, AUC  area under the concentration–time curve, Cmax maximum 
concentration, DDI drug–drug interaction, – indicates not available
a AUC 10
b AUC ∞

Perpetrator 
(mg)

Victim n Male (%) Age (years) Weight (kg) Use of 
dataset

Pred AUC 
ratio with/
without VRZ 
(90% CI)

Obs AUC 
ratio with/
without VRZ 
(90% CI)

Pred AUC 
ratio/Obs 
AUC ratio

Pred Cmax 
ratio with/
without VRZ 
(90% CI)

Obs Cmax 
ratio with/
without VRZ 
(90% CI)

Pred Cmax 
ratio/Obs 
Cmax ratio

References

Voriconazole Alfentanil
400 bid D1, 

200 bid D2, 
PO

0.02 mg/kg, 
IV

12 58 19–31 65–105 E/A 3.41 (1.69–
5.28)

3.97 (3.39–
4.66)a

0.86 – – – [66]

Voriconazole Midazolam
400 bid D1, 

200 bid D2, 
PO

0.05 mg/kg, 
IV

10 100 19–26 65–100 E/I 3.95 (1.96–
6.41)

3.61 (3.20–
4.08)b

1.09 – – – [23]

400 bid D1, 
200 bid D2, 
PO

7.5 mg, PO 10 100 19–26 65–100 E/I 7.51 (2.83–
12.0)

9.85 (8.23–
11.8)b

0.76 2.44 (1.90–
3.44)

3.56 (2.85–
4.44)b

0.69 [23]
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101 NMs (*1/*1), 77 IMs (*1/*2, *1/*3, *2/*17, *2/*2/*17), 
and 65 PMs (*2/*2, *2/*3, *3/*3) (see Table 2). Adminis-
tration protocols included both oral and intravenous routes, 
both single and multiple doses, and individual doses ranging 
from 1.5 to 6 mg/kg and from 50 to 400 mg.

3.2.2  Model Development

The input parameters describing the PBPK model of vori-
conazole are listed in Table 6. Vmax for CYP3A4 was origi-
nally fixed to 0.31 pmol/min/pmol according to the reported 
value by Damle et al. [31]. However, simulations resulted in 
a more than twofold overprediction for AUC for low doses 
of voriconazole. The reasons for overprediction of AUC 
were explored. Simultaneous and separate optimization of 
Vmax for CYP3A4 and CYP2C19 showed that the optimized 
value for CYP2C19 was approaching the value reported, 
while for CYP3A4, the optimized value was far higher than 
the reported value. A possible reason was that the reported 
value for CYP3A4 was obtained without consideration of 
TDI on CYP3A4, which might lead to underestimation 
of Vmax. Furthermore, the subjects in the clinical studies 
belonged to different CYP2C19 genotypes, which provided 
the possibility to optimize the Vmax of CYP3A4. There-
fore, this parameter was optimized as 2.12 pmol/min/pmol 
based on the concentration–time datasets of CYP2C19 PMs 
with intravenous administration [18], assuming that only 
CYP3A4 mediated the metabolism of voriconazole in PMs 
due to the deficiency of CYP2C19. For other genotypes, 

both CYP2C19 and CYP3A4 contributed to the metabolism 
of voriconazole. The different CYP2C19 genotypes were 
integrated into the model for RMs, NMs, IMs or PMs, with 
the reference CYP2C19 expression values of 0.79, 0.76, 0.40 
and 0.01 µmol/L, respectively [34]. Therefore, in the absence 
of evidence for another root cause of AUC overprediction, 
TDI of CYP3A4 by voriconazole was introduced into the 
model, assuming that it reflects MBI, with Eq. S4 in the 
ESM based on the in vitro inactivation kinetic parameter KI 
of 9.33 μM. When the in vitro kinact of 0.0428 min−1 served 
as the model input, the predicted concentration–time data-
sets of midazolam in DDI with co-treatment of voriconazole 
were overestimated. Therefore, kinact was finally optimized as 
0.015 min−1 based on the concentration–time datasets with 
multiple intravenous dosing of voriconazole [36].

3.2.3  Model Evaluation

The predicted PK results for the respective clinical trials 
in comparison with the observed aggregate values are pre-
sented in Tables 1 and 2, together with administration pro-
tocols and subjects’ details. Prediction performance of the 
model was quantitatively evaluated by the ratios of predicted 
versus observed aggregate AUC and Cmax values, with calcu-
lated GMFEs being shown in Tables 1 and 2. Among the 28 
test datasets for subjects with unspecified genotype, 71% of 
predicted/observed aggregate AUC ratios and all aggregate 
Cmax ratios were within the 0.5- to 2.0-fold limits (Table 1). 
Taking the genotype of CYP2C19 into consideration, from 

Table 4  IC50,  IC50 shift, Ki assay results (point estimates with 95% confidence intervals)

The inactivity pre-incubation time was 30 min and the secondary activity incubation time was 10 min
VRZ voriconazole, Ki inhibition constant, IC50 half maximal inhibitory concentration of the inhibitor, NADPH nicotinamide adenine dinucleotide 
phosphate, CYP cytochrome P450

Enzyme Inhibitor IC50 (µM) Ki (µM) IC50 (µM) IC50 shift (fold 
difference)

Without NADPH With NADPH

CYP3A4 (midazolam) VRZ 6.04 (3.41–10.7) 0.470 (0.344–0.636) 48.7 (18.5–128) 3.00 (0.465–19.3) 16
VRZ N-oxide 3.52 (2.08–5.95) 0.894 (0.650–1.22) 32.3 (21.1–49.4) 5.24 (0.814–33.7) 6

CYP2C19
(mephenytoin)

VRZ 17.1 (11.7–25.0) 1.08 (0.815–1.43) 47.6 (8.47–267) 24.1 (17.6–33.0) 2
VRZ N-oxide 119 (49.0–289) 9.00 (6.94–11.7) 145 (71.6–295) 44.0 (26.8–72.4) 3

CYP2C19
(omeprazole)

VRZ 5.29 (3.98–7.02) 1.26 (0.839–1.82) 17.9 (11.9–27.1) 5.46 (1.10–27.0) 3
VRZ N-oxide 40.4 (5.78–282) 7.43 (5.58–9.80) 121 (72.0–202) 21.0 (12.6–34.8) 6

Table 5  TDI KI/kinact assay conditions and results (point estimates with 95% confidence intervals)

KI inhibition concentration when reaching half of kinact, kinact maximum inactivation rate constant, TDI time-dependent inhibition, CYP 
cytochrome P450

Enzyme Substrate Voriconazole con-
centrations (µM)

Duration of pre-
incubation (min)

Incubation time 
(min)

KI (µM) kinact  (min−1) kinact/KI (mL/min/
µmol)

CYP3A4 Midazolam 0, 4, 12, 40, 120, 
400

0, 1, 3, 6, 12, 18, 
24, 30

10 9.33 (2.56–34.0) 0.0428 (0.0171–
0.107)

0.00459
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44 test datasets, 89% of aggregate AUC ratios and all aggre-
gate Cmax ratios were within 0.5- to 2.0-fold (Table 2). In 
addition, 85% of predicted/observed aggregate Ctrough ratios 
from clinical trials after multiple administration were within 
the 0.5- to 2.0-fold range (Table S4 in the ESM). The per-
formance of the model was visualized by comparing pre-
dicted and observed concentration–time datasets, as shown 
in Figs. 3 and 4, and in Figs. S1, S2 and S4–7 in the ESM. 
The model-based simulations for multiple doses captured the 
dose- and time-dependent nonlinear PK of voriconazole well 
(Fig. 3, and Figs. S1, S4, and S7 in the ESM). Although the 

Table 6  Physicochemical and PK parameters of the voriconazole PBPK model

CYP cytochrome P450 (CYP3A4 kcat 2.12 min−1 was optimized), GFR glomerular filtration rate, PK pharmacokinetics, PBPK physiologically 
based pharmacokinetic, PK pharmacokinetic, – indicates not available
*Drug bank; all three reported solubility values were used for interpolation
# Values apply for global voriconazole metabolism via this enzyme irrespective of the metabolic pathway; specific intestinal permeability 
2.71 × 10−4 cm/s was optimized

Parameter Units Value used in the voriconazole 
model

Source of values Description

MW g/mol 349.3 349.3 Molecular weight
fu % 42 [1, 31, 67, 68] 42 [1, 31, 67, 68] Fraction unbound
logP 1.8 [31, 68] 1.75 [69], 1.65*, 1.8 [31, 68], 

2.56 [67]
Lipophilicity

pKa 1.60 (base) [70] 1.60 [70], 1.76 [31, 67, 68], 
12.71 (acidic)*, 2.27 (basic)*

Acid dissociation constant

Solubility (pH) mg/mL 3.2 (1.0) [70], 2.7 (1.2) [71], 0.1 
(7.0)*

0.2 [68], 0.0978*, 3.2 (1.0) [70], 
2.7 (1.2) [71]

Solubility

Specific intestinal permeability cm/s 2.71 × 10−4 Optimized, 2.81 × 10−5 [31] Normalized to surface area
Partition coefficients Poulin and Theil [31, 67] Poulin and Theil [31, 67] Organ-plasma partition coef-

ficients
Cellular permeabilities PK-Sim standard – Permeation across cell mem-

branes
CYP3A4 Km µmol/L 15 [31] 15 [31], 11 [31], 16 ± 10 

[72], 11 ± 3 [72], 235 [13], 
834.7 ± 182.2 [68]

Substrate concentration at which 
the reaction rate is half-max-
imal

CYP3A4 kcat min−1 2.12 Optimized, 0.31 [31], 0.1 [31], 
32.2 ± 28.4 [68], 0.05 ± 0.01 
[72], 0.10 ± 0.01 [72], 0.14 
[13]

CYP3A4 catalytic rate  constant#

CYP2C19 Km µmol/L 3.5 [31] 3.5 [31], 9.3 ± 3.6 [68], 14 ± 6 
[72], 3.5 [13]

Substrate concentration at which 
the reaction rate is half-max-
imal#

CYP2C19 kcat min−1 1.19 [31] 1.19 [31], 40 ± 13.9 [68], 
0.22 ± 0.02 [72], 0.39 [13]

CYP2C19 catalytic rate  constant#

GFR fraction 1 – Fraction of filtered drug reaching 
the urine

CYP3A4 KI µmol/L 9.33 In vitro result from this study The inhibitor concentration when 
reaching half of kinact

CYP3A4 kinact min−1 0.015 Optimized from in vitro results 
from this study (0.04)

The maximum inactivation rate 
constant

DT,50 for tablet min 30 Optimized Dissolution time when 50% of 
the substance dissolved

Shape factor for tablet 1.29 Optimized Dissolution shape parameter for 
Weibull function

Fig. 3  Prediction performance of the voriconazole PBPK model 
on aggregate plasma concentrations for multiple doses. Observed 
aggregate data reported in the literature are shown as a dot, triangle, 
square, cross, or crossed square [6, 36–38, 47–60]; population simu-
lation medians are shown as lines; and the shaded areas illustrate 
the 68% population prediction intervals. Details of dosing regimens, 
study populations, and predicted versus observed PK parameters are 
summarized in Table 1. D day of treatment according to the number-
ing in the reference, qd once daily, bid twice daily, tid three times 
daily, IV intravenously, PO orally, Plasma conc voriconazole plasma 
concentration, PBPK physiologically based pharmacokinetic, PK 
pharmacokinetic

▸
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population predictions for low doses (i.e. 50 mg) reflected 
overestimation compared with the observed individual data, 
for the therapeutic dose of 400 mg the 95% prediction inter-
val covered the variability of the observed individual data 
sufficiently (Fig. 4, and Fig. S5 in the ESM), indicating that 
simulations grouped by different CYP2C19 genotype were 
suitable to describe the effect of genetic polymorphisms of 
CYP2C19 on the metabolism of voriconazole. This was 
confirmed by the population predictions of observed aggre-
gate concentration–time datasets for both single and multi-
ple doses in different CYP2C19 genotype groups, despite 

Fig. 3  (continued)

Fig. 4  Prediction performance of the voriconazole PBPK model on 
individual plasma concentrations in different CYP2C19 genotype 
groups for a single dose. Observed individual data reported in the 
literature are shown as dots [18, 24, 62, 63]; population simulation 
medians are shown as lines; and the shaded areas illustrate the 95% 
population prediction intervals. Details of dosing regimens, study 
populations, and predicted versus observed PK parameters are sum-
marized in Table  2. IV intravenously, PO oral, Plasma conc vori-
conazole plasma concentration, RM rapid metabolizers, NM normal 
metabolizers, IM intermediate metabolizers, PM poor metabolizers, 
Rengel Rengelshausen, PBPK physiologically based pharmacokinetic, 
PK pharmacokinetic, CYP cytochrome P450

▸
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an overprediction of exposure for multiple doses in PMs 
(Figs. S2 and S7 in the ESM). Furthermore, plotting pre-
dicted versus observed AUC, Cmax and Ctrough from all the 
clinical studies confirmed a good fit of the final PBPK model 
of voriconazole for most clinical trials (Fig. 5), while some 
overprediction of AUC values was present for low doses.

3.3  Sensitivity Analysis

A sensitivity analysis was performed based on the simulation 
of the therapeutic multiple oral dosing regimen (i.e. 400 mg 
twice daily on the first day and then 200 mg twice daily on 
the following days until reaching steady-state) to assess the 
impact of the parameters on the model. The voriconazole 
model was most sensitive to CYP2C19 kcat, Km, and fraction 
unbound values (all taken from the literature), with sensitiv-
ity values ranging from − 1.08 to 0.75 (Fig. S3a in the ESM). 
Analysis of the parameters for voriconazole/midazolam DDI 
models on the AUC last of midazolam showed that sensitivity 
was most pronounced for midazolam lipophilicity, CYP3A4 
kinact and KI with the sensitivity values beyond − 1.0 or 1.0 
(Fig. S3b in the ESM).

The assessment of the uncertainty of inhibitory param-
eters KI and kinact in scenario A showed that simulated 
AUC tlast−1_tlast of voriconazole was (point estimate and 
90% CI) 12.6 (7.77–16.4)  mg/L*h and Cmax was 2.61 
(2.02–3.01) mg/L, corresponding to a 90% CI of 61.6–130% 
of the point estimate for AUC tlast−1_tlast and 77.4–115% for 

Cmax. The simulation of scenario B resulted in voricona-
zole AUC last values of 14.1 (7.67–22.3) mg/L*h and Cmax 
values of 2.46 (1.86–3.05) mg/L; and midazolam AUC last 
values of 0.753 (0.227–1.84) mg/L*h and Cmax values of 
0.121 (0.0751–0.149) mg/L. This corresponded to relative 
90% CIs for voriconazole AUC last of 54.4–158% and Cmax of 
75.6–124%; and for midazolam AUC last of 30.3–244% and 
Cmax of 62.1–123% of the respective point estimates.

3.4  Model Application

3.4.1  Suitable Maintenance Doses in CYP2C19 Genotype 
Groups

A separate simulation of specific CYP2C19 genotype 
groups could reasonably describe both observed individual 
and aggregate concentration–time datasets for either a sin-
gle dose or multiple doses, as assessed by the respective 
criteria (Table 2 and Fig. 3, and Figs. S2, S5, and S7 in 
the ESM). Therefore, model-based simulations were car-
ried out to explore the performance of voriconazole mainte-
nance doses for different CYP2C19 genotypes (Fig. 8). The 
standard dosage (oral 400 mg twice daily on the first day 
and 200 mg twice daily for the following days) was con-
firmed to be appropriate for IMs, while for RMs and NMs, 
the 200 mg maintenance dose provided an insufficient expo-
sure, with a probability of target attainment of < 30%. The 
results of model-based simulations showed that doubling 

Fig. 4  (continued)
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Fig. 5  Goodness-of-fit plot of 
the PBPK model of voricona-
zole. Predicted versus observed 
aggregate AUC (a), Cmax (b), 
and Ctrough (c) of voriconazole 
from all clinical studies. The 
identity line and 0.5- to 2.0-fold 
acceptance limits are shown as 
solid and dashed lines, respec-
tively. Different colors represent 
different clinical trials. “*” after 
the study name shows that dif-
ferent genotype groups are 
displayed in the study. PBPK 
physiologically based pharma-
cokinetic, AUC  area under the 
concentration–time curve, Cmax 
maximum concentration, Ctrough 
trough concentration
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the maintenance dose for RMs and NMs could increase the 
probability of target attainment twofold while maintaining a 
probability of reaching toxic concentrations below 20%. The 
less reliable prediction for multiple doses in PMs precludes 
the suggestion of an appropriate maintenance dose regimen 
in PMs, although it clearly shows that the 200 mg twice daily 
dose is too high.

3.4.2  Inhibition of CYP3A4 by Voriconazole

The time courses of CYP3A4 activity in both the liver and 
small intestine were assessed during long-term voriconazole 
treatment. The maximum inhibition was reached at 51.2 h in 
the liver and 52.5 h in the small intestine (Fig. 6), resulting 
from the combination of the physiological CYP3A4 turnover 
and TDI (in our model, MBI) of CYP3A4 (Eq. S4 in the 
ESM). The CYP3A activity was predicted to recover 90% of 
its baseline 5 days after the last voriconazole dose.

3.4.3  Drug–Drug Interaction Modeling

The CYP3A4 inhibition model of voriconazole was further 
applied to the DDI between CYP3A4 probe substrates as 
victims (midazolam and alfentanil) and voriconazole as 
the perpetrator. Figure 7, and Fig. S8 in the ESM, demon-
strate the good performance of DDI PBPK models for vori-
conazole and the two probe substrates. The observed AUC 
change of substrates during co-treatment with voriconazole 
was inside the 90% CI of the predicted AUC change. For 
alfentanil, the predicted/observed DDI AUC ratio of alfenta-
nil was 0.86, indicating that this inhibition model was appro-
priate (Table 3). The inhibition model was further confirmed 
to be suitable by the predicted/observed midazolam DDI 

AUC ratios of 1.09 and 0.76, respectively, for intravenous 
and oral administration of midazolam (Table 3).

4  Discussion

A whole-body PBPK model of voriconazole integrating TDI 
of CYP3A4 has been successfully developed. Model-based 
simulations of voriconazole plasma concentrations were in 
good agreement with observations from clinical studies with 
both intravenous and oral administration of a wide range of 
single and multiple doses. The model was also appropriate 
to predict voriconazole plasma concentrations for individual 
CYP2C19 genotype groups and the extent of DDIs with the 
CPY3A4 probe substrates midazolam and alfentanil caused 
by voriconazole.

Several lines of evidence supported that the incorporation 
of TDI should be considered to accurately describe the PK 
of voriconazole. First, Mikus and colleagues proposed that 
‘autoinhibition’ of CYP3A was the key to explaining the 
observed dose nonlinearity of voriconazole elimination after 
administration of 50 and 400 mg in healthy volunteers [15, 
24]. Second, time-dependent disproportionately increasing 
exposure of voriconazole was found in vivo after multiple 
doses, e.g. AUC for multiple intravenous administration 
(3 mg kg−1 over 1 h once on the first day and twice daily 
on the following days) on the fifth day of treatment was 
more than twofold higher than the predicted value based on 
the results for the first dose under the assumption of dose-
linearity, and continued to increase until the 12th-day doses 
[36]. Third, both Friberg et al. and Kim et al. integrated 
‘time-dependent inhibition’ or ‘autoinhibition’ in their mod-
els to describe the respective processes regarding enzyme 
inhibition by voriconazole in vivo [25, 26]. Fourth, our 

Fig. 6  Effect of therapeutic 
multiple oral dosings of vori-
conazole on hepatic and small 
intestinal CYP3A activity. Pre-
dicted change of relative hepatic 
(green line) and small intestinal 
(red line) CYP3A activity over 
time after therapeutic multiple 
oral dosings of voriconazole. 
The blue line represents vori-
conazole plasma concentration, 
and arrows indicate dosing 
events of a standard therapeu-
tic dosing schedule for oral 
voriconazole. CYP cytochrome 
P450
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in vitro assays clearly showed a pronounced  IC50 shift from 
48.7 to 3 µM, verifying TDI of CYP3A4 by voriconazole 
(Table 4). Indeed, incorporation of TDI (assuming MBI) 
into the PBPK model turned out to be essential to predict the 
dose- and time-dependent PK nonlinearity of voriconazole.

Beyond TDI, reversible inhibition of CYP3A4 and 
CYP2C19 by voriconazole was also explored. Our in vitro 
assay resulted in a competitive inhibition of CYP3A4 Ki of 
0.47 (95% CI 0.344–0.636) µM, which is in agreement with 
the results from other studies, e.g. competitive inhibition 
(Ki = 0.66 µM) and noncompetitive inhibition (Ki = 2.97 µM) 
in one study [21], and solely competitive inhibition 
(Ki = 0.15 µM) in another study [22]. However, in vivo 
evaluation of DDIs between voriconazole and midazolam 
indicated that assumption of a simple competitive inhibition 
only was explicitly not sufficient in vivo [42]. A TDI model 
of CYP3A was discussed in the previous research but was 
not incorporated due to a lack of in vitro data to support it. 
At that time, a hypothetical extra effect compartment was 
introduced to describe a time delay [42]. Thus, we conducted 
an in vitro assay to explore TDI of voriconazole on CYP3A4 
to fully understand the metabolism of voriconazole.

Furthermore, our in vitro assay showed competitive inhi-
bition of voriconazole on CYP2C19 with Ki values of 1.08 
(95% CI 0.815–1.43) µM and 1.26 (95% CI 0.839–1.82) µM 
using omeprazole and mephenytoin as substrates, respec-
tively (see Table 4), which could provide some evidence for 
DDIs between voriconazole and CYP2C19 probe substrates 
(e.g. omeprazole and mephenytoin). In vivo, voriconazole 
was reported to increase the Cmax and AUC τ of omeprazole 
by 116% and 280% [43], respectively. However, detailed 
in vivo data were not available, which limited the evalua-
tion of the PBPK DDI models between voriconazole and 
CYP2C19 substrates, which is one of the limitations of our 
PBPK model.

Beyond the effects of the parent drug, the inhibition of 
voriconazole N-oxide on CYP3A4 and CYP2C19 was also 
investigated. Although voriconazole N-oxide exhibited 

reversible inhibition on both enzymes, the effects were 
weaker with Ki 0.894 (95% CI 0.650–1.22) and 9.00 (95% 
CI 6.94–11.7) µM, respectively (see Table 4). Additionally, 

Fig. 7  Prediction performance of voriconazole PBPK model in DDIs 
with CYP3A4 probe substrates. The voriconazole model integrated 
with the models of CYP3A4 probe substrates predicted inhibitory 
effects of voriconazole on CYP3A4 in  vivo. Population predictions 
of a alfentanil or b, c midazolam plasma concentration–time data-
sets, with and without voriconazole treatment, were compared with 
observed data shown as green triangles (control), red dots (voricona-
zole coadministration) or symbols ± SD [23, 66]. Population simula-
tion medians are shown as green lines (control) or red lines (voricon-
azole coadministration), and the shaded areas illustrate the respective 
a 68% and b, c 95% population prediction intervals. Details of dosing 
regimens, study populations, and predicted and observed DDI AUC 
ratios and Cmax ratios are summarized in Table  3. IV intravenously, 
PO orally, PBPK physiologically based pharmacokinetic, DDI drug–
drug interactions, CYP cytochrome P450, SD standard deviation, 
AUC  area under the plasma concentration–time curve, Cmax maxi-
mum concentration

▸
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at therapeutic voriconazole doses, plasma concentrations of 
voriconazole N-oxide typically reach only about one-third 
compared with that of its parent drug [17]. Thus, the inhi-
bition by voriconazole N-oxide would be much less than 
that of the parent drug and was considered negligible during 
PBPK model development.

The advantages of the PBPK model approach presented 
here becomes evident when compared with an empirical 
population PK model. PBPK models can provide a more 
precise mechanistic picture of inhibition processes. Based 
on the developed PBPK model, it was feasible to describe 
the time course of inhibition of CYP3A4 during and after 
voriconazole treatment by taking into account the dynamic 
nature of the inhibition process, with a clear differentiation 
between liver and small intestinal enzyme activity (Fig. 6). 
Furthermore, this PBPK model could be applied to predict 
the effect of voriconazole dosing schemes on other CYP3A4 
substrate drugs, and to thus manage respective clinical DDIs. 
This was verified by the observation that the prediction of 
DDIs was mostly appropriate for oral and intravenous mida-
zolam, as well as for alfentanil (Fig. 7, and Fig. S8 in the 
ESM), both being established CYP3A4 probe substrates 
[44].

For a thorough understanding of voriconazole PK, 
CYP2C19 genotype groups were another important factor 
during model development since the wide interindividual 
variability mainly results from differences in enzyme activ-
ity between CYP2C19 genotypes. Therefore, suitable main-
tenance doses for the CYP2C19 genotype groups (RMs, 
NMs, and IMs) were suggested based on simulations. For 

PMs, the search for a dose to provide an appropriate expo-
sure was less reliable due to the limited performance of the 
model for multiple doses in this genotype group. With TDI 
on CYP3A4 activity and deficiency of CYP2C19, voricona-
zole would accumulate in PMs and might reach extremely 
high concentrations after multiple administrations. However, 
the observations from one study showed that the increase of 
voriconazole concentrations in PMs after multiple doses was 
less than predicted (Fig. S2f in the ESM) [19], indicating 
that other elimination pathways may compensate and thus 
attenuate drug accumulation in the body. However, for PMs, 
the experimental data to quantitatively describe voriconazole 
PK in individuals were sparse, limiting the integration of 
more complex pathways.

Although the presented model performed well with 
respect to both single and multiple doses and in most 
CYP2C19 genotype groups (RMs, NMs, and IMs), it has 
several limitations. First is the assumption that only CYP3A4 
and CYP2C19 mediate primary metabolism and elimination 
of voriconazole. This assumption may result in overestima-
tion of the role of CYP3A4 and CYP2C19 activity; however, 
the consequence of ignoring FMO and CYP2C9 should be 
acceptable in most CYP2C19 genotypes (RMs, NMs, and 
IMs). Km values for FMO1 and FMO3 are in the millimolar 
range (about 3 mM) [14], which is far beyond the concen-
trations reached in vivo. A contribution of CYP2C9 was 
identified in only one paper [13] with a small Vmax value, 
which was not confirmed in other in vitro assays [13, 45]. 
Renal excretion of unchanged voriconazole is < 2%, and pri-
mary metabolism by glucuronidation is also negligible [17]. 

Fig. 8  Probability of target attainment for therapeutic and toxic 
Ctrough in different CYP2C19 genotype groups for long-term dosing. 
The simulated dosing regimens were 400 mg bid on the first day, fol-
lowed by 100–400  mg bid on the following days for 2  weeks. The 
final trough plasma concentration sample was simulated to be taken 
prior to the last dose. Red and green lines represent the probability of 
therapeutic target attainment based on Ctrough above 1 mg/L and above 

2  mg/L, respectively. Blue and purple lines show the probability of 
toxicity target attainment based on Ctrough above 5  mg/L and above 
6 mg/L, respectively. Black lines show the optimal dose for each gen-
otype group. IM intermediate metabolizers, NM normal metabolizers, 
RM rapid metabolizers, Ctrough trough concentration, CYP cytochrome 
P450, bid twice daily
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Thus, it is reasonable to simplify the primary metabolism 
of voriconazole as depending on CYP3A4 and CYP2C19 
only. In addition, the fact that our model was able to properly 
describe most published data supports the pivotal role of 
CYP3A4 and CYP2C19 for overall voriconazole elimina-
tion. Another limitation is that the minor inhibitory effect of 
voriconazole N-oxide observed in vitro, as well as possible 
effects of other voriconazole metabolites, were not taken into 
account. In addition, we did not attempt to simultaneously 
describe the concentration–time datasets of voriconazole 
N-oxide and other metabolites (hydroxy-fluoropyrimidine 
voriconazole and dihydroxy-fluoropyrimidine voriconazole) 
reported in a few published studies to limit the complexity of 
the model and to limit the number of assumptions required. 
The third limitation was that during model development, 
datasets with low voriconazole doses, e.g. 50 mg, were not 
successfully integrated into the model. When extrapolat-
ing the model predictions to low dosages, the simulation 
showed some overprediction of voriconazole concentrations; 
however, such low doses are not clinically relevant. Fourth, 
based on the datasets of healthy volunteers, the model-based 
simulations provided suggestions for an appropriate dosage 
for CYP2C19 genotype subgroup (see Fig. 8). However, the 
applicability of modeling results for patients needs to be con-
firmed in future studies. Currently, therapeutic drug moni-
toring for voriconazole would be preferred for all patient 
subgroups to guarantee proper voriconazole concentrations 
in each patient. Fifth, while an all-embracing assessment 
of all uncertainties of input parameters on various potential 
model outcomes was not feasible, we performed an assess-
ment of the uncertainty of the key parameters. i.e. KI and 
kinact. While the 90% CI of the resulting distribution for the 
exposure of voriconazole itself was within the 0.5- to 2-fold 
range of its median in the model, the respective simulated 
90% CI for midazolam exposure slightly exceeded a twofold 
deviation from the median. However, in light of the observed 
high variability in exposure changes of midazolam when 
coadministered with voriconazole, we concluded that the 
uncertainty of the inhibitory parameters is acceptable in our 
model, in particular given the fact that a potential covariance 
of KI and kinact was neglected for parameter sampling. On the 
other hand, the need to optimize the experimentally obtained 
kinact based on clinical data may also reflect the limitations 
of our in vitro experiments to quantitatively predict enzyme 
inhibition in vivo.

Although the current model successfully described the 
complex metabolism of voriconazole, we suggest to further 
verify the model by additional in vitro studies (e.g. elucidat-
ing the exact mechanism of TDI on CYP3A4) and clinical 
studies (e.g. studies quantifying the metabolites of voricona-
zole, i.e. voriconazole N-oxide, hydroxy-fluoropyrimidine 
voriconazole, and dihydroxy-fluoropyrimidine voriconazole 
in plasma/urine/feces; studies in PMs with low multiple 

doses; and DDI studies between CYP3A4 substrates and 
voriconazole, including quantification of its metabolites 
and different routes of administration of both substrates and 
voriconazole).

5  Conclusions

TDI of CYP3A4 by voriconazole is an important PK char-
acteristic of the drug and needs to be taken into account, 
along with the CYP2C19 genotype, to properly predict the 
exposure of voriconazole. By incorporating these elements, 
a PBPK model of voriconazole was developed that could 
accurately capture the time- and dose-dependent alterations 
of voriconazole PK, as well as DDIs caused by voriconazole 
inhibitory effects on CYP3A4. This model could support 
individual dose optimization of voriconazole, as well as 
DDI risk management. It will be provided as a public tool in 
the OSP repository (http://www.open-syste ms-pharm acolo 
gy.org/) to assess the DDI potential of investigational drugs, 
support the design of clinical trials, or to expand the model 
for predictions in special populations.
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1 METHODS

1.1 In vitro assay for inhibition of CYP2C19 and CYP3A4 by voriconazole and its metabolite voriconazole-

N-oxide 

1.1.1 Chemicals

Voriconazole,  1ʹ-hydroxy-midazolam,  and  labetalol  hydrochloride  were  purchased  from  Sigma-Aldrich  (St

Louis,  MO, USA).  Voriconazole  N-oxide,  (S)-mephenytoin,  and  (S)-4ʹ-hydroxy-mephenytoin were  obtained

from Toronto Research  Chemicals  (North  York,  ON,  Canada).  Midazolam hydrochloride  was  bought  from

Rotexmedica  GmbH  Arzneimittelwerk  (Trittau,  SH,  Germany).  All  chemicals  and  solvents  were  high-

performance  liquid  chromatography  (HPLC)  grade.  Human  recombinant  CYP3A4  and  CYP2C19,  human

cytochrome P450 oxidoreductase and cytochrome b5, and the NADPH regenerating system were acquired from

Corning Life Sciences (Tewksbury, MA, USA). 

1.1.2 General incubation conditions

According to the validated assays reported [1,2], incubations were carried out in 96-well polypropylene reaction

plates on a heating block (ThermoStat plus, Eppendorf, Hamburg, Germany)  at 37°C. The incubation solution

contained 0.1 M phosphate buffer (pH 7.4), recombinant CYP3A4 (or CYP2C19), NADPH-regenerating system

including NADP+ (1.3 mM), glucose-6-phosphate (3.3 mM), glucose-6-phosphate-dehydrogenase (0.4 U/ml),

magnesium  chloride  (3.3  mM),  and  substrates  and  /or  inhibitors  as  applicable.  Solvent  (acetonitrile)

concentration in the incubation solution was less than 2 % (v/v). The reactions were commenced by the addition

of the NADPH regenerating system (5 µl) to a final incubation volume of 100 µl and terminated by adding 100

µl ice-cold acetonitrile. Thereafter, samples were centrifuged for 10 min at 16100 x g force. Finally, 100 µl of

the supernatant was collected and mixed with 125 µl labetalol  internal  standard solution (1.83 µM aqueous

solution) for LC-MS/MS analysis.  Km/Vmax and IC50  assays were carried out in triplicate.  Ki assays and time-

dependent inhibition (TDI) assays (IC50 shift and K I/k inact) were carried out in duplicate due to the large number

of samples and the space limits of 96-well plates.

1.1.3 Determination of Km values

To  optimize  substrate  concentrations  for  the  subsequent  inhibition  assays,  Km values  were  determined  by

incubating  a  range  of  substrate  concentrations.  First,  based  on  the  enzyme  concentration  recommended  in

literature [1], the recombinant enzyme at the protein concentration, as shown in Table S1 was mixed with buffer

and warmed up to 37°C. Then aliquots of the mixture (90 µl) were pipetted into each well of a 96-well plate on a

heating block at 37°C, followed by adding 5 µl containing a range of six substrate concentrations. Two negative

control  samples  were  incubated  in  parallel,  i.e.,  one  without  NADPH-regenerating  system and one  without

enzyme. 

1.1.4 Determination of incubation time

The suitable duration of incubations was determined using linearity experiments measuring the formation of the

major metabolites of the probe substrates versus incubation time (0-30 min). Substrate concentrations in these

experiments were around Km, as shown in Table S2.
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1.1.5 Determination of IC50 values

Reversible inhibition of voriconazole and voriconazole N-oxide on CYP3A4 and 2C19 were tested by IC50 and

Ki assays. IC50  assays were carried out by incubating with a range of inhibitor concentrations (voriconazole or

voriconazole N-oxide: 0 µM and 1.2-400 µM), together with the substrate (at concentrations around Km), enzyme

and NADPH as shown in Table S2.

1.1.6 Determination of Ki values

Based on the results from Km and IC50 determinations, we selected a range of substrate concentrations (shown in

Table S2) and inhibitor concentrations (0 and about 0.25*IC50, 0.5*IC50, 1*IC50, 2.5*IC50, 5*IC50, 10*IC50) for

the reversible inhibition Ki assay. Enzyme concentrations in the Ki assay were the same as in the IC50 assay.

1.1.7 TDI to determinate IC50 shift 

To explore TDI of voriconazole and voriconazole N-oxide,  IC50 shift  assays were carried out.  These assays

consisted of two periods, i.e., pre-incubation of inhibitor and enzyme for 30 min in the absence and presence of

NADPH, respectively, followed by the substrate incubation period to measure remaining enzyme activity. In the

first period, a range of concentrations of voriconazole (or voriconazole N-oxide) covering 0 and 0.1-fold to 10-

fold IC50 (see Table S2) were pre-incubated with recombinant CYP3A4 (or CYP2C19) at 37°C. Vehicle controls

were included to account for any nonspecific decrease in enzyme activity during the incubation. For the second

incubation period, the samples were diluted 10-fold for CYP3A4 and 5-fold for CYP2C19 prior to addition of

the  probe  substrate  (at  concentrations  around  Km)  to  reduce  the  concentration  of  inhibitor  and  thereby  to

minimize its direct inhibitory effects. To have sufficient enzyme activity to be quantified after this dilution step,

pre-incubations  were  carried  out  with  10-fold  (for  CYP3A4)  and  5-fold  (for  CYP2C19)  higher  enzyme

concentrations, aimed to be diluted accordingly in the second period. 

1.1.8 TDI to determinate K I and k inact  

TDI was characterized additionally by the K I/k inact  assay on CYP3A4. It was carried out in a similar way as the

IC50 shift  assay. First, a range of concentrations of voriconazole (0, 4, 12, 40, 120, and 400 μM) were pre-

incubated  with  recombinant  CYP3A4 and  NADPH at  37°C.  Then,  at  0,  1,  3,  6,  12,  18,  24,  30  min,  the

preincubation samples were diluted 10-fold in the secondary incubation with midazolam (at  a concentration

around 10 fold Km) for 10 min.

1.1.9 Quantification of metabolites

The metabolites were quantified by LC-MS/MS with labetalol (1.83 µM) as internal standard using an API 5000

with QJET™ Ion Guide (AB SCIEX, Concord, Ontario, Canada), a binary Agilent 1200 pump, an Agilent 1260

Infinity standard autosampler (Agilent Technologies Inc., Santa Clara, CA, USA) and Analyst software version

1.6.2 (AB SCIEX, Concord, Ontario, Canada). 20 μl of sample was injected into a Nucleodur C18 Isis column

(125 mm × 2 mm, 3 μM) (Macherey-Nagel, Dueren, NW, Germany), eluted with the mobile phase consisting of:

water with 0.1% formic acid (solvent A) and acetonitrile with 0.1% formic acid (solvent B) at a flow rate of 400

μl/min. The column temperature was maintained at 40°C. The calibration standards and quality control samples

were prepared by adding 10 μL of the appropriate combined working solution to 90 μL of 0.1 M phosphate

buffer, then mixing with 100 μL of acetonitrile. 100 μl of the solution was then collected and spiked with 125 μl
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of aqueous IS working solution (1.83 μM labetalol) and transferred to glass vials for LC-MS/MS analysis. The

solvent concentration in calibration standards and quality control samples were the same as in the measured

samples. Although calibration standards and quality control samples did not contain enzyme preparations, the

protein effect could be considered as negligible due to the low respective protein concentration in incubation

around 7 mg/L (as compared to about 70000 mg/L in human plasma).  The analytical method was validated

according to the European Medicines Agency guideline “Bioanalytical method validation, EMEA/CHMP/EWP/

192217/2009 Rev. 1” [3]. Intra-day coefficients of variation were lower than 11.04% regarding relative standard

deviation for  the  lowest  quality  control  samples.  The mean inaccuracy  was  lower  than  5.27%. LC/MS/MS

parameters, solvent gradient, and standard curve ranges are listed in Table S3. The lower limits of quantification

for 1’-hydroxmidazolam, 4’-hydroxymephenytoin, and 5’-hydroxyomeprazole were 0.0111, 0.0111, and 0.0815

µM, respectively.

1.1.10 Data analysis of in vitro assay

All  in vitro assay datasets were analyzed using GraphPad Prism 7 (GraphPad, La Jolla, CA, USA) [4]. Point

estimates with 95% confidence intervals (CIs) were estimated based on the single assay with triplicates . IC50

values  were  determined  by regression  analysis  using  the  logarithm  of  inhibitor  concentrations  versus  the

percentage of the remaining enzyme activity after incubation. The data were fit to a standard sigmoidal curve.

IC50 shift values were calculated as the ratio of the IC50  value acquired after pre-incubation for 30 min in the

absence versus presence of NADPH.

For K I/k inact  assays, the natural logarithm of percentage remaining activity of enzyme after the pre-incubation

time was calcuated by Eq. S1 [5]. Plotting the value obtained by Eq. S1 against the preincubation time resulted

in a line and and the negative slope of the line was defined as k obs. Each inhibitor concentration produced the

respective  k obs.  Non-linear  analysis for  k obs and respective inhibitor concentrations resulted in a Michaelis-

Menten model to provide K I and k inact  value according to Eq. S2 [1]. 

Eq.S1 ln of percentageremaining activity=ln (
activitywith inhibitor treatment t

activity with vehicle t
×100)

Eq.S2 k obs=kobs [I ]=0+
k inact∗[I ]

K I+[I ]

[I ]:  inhibitor concentration  (μM); k obs:  inactivation rate constant  at  specific  inhibitor concentration  (min-1);

k obs [ I ]=0:  inactivation  rate  constant  in  the  absense  of  inhibitor  (min-1);k inact :  maximum  time-dependent

inactivation rate constant (min-1); K I: the inhibitor concentration when k obs reaches half times of k inact  (μM).

1.2 TDI incorporated as mechanism-based inactivation in the PBPK model 

At the steady state and in the absence of an inhibitor, the amount of enzyme in vivo is constant at its expression

site. The synthesis of CYP3A4 in the liver was calculated to be 0.08 µmol/L/h with Eq.S3 based on the reference

https://www.ema.europa.eu/en/glossary/chmp
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enzyme concentration of 4.32 µmol CYP3A4/L liver tissue and the degradationKdeg of 0.019 hour−1 in the liver

(default value in PK-Sim®). 

Eq. S3 R0=Kdeg×E0

R0: zero-order synthesis rate of enzyme; E0: the original amount of active enzyme; Kdeg: first-order degradation

rate of the enzyme.

However,  in  the presence  of  the  inhibitor,  enzyme degradation  is  accelerated.  The rate  of  alteration  of  the

enzyme is described by Eq. S4.

Eq. S4 
d E(t )

dt
=R

0

−Kdeg×E (t )−
k inact×[I ]

K I+[I ]
× E(t )

E( t ):  amount  of  active  enzyme  present  at  time  t;  K I:  dissociation  rate  constant, obtained  from  in  vitro

experiments;  k inact :  maximum inactivation rate constant,  obtained from in vitro experiments and subsequently

optimized based on multiple intravenous administration PK datasets. 

2 RESULT DETAILS NOT REPORTED IN THE MAIN MANUSCRIPT

2.1 Duration of incubation 

The  formation  of  1’-OH-midazolam  was  linear  for  the  incubation  of  midazolam with  CYP3A4 during  15

minutes,  while  the  formation  of  5-OH-omeprazole  was  linear  for  at  least  20 minutes  for  the  incubation of

omeprazole with CYP2C19. Finally,  8 min was selected as the incubation time for CYP3A4, 20 min as the

incubation time for CYP2C19 with omeprazole and 10 min with S-mephenytoin (in Table S1). We did not test

S-mephenytoin separately  but  assumed sufficient  metabolic  stability  of  CYP2C19 based  on the  omeprazole

experiment and on published data [5].
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Table S1. Incubation conditions and Km results

Enzyme Substrate
Incubation

time
Protein

concentration
Km Vmax

min pmol/ml µM pmol/pmol P450/min

CYP3A4 Midazolam 8 0.875 0.733(0.570-0.940) 25.1(23.4-26.9)

CYP2C19 S-Mephenytoin 10 4 23.0(19.0-27.9) 19.3(18.1-20.6)

CYP2C19 Omeprazole 20 4 2.26(1.63-3.11) 6.47(5.93-7.05)

Vmax: maximum reaction velocity; Km: the substrate concentration at which the reaction rate is half of Vmax.

Table S2. Incubation conditions and results for inhibition assay

Enzyme Substrate
Protein

concentrationa

Substrate
conc. rangeb

used for Km,
Vmax

determination 

Substrate conc.
rangec used for

Ki

determination 

Substrate conc.
used for IC50,

IC50  shift
determination

Substrate
concentration

used for KI, kinact

determination

pmol/ml µM µM µM µM

CYP3A4 Midazolam 8.75→0.875 0.156-10 0.3-10 0.73 7.3

CYP2C19 S-Mephenytoin 20→4 2.5-160 3-120 12 -

CYP2C19 Omeprazole 20→4 0.625-40 0.75-22.6 2.26 -

 a Denotes protein concentrations used in the inactivation pre-incubations and after dilution in the activity incubations.
 b Concentration range used to determine Km and Vmax values with six substrate concentrations evenly log-spaced over the range.
 c Concentration range used to determine Ki values with six substrate concentrations evenly log-spaced over the range.
 Vmax: maximum reaction velocity; Km: the substrate concentration at which the reaction rate is half of Vmax; Ki: inhibitor constant;
 IC50: half maximal inhibitory concentration of inhibitor; KI: the inhibitor concentration when kobs reaches half of kinact; kinact: maximum 
 time-dependent inactivation rate constant. 

Table S3. LC-MS/MS conditions

Analyte
Mass

transition
Standard

curve range
Mode CE DP LC gradient

µM eV eV %B (min)

1’-Hydroxmidazolam 341→324 0.0111-2.70 Positive 31 116 10(0)→10(1)→
90(3)

→90(5)→10(5.
1)→10(7)

4’-Hydroxymephenytoin 235→150 0.0111-2.70 Positive 29 121

5’-Hydroxyomeprazole 362→214 0.0815-1.98 Positive 19 116

                    Solvent A was 0.1% formic acid in water; solvent B was 0.1% formic acid in acetonitrile.
                    CE, collision energy; DP, declustering potential; LC, liquid chromatography.
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Table S4 Trough concentrations of voriconazole for multiple doses from clinical trials used for model
evaluation

Dose [mg] Route Day
Pred Ctrough

[mg/L]
Obs Ctrough

[mg/L]
Pred/Obs

Ctrough
Ref.

3/kg,QD,D1; 3/kg,BID D3-11.5 iv(1h) 3 0.38 0.30 1.25 [6]
3/kg,QD,D1; 3/kg,BID D3-11.5 iv(1h) 4 0.51 0.60 0.85 [6]
3/kg,QD,D1; 3/kg,BID D3-11.5 iv(1h) 5 0.58 0.77 0.75 [6]
3/kg,QD,D1; 3/kg,BID D3-11.5 iv(1h) 6 0.59 0.89 0.66 [6]
3/kg,QD,D1; 3/kg,BID D3-11.5 iv(1h) 7 0.60 0.96 0.63 [6]
3/kg,QD,D1; 3/kg,BID D3-11.5 iv(1h) 8 0.60 1.02 0.59 [6]
3/kg,QD,D1; 3/kg,BID D3-11.5 iv(1h) 9 0.60 1.04 0.57 [6]
3/kg,QD,D1; 3/kg,BID D3-11.5 iv(1h) 10 0.60 1.03 0.58 [6]
3/kg,QD,D1; 3/kg,BID D3-11.5 iv(1h) 11 0.60 0.94 0.64 [6]

6 /kg, BID,D1; 3 /kg,BID D2-9.5 iv(1h) 2 0.95 0.69♦ 1.38 [6]
6 /kg, BID,D1; 3 /kg,BID D2-9.5 iv(1h) 3 0.60 0.44♦ 1.36 [6]
6 /kg, BID,D1; 3 /kg,BID D2-9.5 iv(1h) 4 0.54 0.48♦ 1.13 [6]
6 /kg, BID,D1; 3 /kg,BID D2-9.5 iv(1h) 5 0.52 0.43♦ 1.20 [6]
6 /kg, BID,D1; 3 /kg,BID D2-9.5 iv(1h) 6 0.52 0.39♦ 1.35 [6]
6 /kg, BID,D1; 3 /kg,BID D2-9.5 iv(1h) 7 0.52 0.40♦ 1.32 [6]
6 /kg, BID,D1; 3 /kg,BID D2-9.5 iv(1h) 8 0.52 0.41♦ 1.28 [6]
6 /kg, BID,D1; 3 /kg,BID D2-9.5 iv(1h) 9 0.52 0.40♦ 1.31 [6]
6 /kg, BID,D1; 3 /kg,BID D2-9.5 iv(1h) 9.5 0.52 0.41♦ 1.28 [6]
3 /kg,BID,D2-7; 200,BID D8-13.5

(6 /kg, BID,D1)
iv(1h),po(-) 2 1.10 0.91 1.21 [7]

3 /kg,BID,D2-7; 200,BID D8-13.5
(6 /kg, BID,D1)

iv(1h),po(-) 3 0.77 0.74 1.05 [7]

3 /kg,BID,D2-7; 200,BID D8-13.5
(6 /kg, BID,D1)

iv(1h),po(-) 4 0.69 0.68 1.01 [7]

3 /kg,BID,D2-7; 200,BID D8-13.5
(6 /kg, BID,D1)

iv(1h),po(-) 5 0.67 0.66 1.01 [7]

3 /kg,BID,D2-7; 200,BID D8-13.5
(6 /kg, BID,D1)

iv(1h),po(-) 6 0.67 0.68 0.99 [7]

3 /kg,BID,D2-7; 200,BID D8-13.5
(6 /kg, BID,D1)

iv(1h),po(-) 7 0.67 0.69 0.97 [7]

3 /kg,BID,D2-7; 200,BID D8-13.5
(6 /kg, BID,D1)

iv(1h),po(-) 8 0.67 0.64 1.05 [7]

3 /kg,BID,D2-7; 200,BID D8-13.5
(6 /kg, BID,D1)

iv(1h),po(-) 9 0.60 0.56 1.08 [7]

3 /kg,BID,D2-7; 200,BID D8-13.5
(6 /kg, BID,D1)

iv(1h),po(-) 10 0.54 0.52 1.04 [7]

3 /kg,BID,D2-7; 200,BID D8-13.5
(6 /kg, BID,D1)

iv(1h),po(-) 11 0.53 0.51 1.04 [7]

3 /kg,BID,D2-7; 200,BID D8-13.5
(6 /kg, BID,D1)

iv(1h),po(-) 12 0.53 0.49 1.08 [7]

3 /kg,BID,D2-7; 200,BID D8-13.5
(6 /kg, BID,D1)

iv(1h),po(-) 13 0.53 0.49 1.08 [7]

3 /kg,BID,D2-7; 200,BID D8-13.5
(6 /kg, BID,D1)

iv(1h),po(-) 13.5 0.53 0.47 1.13 [7]

4 /kg,BID,D2-7; 300,BID D8-13.5
(6 /kg, BID,D1)

iv(1h),po(-) 2 1.15 1.29 0.89 [7]

4 /kg,BID,D2-7; 300,BID D8-13.5
(6 /kg, BID,D1)

iv(1h),po(-) 3 1.19 1.65 0.72 [7]

4 /kg,BID,D2-7; 300,BID D8-13.5
(6 /kg, BID,D1)

iv(1h),po(-) 4 1.20 1.90 0.63 [7]

4 /kg,BID,D2-7; 300,BID D8-13.5
(6 /kg, BID,D1)

iv(1h),po(-) 5 1.22 1.51 0.81 [7]

4 /kg,BID,D2-7; 300,BID D8-13.5
(6 /kg, BID,D1)

iv(1h),po(-) 6 1.23 2.12 0.58 [7]

4 /kg,BID,D2-7; 300,BID D8-13.5
(6 /kg, BID,D1)

iv(1h),po(-) 7 1.24 2.18 0.57 [7]

4 /kg,BID,D2-7; 300,BID D8-13.5
(6 /kg, BID,D1)

iv(1h),po(-) 8 1.24 2.00 0.62 [7]
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4 /kg,BID,D2-7; 300,BID D8-13.5
(6 /kg, BID,D1)

iv(1h),po(-) 9 0.99 2.08 0.48 [7]

4 /kg,BID,D2-7; 300,BID D8-13.5
(6 /kg, BID,D1)

iv(1h),po(-) 10 0.94 2.08 0.45 [7]

4 /kg,BID,D2-7; 300,BID D8-13.5
(6 /kg, BID,D1)

iv(1h),po(-) 11 0.91 1.92 0.47 [7]

4 /kg,BID,D2-7; 300,BID D8-13.5
(6 /kg, BID,D1)

iv(1h),po(-) 12 0.90 2.03 0.44 [7]

4 /kg,BID,D2-7; 300,BID D8-13.5
(6 /kg, BID,D1)

iv(1h),po(-) 13 0.90 2.20 0.41 [7]

4 /kg,BID,D2-7; 300,BID D8-13.5
(6 /kg, BID,D1)

iv(1h),po(-) 13.5 0.90 2.06 0.44 [7]

5 /kg,BID,D2-7; 400,BID D8-13.5
(6 /kg, BID,D1)

iv(1h),po(-) 2 1.11 1.02 1.09 [7]

5 /kg,BID,D2-7; 400,BID D8-13.5
(6 /kg, BID,D1)

iv(1h),po(-) 3 1.65 1.76 0.94 [7]

5 /kg,BID,D2-7; 400,BID D8-13.5
(6 /kg, BID,D1)

iv(1h),po(-) 4 1.94 2.24 0.86 [7]

5 /kg,BID,D2-7; 400,BID D8-13.5
(6 /kg, BID,D1)

iv(1h),po(-) 5 2.06 2.44 0.84 [7]

5 /kg,BID,D2-7; 400,BID D8-13.5
(6 /kg, BID,D1)

iv(1h),po(-) 6 2.11 2.62 0.81 [7]

5 /kg,BID,D2-7; 400,BID D8-13.5
(6 /kg, BID,D1)

iv(1h),po(-) 7 2.13 2.60 0.82 [7]

5 /kg,BID,D2-7; 400,BID D8-13.5
(6 /kg, BID,D1)

iv(1h),po(-) 8 2.15 2.42 0.89 [7]

5 /kg,BID,D2-7; 400,BID D8-13.5
(6 /kg, BID,D1)

iv(1h),po(-) 9 1.80 2.67 0.68 [7]

5 /kg,BID,D2-7; 400,BID D8-13.5
(6 /kg, BID,D1)

iv(1h),po(-) 10 1.73 2.60 0.66 [7]

5 /kg,BID,D2-7; 400,BID D8-13.5
(6 /kg, BID,D1)

iv(1h),po(-) 11 1.60 2.58 0.62 [7]

5 /kg,BID,D2-7; 400,BID D8-13.5
(6 /kg, BID,D1)

iv(1h),po(-) 12 1.54 2.43 0.63 [7]

5 /kg,BID,D2-7; 400,BID D8-13.5
(6 /kg, BID,D1)

iv(1h),po(-) 13 1.53 2.41 0.63 [7]

5 /kg,BID,D2-7; 400,BID D8-13.5
(6 /kg, BID,D1)

iv(1h),po(-) 13.5 1.53 2.22 0.69 [7]

1.5/kg,QD D1; 1.5/kg,TID D3-11.5 po(-) 3 0.12 0.12 1.03 [8]
1.5/kg,QD D1; 1.5/kg,TID D3-11.5 po(-) 4 0.26 0.19 1.36 [8]
1.5/kg,QD D1; 1.5/kg,TID D3-11.5 po(-) 5 0.35 0.25 1.40 [8]
1.5/kg,QD D1; 1.5/kg,TID D3-11.5 po(-) 6 0.41 0.26 1.57 [8]
1.5/kg,QD D1; 1.5/kg,TID D3-11.5 po(-) 7 0.45 0.29 1.57 [8]
1.5/kg,QD D1; 1.5/kg,TID D3-11.5 po(-) 8 0.47 0.28 1.66 [8]
1.5/kg,QD D1; 1.5/kg,TID D3-11.5 po(-) 9 0.48 0.28 1.72 [8]
1.5/kg,QD D1; 1.5/kg,TID D3-11.5 po(-) 10 0.48 0.28 1.70 [8]
1.5/kg,QD D1; 1.5/kg,TID D3-11.5 po(-) 11 0.48 0.29 1.68 [8]
2/kg,QD D1; 2 /kg,BID D3-11.5 po(-) 3 0.10 0.09 1.13 [8]
2/kg,QD D1; 2 /kg,BID D3-11.5 po(-) 4 0.21 0.10 2.05 [8]
2/kg,QD D1; 2 /kg,BID D3-11.5 po(-) 5 0.30 0.13 2.30 [8]
2/kg,QD D1; 2 /kg,BID D3-11.5 po(-) 6 0.35 0.16 2.25 [8]
2/kg,QD D1; 2 /kg,BID D3-11.5 po(-) 7 0.36 0.16 2.22 [8]
2/kg,QD D1; 2 /kg,BID D3-11.5 po(-) 8 0.37 0.16 2.38 [8]
2/kg,QD D1; 2 /kg,BID D3-11.5 po(-) 9 0.37 0.19 1.94 [8]
2/kg,QD D1; 2 /kg,BID D3-11.5 po(-) 10 0.37 0.20 1.87 [8]
2/kg,QD D1; 2 /kg,BID D3-11.5 po(-) 11 0.37 0.18 2.10 [8]

2/kg,QD D1; 2 /kg,TID D3-11.5 po(-) 3 0.15 0.35 0.43 [8]

2/kg,QD D1; 2 /kg,TID D3-11.5 po(-) 4 0.38 0.64 0.60 [8]

2/kg,QD D1; 2 /kg,TID D3-11.5 po(-) 5 0.54 0.87 0.62 [8]

2/kg,QD D1; 2 /kg,TID D3-11.5 po(-) 6 0.63 1.04 0.60 [8]

2/kg,QD D1; 2 /kg,TID D3-11.5 po(-) 7 0.66 1.04 0.63 [8]
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2/kg,QD D1; 2 /kg,TID D3-11.5 po(-) 8 0.67 1.11 0.60 [8]

2/kg,QD D1; 2 /kg,TID D3-11.5 po(-) 9 0.68 1.12 0.61 [8]

2/kg,QD D1; 2 /kg,TID D3-11.5 po(-) 10 0.68 1.20 0.57 [8]

2/kg,QD D1; 2 /kg,TID D3-11.5 po(-) 11 0.68 1.20 0.57 [8]

3/kg,QD D1; 3 /kg,BID D3-11.5 po(-) 3 0.14 0.29 0.48 [8]
3/kg,QD D1; 3 /kg,BID D3-11.5 po(-) 4 0.33 0.49 0.67 [8]
3/kg,QD D1; 3 /kg,BID D3-11.5 po(-) 5 0.47 0.71 0.67 [8]
3/kg,QD D1; 3 /kg,BID D3-11.5 po(-) 6 0.57 0.89 0.64 [8]
3/kg,QD D1; 3 /kg,BID D3-11.5 po(-) 7 0.59 0.87 0.68 [8]
3/kg,QD D1; 3 /kg,BID D3-11.5 po(-) 8 0.61 0.90 0.68 [8]
3/kg,QD D1; 3 /kg,BID D3-11.5 po(-) 9 0.62 0.95 0.65 [8]
3/kg,QD D1; 3 /kg,BID D3-11.5 po(-) 10 0.62 0.95 0.65 [8]
3/kg,QD D1; 3 /kg,BID D3-11.5 po(-) 11 0.62 0.94 0.66 [8]

4/kg,QD D1; 4/kg,QD D3-11.5 po(-) 3 0.05 0.09 0.54 [8]
4/kg,QD D1; 4/kg,QD D3-11.5 po(-) 4 0.07 0.14 0.51 [8]
4/kg,QD D1; 4/kg,QD D3-11.5 po(-) 5 0.09 0.17 0.52 [8]
4/kg,QD D1; 4/kg,QD D3-11.5 po(-) 6 0.09 0.20 0.46 [8]
4/kg,QD D1; 4/kg,QD D3-11.5 po(-) 7 0.10 0.23 0.43 [8]
4/kg,QD D1; 4/kg,QD D3-11.5 po(-) 8 0.10 0.25 0.40 [8]
4/kg,QD D1; 4/kg,QD D3-11.5 po(-) 9 0.10 0.25 0.39 [8]
4/kg,QD D1; 4/kg,QD D3-11.5 po(-) 10 0.10 0.24 0.42 [8]
4/kg,QD D1; 4/kg,QD D3-11.5 po(-) 11 0.10 0.23 0.44 [8]

200,BID D1-6.5 po(cap) 2 0.16 0.20 0.81 [9]
200,BID D1-6.5 po(cap) 3 0.3 0.40 0.75 [9]
200,BID D1-6.5 po(cap) 4 0.39 0.53 0.73 [9]
200,BID D1-6.5 po(cap) 5 0.42 0.64 0.65 [9]
200,BID D1-6.5 po(cap) 6 0.43 0.63 0.68 [9]
200,BID D1-6.5 po(cap) 6.5 0.43 0.62 0.69 [9]
200,BID  D1-6.5 po(tab) 2 0.18 0.26 0.70 [10]
200,BID  D1-6.5 po(tab) 3 0.34 0.60 0.56 [10]
200,BID  D1-6.5 po(tab) 4 0.44 0.75 0.59 [10]
200,BID  D1-6.5 po(tab) 5 0.48 0.80 0.60 [10]
200,BID  D1-6.5 po(tab) 6 0.49 0.80 0.61 [10]
200,BID  D1-6.5 po(tab) 6.5 0.49 0.88 0.56 [10]
200,BID  D1-6.5 po(-) 2 0.17 0.18 0.95 [11]
200,BID  D1-6.5 po(-) 3 0.31 0.42 0.73 [11]
200,BID  D1-6.5 po(-) 4 0.39 0.57 0.68 [11]
200,BID  D1-6.5 po(-) 5 0.43 0.64 0.67 [11]
200,BID  D1-6.5 po(-) 6 0.44 0.69 0.63 [11]
200,BID  D1-6.5 po(-) 6.5 0.44 0.65 0.68 [11]

400,BID D1; 200,BID D2-9.5 po(-) 2 0.65 0.89 0.73 [12]
400,BID D1; 200,BID D2-9.5 po(-) 3 0.57 0.76 0.75 [12]
400,BID D1; 200,BID D2-9.5 po(-) 4 0.5 0.70 0.71 [12]
400,BID D1; 200,BID D2-9.5 po(-) 5 0.48 0.74 0.65 [12]
400,BID D1; 200,BID D2-9.5 po(-) 6 0.47 0.69 0.68 [12]
400,BID D1; 200,BID D2-9.5 po(-) 7 0.47 0.67 0.70 [12]
400,BID D1; 200,BID D2-9.5 po(-) 8 0.47 0.73 0.64 [12]
400,BID D1; 200,BID D2-9.5 po(-) 9 0.47 0.73 0.64 [12]
400,BID D1; 200,BID D2-9.5 po(-) 9.5 0.47 0.74 0.64 [12]
400,BID D1; 200,BID D2-3.5 po(-) 2 0.62 1.92 0.32 [13]
400,BID D1; 200,BID D2-3.5 po(-) 3 0.65 1.90 0.34 [13]
400,BID D1; 200,BID D2-3.5 po(-) 3.5 0.74 1.86 0.40 [13]
400,BID D1; 200,BID D2-7.5 po(-) 7.5 0.56 0.69 0.81 [14]
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400,BID D1; 200,BID D2-2.5 po(-) 2.5 0.55 0.78♦ 0.71 [15]

100,BID D1; 50, BID D2-2.5 po(-) 2.5 0.27 0.34♦ 0.79 [15]

200,QD; 200,BID D2-7 po(-) 6 0.73 0.97 0.75 [16]

200,QD; 200,BID D2-7 po(-) 6 1.77 2.64 0.67 [16]

200,QD; 200,BID D2-7 po(-) 6 11.15 4.14 2.69 [16]

400,BID D1; 200,BID D2-3.5 po(-) 2 0.81 1.68 0.48 [17]
400,BID D1; 200,BID D2-3.5 po(-) 2.5 0.78 1.91 0.41 [17]
400,BID D1; 200,BID D2-3.5 po(-) 3 0.78 2.07 0.38 [17]
400,BID D1; 200,BID D2-3.5 po(-) 2 3.96 4.99 0.79 [17]
400,BID D1; 200,BID D2-3.5 po(-) 2.5 5.13 5.39 0.95 [17]
400,BID D1; 200,BID D2-3.5 po(-) 3 6.3 4.92 1.28 [17]

GMFE(range) 1.55(0.32-2.69)

              Pred/Obs within 2-fold 122/144

Observed aggregate values are reported as arithmetic mean if not specified otherwise, ♦: geometric mean; /kg: per kg of
body weight;  D: day of treatment according to the numbering in the reference;  SIG: single dose, QD: once daily, BID:
twice daily, TID: three times daily; iv: intravenously, po: orally; tab: tablet, cap: capsule; C trough: trough concentration; Obs:
observed aggregate value from literature, Pred: predicted value based on the model; GMFE: geometric mean fold error.
The ratios of predicted versus observed Ctrough outside 0.5- to 2.0-fold limits were printed in bold.
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Figure S1 Prediction performance of voriconazole PBPK model on aggregate plasma concentrations for a 
single intravenous dose

Observed aggregate data reported in the literature are shown as dots [18,19]. Population simulation medians are
shown as lines; the shaded areas illustrate the 68% population prediction intervals. Details of dosing regimens,
study populations,  predicted  versus  observed  PK parameters  are  summarized  in  Table 1.  iv:  intravenously;
Plasma conc: plasma concentration.
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Figure S2 Prediction performance of voriconazole PBPK model on aggregate plasma concentrations in
different CYP2C19 genotype groups
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Observed aggregate data reported in the literature are shown as dots or dots ± SD  [16,17,20–23]. Population
simulation medians are  shown as  lines;  the  shaded areas  illustrate  the  68% population prediction intervals.
Details  of dosing regimens,  study populations,  predicted versus  observed  PK parameters  are summarized in
Table 2. D: day of treatment according to the numbering in the reference; QD: once daily, BID: twice daily; iv:
intravenously, po: oral; Plasma conc: plasma concentration; RM: rapid metabolizers, NM: normal metabolizers,
IM: intermediate metabolizers, PM: poor metabolizers.
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Figure S3 Sensitivity analysis of voriconazole PBPK model 

The  sensitivity  of  the  model  to  single  parameters  measured  as  the  change  of  A)  the  simulated  AUC  of
voriconazole under steady-state conditions of a 400 mg twice daily on the first day and then 200 mg twice daily
on the following day's oral voriconazole regimen in CYP2C19 EMs; B) the simulated AUC of midazolam after
oral treatment of voriconazole 400 mg twice daily on the first day and 200 mg twice daily on the second day, and
the oral co-administration of 7.5 mg midazolam during the last dose of voriconazole. A sensitivity value of + 1.0
signifies that a 10% increase of the examined parameter causes a 10% increase of the simulated AUC. MDZ:
midazolam, VRZ: voriconazole, t1/2: half-life. The parameters were defined in Table 6.
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Figure S4 Prediction performance of voriconazole PBPK model on aggregate plasma concentrations for
multiple doses (semi-logarithmic scale)
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Observed aggregate data reported in the literature are shown as dots, triangles, square, cross, or crossed square

[6–14,25–33]. Population simulation medians are shown as lines; the shaded areas illustrate the 68% population
prediction intervals. Details of dosing regimens, study populations, predicted versus observed PK parameters are
summarized in Table 1. D: day of treatment according to the numbering in the reference; QD: once daily, BID:
twice daily, TID: three times daily; iv: intravenously, po: oral; Plasma conc: plasma concentration.
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Figure S5 Prediction performance of voriconazole PBPK model on individual plasma concentrations in different CYP2C19 genotype groups for a single dose (semi-
logarithmic scale)
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Observed individual data reported in the literature are shown as dots [34–37]. Population simulation medians are shown as lines; the shaded areas illustrate the 95% population
prediction intervals. Details of dosing regimens, study populations, predicted versus observed PK parameters are summarized in Table 2. iv, intravenously, po: oral; Plasma conc:
plasma concentration; RM: rapid metabolizers, NM: normal metabolizers, IM: intermediate metabolizers, PM: poor metabolizers; Rengel: Rengelshausen.
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Figure S6 Prediction performance of voriconazole PBPK model on aggregate plasma concentrations for a single intravenous dose (semi-logarithmic scale) 

Observed aggregate data reported in the literature are shown as dots [18,19]. Population simulation medians are shown as lines; the shaded areas illustrate the 68% population
prediction intervals. Details of dosing regimens, study populations, predicted versus observed PK parameters are summarized in Table 1. iv: intravenously; Plasma conc: plasma
concentration.
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Figure S7 Prediction performance of voriconazole PBPK model on aggregate plasma concentrations in different CYP2C19 genotype groups (semi-logarithmic scale)
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Observed aggregate data reported in the literature are shown as dots or dots ± SD [16,17,20–23]. Population simulation medians are shown as lines; the shaded areas illustrate the
68% population prediction intervals. Details of dosing regimens, study populations, predicted versus observed PK parameters are summarized in  Table 2. D: day of treatment
according to the numbering in the reference; QD: once daily, BID: twice daily; iv: intravenously, po: oral; Plasma conc: plasma concentration; RM: rapid metabolizers, NM: normal
metabolizers, IM: intermediate metabolizers, PM: poor metabolizers.
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Figure S8 Prediction performance of voriconazole PBPK model in DDIs with CYP3A4 probe substrates (semi-logarithmic scale)

Voriconazole model integrated with models of CYP3A4 probe substrates predicted the inhibitory effects of voriconazole on CYP3A4  in vivo. Population predictions of a)
alfentanil or b, c) midazolam plasma concentration-time datasets, with and without voriconazole treatment were compared to observed data shown as green triangles (control) or

red dots (treatment) or symbols ± SD [24,38]. Population simulation median are shown as green lines (control) or red lines (treatment); the shaded areas illustrate the respective a)

68% and b, c) 95% population prediction intervals. iv: intravenous; po: oral. Details of dosing regimens, study populations, predicted versus observed DDI AUC  ratios and Cmax

ratios are summarized in Table 3.
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Abstract

The extent of a drug-drug interaction (DDI) mediated by cytochrome P450 (CYP) 3A inhibitors is highly variable during a dosing interval, as it
depends on the temporal course of victim and perpetrator drug concentrations at intestinal and hepatic CYP3A expression sites. Capturing the time
course of inhibition is therefore difficult using standard DDI studies assessing changes in area under the curve; thus, a novel design was developed.
In a 4-period changeover pilot study, 6 healthy men received intraduodenal or intravenous infusions of the CYP3A substrate midazolam (MDZ)
at a rate of 0.26 mg/h for 24 hours. This was combined with intraduodenal or intravenous infusion of the CYP3A inhibitor voriconazole (VRZ),
administered at rates of 7.5 mg/h from 8 to 16 hours and of 15 mg/h from 16 to 24 hours, after starting midazolam administration. Plasma and
urine concentrations of VRZ, MDZ, and its major metabolites were quantified by liquid chromatography-tandem mass spectrometry and analyzed by
semiphysiological population pharmacokinetic nonlinear mixed-effects modeling. A model including mechanism-based inactivation of the metabolizing
enzymes (maximum inactivation rate constant kinact, 2.83 h−1; dissociation rate constant KI, 9.33 μM) described the pharmacokinetics of VRZ well. By
introducing competitive inhibition by VRZ on primary and secondary MDZ metabolism, concentration-time profiles, MDZ and its metabolites were
captured appropriately. The model provides estimates of local concentrations of substrate and inhibitor at the major CYP3A expression sites and thus
of the respective dynamic extent of inhibition. A combination of intravenous and intraduodenal infusions of inhibitors and substrates has the potential
to provide a more accurate assessment of DDIs occurring in both gut wall and liver.
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The cytochrome P450 enzymes of the subfamily
CYP3A (mainly CYP3A4 and CYP3A5) are the prin-
cipal enzymes mediating rate-limiting steps in the
metabolism of around 30% of therapeutic drugs.1 At
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the same time, their activity is inhibited by many
medicines,2 and CYP3A inhibition is a major mech-
anism to cause drug-drug interactions (DDIs) with
clinically relevant consequences.3 Thus, it is important
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to quantitatively assess the time course and extent of
CYP3A inhibition to minimize the risk of adverse drug
reactions from such DDIs.

The currently available information on DDIs caused
by inhibition of CYP3A is typically limited to in vitro
interaction studies4 and to experimental clinical studies
in which the maximal extent interaction is tested, usu-
ally using a high-dose steady state of an inhibitor and
concomitant single doses of the respective substrate.5-8

Substrates in such studies are either therapeutically
relevant drugs with a high likelihood of coadministra-
tion or probe drugs selectively metabolized by CYP3A.
This approach, however, only provides an average of the
extent of inhibition, assuming the perpetrator concen-
tration is constant during the dosing interval, whereas
indeed it is fluctuating considerably.9,10 For the usual
design of DDI studies, the observed extent of inter-
action, especially for substrates with rapid absorption
and extensive first-pass metabolism, depends critically
on the time course of local inhibitor and substrate
concentration. Because these drug concentrations in
the local tissue cannot be measured directly, a dynamic
modeling approach is required for their description and
thus the time course inhibition.11-13

Because CYP3A is mainly expressed in gut wall
and liver, DDIs attributable to CYP3A inhibition also
occur at both sites.14 The respective contributions to
DDIs vary with time according to the concentrations
of perpetrator and substrate drugs in the gut wall and
liver. To dissect the relative contribution of both sites,
oral and intravenous administrations are required,
using either separate administration,15,16 concomitant
administration of mass-labeled substances,8,17 or
semisimultaneous administration alongwith evaluation
by a semiphysiological model.18,19 However, after oral
administration, the drug absorption process including
the first-pass metabolism often cannot be modeled well
because the observation in plasma is the combined
result of drug release, intraintestinal transport,
absorption, secretion, and intestinal and hepatic
first-pass metabolism, which all vary considerably
along the gut.20,21

Thus, a novel study design was developed to in-
vestigate the time course of hepatic and intestinal
CYP3A activity in the presence of a CYP3A inhibitor.
In this study, substrate and inhibitor were infused
continuously and simultaneously at constant infusion
rates via intravenous catheters or duodenal tubes to
avoid variability attributable to drug release and to the
effective site of intestinal drug absorption.

In the present pilot study, midazolam (MDZ)
was used as a probe substrate for the in vivo as-
sessment of CYP3A activity as recommended by
the US Food and Drug Administration and Euro-
pean Medicines Agency.22,23 MDZ undergoes exten-

sive first-pass metabolism mediated by CYP3A in
the gut wall and liver.24,25 The primary metabolism
of MDZ occurs mainly (60%-80%) via CYP3A4-
mediated 1ʹ-hydroxylation26 and, to a lesser extent
(5%), by 4-hydroxylation.27 Most of the hydroxylated
metabolites are subsequently metabolized by UDP-
glucuronosyltransferases (UGT1A4, 2B4, 2B7).28 Di-
rectN-glucuronidation of MDZviaUGT1A4 accounts
for less than 2% of a dose.29 Voriconazole (VRZ)
was administered as a CYP3A inhibitor.30 VRZ is
extensively metabolized by CYP3A4 and CYP2C19
and meanwhile also inhibits both enzymes.31 VRZ acts
as a strong inhibitor for CYP3A with the inhibition
constant Ki of 0.15 to 0.66 μM for the metabolism of
MDZ in vitro,31,32 and also a strong inhibitor in vivo at
therapeutic doses.6,33 Also, VRZ is reported to exhibit
“autoinhibition” on CYP3A4 in vivo.33,34 Our previous
in vitro study showed time-dependent inactivation of
CYP3A4 by VRZ, with a dissociation rate constant
KI of 9.33 μM.35

Based on the data set from this study, we developed
a semiphysiological model to describe local concentra-
tions of the substrate and the inhibitor at the gut wall
and liver expression sites of CYP3Aand the time course
of respective enzyme activity.

Methods
After approval by the Ethics Committee of the Fac-
ulty of Medicine, University of Cologne, Germany
(application number 12–051; date of approval: June 6,
2012), the study was carried out in accordance with
the standards of Good Clinical Practice, the applicable
regulations, and the ethical principles described in
the Declaration of Helsinki. All subjects provided the
completed informed consent form.

Study Population
Six healthy white men were enrolled in the study. The
volunteers were examined and determined to be healthy
by medical history, physical examination, vital signs,
electrocardiogram, and clinical laboratory tests includ-
ing hematology, blood chemistry, and urine screen-
ing for illicit drugs. Main exclusion criteria included
smoking; consumption of alcohol, grapefruit products,
methylxanthine-containing beverages and foods; taking
any medication 2 weeks or chronic treatment 8 weeks
prior to the study; participating in a trial with a
novel investigational medications within 8 weeks or a
registered compound within 4 weeks before the study;
and having a special diet or lifestyle.

Study Design
The pilot study was designed as an open-label,
changeover, randomized, 3-period clinical trial to char-
acterize the alteration of MDZ pharmacokinetics by
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intravenous or intestinal coadministration of VRZ.
Both drugs were administered either intravenously or
via a duodenal tube directly into the intestinal lumen.
Intended periods included the combinations of peri-
ods: MDZ (intravenously) and VRZ (intestinal lumen);
MDZ (intestinal lumen) and VRZ (intravenously); and
MDZ (intestinal lumen) and VRZ (intestinal lumen).
In periods during which intraduodenal administra-
tion was not feasible for technical reasons, this was
switched to intravenous administration, resulting in an
additional period with intravenous coadministration of
MDZ and VRZ in 3 individuals (subject 2, 3, and 4).

Study Conduct
Ten milliliters of MDZ solution (MDZ Ratiopharm
V 5 mg/5 mL Injektionslösung, Ratiopharm GmbH,
Ulm,Germany) were transferred into a 50-mL perfusor
syringe containing 40 mL of 5% glucose solution (final
concentration of 0.2 mg/mL).

Two hundred milligrams of VRZ (Vfend 200 mg
Pulver zur Herstellung einer Infusionslösung, Pfizer
PharmaGmbH, Berlin, Germany) was dissolved by the
addition of 19 mL of water to obtain a VRZ solution
with a concentration of 10 mg/mL. Twenty milliliters
of this solution was transferred into a 50-mL perfusor
syringe containing 30 mL of 5% glucose solution (final
concentration of 4 mg/mL).

We used separate catheters or duodenal tubes to
administer each individual drug. Thus, prior to the
infusion, up to 3 indwelling venous catheters were
placed at the forearms of subjects. For periods includ-
ing intravenous administration, these were placed at
both forearms, with one arm for the infusion(s) and
the other side for blood sampling. For intestinal ad-
ministration, 1 or 2 duodenal tubes (Freka Endo Tube
CH/FR 8, 250 cm, LL, Fresenius Kabi AG, Hessen,
Germany) were placed under anesthesia with propofol
(Propofol 1% [10 mg/1 mL] MCT Fresenius, Frese-
nius Kabi, Bad Homburg, Germany) by a gastroen-
terologist. Venous catheters and duodenal tubes were
connected to the infusion syringe by a perfusor line
(Original Perfusor-Leitung PE, 200 cm, 1*2 mm,
B.Braun,Hessen,Germany). The infusion ratewas con-
trolled by the infusion pump (Perfusor Space, B.Braun,
Hessen, Germany).

The infusions of MDZ and VRZ were continuous
and simultaneous via 2 perfusors. The same size of
syringe (50 mL) was used for both drugs, and the
placement of both syringe pumps was fixed to the level
of the heart. Because the duodenal tube had a dead
volume of 7.0 mL, a 7.0-mL bolus of the respective
infusion solutions was given to start the infusion.MDZ
was infused at a scheduled constant rate of 1.3 mL/h for
24 hours (equal to 0.26mg/h), whereas VRZwas started
8 hours after the start of theMDZ infusion, and its dose

rate was double after another 8 hours with scheduled
infusion rates of 1.6 and 3.2 mL/h (equal to 6.4 and
12.8 mg/h). Both infusions were stopped 24 hours after
starting the MDZ infusion. If infusion pumps gave the
alarm to indicate that tubes were blocked, the position
of volunteers was changed and/or tubes were flushed
with tiny volumes of the solution used for the admin-
istration to reestablish patency of the tubes. In those
cases in which the maneuvers were not immediately
successful, a small bolus dose was administered to
compensate for the delay in administration.

To standardize any effect caused by the gastroin-
testinal passage of fluids and food, the subjects drank
200 mL of water at the following times: -1, 1, 3, 7:45,
11, 13, 15, 17, 19, 21, and 24 hours and received
standardized snacks at 3, 11, 15, and 19 hours relative
to the start of the MDZ infusion. After the end of
the infusion, food was offered 24, 27, and 35 hours
postdose. A washout phase was at least 7 days between
periods.

Blood and Urine Sampling
For determination of MDZ and its metabolites, that is,
1ʹ-hydroxy-midazolam (1ʹ-OH-MDZ) and 4-hydroxy-
midazolam (4-OH-MDZ), as well as VRZ and its main
metabolite VRZ N-oxide plasma concentration, blood
samples were taken predose and 0.5, 1, 2, 3, 4, 5, 6, 7, 8,
8.5, 9, 10, 11, 12, 13, 14, 15, 16, 16.5, 17, 18, 19, 20, 21,
22, 23, 24, 24.5, 25, 26, 27, 28, 32, and 36 hours after
onset of the MDZ infusion. For each sample, 2.7 mL
of blood was withdrawn when MDZ was administered
alone, and 4.5 mL of blood was withdrawn during
coadministration of VRZ. After centrifugation at 4°C,
plasma samples were stored at -80°C until quantified.

Urine was collected within intervals of 0-8, 8-16, 16-
24, and 24-36 hours after starting the infusion of MDZ
to determine recovery of MDZ and its metabolites in
urine.

Analytical Assays
The concentrations of MDZ, 1ʹ-OH-MDZ, 4-OH-
MDZ, VRZ, and VRZ N-oxide in plasma, as well
as of MDZ, MDZ-N-glucuronide, 1ʹ-OH-MDZ,
1ʹ-OH-MDZ-glucuronide, 4-OH-MDZ, and 4-OH-
MDZ-glucuronide in urine were determined using
high-performance liquid chromatography coupled to
mass spectrometry. The methods are presented in detail
in the SupplementaryMethods and Table S1. The lower
limit of quantification (LLOQ) was 0.05 ng/mL for
MDZ/1ʹ-OH-MDZ/4-OH-MDZ in plasma, 10 ng/mL
for VRZ/VRZ N-oxide in plasma, 0.5ng/mL for
MDZ/4-OH-MDZ in urine, and 1 ng/mL for 1ʹ-OH-
MDZ in urine.
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Table 1. Physiological and Drug Parameters Used for the Semiphysiological Population Pharmacokinetic Model of Midazolam and Voriconazole and
Their Metabolites

Parameter Definition of Parameter Value Reference

Midazolam (MDZ)
fuB,MDZ Unbound fraction of MDZ in blood 0.033 63

fuG,MDZ Unbound fraction of MDZ in gut wall 1 43

B/P ratioMDZ Blood-to-plasma ratio of MDZ 0.66 8,63

CLPERMEABLITY, MDZ (L/h) Permeability of MDZ 10.6 43

1′-OH-midazolam (1′-OH-MDZ)
fuB,1′−OH−MDZ Unbound fraction of 1′-OH-MDZ in blood 1
fuG,1′−OH−MDZ Unbound fraction of 1′-OH-MDZ in gut wall 1 43

B/P ratio1′−OH−MDZ Blood-to-plasma ratio of 1′-OH-MDZ 1
4-OH-midazolam (4-OH-MDZ)

fuB,4−OH−MDZ Unbound fraction of 4-OH-MDZ in blood 1
fuG,4−OH−MDZ Unbound fraction of 4-OH-MDZ in gut wall 1 43

B/P ratio4−OH−MDZ Blood-to-plasma ratio of 4-OH-MDZ 1
Voriconazole (VRZ)

fuB,VRZ Unbound fraction of VRZ in blood 0.42 30,64-66

fuG,VRZ Unbound fraction of VRZ in gut wall 1 43

B/P ratio VRZ Blood-to-plasma ratio of VRZ 1
CLPERMEABLITY,VRZ (L/h) Permeability of VRZ 6.5 35,43

Voriconazole N-oxide (VRZ N-oxide)
fuB,VRZ−N−oxide Unbound fraction of VRZ N-oxide in blood 1
fuG,VRZ−N−oxide Unbound fraction of VRZ N-oxide in gut wall 1 43

B/P ratio VRZ−N−oxide Blood-to-plasma ratio of VRZ N-oxide 1
Physiological parameter

QH (L/h) Blood flow of liver 3.75 × body weight 0.75 67

QPV (L/h) Blood flow of portal vein 0.75 × QH
68

QHA (L/h) Blood flow of hepatic artery 0.25 × QH
68

QINTEST (L/h) Blood flow of small intestine 0.4 × QH
68

QMUCOSA (L/h) Blood flow of gut mucosa 0.8 × QINTEST
43

Qvilli (L/h) Blood flow of villous blood flow 0.6 × QMUCOSA
43

VH (L) Volume of liver 1
VPV (L) Volume of portal vein 1
VG (L) Volume of gut wall 1

Model Development
A population pharmacokinetic nonlinear mixed-effects
model was built with NONMEM 7.4.1 (Icon Devel-
opment Solutions, Ellicott City, Maryland). Model
diagnostics were conducted using XPOSE 4.5.0.36 Perl-
speaks-NONMEM37 served as an application pro-
gramming interface. Data visualization was performed
using R 3.5.1 (R Foundation for Statistical Computing,
Vienna, Austria).

To quantitatively assess the contribution of intesti-
nal and hepatic MDZ metabolism, a semiphysiological
model was developed including a conventional distribu-
tional compartmental PK model with additional phys-
iological compartments for gut lumen, gut wall, portal
vein, liver, and urine. Physiological parameters entered
into the model were taken from the literature (Table 1).
A basic version of this model was originally proposed
by Frechen et al.13 In this project, we introduced an
enzyme compartment and also extended the model to
integrate metabolites, that is, VRZ N-oxide as well
as several metabolites of MDZ, that is, 1ʹ-OH-MDZ

and 4-OH-MDZ in the plasma and MDZ-glucuronide,
1ʹ-OH-MDZ, and 1ʹ-OH-MDZ-glucuronide in the
urine.

In addition, the case deletion diagnostics (CCD)
approach was used for sensitivity analysis with regard
to individual subjects and to explore the sources of the
high observed variability.38

In the current project, quasi-steady-state approxi-
mation was applied to calculate the amounts in the
respective compartment with the assumption that all
compounds reach an equilibrium in compartments,
which means the output and input rates are equal in
the gut wall, portal vein, and liver compartments.39 This
methodwas used to reduce the run time of the software.

Model Evaluation
Model selection was based on the biological plausibil-
ity, metabolic pathways, objective function value (OFV,
a drop of 6.63 being considered statistically significant
with P < .01), and results of goodness-of-fit plots
(GOF). In addition, eta shrinkage was assessed to
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confirm the informatory content of individual predic-
tions (eta shrinkage < 20%).

Because of the small number of subjects (6 subjects),
bootstrap analysis was not performed. Being a highly
complex model, first-order conditional estimation with
interaction (FOCE-I) could provide parameter esti-
mates but would not provide reasonable estimates of
parameter variability. Therefore, following FOCE-I,
Monte Carlo importance sampling expectation maxi-
mization was used to generate information about the
uncertainty of parameters.40

Model trend and variability were finally assessed by
visual predictive checks (VPCs) performed by simulat-
ing 1000 replicates of the original study design.41

Simulations
Simulations based on the estimates of the fixed-effect
parameters from the final model were conducted in
1000 virtual subjects with NONMEM. First, the
simulation of the original study design was performed
to describe the substrate, inhibitor, and metabolite
concentrations versus time in liver and intestine, as
well as the full-time course of relative enzyme activity
at both sides. Second, the simulation was carried out
according to the study design of Saari et al6 (ie, subjects
were administered VRZ orally 400 mg twice a day on
the first day and 200 mg twice daily on the second day,
with MDZ administered 0.05 mg/kg intravenously or
7.5 mg orally 1 hour after the last dose of VRZ and
during a control period). Then, the 90% confidence
interval of predicted exposure of MDZ, 1ʹ-OH-MDZ
and VRZ were compared with the observed drug
plasma concentrations.

Results
Clinical Trial and Study Population
The present DDI study between MDZ and VRZ was
carried out in 6 healthy men (age range of 27-44 years;
body mass index of 22.2-33.0 kg/m2). Because of in-
termittent problems occurring during administration
of the drugs (in most cases clocked tubes), actual
doses and thus infusion rates varied slightly from the
originally planned overall doses (6.24 mg for MDZ,
153.6 mg for VRZ). By weighting the syringe before
and after the end of the infusion, the actual infusion
amounts were recorded in Table S2. A bolus dose was
given in the case of blocked tubes (see in Table S2).
Also, the period of combined MDZ (intestinal lumen)
and VRZ (intestinal lumen) was repeated for subject
5 because of a leakage of the duodenal tube at the
connector between the perfusion tube and the perfusion
line.

MDZ and VRZ doses were well tolerated. Four
subjects felt mild tiredness several hours after admin-
istration of MDZ. One subject experienced moderate

diarrhea unrelated to study drug intake. He also had
a vasovagal reaction and vomiting on venipuncture
in 1 period, which was suspended and repeated on a
separate occasion. Subject 4 prematurely discontinued
the study after 2 periods for reasons unrelated to the
study.

A total number of 2721 drug plasma samples
(nMDZ = 638, nVRZ = 404, nVRZ N-oxide = 455,
n1ʹ-OH-MDZ = 633, and n4-OH-MDZ = 591) and 170 urine
samples (nMDZ-glucuronide = 45, n1ʹ-OH-MDZ-glucuronide = 75,
and n1ʹ-OH-MDZ = 50) were quantified. The percentages
for plasma samples below LLOQwere PMDZ = 0.932%,
PVRZ = 13.3%, PVRZ N-oxide = 2.57%, P1ʹ-OH-MDZ =
1.71%, and P4-OH-MDZ = 8.23%; and for urine samples
below LLOQ were P1’-OH-MDZ-glucuronide = 1.32%,
P1ʹ-OH-MDZ = 34.2%, and PMDZ-glucuronide = 39.5%.
Within the entire 36-hour collection interval the
median (90%CI) intravenous dose of MDZ recovered
in the urine as the metabolites 1ʹ-OH-MDZ and 1ʹ-OH-
MDZ-glucuronide was 85.3% (70.6%-102%), and for
intraduodenal administration of doses of MDZ, it
was 59.7% (44.8%-65.3%) identified in the urine as
the formation of 1ʹ-OH-MDZ and 1ʹ-OH-MDZ-
glucuronide. Only 0.250% (0.0204%-0.413%) of the
administered dose was recovered as MDZ-glucuronide.
The urinary excretion of 1ʹ-OH-MDZ, 1ʹ-OH-MDZ-
glucuronide, and MDZ-glucuronide was further used
in the model development to estimate the ratio of
each metabolic pathway of MDZ (Figure 1). The
amounts of unchanged MDZ, 4-OH-MDZ, and 4-
OH-MDZ-glucuronide in urine were too low to be
quantified and were neglected for model development.
The observations of each substance below the limit
of quantification (BLQ) were integrated into the
model with the M3 method to maximize the likelihood
for BLQ observations with respect to the model
parameters, and the likelihood for an observation was
taken as the likelihood that it was indeed BLQ.42 Based
on this data set, the semiphysiological population
pharmacokinetic model was developed for the 2 parent
drugs as well as 5 of the metabolites.

Model Development
The structure of the model is presented in Figure 2.
Physiological compartments were incorporated in the
model using the respective organ blood flows (Table 1).
The “well-stirred”model was applied in the hepatic and
intestinal compartments to estimate the intestinal and
hepatic extraction of the drug at both sites, assuming
that the drug in both the gutwall and liver compartment
reaches equilibrium (equations 1 and 2); each sub-
space (ie, vascular, interstitial, and intracellular space)
is considered homogenous; the transfer of free drug
is perfusion-limited, neglect of conventional tissue to
blood partitioning constants. Physiological parameters
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Figure 1. Drug-drug interaction between voriconazole and midazolam and its metabolite network. Schematic illustration of the inhibition of
voriconazole on the midazolam pathway considered in the present evaluation. Dashed lines indicate inhibition.

and drug physiochemical properties used for model
development are summarized in Table 1.

EH = CLInt,H × f uB
QH +CLInt,H × f uB

(1)

EG = CLInt,G × f uG
QG +CLInt,G × f uG

(2)

where EH , is hepatic extraction and EG is intestinal
extraction; f uB, f uG is the ratio of unbound drug con-
centration in plasma versus total drug concentration
in blood ( f uB = f u

Cb/Cp ); CLInt,H is intrinsic hepatic
clearance and CLInt,G is gut wall clearance; QH is the
hepatic blood flow set to an allometric expression of
body weight; and QG is the relevant villous blood flow
calculated by equaion 3.43

QG = Qvill iCLperm

Qvill i +CLperm
(3)

where Qvill i is villous blood flow, and CLperm is the
permeability of the drug.

MDZ Model. A model consisting of a central and
a peripheral systemic compartment plus 3 “physio-

logical” compartments (representing gut wall, portal
vein, and liver) with linear elimination and a combined
residual error model appropriately described the con-
centrations of MDZ (Figure 2).

1ʹ-OH-MDZ and 1ʹ-OH-MDZ-Glucuronide Model. The
1ʹ-hydroxylation pathway accounted for most of the
primary metabolism of MDZ. The input to the gut wall
and liver compartments of 1ʹ-OH-MDZ was modeled
by the “well-stirred” model and reflected the respective
partial extraction of MDZ in these compartments. The
partial metabolic fraction F1′−OH−MDZ in both the gut
wall and liver was finally estimated to be 75.4% (see in
Table 2).

Subsequently 1ʹ-OH-MDZ was conjugated to form
1ʹ-OH-MDZ-glucuronide at both the gut wall and liver
sites, which was finally excreted into the urine. Glu-
curonidation into 1ʹ-OH-MDZ-glucuronide was also
modeled by the “well-stirred” model as the extraction
of 1ʹ-OH-MDZ from the gut wall and liver compart-
ments. Because of nonspecific β-glucuronidase treat-
ment, 1ʹ-OH-MDZ-glucuronide was the total amount
of 1ʹ-OH-MDZ-O-glucuronide and 1ʹ-OH-MDZ-N-
glucuronide (see Supplementary Methods). The frac-
tion of 1ʹ-OH-MDZ metabolized to the glucuronides
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Figure 2. Scheme of semiphysiological population pharmacokinetic model of midazolam, 1ʹ-hydroxy-midazolam, 4-hydroxy-midazolam, voriconazole,
and voriconazole N-oxide. kinact/KI represents autoinhibition of VRZ on its own enzyme. Dashed arrows describe the inhibitory effect of VRC at the
enzyme site on liver and gut wall clearances of MDZ, 1’-OH-MDZ, and 4-OH-MDZ. The definitions of abbreviations refer to Tables 1 and 2.

was assumed to be unity because the other known path-
way (CYP3A-mediated hydroxylation) accounts for less
than 1% and also no data of its respective metabolite
(1,4-di-OH-MDZ) were available.44 Renal clearance of
1ʹ-OH-MDZ-glucuronide was then estimated based on
the amounts of 1ʹ-OH-MDZ-glucuronide excreted in
urine.

Unconjugated 1ʹ-OH-MDZ excreted into the urine
from the central compartment was also integrated
into the model to estimate renal clearance of
1ʹ-OH-MDZ.

4-OH-MDZ Model. Although the metabolic pathway
from MDZ to 4-OH-MDZ is less important, we still
successfully quantified the plasma concentrations of
4-OH-MDZ in this project. This metabolite was also
incorporated into the model by the respective partial
extraction of MDZ in the gut wall and liver com-

partments. However, the amount of 4-OH-MDZ and
its subsequent conjugate (4-OH-MDZ glucuronide)
in urine was too low to be quantified, and also the
metabolite from another subsequent pathway (1,4-
di-OH-MDZ) was not measured.44 Thus, the partial
metabolic fraction F4−OH−MDZ could not be estimated
and was fixed to 5% according to the literature.27

MDZ Glucuronide Model. MDZ can also be directly
conjugated to form MDZ-glucuronide and then be
excreted into the urine. This pathway was intro-
duced into the model assuming that the input of
MDZ-glucuronide was the partial extraction fraction
(FMDZ−glucuronide) of MDZ into the gut wall and liver
compartments. This value was estimated to be 0.218%
based on the amount of MDZ glucuronide excreted in
the urine (see in Table 2).
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Table 2. Pharmacokinetic Parameters of the Final Model

All Subjects
Without Subject 3 (as
Sensitivity Analysis)

Parameter (Unit) Definition of Parameter Estimate RSE (%) Estimate RSE (%)

θ − Estimates
CLInt,H, MDZ (L) Unbound intrinsic hepatic clearance of MDZ 1060 13.6 1160 7.50
CLInt,G, MDZ (L) Unbound intrinsic intestinal clearance of MDZ 15.8 21.7 17.1 10.6
QPER,MDZ (L/h) Distributional clearance to peripheral compartment of MDZ 19.9 15.9 21.7 18.7
VCEN,MDZ (L) Volume of distribution in central compartment of MDZ 71.7 6.60 68.4 7.70
VPER,MDZ (L) Volume of distribution in peripheral compartment of MDZ 65.9 7.80 62.1 9.10
Ka,MDZ (h-1) First-order absorption rate constant of MDZ 1.57 19.2 1.43 19.1
CLInt,H,1′−OH−MDZ (L/h) Unbound intrinsic hepatic clearance of 1’-OH-MDZ 175 7.80 181 12.7
CLInt,G,1′−OH−MDZ (L/h) Unbound intrinsic intestinal clearance of 1’-OH-MDZ 65.6 19.8 61.3 19.7
VCEN,1′−OH−MDZ (L) Volume of distribution in central compartment of 1’-OH-MDZ 63.6 12.2 64.1 13.2
F1′−OH−MDZ Fraction of the metabolic pathway from MDZ to 1’-OH-MDZ 0.754 35.4 0.715 30.1
CLR,1′−OH−MDZ (L/h) Clearance from central compartment to urine of 1’-OH-MDZ 1.29 29.1 2.11 15.5
CLR,1′−OH−MDZ−GLU (L/h) Clearance from central compartment to urine of 1’-OH-MDZ-GLU 2.43 72.0 1.79 81
CLInt,H,4−OH−MDZ (L/h) Unbound intrinsic hepatic clearance of 4-OH-MDZ 54.6 12.9 59.2 14.7
CLInt,G, 4−OH−MDZ (L/h) Unbound intrinsic intestinal clearance of 4-OH-MDZ 53.5 7.30 53.7 8.10
VCEN,4−OH−MDZ (L) Volume of distribution in central compartment of 4-OH-MDZ 50.4 7.10 51.1 8.50
F4−OH−MDZ Fraction of the metabolic pathway from MDZ to 4-OH-MDZ 0.05(FIX) - 0.05(FIX) -
FMDZ−GLU (L/h) Fraction of the metabolic pathway from MDZ to MDZ-GLU 0.218 15.2 0.174 21.8
CLInt,H,VRZ (L/h) Unbound intrinsic hepatic clearance of VRZ 171 29.6 145 33.7
CLInt,G,VRZ (L/h) Unbound intrinsic intestinal clearance of VRZ 35.7 52.7 36.3 33.3
QPER,VRZ (L/h) Distributional clearance to peripheral compartment of VRZ 27.5 7.10 21.9 9.30
VCEN,VRZ (L) Volume of distribution in central compartment of VRZ 127 4.70 150 4.50
VPER,VRZ (L) Volume of distribution in peripheral compartment of VRZ 381 14.6 431 18.6
Ka, VRZ (h−1 ) First-order absorption/transit rate constant of VRZ 1.86 15.3 3.20 24.7
kinact (h−1 ) Maximum inactivation rate constant of VRZ 2.83 28.9 2.97 22.4
KI (μM) Dissociation rate constant of VRZ 9.33(FIX) - 9.33(FIX) -
CLInt,H,VRZ N−oxide (L/h) Unbound intrinsic hepatic clearance of VRZ-N-oxide 6.70 17.8 6.56 18.0
CLInt,G,VRZ N−oxide (L/h) Unbound intrinsic intestinal clearance of VRZ-N-oxide 41.0 33.9 49.2 25.6
QPER,VRZ N−oxide (L/h) Distributional clearance to peripheral compartment of VRZ-N-oxide 39.5 68.4 255 233
VCEN,VRZ N−oxide (l) Volume of distribution in central compartment of VRZ-N-oxide 19.0 37.4 14.6 210
VPER,VRZ N−oxide (L) Volume of distribution in peripheral compartment of VRZ-N-oxide 19.0 37.5 23.9 129
Ki, MDZ (μM) Inhibition constant of VRZ for inhibition of MDZ 0.586 27.8 0.363 19.6
Ki,1′−OH−MDZ (μM) Inhibition constant of VRZ for inhibition of 1’-OH-MDZ 1.13 50.4 0.690 34.2
Ki,4−OH−MDZ (μM) Inhibition constant of VRZ for inhibition of 4-OH-MDZ 0.356 16.7 0.322 16.2
ω2 − Estimates
IIV CLInt,H,MDZ (CV%) Interindividual variability on hepatic clearance of MDZ 30.8 9.10 29.3 4.50
IIV CLInt,G,MDZ (CV%) Interindividual variability on intestinal clearance of MDZ 42.0 10.8 43.8 9.80
IIV CLInt,H,VRZ (CV%) Interindividual variability on hepatic clearance of VRZ 70.1 5.00 63.8 7.30
IIV CLInt,G,VRZ (CV%) Interindividual variability on intestinal clearance of VRZ 74.0 4.10 80.4 7.10
IIV CLInt,H,1′−OH−MDZ (CV%) Interindividual variability on hepatic clearance of 1’-OH-MDZ 28.1 13.2 18.7 19.0
IIV CLInt,G,1′−OH−MDZ (CV%) Interindividual variability on intestinal clearance of 1’-OH-MDZ 39.5 20.7 48.4 17.4
IIV CLInt,H,4−OH−MDZ (CV%) Interindividual variability on hepatic clearance of 4-OH-MDZ 25.8 7.40 22.3 2.60
IIV CLInt,H, VRZ N−oxide (CV%) Interindividual variability on hepatic clearance of VRZ N-oxide 28.3 3.60 31.2 5.00
IIV CLInt,G, VRZ N−oxide (CV%) Interindividual variability on intestinal clearance of VRZ N-oxide 48.5 2.40 56.7 2.10
IIV Ki, MDZ (CV%) Interindividual variability on inhibition of MDZ 116 1.50 51.6 6.20
IIV Ki, 1′−OH−MDZ (CV%) Interindividual variability on inhibition of 1’-OH-MDZ 122 7.80 63.6 11.8
IIV Ki, 4−OH−MDZ (CV%) Interindividual variability on inhibition of 4-OH-MDZ 36.2 5.10 30.7 5.40
IIV kinact, VRZ (CV%) Interindividual variability on maximum inactivation rate of VRZ 20.8 35.6 21.1 29.9
σ 2 − Estimates
RVMDZ (CV%) Proportional residual variability of MDZ 11.6 9.10 12.0 9.90
RVMDZ (SD, nmol/L) Additive residual variability of MDZ 1.75 7.10 1.64 8.40
RV1′−OH−MDZ (CV%) Proportional variability of 1’-OH-MDZ 11.3 10.8 0.0981 472
RV1′−OH−MDZ (SD, nmol/L) Additive variability of 1’-OH-MDZ 0.328 5.90 0.38 3.60
RV4−OH−MDZ (CV%) Proportional variability of 4-OH-MDZ 5.50 33.3 1.32 256
RV4−OH−MDZ (SD, nmol/L) Additive variability of 4-OH-MDZ 0.0994 4.90 0.106 3.7
RVVRZ (CV%) Proportional variability of VRZ 18.5 5.20 17.8 5.80
RVVRZ (SD, nmol/L) Additive variability of VRZ 15.9 10.1 16.3 11.7

(Continued)
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Table 2. Continued

All Subjects
Without Subject 3 (as
Sensitivity Analysis)

Parameter (Unit) Definition of Parameter Estimate RSE (%) Estimate RSE (%)

RVVRZ N−oxide (CV%) Proportional variability of VRZ N-oxide 11.5 7.20 13.0 5.70
RVVRZ N−oxide (SD, nmol/L) Additive variability of VRZ N-oxide 76.5 11.2 44.6 13.7
RVMDZ−GLU (SD, nmol) Additive variability of MDZ-GLU in urine 9.45 11.3 9.44 13.5
RV1′−OH−MDZ−GLU (CV%) Proportional residual variability of 1’-OH-MDZ-GLU in urine 41.0 12.8 42.6 12.2
RV1′−OH−MDZ urine (CV%) Proportional residual variability of 1’-OH-MDZ in urine 178 34.7 77.4 33.9
RV1′−OH−MDZ urine (SD, nmol) Additive residual variability of 1’-OH-MDZ in urine 23.5 36.3 23.1 35.3

MDZ, midazolam; 1ʹ-OH-MDZ, 1ʹ-OH-midazolam; 4-OH-MDZ, 4-OH-midazolam; MDZ-GLU, midazolam-glucuronide; 1ʹ-OH-MDZ-GLU, 1ʹ-OH midazolam-
glucuronide; VRZ, voriconazole; VRZ N-oxide, voriconazole N-oxide; CV, coefficient variation; SD, standard deviation.
CV% for IIV computed as

√
ω2; CV% for RV computed as

√
σ 2.

VRZ and VRZ N-Oxide Models. The structure of the
semiphysiological model for VRZ was identical to that
of MDZ, and gut wall and liver extractions of VRZ
were introduced with a “well-stirred” model. VRZ was
metabolized into VRZ N-oxide in the gut wall and
liver. The input of VRZ N-oxide was modeled as the
extraction of VRZ in both the gut wall and liver
compartments. Because of a lack of urine data, the
formation ratio of the primary metabolite VRZ N-
oxide could not be estimated. Also, no data of other
metabolites, for example, 4-hydroxyvoriconazole, were
available. Therefore, the metabolic ratio to VRZ N-
oxide was assumed to be unity.

Mechanistic Inhibition by VRZ. Because our previous
research showed that VRZ exerts time-dependent in-
hibition on its metabolic enzymes, mechanism-based
inactivation was integrated into the model to describe
the autoinhibition of VRZmetabolism, considering the
synthesis and natural degradation of enzymes in the
gut wall and liver. The incorporation of themechanistic
inhibitionmodel in the gut wall and liver compartments
significantly improved the model of VRZ (�OFV =
−162). It was not identifiable to separately attribute
the metabolic pathways to CYP3A or CYP2C19 in this
project. Therefore, mechanistic inhibition was intro-
duced (equation 4) on total metabolic enzymes of VRZ
in both the gut wall and liver.

dE(t)

dt
= Kdeg × E0 − Kdeg × E(t) − kinact × [I ]

KI + [I ]
× E(t)

(4)

where E(t) is the amount of active enzyme present at
time t; E0 is the amount of original active enzyme, fixed
to be 1; Kdeg is the first-order degradation rate of the
enzyme in the absence of VRZ; KI is the dissociation
rate constant, obtained from in vitro experiments35; [I]:
unbound concentration of VRZ at the enzyme sites;
and kinact is the maximum inactivation rate constant.

The degradation Kdeg was fixed to 0.023 hour−1 in
liver and 0.03 hour-1 in the gut wall, which were the
mean values of Kdeg for CYP3A (0.019 and 0.03 hour−1

in the liver and gut wall) and CYP2C19 (0.026 and
0.03 hour−1 in the liver and gut wall), according to the
values provided by PK-SIM (version 7.3.0, part of the
Open Systems Pharmacology suite).

Inhibition of MDZ Metabolism by VRC. In vivo the
metabolism of MDZ includes reversible as well as
irreversible inhibition.35 However, in the data set of the
present study, it was not possible to obtain identifiable
estimates describing both reversible and irreversible
inhibition of VRZ on the metabolism of MDZ at the
same time. If both inhibitory mechanisms were intro-
duced on the condition that the reversible inhibition
constant Ki,MDZ was fixed to be 0.47 μM (according
to the in vitro assay35), the OFV decreased by 371. If
mechanistic inhibition of VRZ was introduced alone
in the metabolism of MDZ, the OFV dropped by
334. When only a direct reversible inhibitory effect
of VRZ was integrated into the metabolism of MDZ
with equation 5, it resulted in a better fit (�OFV =
–433). Thus, the reversible inhibition model was finally
selected.

CLInt = CLInt0
1 + [I ]

Ki,MDZ

(5)

where CLInt is intrinsic clearance; CLInt0 is intrinsic
baseline clearance in the absence of VRZ in the gut wall
and liver; Ki,MDZ is the inhibition constant of VRZ for
inhibition of MDZ metabolism.

Furthermore, VRZ also exhibited competitive in-
hibition of UGT2B4 and 2B7 in in vitro assays,45

suggesting the integration of a competitive model
into the metabolism of 1ʹ-OH-MDZ and 4-OH-MDZ.
Analogous to the inhibition of CYP3A, the inhibition
of VRZ on UGT was described with the inhibition
constant of Ki,1′−OH−MDZ and Ki,4−OH−MDZ at the
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Table 3. Summary of Individual Pharmacokinetic Parameters Based on Post Hoc Estimates (Median With 90% Confidence Intervals)

Drug
Bioavailability

(%)
Hepatic

Extraction EH (%)
Intestinal

Extraction EG (%)
Total Hepatic

Clearance CLH (L/h)
Total Intestinal

Clearance CLG (L/h)

Midazolam 30.8 (16.0-60.0) 18.3 (13.1-28.7) 62.5 (21.7-79.2) 19.8 (12.7-29.9) 4.30 (1.42-5.57)
Voriconazole 18.7 (2.24-62.0) 37.9 (9.93-61.7) 74.6 (26.8-95.6) 128 (25.9-392) 15.0 (1.79-108)

enzyme sites in the liver and gut wall, resulting in
further improvement of the model (�OFV = −234.5
and −402). The final model structure is depicted in
Figure 2.

Parameter Estimates. Parameter estimates and their
relative standard error of the final model are pre-
sented in Table 2. The estimated inhibition constant
of VRZ on the metabolism of MDZ Ki,MDZ was
0.586 μM, which was similar to the inhibition of 4-OH-
MDZ metabolism with a Ki,4−OH−MDZ of 0.356 μM,
whereas VRZ exhibited a weaker inhibitory effect
on glucuronide conjugation of 1ʹ-OH-MDZ with a
Ki,1′−OH−MDZ of 1.13 μM.

The gut wall and liver extraction ratios of the 2
parent drugs as well as 3 metabolites could be calcu-
lated with equations 1 and 2 based on the parame-
ter estimates of intrinsic clearance. Furthermore, the
bioavailability of each substance was calculated with
equation 6. All these parameters, along with the total
hepatic and intestinal clearance values, are reported in
Table 3.

Bioavailability = (1 − EH) × (1 − EG) × 100% (6)

Interindividual variability (IIV) of hepatic and in-
testinal clearance for MDZ was independently esti-
mated to quantify the variability of CYP3A activity
at both enzyme sites, with values of 30.8% for hepatic
clearance and 42.0% for intestinal clearance. The IIV
of hepatic and intestinal clearance for VRZ was high
(CV > 70%). When integrating IIV of Ki values to
explore the variability in the extent of inhibition, the
IIV of Ki,MDZ andKi,1′−OH−MDZ were high, with values
of 116% and 122%.

The CCD results pointed out that subject 3 exhibited
a great difference in the inhibition constant. Comparing
the parameter estimates based on the data sets with
and without subject 3 (in Table 2), we observed that
Ki,1′−OH−MDZ dropped from 1.13 to 0.690 μM, and es-
pecially, the IIV for Ki,1′−OH−MDZ decreased from 122%
to 63.6%; meanwhile, Ki,MDZ was also reduced from
0.586 to 0.363 μM, and the IIV for Ki,MDZ declined
more than half when ignoring the data set of subject
3. This indicated that the DDI for subject 3 might
be different. Furthermore, we plotted the individual

predicted concentrations of the inhibitor VRZ and
substrates MDZ and 1ʹ-OH-MDZ for all the subjects
and found that inhibition of VRZ on the metabolism
of MDZ and 1ʹ-OH-MDZ was not obvious for subject
3 because pf the weaker inhibitory activity. The effect
of omission of subject 3 on the other pharmacokinetic
parameters, however, was minor. Therefore, subject 3
was finally retained in the model development and
evaluation.

Model Evaluation
The GOF of the semiphysiological pharmacokinetic
model for MDZ, 1ʹ-OH-MDZ, 4-OH-MDZ, VRZ and
VRZ N-oxide (in Figure 3) indicated that the final
model fits the observed plasma concentration-time
profile of both parent drugs and metabolites for each
treatment well. The conditional weighted residuals were
homogeneously scattered around the null ordinates
with no obvious trend, except for a slight misspecifica-
tion for 1ʹ-OH-MDZ in the first 10 hours. Individual
predictions were informative for model evaluation with
a low extent of eta shrinkage. Plots from the observed
versus population prediction of VRZ plasma concen-
tration showed high IIV for pharmacokinetics of VRZ.
Urine datawere not described aswell as the plasma data
by the model, as shown in the GOF plots, but results
were acceptable and could not be improved further
(Figure S1).

The VPC of the final pharmacokinetic model for 4
treatments (in Figure 4) confirmed a good predictive
performance of the model. The 90% confidence inter-
vals for medians and 5th and 95th percentiles of the
simulated predictions were in good agreement with the
observed data and covered the variability sufficiently.
A slight underprediction in the period of combined
MDZ intestinal lumen, VRZ intravenous treatment for
the 90% confidence intervals for medians of MDZ and
VRZ was considered tolerable (Figure 4). Because only
3 individuals participated in the combined intravenous
MDZ, intravenous VRZ treatment, the confidence in-
tervals for median and 5th and 95th percentiles in this
period overlapped.

Simulation
Figure 5 depicts the concentration-time profiles of
parents and metabolites in liver and intestine, as well
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Figure 3. Goodness-of-fit plots of the final model for midazolam, 1ʹ-OH-midazolam, 4-OH-midazolam, voriconazole, and voriconazole N-
oxide concentration in plasma (all study periods). MDZ, midazolam; 1ʹ-OH-MDZ, 1ʹ-hydroxy-midazolam; 4-OH-MDZ, 4-hydroxy-midazolam; VRZ,
voriconazole; VRZ N-oxide, voriconazole N-oxide. Observed plasma drug concentrations (observed) versus population predictions (PRED) and
individual predictions (IPRED) obtained from the final population semiphysiological model. Conditional weighted residuals (CWRES) versus PRED
and time after the start of MDZ infusion.

as the full-time course of relative enzyme activity.
Maximum inhibition of enzyme was reached in liver
directly at the end of voriconazole infusion independent
of administration route. However, the enzyme activity
in the intestine was inhibited only after intraduodenal
infusion of voriconazole, and the maximum inhibition
appeared at the end of voriconazole infusion. because
of the equilibrium of inhibition rate and enzyme syn-
thesis rate, the enzyme activity in liver reached steady
state after the end of infusion of voriconazole. In the
gut wall, the concentration of voriconazole dropped
down to nearly zero when stopping the infusion of
voriconazole, in which case, enzyme activity recovered
gradually.

By simulating the study by Saari et al,6 the model-
predicted exposure of MDZ and 1ʹ-OH-MDZ after
intravenous administration of MDZ were consistent
with the observations (Figure S2, period 1), whereas

the slight underprediction were detected for oral ad-
ministration (Figure S2, period 3). During VRZ treat-
ment, predicted MDZ concentrations were lower than
the observed plasma concentrations (Figure S2, peri-
ods 2 and 4), but the predicted/observed area under
the curve (AUC) and Cmax ratios were within a 2-
fold range, which was finally considered tolerable. For
1ʹ-OH-MDZ, the predictions gave a better reflection of
the observations.

Discussion
In the present study, both MDZ and VRZ were ad-
ministered by intestinal or intravenous infusions dur-
ing different periods to provide the data required to
separately assess the DDI at the intestinal and hepatic
sites. The pharmacokinetics of VRZ was appropriately
described by integrating mechanism-based inactivation
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Figure 4. Visual predictive checks of the final model for midazolam, 1ʹ-OH-midazolam, 4-OH-midazolam, voriconazole, and voriconazole N-oxide
under 4 treatments. MDZ, midazolam; 1ʹ-OH-MDZ, 1ʹ-hydroxy-midazolam; 4-OH-MDZ, 4-hydroxy-midazolam; VRZ, voriconazole; VRZ N-oxide,
voriconazole N-oxide; Time, time after the start of MDZ infusion; iv, intravenous administration; int, intraduodenal administration. Black circles
represent observed concentrations. The solid line represents the median of observed plasma concentrations, whereas 5th and 95th percentiles
of the observations are described by the dashed line. The red shaded areas represent simulation-based 90% confidence intervals for the median. The
90% confidence intervals for the corresponding percentiles of the predictions are shown as blue-shaded areas. The red lines show the lower limit of
quantification for each substance.

of its own metabolic enzymes in the model. Also, the
concentration-time profiles of the victim drugs (MDZ
and its metabolites) were captured well by the model.
Thus, the time course of hepatic and intestinal CYP3A
activity could be described appropriately.

Compared with fully empirical models, semiphysio-
logical modeling enables the prediction of local drug
concentrations in the gut wall and liver. Therefore, the
inhibition process could be described directly at the
enzyme expression sites, taking the dynamic inhibition
by actual concentrations of the perpetrator as well

as synthesis and natural degradation of the enzymes
into account.11,12 We found a VRZ inhibition constant,
Ki, MDZ, of 0.586 μM for the effect on the metabolism
of MDZ, which was in good agreement with those from
our previous in vitro assay (0.47 μm; 95%CI, 0.344-
0.636 μM),35 and similar to the values obtained in
another clinical study (0.34 μM).13 Furthermore, VRZ
was identified to inhibit MDZ phase 2 metabolism, re-
sulting in inhibition constant Ki,1′−OH−MDZ of 1.13 μM
for the effect on the glucuronidation of 1ʹ-OH-MDZ.
The estimated value was in line with the result from
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Figure 5. Predicted full-time course of relative CYP3A activity as well as predicted concentration-time profiles of voriconazole, midazolam, 1ʹ-OH-
midazolam, and 4-OH-midazolam in the liver (A) and intestine (B). The solid line represents the median of prediction, whereas the 5th and 95th
percentiles of the predictions are described by the dashed line.

another clinical trial with an inhibition constant of
1.4 μM.13 This finding is also supported by in vitro
data, showing that VRZ inhibits UGT2B4 (a major
enzyme mediating this step) with a Ki,UGT2B4 of 1.09-
7.80 μM.45 Although UGT2B7 and 1A4 also mediate

glucuronidation of 1ʹ-OH-MDZ,29 our model was not
able to separately describe the contribution to this
metabolic pathway mediated by each enzyme. There-
fore, inhibition of glucuronidation in the model was
described by a global inhibition constant. All the above
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showed that this semiphysiological modeling approach
could depict a more precise and mechanistic picture
of the inhibition process for DDI, providing a useful
tool for in vitro to in vivo extrapolations. However, it
is unclear to which extent the empirical component of
the model would limit the correctness of such extrapo-
lations, which therefore need to be further validated.

PBPK modeling might be a useful tool to overcome
this limitation in exploring DDIs. However, PBPK
could only provide total IIV for the observed PK
data, which are actually the combined results from
IIV for each underlying pharmacokinetic process or
parameter. The PBPK approach to quantify variabil-
ity is knowledge driven rather than data driven. The
present semiphysiological population model is set out
to identify the key parameters that contribute to IIV
and meanwhile, quantify the IIV of these parameters.
This approach showed that both intrinsic intestinal and
hepatic clearances, as well as inhibition constants, con-
tributed significantly to overall IIV (shown in Table 2).
The IIV of hepatic clearance of MDZ (30.8%) rep-
resenting the variability of active CYP3A abundance
in the liver was independent of the IIV in intesti-
nal clearance (42.0%), confirming that the activity of
CYP3A at the 2 sites has low correlation and needs to
be considered separately.8,46,47 High variability in VRZ
hepatic and intestinal clearance (>70%) was consistent
with the published literature,48,49 which might reflect
the presence of CYP2C19 variants (which have not
been tested in the study population). The high vari-
ability for Ki,MDZ andKi,1′−OH−MDZ estimates (>100%)
may be attributable to several root causes. It might
be a consequence of CYP3A polymorphisms because
azole antifungals have a higher affinity for CYP3A4
compared with CYP3A532,50 and individuals carrying a
CYP3A5*1 allele were less susceptible to inhibition.51

This may explain the observations in subject 3. Part
of the remaining unexplained variability in inhibition
constants may be the propagation of the IIV in other
processes that could not be described by the present
model. In addition, the unstable drug delivery rate or
the exact location of duodenal probes placed endoscop-
ically might have contributed to this IIV.

Independent of the modeling method, the com-
bination of intravenous and intestinal administra-
tion is a useful approach to assess systemic and
presystemic CYP3A metabolism and inhibition.16 We
did not expect that the peculiar way of MDZ ad-
ministration with regard to input rate and local-
ization would have an impact on MDZ pharma-
cokinetic processes because pharmacokinetic data of
oral and intravenous MDZ showed dose linearity
for the single dose range of 0.075-7.5 mg.6-8,14,52

Our results confirmed this assumption and also in-
dicated that no saturation of MDZ metabolism by

CYP3A occurred. In our evaluation, MDZ total hep-
atic clearance of 19.8 L/h (Table 3) was similar to
the published values (19.4-31.4 L/h) after intravenous
administration.26,53-55 The sum of estimatedMDZ hep-
atic and intestinal clearance of 24.1 L/h is consistent
with the reported total clearance of 22.8-39.8 L/h
after oral administration.53,56,57 The bioavailability of
MDZ (30.8%) was also in good agreement with the re-
ported value (30%-50%).14 Urinary excretion of MDZ
metabolites (Figure 1) was also essentially consistent
with published data.29 The contribution of the 1ʹ-OH-
MDZ pathway was estimated to be 75.4%, which is
consistent with the previously reported range that 60%-
80% of MDZ dose was recovered as 1ʹ-OH-MDZ-
GLU in the urine.26 Urinary excretion of the direct
N-glucuronide of MDZ, which is formed by UGT1A4,
accounted for about 0.2% of the MDZ dose in our
study, which is lower than the published fraction of 1%-
2%.29

In contrast, in the case of VRZ, the peculiar way
of administration was relevant for its pharmacokinetic
behavior. The bioavailability of VRZ in the present
study (18.7%) was much lower than the value reported
for therapeutic doses (82.6%).58 One possible reason is
that the enzymesmediatingVRZmetabolismwere satu-
rated at therapeutic doses but not at the low dose/dose
rate used in the present study, which is supported by
reports on dose-dependent bioavailability of VRZ.33

Autoinhibition of VRZmetabolism at high dosesmight
also contribute to the discrepancy in bioavailability.
Daily chronic VRZ doses used in DDI studies were
typically in the range of 200 to 800mg.6,59 In the present
study, dose and input rate of VRZ were low because
we aimed at investigating a gradual response rather
than maximal inhibition. In addition, we used 2 input
rates to achieve 2 intestinal/hepatic concentrations of
VRZ, which is the minimum to assess the concentration
dependence of the extent of inhibition.

A constant rate intestinal or intravenous infusion
was used to provide constant exposure of both MDZ
and VRZ at the respective sites of metabolism for a
certain period and thus to facilitate the identifiability
of pharmacokinetic parameters. We avoided known
sources to cause untoward variability in infusion rates,
such as using a single catheter for delivery of more
than 1 drug,60 using different syringe sizes61 or ig-
norance of the placement of syringe pumps.62 Still,
during the conduction of the study, some unexpected
problems occurred with regard to the infusions, as the
infusion pumps occasionally indicated that the tubes
were blocked. Our maneuvers to compensate for such
problems (see the Methods section) certainly increased
the variability in delivery rate while safeguarding the
total dose. These obvious problems also indicate the
fluctuations in delivery rates may have occurred that
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did not result in stopping of the infusion and thus went
unnoticed.

Therefore, several limitations of this study need to be
considered. The small number of subjects participating
in this pilot project limits a precise and accurate estima-
tion of IIV. The unexpected variability in infusion rates
is another limitation. Third, the metabolism of VRZ
is complex, and we could not separate the metabolic
pathways of VRZ mediated by CYP3A and 2C19 in
our model. The fourth limitation is our inability to
fully describe the complicated mechanisms of enzyme
inhibition by VRZ and to separate the reversible and
irreversible inhibition of VRZ. Fifth, the development
of the physiological components of the model required
fixing certain parameters (Table 1), which may result
in a scaling effect on other parameters or in a bias
in the distribution of these parameters as mentioned
above for the variability of Ki,MDZ and Ki,1′−OH−MDZ.
Finally, our results obtained at low doses of VRZ
predicted well the exposure of VRZ at high doses
because we were obviously not able to fully capture the
nonlinear pharmacokinetics of VRZ. Thus, we suggest
refining and improving this DDI study design with
additional information, in this case, for example, pro-
vided by (1) using a larger sample size, (2) determining
CYP3A5/CYP2C19 genotypes, (3) safeguarding amore
steady infusion rate (to this end some investigations in
the sources of the respective variability are required),
(4) using a single inhibitor infusion rate in one period
and assessing dose dependence in separate periods,
and (5) selecting a perpetrator with less complicated
mechanisms of interaction (eg, without mechanism-
based inhibition). Obviously, choices for this combined
intravenous and intraduodenal administration are lim-
ited to drugs for which both oral and intravenous
formulations are available.

Conclusions
The combination of intravenous and intraduodenal
infusions of inhibitors and substrates has the potential
to provide a more accurate assessment of DDIs occur-
ring in both gut wall and liver. Using this approach, a
detailed description of the inhibitory effects of VRZ
on MDZ metabolism at the hepatic and intestinal
CYP3A expression sites was possible, including the
time course of inhibition and respective sources of
interindividual variability. The model may be helpful
to assess the potential of VRZ to cause DDIs with
other CYP3A substrates. Further studies with lower
complexity (inhibitors without mechanism-based inhi-
bition, single inhibitor infusion rate per study period)
and larger sample sizes are required to further evaluate
this approach.
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METHODS

Chemicals

Midazolam (MDZ),  1ʹ-hydroxymidazolam (1’-OH-MDZ), voriconazole (VRZ), ketoconazole

(KET),  diazepam,  and  β-glucuronidase  from Helix  pomatia  were  purchased  from Sigma-

Aldrich  (St  Louis,  MO,  USA).  Voriconazole  N-oxide  (VRZ  N-oxide)  and  4-

hydroxymidazolam (4-OH-MDZ) were obtained from Santa Cruz Biotechnology (Heidelberg,

Germany). Methanol (Gradient grade for MS), acetonitrile (Gradient grade for LC), formic

acid (98-100% p.a.), and natrium chloride were bought from Merck (Darmstadt, Germany).

Ammonium acetate (>99.0%) was purchased from Fluka Chemie AG (Switzerland).

Quantification of VRZ and VRZ N-oxide in plasma, MDZ, MDZ-N-glucuronide, 1’-OH-

MDZ, 1’-OH-MDZ-glucuronide, 4-OH-MDZ, and 4-OH-MDZ-glucuronide in urine 

Concentrations of VRZ and VRZ N-oxide were quantified in plasma by LC/MS/MS methods

using a TSQ Quantum, Surveyor MS Pump and Autosampler (Thermo Finnigan, CA, USA).

In brief, 200 µL of plasma samples were mixed with 400 µL acetonitrile (ACN), and then

spiked with 20 µL of the internal standard working solution (ISTD, 5000 ng/ml KET), while

the calibration standards (EP) and quality control (QC) samples were prepared by adding 20

μL of the appropriate combined working solution to 200  μL of blank human plasma, then

adding 380 μL of acetonitrile and 20 μL of ISTD (KET).

For urine samples, 50 μL of the urine sample were mixed with 250 μL of 0.2 M ammonium

acetate buffer (pH 4.75) with the addition of 600 μL MeOH and 100 μL of the ISTD (5000

ng/ml diazepam). To prepare the EP and QC samples, 3 μL of 1’-OH-MDZ and 3 μL of the

combination of MDZ and 4’-OH-MDZ working solution in urine were mixed with 44  μL

blank urine. Then, the EP and QC samples were processed in the same way as unknown urine

samples. 

3
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To  determine  the  glucuronidated  fraction  of  MDZ,  1’-OH-MDZ,  and  4-OH-MDZ,  the

samples  were  measured  two  times,  once  without  β-glucuronidase  treatment  as  described

above and another  after  glucuronide  cleavage.  For  glucuronide  cleavage,  50  μL of  urine

sample mixed with 125 μL of 0.2 M ammonium acetate buffer (pH 4.75) and 125 μL  β-

glucuronidase suspension (3,200 U/ml) were incubated at 37 °C for 24 h. Then, 600 μL of

MeOH with 100 μL of ISTD (diazepam) was added, vortexed and kept on ice for a few

minutes to stop the enzymatic reaction. 

After vortexing for 10 seconds and centrifuging with 20.800x g (14.000 rpm) for 10 min, 200

µL of the supernatant were transferred to screw-capped glass vials for LC-MS/MS analysis.

20 μl of the sample was injected into a Hypersil Gold column (50 × 2.1 mm, 5 μm, Thermo

Electron,  Runcorn,  U.K.)  with  a  Security  Guard  precolumn  (4x2.0mm,  Phenomenex,

Torrance, CA, USA) and eluted at a flow rate of 300 μl/min. The column temperature was

maintained at 30°C. Mass spectra were acquired using in the positive ion mode at a scan rate

of 0.15 s/scan. LC/MS parameters, solvent gradient, standard curve ranges, and precision and

accuracy are listed in Table S1.

Quantification of MDZ, 1’-OH-MDZ and 4’-OH-MDZ in plasma

Quantification of MDZ, 1’-OH-MDZ and 4’-OH-MDZ in plasma was performed using an AB

SCIEX  API  5000  triple  quadrupole  mass  spectrometer  (AB  SCIEX,  Concord,  Ontario,

Canada) and a binary Agilent 1200 pump (Agilent Technologies Inc., Waldbronn, Germany)

with the Analyst software version 1.6.2 (AB SCIEX, Concord, Ontario, Canada). 50 µL of

each plasma sample were placed in a polypropylene-tube. Samples were de-proteinized with

100 µL acetonitrile containing the ISTD (MDZ-d4 and 1'-OH-MDZ-d4), subsequently vortex-

shaked and centrifuged. The supernatant was further diluted with 200 µL Milli-Q®-water and

20 µL were injected into a Synergie Polar RP 100 Å column (50x4.6 mm, 2.5 Μm, Sigma-

Aldrich  Chemie  GmbH,  Germany).  The  compounds  were  detected  with  MRM  (Multiple
4
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Reaction Monitoring) and mass spectrometry conditions are described in Table 1. The high

concentration working solution for calibration standards (WCS1) and quality control sample

(WQC1) were separately prepared, by adding 90 µL stock solution containing each analyte to

1.91 mL of blank human plasma. Then, 10-fold dilutions of WCS1 and WQC1 with the blank

human  plasma  produced  WCS2 and  WQC2,  respectively.  Next,  the  highest  concentrated

calibration standard (CS1) and quality control sample (QC1) were obtained by diluting WCS2

and  WQC2 with blank  human  plasma.  The  following calibration  standards  (CS2-8)  and

quality control samples (QC2-4) were prepared by adding the appropriate volume of  CSn-1

and  QCn-1  and to  blank  human  plasma,  respectively.  Organic  solvent  (methanol)

concentration  in  CS1-8  and  QC1-4  was  less  than  0.03  %  (v/v). Finally,  the  calibration

standards and quality control samples were processed in the same way as unknown plasma

samples. 

5
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TABLES

Table S1 LC/MS conditions

Analyte
Mass

transition
Standard

curve range
LC gradient

retention
time

Precisi
on

Intra-
day

Accuracy
Intra-day

Precision
Inter-day

Accuracy
Inter-day

m/z ng/mL min % % % %
VRZ (p) 350.1→281.2 10-1000

%B (min)
0(0)→0(2.5)→
100(5)→0(6) a

0.8 <10.8 <7.9 <12.1 <7.5
VRZ N-oxide (p) 366.1→224.1 10-1000 0.61 <13.9 <8.9 <9.46 <6.9

Ketoconazole (p).
IS

531.2→489.3 - 0.66

MDZ (u) 326.0→291.0 0.5-100
%B (min)

20(0)→20(1)
→90(3)→90
(4.5)→20(6) b

3.44 <14.8 <9.43 <7.62 <9.00
1’-OH-MDZ (u) 342.0→324.1 1-1000 3.58 <6.9 <17.2 <12.6 <13.0
4-OH-MDZ (u) 342.0→325.2 0.5-100 3.34 <12.5 <14.4 <6.7 <15.2

Diazepam (u), IS 285.0→193.1 - 4.12

MDZ (p) 326.2→291.3 0.05-74.5 Isocratic
elution with
0.5% formic

acid and
methanol

2.6 0.7-6.0 99.0-102.0 4.6-7.1 97.3- 101.2
MDZ-d4(p) 329.9→295.0 - 2.6 - - - -

1’-OH-MDZ (p) 342.3→203.1 0.051-75.5 2.7 1.6-3.2 99.3-101.9 3.3-6.7 99.6- 102.0
1’-OH-MDZ-d4(p) 346.3→203.1 - 2.7 - - - -

4-OH-MDZ (p) 342.3→325.2 0.05-74.6 2.2 2.1-5.4 98.6-100.6 5.6-7.9 97.9- 101.2
a  mobile phase A was 0.1% formic acid in 10 mM ammonium formate/0.1% formic acid in acetonitrile 50/50 (v/v), and
solvent B was 0.1% formic acid in acetonitrile;

b mobile phase A was 0.1% formic acid in water, and solvent B was MeOH.

MDZ, midazolam; 1’-OH-MDZ, 1’-OH-midazolam; 4-OH-MDZ, 4-OH-midazolam; VRZ, voriconazole; VRZ N-oxide, 
voriconazole N-oxide; u, urine; p, plasma.
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Table S2 Actual infusion doses and rates of voriconazole and midazolam*

Subject Period
Midazolam Voriconazole

Dose* [mg]
Infusion rate

[mg/h]
Low dose*

[mg]
Infusion rate

[mg/h]
High dose*

[mg]
Infusion rate [mg/

h]

1

MDZ iv, VRZ int 6.59 0.274 48.9 6.11 96.7 12.2

MDZ int, VRZ iv 6.25 0.260 56.3 7.05 113 14.1

MDZ int, VRZ int 6.39 0.266 43.2 5.4 86.3 10.8

2

MDZ iv, VRZ int 6.00 0.250 53.9 6.74 108 13.5

MDZ int, VRZ iv 6.71 0.280 55.1 6.91 109 13.8

MDZ int, VRZ int 6.59 0.274 56.7 7.10 114 14.2

MDZ iv, VRZ iv 6.11 0.254 45.5 7.38 118 14.8

11.6 Bolus(9.75h)♦

3

MDZ iv, VRZ int 6.00 0.250 54.0 6.80 109 13.6

MDZ int, VRZ iv 6.44 0.268 47.4 7.90 121 15.8

MDZ int, VRZ iv 12.8 Bolus(11.0h)♦

MDZ int, VRZ int 6.34 0.264 53.3 6.66 107 13.3

MDZ iv, VRZ iv 7.11 0.296 49.3 7.34 117 14.7

MDZ iv, VRZ iv 8.00 Bolus(9.20h)♦

4

MDZ int, VRZ int 6.24 0.260 56.9 7.13 113 14.2

MDZ iv, VRZ iv 6.56 0.290 56.7 7.08 112 14.2

MDZ iv, VRZ iv 0.400 Bolus(2.13h)♦

5

MDZ iv, VRZ int 6.47 0.270 56.8 7.11 114 14.2

MDZ int, VRZ iv 6.24 0.260 45.5 5.69 88.0 11.4

MDZ int, VRZ int 6.60 0.275 55.4 6.92 110 13.8

MDZ int, VRZ int 6.46 0.269 55.4 6.94 111 13.9

6

MDZ iv, VRZ int 7.39 0.308 52.2 6.53 99.3 13.1

MDZ int, VRZ iv 6.32 0.263 52.3 6.54 105 13.1

MDZ int, VRZ int 5.51 0.230 47.0 6.71 107 13.4

*as determined by weight control of the infusion system. 

♦ A bolus dose was given in the case of blocked tubes and the recorded time for a bolus dose is the time after the start of 
MDZ infusion.
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FIGURES

Figure S1 Goodness-of-fit plots of the final model for midazolam-N-glucuronide, 1’-OH-
midazolam-glucuronide, and 1-OH-midazolam in urine (all study periods).

MDZ-N-glucuronide,  midazolam-N-glucuronide;  1’-OH-MDZ-glucuronide,  1’-hydroxy-midazolam-

glucuronide;  1’-OH-MDZ,  1’-hydroxy-midazolam.  Observed  drug  amounts  in  urine  (Observed)  versus

population predictions (PRED) and individual predictions (IPRED) obtained from the final population semi-

physiological model. Conditional weighted residuals (CWRES) versus PRED and time after the start of MDZ

infusion. The observations below the limit of quantification were also shown in the plots.
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Figure S2 Observed plasma concentrations of MDZ, 1’-OH-MDZ, VRZ as reported by
Saari et al. 2006 compared to the model predicted simulation

MDZ, midazolam; 1’-OH-MDZ, 1’-hydroxy-midazolam; VRZ, voriconazole, iv, intravenous. Model prediction

were  obtained by simulating the Saari  1 study design for  1000 virtual  subjects.  The shaded areas  represent

simulation-based  90%  confidence  intervals  and  the  line  represents  the  median  of  predicted  plasma

concentrations, while observed concentrations are described by the black dots. Administration of VRZ was done

orally on the first day with 400 mg twice daily, the dose was 200mg twice daily on the second day. MDZ was

administered at a dose of 0.05 mg/kg intravenously, or 7.5 mg orally, at 1 h after the last dose of VRZ (periods 2

and 4) and during the control (periods 1 and 3).
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Figure S3 The comparison of observed and predicted plasma concentration-time profiles
of parent drugs as well as the metabolites in each subject

a) ID 1

b) ID 2
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c) ID 3

d) ID 4
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e) ID 5

f) ID 6

Comparison  between  observed  plasma  drug  concentrations  (red)  and  individual  predictions  (green)
obtained from the final population semi-physiological model versus time after the start of MDZ infusion.
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$SIZES      MAXFCN=100000000 LNP4=80000 LVR=60 DIMNEW=2000

$PROBLEM    DDI of MDZ and VRZ

$INPUT      

ID PER NMTIME=DROP TIME TAFE=DROP EVID AMTNG=DROP RATENG=DROP AMT RATE  ;AMT 
in nmol, RATE in nmol/h

CMT DVNGL=DROP DV  ; DV in nmol/l (plasma), nmol (urine)

DVLGNOMOLL=DROP BQL FLAG MDV WEIGHT HEIGHT AGE 

UVOL ; Urine volume

STRAT ; vpc strafication

$DATA      MOL_vrz_mdz_xl_urine_uM.csv IGNORE=@ WIDE

            IGNORE=(DV.EQ.-99,EXTRAPER.EQ.1,DT.EQ.1)

$SUBROUTINE ADVAN13 TOL=9 ; Set up differential equation mode

$MODEL      

            COMP(MDZDEP)    ;1  MDZ deposit

            COMP(MDZCEN)    ;2  MDZ central

            COMP(VRZDEP)    ;3  VRZ deposit

            COMP(VRZCEN)    ;4  VRZ central

            COMP(1OHMDZCEN) ;5  1-OH-MDZ central

            COMP(4OHMDZCEN) ;6  4-OH-MDZ central

            COMP(1OHMDZUR)  ;7  1-OH-MDZ urine

            COMP(NOXIDECEN) ;8  VRZ NOXIDE central

            COMP(MDZGLUUR)  ;9  MDZ-GLU urine

            COMP(1OHMDZGLUUR); 10 1-OH-MDZ GLU urine

            COMP(MDZPER)    ;11 MDZ peripheral

            COMP(VRZPER)    ;12 VRZ peripheral

            COMP(1OHMDPER)  ;13 VRZ NOXIDE peripheral 

            COMP(1OHMDPER)  ;14 1-OH-MDZ GLU central

            COMP(CYPLIV)   ;15 Enzyme site liver

            COMP(CYPGUT)   ;16 Enzyme site gut

$PK
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VWGT=WEIGHT/70

; Basic physiological Parameters

QH = 3.75*WEIGHT**0.75  ; Hepatic blood flow (Chien et al . 2006, Brown et al. 1997)

QPV = 0.75*QH      ; Portal vein blood flow (75% from liver blood flow) (Williams et al. 1989)

QHA = 0.25*QH      ; Hepatic artery blood flow (25% from liver blood flow) (Williams et al. 1989)

VH = 1                     ; Hepatic compartment volumn fixed to 1 L.

VPV = 1                    ; Portal vein compartment volumn fixed to 1 L.

QIN = 0.4*QH               ; Small intestinal blood flow (Williams et Leggett, Clin Phys Physiol Meas. 1989)

QMU = 0.8*QIN            ; Mucosa blood flow (Yang et al., Curr Drug Metab 2007)

QVI = 0.6*QMU            ; Villous blood flow(Yang et al., Curr Drug Metab 2007)

VGW = 1                        ; Volume of Gut wall fixed to 1 L.

; Midazolam PK parameters

KA   = THETA(1)            ; Absorption rate constant of MDZ

VCEN = THETA(2)          ; Central distribution volume of MDZ

VPER = THETA(3)*VWGT       ; Peripheral distribution volume of MDZ

Q    = THETA(4)            ; Inter-compartmental clearance between central and peripheral compartment of MDZ

K23=Q/VCEN                 ; Rate constant from central to peripheral compartment of MDZ

K32=Q/VPER                  ; Rate constant from peripheral to central compartment of MDZ

CLH0=THETA(5)*EXP(ETA(1))  ; Unbound intrinsic hepatic clearance of MDZ

KI=THETA(6)*EXP(ETA(2))    ; Inhibition constant of voriconazole on the metabolism of MDZ

CLG0   = THETA(7)*EXP(ETA(3))     ; Unbound intrinsic intestinal clearance of MDZ

; Physicochemical characteristics of midazolam

FU = 0.02                  ; Unbound fraction of MDZ in plasma in healthy human (Ito et al. 2003, Lown et al. 1995: 
0.022, Thummel et al. 1996: 0.02, Trouvin et al. 1988: 0.019)

RATIO =  0.66              ; Blood to plasma partitioning ratio of MDZ in human (Ito et al. 2003, Gorski et al. 
1996)

FUB = FU/RATIO             ; Unbound fraction of MDZ in Blood is 0.033

FUG = 1                    ; Unbound fraction of MDZ in gut (assumed to be 1, Yang et al., Curr Drug Metab 2007)

CLP = 10.6                 ; Permeability of MDZ 10.6 L/h = 0.1766 L/min (Yang et al. 2007)

; Voriconazole PK parameters

15



Supplement of combined i.v. / intraduodenal infusions of midazolam and voriconazole to assess CYP3A 
inhibition                                                                                                                                      Page 16

VKA   = THETA(8)           ; Absorption rate constant of VRZ

VVCEN = THETA(9)           ; Central distribution volume of VRZ

VVPER = THETA(10)          ; Peripheral distribution volume of VRZ

VQ    = THETA(11)          ; Inter-compartmental clearance between central and peripheral compartment of VRZ

KV23 = VQ/VVCEN            ; Rate constant from central to peripheral compartment of VRZ

KV32 = VQ/VVPER            ; Rate constant from peripheral to central compartment of VRZ

VCLH0 = THETA(12)*EXP(ETA(4))   ; Unbound intrinsic hepatic clearance of VRZ

VCLG0 = THETA(13)*EXP(ETA(5))   ; Unbound intrinsic intestinal clearance of VRZ

; Physicochemical characteristics of voriconazole

VFU = 0.42                 ; Unbound fraction of VRZ in plasma (Damle et al. Antimicrob Agents Chemother. 2011)

VRATIO =  1                ; Blood to plasma partitioning ratio of VRZ in human, assumed to be 1

VFUB= VFU/VRATIO           ; Unbound fraction of VRZ in blood

VFUG= 1                    ; Unbound fraction of VRZ in gut (assumed to be 1, Yang et al., Curr Drug Metab 2007)

VCLP= 6.5                  ; Permeability of VRZ 2.71*10.6/4.4=6.504  (Yang et al. 2007, Li et al. Clinical 
Pharmacokinetics 2019)

; Time dependent inhibition parameters

KDEGL=0.023                ; First-order degradation rate of the enzyme in the absence of inhibitor in the liver(PK-
Sim default, ln2/t1/2 h-1)

KDEGG=0.03                 ; First-order degradation rate of the enzyme in the absence of inhibitor in the gut(PK-
Sim default, ln2/t1/2 h-1)

E0L=1                      ; Amount of original active enzyme in liver, fixed to be 1

E0G=1                      ; Amount of original active enzyme in gut, fixed to be 1

KINACT = THETA(14)*EXP(ETA(6))        ; Maximum inactivation rate constant of VRZ

KTDI = 9330                    ; Dissociation rate constant of VRZ

A_0(15)= E0L               ; Amount of original active enzyme in liver

A_0(16)= E0G               ; Amount of original active enzyme in gut

; 1-OH-MDZ PK parameters

MVMET=THETA(15)            ; Central distribution volume of 1-OH-MDZ

CLHM0=THETA(16)*EXP(ETA(7)); Unbound intrinsic hepatic clearance of 1-OH-MDZ

KI1OH=THETA(17)*EXP(ETA(8)); Inhibition constant of voriconazole on the metabolism of 1-OH-MDZ

CLGM0=THETA(18)*EXP(ETA(9)); Unbound intrinsic intestinal clearance of 1-OH-MDZ
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R1=EXP(THETA(19))/(1+EXP(THETA(19))) ; Ratio of metabolism pathway to produce 1-OH-MDZ

FUBM=1                     ; Unbound fraction of 1-OH-MDZ in blood

FUGM=1                     ; Unbound fraction of 1-OH-MDZ in gut

; 1-OH-MDZ-GLU PK parameters

KR1=THETA(20)              ; Renal clearance of 1-OH-MDZ-GLU

; 1-OH-MDZ-URINE PK parameters

KR2=THETA(21)              ; Renal clearance of 1-OH-MDZ-URINE

; 4-OH-MDZ PK parameters

MVMET4=THETA(22)           ; Central distribution volume of 4-OH-MDZ

CLHM40=THETA(23)*EXP(ETA(10)) ; Unbound intrinsic hepatic clearance of 4-OH-MDZ

KI4OH=THETA(24)*EXP(ETA(11))  ; Inhibition constant of voriconazole on the metabolism of 4-OH-MDZ

CLGM40=THETA(25)           ; Unbound intrinsic intestinal clearance of 4-OH-MDZ

R2=THETA(26)               ; Ratio of metabolism pathway to produce 4-OH-MDZ

FUBM4=1                    ; Unbound fraction of 4-OH-MDZ in blood

FUGM4=1                    ; Unbound fraction of 4-OH-MDZ in gut

; VRZ noxide PK parameters

VVMET=THETA(27)*VWGT       ; Central distribution volume of VRZ noxide

VVPERM = THETA(28)*VWGT    ; Peripheral distribution volume of VRZ noxide

VQM    = THETA(29)         ; Inter-compartmental clearance between central and peripheral compartment of 
VRZ noxide

KV23M=VQM/VVMET            ; Rate constant from central to peripheral compartment of VRZ noxide

KV32M=VQM/VVPERM           ; Rate constant from peripheral to central compartment of VRZ noxide

VCLHM=THETA(30)*EXP(ETA(12)) ; Unbound intrinsic hepatic clearance of VRZ noxide

VCLGM=THETA(31)*EXP(ETA(13)) ; Unbound intrinsic intestinal clearance of VRZ noxide

VFUBM=1                    ; Unbound fraction of VRZ noxide in blood

VFUGM=1                    ; Unbound fraction of VRZ noxide in gut

;MDZ-GLU PK parameters

R3=THETA(32)               ; Ratio of metabolism pathway to produce MDZ-GLU
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$DES

VCLH = VCLH0*A(15)/E0L

VCLG = VCLG0*A(16)/E0G

; VRZ well-stirred hepatic extraction

VEH= (VCLH*VFUB)/(QH+(VCLH*VFUB))

VCLHepatic = QH*VEH

VFH= 1-VEH

; VRZ well-stirred gut extraction

VQGUT=(QVI*VCLP)/(QVI+VCLP)

VEG  =(VCLG*VFUG)/(VQGUT+(VCLG*VFUG))

VCLGut=VQGUT*VEG

VFG  =1-VEG

VAGUTW=(VKA*A(3))/((QVI)/VGW)                         ; Amount of VRZ in gut compartment

VAPV=((QVI/VGW)*VAGUTW*VFG+QPV/VVCEN*A(4))/(QPV/VPV)  ; Amount of VRZ in portal vein 
compartment

VAH=(QHA/VVCEN*A(4)+QPV/VPV*VAPV)/((QH)/VH)           ; Amount of VRZ in liver compartment

CONVOLIV = VFUB*VAH/VH                                ; Concentration of unbound VRZ in liver compartment

CONVOGUT = VAGUTW/VGW                                 ; Concentration of unbound VRZ in gut compartment

; MDZ: competitive model in liver

CLH = CLH0/(1+CONVOLIV/KI)

; MDZ: competitive model in gut

CLG = CLG0/(1+CONVOGUT/KI)

; MDZ well-stirred hepatic extraction

18
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EH= (CLH*FUB)/(QH+(CLH*FUB))

CLHepatic = QH*EH

FH= 1-EH

; MDZ well-stirred gut extraction

QGUT=(QVI*CLP)/(QVI+CLP)

EG  =(CLG*FUG)/(QGUT+(CLG*FUG))

CLGut=QGUT*EG

FG  =1-EG

                                                      

AGUTW=KA*A(1)/(QVI/VGW)                               ; Amount of MDZ in gut compartment

APV=((QVI/VGW)*AGUTW*FG+QPV/VCEN*A(2))/(QPV/VPV)      ; Amount of MDZ in portal vein 
compartment

AH=(QHA/VCEN*A(2)+QPV/VPV*APV)/(QH/VH)                ; Amount of MDZ in liver compartment

; 1-OH-MDZ: competitive model in liver

CLHM = CLHM0/(1+CONVOLIV/KI1OH)

; 1-OH-MDZ: competitive model in gut

CLGM = CLGM0/(1+CONVOGUT/KI1OH)

; 1-OH-MDZ well-stirred hepatic extraction

EHM= (CLHM*FUBM)/(QH+(CLHM*FUBM))

CLHepatic1OH = QH*EHM

FHM= 1-EHM

; 1-OH-MDZ well-stirred gut extraction, QGUT = Qvilli (QVI) in this case

EGM= (CLGM*FUGM)/(QVI+(CLGM*FUGM))

CLGut1OH=QGUT*EGM

FGM= 1-EGM

;1-OH-MDZ
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AGUTWM=(1-FG)*AGUTW*R1                                   ; Amount of 1-OH-MDZ in gut compartment

APVM=((QVI/VGW)*AGUTWM*FGM+ QPV/MVMET*A(5))/(QPV/VPV)    ; Amount of 1-OH-MDZ in 
portal vein compartment

AHM=(QHA/MVMET*A(5)+QPV/VPV*APVM+QH/VH*AH*EH*R1)/(QH/VH) ; Amount of 1-OH-MDZ in 
liver compartment

;4-OH-MDZ: competitive model in liver

CLHM4 = CLHM40 /(1+CONVOLIV/KI4OH)

;4-OH-MDZ: competitive model in gut

CLGM4 = CLGM40 /(1+CONVOGUT/KI4OH)

;4-OH-MDZ well stirred hepatic extraction

EHM4= (CLHM4*FUBM4)/(QH+(CLHM4*FUBM4))

CLHepaticM4 = QH*EHM4

FHM4= 1-EHM4

;4-OH-MDZ well stirred gut extraction, QGUT = Qvilli (QVI) in this case

EGM4= (CLGM4*FUGM4)/(QVI+(CLGM4*FUGM4))

CLGutM4=QGUT*EGM4

FGM4= 1-EGM4

;4-OH-MDZ

AGUTWM4=(1-FG)*AGUTW*R2                                     ; Amount of 4-OH-MDZ in gut compartment

APVM4=((QVI/VGW)*AGUTWM4*FGM4+ QPV/MVMET4*A(6))/(QPV/VPV)   ; Amount of 4-OH-MDZ in
portal vein compartment

AHM4=(QHA/MVMET4*A(6)+QPV/VPV*APVM4+QH/VH*AH*EH*R2)/(QH/VH) ; Amount of 4-OH-
MDZ in liver compartment

;VRZ noxide well stirred hepatic extraction

VEHM= (VCLHM*VFUBM)/(QH+(VCLHM*VFUBM))

CLHepaticMN = QH*VEHM

VFHM= 1-VEHM
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;VRZ noxide well stirred gut extraction, QGUT = Qvilli (QVI) in this case

VEGM= (VCLGM*VFUGM)/(QVI+(VCLGM*VFUGM))

CLGutMN=QGUT*VEGM

VFGM= 1-VEGM

VAGUTWM=(1-VFG)*VAGUTW                                       ; Amount of VRZ noxide in gut compartment

VAPVM=((QVI/VGW)*VAGUTWM*VFGM+ QPV/VVMET*A(8))/(QPV/VPV)     ; Amount of VRZ noxide 
in portal vein compartment

VAHM=(QHA/VVMET*A(8)+QPV/VPV*VAPVM+QH/VH*VAH*VEH)/(QH/VH)    ; Amount of VRZ 
noxide in liver compartment

;MDZ

DADT(1)=-KA*A(1); MDZ deposit

DADT(2)=FH*(QH/VH)*AH-(QHA/VCEN)*A(2)-(QPV/VCEN)*A(2)-K23*A(2)+K32*A(11); MDZ central 
compartment

DADT(11)=K23*A(2)-K32*A(11); MDZ peripheral compartment

;VRZ

DADT(3)= -VKA*A(3); VRZ deposit

DADT(4)=VFH*(QH/VH)*VAH-(QHA/VVCEN)*A(4)-(QPV/VVCEN)*A(4)-KV23*A(4)+KV32*A(12); 
VRZ central compartment

DADT(12)=KV23*A(4)-KV32*A(12); VRZ peripheral compartment

;Enzyme

DADT(15)= KDEGL*E0L-KDEGL*A(15)-KINACT*CONVOLIV*A(15)/(KTDI+CONVOLIV); Enzyme 
compartment in liver

DADT(16)= KDEGG*E0G-KDEGG*A(16)-KINACT*CONVOGUT*A(16)/(KTDI+CONVOGUT); Enzyme 
compartment in gut

;1-OH-MDZ

DADT(5)=FHM*(QH/VH)*AHM-(QHA/MVMET)*A(5)-(QPV/MVMET)*A(5)-KR2/MVMET*A(5); 1-OH-
MDZ central compartment

;1-OH-MDZ-GLU

DADT(14)=EHM*(QH/VH)*AHM+EGM*(QVI/VGW)*AGUTWM-KR1*A(14); 1-OH-MDZ-GLU central 
compartment
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DADT(10)=KR1*A(14); 1-OH-MDZ-GLU urine compartment

;1-OH-MDZ URINE

DADT(7)=KR2/MVMET*A(5); 1-OH-MDZ urine compartment

;4-OH-MDZ

DADT(6)=FHM4*(QH/VH)*AHM4-(QHA/MVMET4)*A(6)-(QPV/MVMET4)*A(6); 4-OH-MDZ central 
compartment

;MDZ GLU

DADT(9)=EH*(QH/VH)*AH*R3+EG*( QVI/VGW)*AGUTW*R3; MDZ-GLU urine compartment

;noxide

DADT(8)=VFHM*(QH/VH)*VAHM-(QHA/VVMET)*A(8)-(QPV/VVMET)*A(8)-
KV23M*A(8)+KV32M*A(13); VRZ noxide central compartment

DADT(13)=KV23M*A(8)-KV32M*A(13); VRZ noxide peripheral compartment

CMDZ_GUT=AGUTW/VGW

CMDZ_APV=APV/VPV

CMDZ_AH=AH/VH

CVRZ_GUT=VAGUTW/VGW

CVRZ_APV=VAPV/VPV

CVRZ_AH=VAH/VH

C1OH_GUT=AGUTWM/VGW

C1OH_APV=APVM/VPV

C1OH_AH=AHM/VH

C4OH_GUT=AGUTWM4/VGW

C4OH_APV=APVM4/VPV

C4OH_AH=AHM4/VH

CNOXIDE_GUT=VAGUTWM/VGW
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CNOXIDE_APV=VAPVM/VPV

CNOXIDE_AH=VAHM/VH

$ERROR  

;MDZ

IPRED=0

CON2=A(2)/VCEN

IF(CON2.GT.0.AND.FLAG.EQ.1) THEN

IPRED = CON2

LLOQ =0.1534

RUVCV=THETA(33)

RUVSD=THETA(34)

ENDIF

;VRZ

CON4=A(4)/VVCEN

IF(CON4.GT.0.AND.FLAG.EQ.4) THEN

IPRED = CON4

LLOQ =14.3

RUVCV=THETA(35)

RUVSD=THETA(36)

ENDIF

;1-OH-MDZ

CON5=A(5)/MVMET

IF(CON5.GT.0.AND.FLAG.EQ.2) THEN

IPRED = CON5

LLOQ =0.0731

RUVCV=THETA(37)

RUVSD=THETA(38)

ENDIF
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;1-OH-MDZ-GLU in urine

CON10=A(10)

IF(CON10.GT.0.AND.FLAG.EQ.10) THEN

IPRED = CON10

LLOQ =1.462

RUVCV=THETA(39)

RUVSD=0

ENDIF

;1-OH-MDZ in urine

CON7=A(7)

IF(CON7.GT.0.AND.FLAG.EQ.7) THEN

IPRED = CON7

LLOQ =1.462

RUVCV=THETA(40)

RUVSD=THETA(41)

ENDIF

;4-OH-MDZ

CON6=A(6)/MVMET4

IF(CON6.GT.0.AND.FLAG.EQ.3) THEN

IPRED = CON6

LLOQ =0.0731

RUVCV=THETA(42)

RUVSD=THETA(43)

ENDIF

;MDZ-GLU in urine

CON9=A(9)

IF(CON9.GT.0.AND.FLAG.EQ.9) THEN

IPRED = CON9

LLOQ =1.534

RUVCV=0
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RUVSD=THETA(44)

ENDIF

;VRZ noxide

CON8=A(8)/VVMET

IF(CON8.GT.0.AND.FLAG.EQ.5) THEN

IPRED = CON8

LLOQ =13.7

RUVCV=THETA(45)

RUVSD=THETA(46)

ENDIF

PROP=IPRED*RUVCV

ADD=RUVSD

SD=SQRT(PROP*PROP+ADD*ADD)

IRES = DV-IPRED

IWRES = IRES/SD ; Individual weighted residual

;MDZ

IF(CON2.GT.0.AND.FLAG.EQ.1.AND.BQL.EQ.0) THEN  ;DV>LOQ

F_FLAG=0

Y=IPRED+SD*EPS(1)

ENDIF

;VRZ

IF(CON4.GT.0.AND.FLAG.EQ.4.AND.BQL.EQ.0) THEN  ;DV>LOQ

F_FLAG=0

Y=IPRED+SD*EPS(1)

ENDIF

;1-OH-MDZ

IF(CON5.GT.0.AND.FLAG.EQ.2.AND.BQL.EQ.0) THEN  ;DV>LOQ

F_FLAG=0
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Y=IPRED+SD*EPS(1)

ENDIF

;1-OH-MDZ-GLU in urine

IF(CON10.GT.0.AND.FLAG.EQ.10.AND.BQL.EQ.0) THEN  ;DV>LOQ

F_FLAG=0

Y=IPRED+SD*EPS(1)

ENDIF

;1-OH-MDZ in urine

IF(CON7.GT.0.AND.FLAG.EQ.7.AND.BQL.EQ.0) THEN  ;DV>LOQ

F_FLAG=0

Y=IPRED+SD*EPS(1)

ENDIF

;4-OH-MDZ

IF(CON6.GT.0.AND.FLAG.EQ.3.AND.BQL.EQ.0) THEN  ;DV>LOQ

F_FLAG=0

Y=IPRED+SD*EPS(1)

ENDIF

;MDZ-GLU in urine

IF(CON9.GT.0.AND.FLAG.EQ.9.AND.BQL.EQ.0) THEN  ;DV>LOQ

F_FLAG=0

Y=IPRED+SD*EPS(1)

ENDIF

;VRZ noxide

IF(CON8.GT.0.AND.FLAG.EQ.5.AND.BQL.EQ.0) THEN  ;DV>LOQ

F_FLAG=0

Y=IPRED+SD*EPS(1)

ENDIF
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IF(BQL.EQ.1) THEN  ;DV<LOQ

DUM = (LLOQ-IPRED)/SD

DUM2= PHI(DUM)

F_FLAG=1

Y=DUM2

ENDIF

CMDZ=A(2)/VCEN

CVRZ=A(4)/VVCEN

C1OH=A(5)/MVMET

C4OH=A(6)/MVMET4

C1OHU=A(7)

CNOXIDE=A(8)/VVMET

CMDZG=A(9)

C1OHG=A(10)

C_EN_H=A(15)

C_EN_G=A(16)

$THETA  

 (0,1.56595) ; 1 KA of MDZ

 (0,71.6554) ; 2 Central volume of MDZ

 (0,65.924)  ; 3 Peripheral volume of MDZ

 (0,19.864)  ; 4 Inter-compartmental clearance of MDZ

 (0,1056.97) ; 5 Unbound intrinsic  hepatic clearance of MDZ CLH0

 (0,585.556) ; 6 Inhibition constant of voriconazole on the metabolism of MDZ KI

 (0,15.76)   ; 7 Unbound intrinsic intestinal clearance of MDZ

 (0,1.85737) ; 8 KA of VRZ

 (0,126.887) ; 9 Central distribution volume of VRZ

 (0,381.27)  ; 10 Peripheral distribution volume of VRZ

 (0,27.5397) ; 11 Inter-compartmental clearance of VRZ

 (0,170.714) ; 12 Unbound intrinsic hepatic clearance of VRZ

 (0,35.7479) ; 13 Unbound intrinsic intestinal clearance of VRZ

 (0,2.83486) ; 14 Maximum inactivation rate constant KINACT of VRZ
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 (0,63.5859) ; 15 Central volume of 1-OH-MDZ

 (0,174.756) ; 16 Unbound intrinsic hepatic clearance of 1-OH-MDZ

 (0,1129.38) ; 17 Inhibition constant of voriconazole on the metabolism of 1-OH-MDZ

 (0,65.5993) ; 18 Unbound intrinsic intestinal clearance of 1-OH-MDZ

 (0,1.11964) ; 19 Ratio of metabolism pathway to produce 1-OH-MDZ

 (0,2.43463) ; 20 Renal clearance of 1-OH-MDZ-GLU

 (0,1.28698) ; 21 Renal clearance of 1-OH-MDZ

 (0,50.4056) ; 22 Central volume of 4-OH-MDZ

 (0,54.5577) ; 23 Unbound intrinsic hepatic clearance of 4-OH-MDZ

 (0,356.364) ; 24 Inhibition constant of VRZ on the metabolism of 4-OH-MDZ

 (0,53.4795) ; 25 Unbound intrinsic intestinal clearance of 4-OH-MDZ

 0.05 FIX    ; 26 R2_Ratio of metabolism pathway to produce 4-OH-MDZ

 (0,19.0283) ; 27 Central volume of VRZ noxide

 (0,18.9937) ; 28 Peripheral volume of VRZ noxide

 (0,39.4553) ; 29 Inter-compartmental clearance between central and peripheral compartment of VRZ noxide

 (0,6.70374) ; 30 Unbound intrinsic hepatic clearance of VRZ noxide

 (0,41.0461) ; 31 Unbound intrinsic intestinal clearance of VRZ noxide

 (0,0.00218237) ; 32 Ratio of metabolism pathway to produce MDZ-GLU

 (0,0.116066) ; 33 MDZ proportional residual variability

 (0,1.75202)  ; 34 MDZ additive residual variability

 (0,0.184852) ; 35 VRZ proportional residual variability

 (0,15.8977)  ; 36 VRZ additive residual variability

 (0,0.112954) ; 37 1'-OH-MDZ  proportional residual variability

 (0,0.327841) ; 38 1'-OH-MDZ additive residual variability

 (0,0.410081) ; 39 1'-OH-MDZ-GLU proportional residual variability in urine

 (0,1.77595)  ; 40 1'-OH-MDZ proportional residual variability in urine

 (0,23.4544)  ; 41 1'-OH-MDZ additive residual variability in urine

 (0,0.0549721); 42 4-OH-MDZ proportional residual variability

 (0,0.0993569); 43 4-OH-MDZ additive residual variability

 (0,9.44845)  ; 44 MDZ GLU additive residual variability

 (0,0.11486)  ; 45 VRZ noxide proportional residual variability

 (0,76.4859)  ; 46 VRZ noxide additive residual variability
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$OMEGA  BLOCK(1)

 0.0949754  ; 1 CLH_MDZ_IIV

$OMEGA  BLOCK(1)

 1.33553    ; 2 KI_MDZ_IIV

$OMEGA  BLOCK(1)

 0.175965   ; 3 CLG_MDZ_IIV

$OMEGA  BLOCK(1)

 0.492487   ; 4 CLH_VRZ_IIV

$OMEGA  BLOCK(1)

 0.546855   ; 5 CLG_VRZ_IIV

$OMEGA  BLOCK(1)

 0.0431021  ; 6 KINACT_IIV

$OMEGA  BLOCK(2)

 0.0789412  ; 7 CLH_1OHMDZ_IIV

 -0.294826 1.4798  ; 8 KI1OH_IIV

$OMEGA  BLOCK(1)

 0.156088   ; 9 CLG_1OHMDZ_IIV

$OMEGA  BLOCK(1)

 0.0666667  ; 10 CLH_4OH

$OMEGA  BLOCK(1)

 0.130909   ; 11 KI_4OH_IIV

$OMEGA  BLOCK(1)

 0.0801889  ; 12 CLH_NOXIDE

$OMEGA  BLOCK(1)

 0.235021   ; 13 CLG_NOXIDE

$SIGMA  1  FIX

$ESTIMATION METHOD=1 INTERACTION NOABORT LAPLACIAN MAX=9999 NSIG=2 SIGL=9 
PRINT=1 MSFO=msf052

$ESTIMATION METHOD=IMP AUTO=1 EONLY=1 ISAMPLE=2000 NITER=30

$COVARIANCE MATRIX=R SIGL=8 TOL=9 UNCONDITIONAL PRINT=E ; PARAFILE=ON
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$TABLE ID TIME PER IPRED CMT FLAG MDV EVID BQL EXTRAPER DT CWRES

IWRES NOPRINT ; Don't include in the output file (i.e.,"OUTPUT")

ONEHEADER ; Don't add a new header after 900 lines

FILE=sdtab052 ; Name of the output file

$TABLE ID TIME PER CMT FLAG KA VCEN VPER Q CLH0 CLG0 CLH CLG

CLHepatic CLGut VKA VVCEN VVPER VQ VCLH0 VCLG0 VCLH VCLG

VCLHepatic VCLGut MVMET CLHM0 CLGM0 CLHM CLGM CLHepatic1OH

CLGut1OH MVMET4 CLHM40 CLGM40 CLHM4 CLGM4 CLHepaticM4

CLGutM4 VVMET VCLHM VCLGM VVPERM VQM CLHepaticMN CLGutMN

VEH VEG EH EG EHM EGM EHM4 EGM4 VEHM VEGM KI KI1OH KI4OH

KINACT KR1 KR2 R1 R2 NOPRINT  ONEHEADER FILE=patab052 

$TABLE ID PER TIME MDV BQL EXTRAPER DT EVID FLAG CMT CMDZ CVRZ

C1OH C4OH C1OHU CNOXIDE CMDZG C1OHG C_EN_H C_EN_G CMDZ_GUT

CMDZ_APV CMDZ_AH CVRZ_GUT CVRZ_APV CVRZ_AH C1OH_GUT

C1OH_APV C1OH_AH C4OH_GUT C4OH_APV C4OH_AH CNOXIDE_GUT

CNOXIDE_APV CNOXIDE_AH CONVOLIV CONVOGUT NOPRINT ONEHEADER 

FILE=mytab052 
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A Single Dose of Baicalin Has No 
Clinically Significant Effect on the 
Pharmacokinetics of Cyclosporine A 
in Healthy Chinese Volunteers
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Ji Zhang1,2, Xiaojian Zhang1,2, Uwe Fuhr 3, Max Taubert 3 and Xin Tian1,2*
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Despite its narrow therapeutic window and large interindividual variability, cyclosporine A 
(CsA) is the first-line therapy following organ transplantation. Metabolized mainly by CYP3A 
and being a substrate of P-glycoprotein (P-gp), CsA is susceptible to drug–drug 
interactions. Baicalin (BG) is a drug used for adjuvant therapy of hepatitis in traditional 
Chinese medicine. Since its aglycone baicalein (B) inhibits CYP3A and P-gP, 
co-administration might affect CsA pharmacokinetics. This study investigated the effect 
of BG on CsA pharmacokinetics. In a two-period study, 16 healthy volunteers received a 
single 200 mg oral CsA dose alone (reference period) or in combination with 500 mg BG 
(test period). Pharmacokinetic evaluation of CsA was carried out using non-compartmental 
analysis (NCA) and population pharmacokinetics (popPK). Treatments were compared 
using the standard bioequivalence method. Based on NCA, 90% CIs of AUC and Cmax 
test-to-reference ratios were within bioequivalence boundaries. In the popPK analysis, a 
two-compartment model (clearance/F 62.8  L/h, central and peripheral volume of 
distribution/F 254 L and 388 L) with transit compartments for absorption appropriately 
described CsA concentrations. No clinically relevant effect of 500 mg BG co-administration 
on CsA pharmacokinetics was identified and both treatments were well tolerated.

Keywords: cyclosporine A, baicalin, pharmacokinetics, non-compartmental analysis, population pharmacokinetics, 
healthy volunteers

INTRODUCTION

As an immunosuppressant drug, cyclosporine A (CsA) has been widely used in transplantation 
since the early 1980s (Colombo and Ammirati, 2011). From then on, CsA remained a first-line 
therapy for patients with solid organ transplantation. However, CsA has a narrow therapeutic 
range and large interindividual pharmacokinetic variability. While underexposure might cause 
graft versus host disease (Rogosheske et  al., 2014) and acute rejection episodes, overexposure 
might result in toxicity (Bardazzi et  al., 2018). CsA is categorized as a biopharmaceutical 
classification system (BSC) class II drug due to low solubility and high permeability (Onoue et al., 2010). 
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After oral administration, CsA is absorbed from the gastrointestinal 
tract with a bioavailability of approximately 30% (Drewe et  al., 
1992). As a lipophilic molecule, CsA has a high volume of 
distribution (3–5  L/kg); in blood, cyclosporine is extensively 
bound to erythrocytes. In plasma, approximately 90% is bound 
to proteins, primarily lipoproteins (U.S. Food and Drug 
Administration, 2015). The disposition of cyclosporine is generally 
biphasic, with a terminal half-life of approximately 8.4  h (range 
5–18 h) (U.S. Food and Drug Administration, 2015). Cyclosporine 
is extensively metabolized by CYP3A4 and CYP3A5 and subject 
to efflux from renal tubular cells and other cells via P-glycoprotein 
(P-gp) (Hebert, 1997). Therefore, co-administration of CYP3A 
or P-gp inhibitors may alter the pharmacokinetics of CsA. For 
example, concomitant administration of ketoconazole has been 
reported to elevate CsA concentrations several-fold (Albengres 
and Tillement, 1992; Keogh et  al., 1995). Imatinib, a potent 
inhibitor of CYP3A4 and P-gP, approximately doubled CsA 
exposure (Atiq et  al., 2016).

Baicalin (baicalein 7-O-glucuronide, BG), the major bioactive 
compound from Scutellaria baicalensis (Shi et  al., 2016), is 
widely applied in traditional Chinese medicine for the treatment 
of inflammation, hepatitis, various infections, and tumors (Xi 
et  al., 2015; Zhao et  al., 2016; Gong et  al., 2017; Ming et  al., 
2018). In 2005, baicalin capsules (250 mg per capsule, approval 
no. H20158009) were approved by the state food and drug 
administration of China for the adjuvant therapy of hepatitis 
(2 capsules 3 times a day). After oral administration, BG is 
rapidly hydrolyzed to baicalein (B) by β-glucuronidase derived 
from intestinal bacteria (Huang et  al., 2019). Both BG and 
its aglycone baicalein (B) have a low hydrophilicity (solubility 
of BG is 0.057  mg/ml in water) (Wu et  al., 2011) and a 
relatively low permeability as determined in the Caco2 cell 
system [for BG, Papp  =  (0.275  ±  1.14)  ×  10−6  cm/s (Zhu 
et  al., 2013); for B, Papp  =  9.0  ×  10−6  cm/s (Cai et  al., 2016)], 
resulting in a very low oral bioavailability for both baicalin 
(2.2%) and baicalein (Wu et  al., 2014). Compared to BG, B 
could be  better absorbed in the gastrointestinal tract and then 
conjugated to BG in the gut wall and liver (Liu et  al., 2009; 
Zhang et al., 2011). BG is extensively bound to proteins (86–92%) 
in human plasma (Tang et  al., 2006), has a short elimination 
half-life (6.36  ±  5.85  h), and undergoes extensive metabolism 
(Noh et  al., 2016).

Inflammation is a significant problem in organ transplant 
patients. With the anti-inflammatory and antioxidant properties 
of BG and its aglycone B, co-administration of BG might 
benefit the organ transplant patients treated with CsA (Shieh 
et  al., 2000; Dinda et  al., 2017). However, several lines of 
evidence suggest that BG may cause drug–drug interactions 
in humans. B is an inhibitor of CYP3A and P-gp in rats 
(Morisaki et al., 2013; Miao et al., 2016). For example, intravenous 
administration of high BG doses (0.23–0.90 g/kg) to 
rats decreased the clearance of midazolam by up to 43% (Xin 
et  al., 2013). In human liver microsomes, B was reported to 
potently inhibit CYP3A4 (Ki for mixed-type inhibition of 
bufalin 5′-hydroxylation 2.3 μM; IC50 for inhibition of midazolam 
and nifedipine at their Km concentrations 13 and 15  μM, 
respectively) (Li et  al., 2018). On the other hand, it has been 

reported that B (but not BG) may activate the human pregnane 
X receptors and the human constitutive androstane receptor 
(CAR) (Morisaki et  al., 2013; Cheng et  al., 2014; Miao et  al., 
2016), which could mediate CYP3A and P-gp induction. A 
recent study in rats indeed showed that single intravenous 
dose and multiple doses of BG had no effect on the 
pharmacokinetics of CsA, while oral administration significantly 
decreased Cmax and AUC0-∞ of CsA. This indicates that BG 
might affect intestinal absorption and/or secretion of CsA. 
Further study revealed that after multiple oral doses of BG 
treatment, the expression of P-gp of rats increased in the 
intestine, but was not changed in the liver (Tian et  al., 2019). 
Beyond affecting CYP3A and P-gp, co-administration of BG 
also changed plasma protein binding and apparent volumes 
of distribution of nifedipine, another CYP3A probe, in rats 
(Cheng et  al., 2014). An early study in rats which directly 
investigated the effects of Scutellaria radix decoction, BG,  
or B on CsA pharmacokinetics provided mixed findings: the 
decoction reduced exposure to oral but not to intravenous 
CsA, while BG and even more so B increased exposure to 
oral CsA (Lai et  al., 2004).

These results indicate that indeed co-medication with BG 
might alter the pharmacokinetics of CsA in humans and also 
indicate that any respective DDIs may be mediated by several 
mechanisms. So far, no clinical studies have been reported 
on drug–drug interactions between BG and CsA. The aim 
of the current study, therefore, was to explore a potential 
effect of BG on CsA exposure in healthy volunteers and to 
assess possible effects on individual pharmacokinetic processes 
in detail.

MATERIALS AND METHODS

Chemicals and Reagents
Cyclosporine soft capsules (25  mg, trade name: Sandimmun 
Neoral) were obtained from Novartis Pharma (Basle, Switzerland); 
this preparation is an immediate release microemulsion. BG 
capsules (250  mg, trade name: Jinmeiji) were purchased from 
Dongguan Jinmeiji pharmaceutical company (Dongguan, China). 
The reference standards of cyclosporine A and cyclosporine 
D were purchased from Toronto Research Chemicals (Toronto, 
Canada). All chemicals and solvents were of HPLC grade.

Study Population
After approval by the Ethics Committee of the first affiliated 
hospital of Zhengzhou University (Henan, China; approval no. 
SR201509), the clinical trial was performed at this hospital in 
accordance with the standards of Good Clinical Practice, all 
applicable regulations, specific legal requirements, and ethical 
principles as described in the Declaration of Helsinki. Subjects 
provided written informed consent after a comprehensive 
explanation of the study protocol and before any procedure 
was performed.

Sixteen healthy Chinese participants (8 males and 8 females, 
age range 19–34  years, body mass index 19.4–25.6  kg/m2) 
were enrolled in the study. Based on an intraindividual coefficient 
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of variation of not more than 19% for CsA AUC and Cmax 
(Avramoff et al., 2007), this sample’s size would be appropriate 
to assess absence of an interaction with alpha  =  0.05 and a 
power of 90% if the true ratios for the test over reference 
were in the 0.95–1.05 range. Participants were ascertained to 
be  mentally and physically healthy by medical history, clinical 
examination, electrocardiography, and routine laboratory 
analyses consisting of hematology, blood chemistry, urine 
screening for illicit drugs, and a quantitative pregnancy test 
in women to exclude pregnancy. Main exclusion criteria 
included: excessive smoking (more than five cigarettes per 
day); alcohol intake exceeding 25  g per week; a history of 
clinically significant cardiovascular, renal, hepatic, pulmonary, 
gastrointestinal, or psychiatric diseases; a history of known 
allergy or intolerance to any drugs; a history of drug abuse; 
abnormalities in clinical laboratory parameters; donating of 
blood or losing blood within 3  months; and suffering from 
any organ damage within the previous 3  months. Subjects 
were required to abstain from using medications, alcohol, 
cigarettes, and from food and beverages containing grapefruit 
within 2  weeks before the first dose of study medications 
and during the study.

Study Design
The study was a single center, open-labeled, two-period, fixed-
sequence clinical trial. All eligible subjects were admitted to 
the clinical trial institution and were offered a standard dinner 
1  day before the trial. After overnight fasting, the participants 
were administrated 200  mg CsA orally (eight soft capsules) 
together with 240 ml of water in the morning on day 1 during 
the first period. Water intake was allowed 2 h after administration 
of the drug. All participants were given a standardized meal 
4  h after dosing. In the second period, after a washout period 
of 2  weeks, the same procedure was repeated with CsA in 
combination with 500  mg BG (two capsules).

Blood Sampling
Blood samples (4  ml each) were collected at multiple time 
points pre-dose, 0.5, 1.0, 1.5, 2, 2.5, 3, 4, 6, 8, 10, 12, 16, 24, 
36, and 48  h after dosing on days 1 and 15, respectively. 
Blood samples were withdrawn using vacuum tubes containing 
EDTA-K2 and immediately transferred to labeled tubes. The 
samples were stored at −80°C for subsequent analysis.

Quantification of Cyclosporine A in Blood
The analytical method for quantification of CsA in blood 
samples was validated according to the pertinent U.S. FDA 
guideline (U.S. Food and Drug Administration, 2018). Processing 
of the whole blood samples involved a two-step protein 
precipitation. Fifty microliters of zinc sulfate (10  mM) were 
added to 50  μl of a sample. After vortexing, internal standard 
(IS) cyclosporine D and 800  μL of methanol-acetonitrile 
(v:v  =  1:1) were added and vortexed. After centrifugation, an 
aliquot (2  μl) of the supernatant was then injected onto an 
ultra high-performance liquid chromatography coupled with 
tandem mass spectrometry (UHPLC–MS/MS) device for analysis. 

UHPLC–MS/MS was performed using an ExionLC™ analytical 
UHPLC system (AB Sciex, MA, USA), coupled with a Qtrap 
4,500 mass spectrometer (AB Sciex, Framingham, MA, USA), 
equipped with the Turbo lonSpray interface. Chromatographic 
separation was performed on a Waters (Dublin, Ireland) BEH 
C18 2.1  mm  ×  100  mm, 1.6  μm column, eluted with a mobile 
phase consisting of mobile phase A (water with 0.1% formic 
acid and 2  mM ammonium acetate) and B (methanol with 
0.1% formic acid) at a flow rate of 400  μl/min. The gradient 
elution was 0–0.8 min 65% B; 0.81–3.9 min 100% B; 4.0–5.0 min 
65% B. Retention times for CsA and IS were 2.49 and 2.54 min, 
respectively. The protonated analyte ions were detected in 
positive ionization and multiple reaction monitoring modes. 
The mass transition pairs of m/z 1220.0  →  1202.8 and 
1234.0 → 1216.8 were used to detect CsA and IS. The declustering 
potentials of CsA and IS were both 60 eV; the entrance potentials 
were 3 and 6  eV; the collision cell exit potentials were both 
30 eV; and the collision energy was 23 and 22 eV, respectively. 
Calibration curves were linear over the concentration range 
of 10–3,000  ng/ml. Intra-day and inter-day coefficients of 
variation were lower than 7.43% in terms of relative standard 
deviation for the lower limit of quantification (LLOQ) and 
for low, medium, and high concentration quality control samples 
of CsA. The mean accuracy was within ±7.0% in terms of 
relative error for CsA. The LLOQ was 10  ng/ml.

Safety and Tolerability Assessments
For enrolled volunteers, safety and tolerability of CsA when 
given alone or in combination with BG were assessed throughout 
the study by monitoring adverse events (AEs), standard clinical 
laboratory tests (clinical biochemistry, urinalysis, hematology), 
physical examinations, vital signs, and 12-lead electrocardiograms 
(ECGs). A follow-up visit was conducted about 10 days following 
the last dose of study medication.

Non-compartmental Analysis
To directly assess the quantitative effect of BG on CsA exposure, 
standard non-compartmental analysis by use of the WinNonlin 
7.0 software (Pharsight, St Louis, MO, USA) was applied to 
determine pharmacokinetic parameters of CsA in the periods 
with and without BG co-administration. Statistical analyses 
were performed by use of SPSS software version 11.5 (SPSS, 
Inc., Chicago, IL, USA). Exploratory statistical comparisons 
of pharmacokinetic parameters between male and female 
subjects were performed by the t-test for independent data. 
A nonparametric test was used to compare Tmax between male 
and female subjects, and between the reference and BG 
treatment. p  <  0.05 was considered a significant difference. 
To compare exposure between treatments, point estimates 
and 90% confidence intervals (CIs) of the geometric mean 
ratios of AUC and Cmax of treatment over reference were 
used. No relevant effect of BG on CsA exposure was assumed 
if 90% CIs of the geometric mean of test-to-reference ratios 
for these parameters were within the range of 0.80–1.25. 
Respective descriptive comparisons were also made for further 
pharmacokinetic parameters where appropriate.
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Population Pharmacokinetic Analysis
Basic Population Pharmacokinetic Analysis
To assess potential effects of BG co-administration on individual 
pharmacokinetic processes in detail, a population pharmacokinetic 
nonlinear mixed-effects model was developed with NONMEM 
7.4.1 (Icon Development Solutions, Ellicott City, MD, USA). 
Data preparation and graphical data visualization were conducted 
using R 3.4.2 (R Foundation for Statistical Computing, Vienna, 
Austria). Model diagnostics were performed with XPOSE 4.5.0.9. 
The toolkit Perl-speaks-NONMEM (PsN) (Lindbom et al., 2004) 
served as an application programming interface to NONMEM 
to aid model development and evaluation. The structural 
pharmacokinetic model was built step by step, beginning with 
a one-compartment model with linear elimination kinetics and 
expanded up to a three-compartment model. Interindividual 
(IIV) and inter-occasion variability were tested, and additive, 
proportional, and combined error models were evaluated. Model 
selection was based on a change of 3.84 points in the objective 
function value (OFV) being considered as statistically significant 
with p  <  0.05. The Akaike Information Criteria (AIC) were 
compared to select non-nested models.

Absorption Model Selection
The absorption process of CsA is complicated and influenced 
by many physiological factors. It seemed that the previously 
published conventional absorption models (first- or zero-order, 
with or without lag time) were not appropriate to optimally 
describe the absorption profiles in the present study. Thus, 
other additional absorption models were tested, including 
Weibull-type function models, Gaussian density function models, 
erlang-type absorption, and transit compartment models. The 
model selection was based on both visual (goodness of fit 
plots) and numerical (OFV and AIC) procedures.

Covariate Selection
Based on previous knowledge on CsA pharmacokinetics, 
demographic and clinical variables such as age, weight, sex, 
hematocrit, alanine aminotransferase (ALT), aspartate 
aminotransferase (AST), total bilirubin, and albumin were tested 
for covariates analysis on PK parameters. Visual (parameter 
vs. covariate scatter plots) covariate screening procedures were 
first performed before adding each covariate to the basic model. 
The Stepwise Covariate Model with both forward and backward 
selection was further used to analyze covariates. The criteria 
for integration of covariates were a decrease in OFV > 3.84 
(p < 0.05) in the forward selection and an increase in OFV > 6.64 
(p  <  0.01) in the backward selection (approximate to c2  
distribution, c0 05 1

2
. ,  = 3.84; c0 011

2
. ,  = 6.64).

Effect of Baicalin on the Pharmacokinetics of 
Cyclosporine A
An effect of BG was introduced on the following pharmacokinetic 
parameters of the final model of CsA with Eq. 1: number of 
transit compartments (N), mean transit time (MTT), absorption 
rate constant (Ka), apparent clearance (CL/F), Vc/F (apparent 
central volume of distribution), Vp/F (apparent peripheral 

volume of distribution), and Q/F (apparent intercompartmental 
clearance). A bootstrap analysis was conducted for each model. 
For an effect of a covariate as a factor on an individual 
parameter of CsA to be  considered as potentially clinically 
relevant, both the 95% CIs for BG effects from the 1,000 
bootstrap results must not include unity (Ravva et  al., 2009), 
and the 95% would need to be  at least partially outside a 
0.80–1.25 range.

 PAR TVPAR PAR
test= ´q  (1)

Eq. 1 PAR  population pharmacokinetic parameter, representing 
N, MTT, Ka, CL/F, Vc/F, Vp/F, Q/F, respectively; TVPAR  
population median of each parameter; test (test, 0  =  CsA 
alone,  1  =  co-administration with BG), q test  the effect of 
co-administration with BG on each parameter.

Model Evaluation
Reliability and precision of model parameter estimates were 
confirmed by comparison to nonparametric medians and 95% 
CIs obtained from bootstrap statistics with 1,000 samples 
generated by resampling individuals with replacement (Ette, 
1997; Parke et  al., 1999; Lindbom et  al., 2005). The model 
trend and variability were confirmed by visual predictive checks 
(VPC) performed by simulating 1,000 replicates of the original 
study design (Post et  al., 2008).

RESULTS

Non-compartmental Analysis
Mean blood concentration-time profiles of CsA are presented 
in Figure 1. These were nearly identical in the reference and 
treatment periods. Non-compartmental pharmacokinetic 
parameters of CsA for both periods are summarized in Table 1. 

FIGURE 1 | Geometric mean blood concentration-time profile of CsA in 16 
healthy volunteers after single oral administration of 200 mg CsA alone or 
co-administration with 500 mg BG.
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Parameters were similar for test and reference periods, with 
point estimates for geometric mean test/reference ratios for 
AUC0–48, AUC0-∞, Cmax, t1/2, MRT0–48, CL/F, and Vz/F ranging 
from 0.97 to 1.03. The 90% CIs of geometric mean ratios of 
treatment to reference for AUC0–48, AUC0-∞, and Cmax as the 
key parameters describing CsA exposure were within the 
standard bioequivalence interval of 80–125%, indicating that 
CsA exposure was not affected by co-administration with BG 
in this study. In addition, no significant differences (p  >  0.05) 
were observed in Cmax, AUC0–48, AUC0-∞, Tmax, t1/2, MRT0–48, 
CL/F, and Vz/F of CsA between male and female subjects.

Population Pharmacokinetic Analysis
Model Development
A two-compartment model with linear elimination with a 
proportional error model was selected as the structural model. 
Compared to other absorption models, the transit compartment 
model provided a statistically significant improvement in  
the fit (lowest OFV and AIC) and the best performance  
in the visual exploration of diagnostic plots (Figure 2).  

TABLE 1 | Pharmacokinetic parameters of CsA after single oral administration of 
200 mg CsA alone or co-administration with 500 mg BG in 16 healthy individuals 
(non-compartmental analysis).

Parameters CsA alone (R) CsA + BG (T) T/R ratio: 
point estimate 

(90% CI)

AUC0–48 (h · μg/ml) 2.19 (19.7%) 2.22 (24.8%) 101% (88.4–116%)
AUC0-∞ (h · μg/ml) 2.33 (18.9%) 2.38 (24.4%) 102% (89.1–116%)
Cmax (ng/ml) 541 (15.7%) 558 (17.5%) 103% (93.1–114%)
Tmax (h) 1.5 (1.0–2.5) 1.5 (1.0–2.5) –
t1/2 (h) 7.44 (23.7%) 7.60 (37.4%) 102% (83.0–126%)
MRT0–48 (h) 5.42 (22.5%) 5.24 (14.2%) 96.6% (86.7–108%)
CL/F (L/h) 85.7 (19.5%) 84.2 (26.4%) 98.2% (86.0–112%)
Vz/F (L) 920 (24.4%) 924 (29.7%) 100% (83.8–120%)

Data are presented as geometric mean with coefficient of variation (CV) and Tmax as 
median (range). Abbreviations are as follows: CI, confidence interval; AUC0–48, AUC 
from time 0 to 48 h after administration; AUC0-∞, AUC extrapolated to infinity;  
Cmax, maximum observed blood concentration; F, (unknown) bioavailability; Tmax, time 
to reach Cmax; t1/2, apparent terminal elimination half-life; MRT0–48, mean residence 
time from 0 to 48 h; CL/F, apparent clearance; Vz/F, apparent volume of distribution 
during terminal phase; T/R ratio, geometric mean of parameter values CsA + BG to 
CsA alone.

A B

C D

FIGURE 2 | Goodness-of-fit plots. Observed blood CsA concentrations versus individual predictions (A) and population predictions (B) as obtained from  
the pharmacokinetic model. Conditional weighted residuals (CWRES) versus population predicted blood CsA concentrations (C) and versus time after 
the first dose (D).
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Although zero-order absorption with a lag time including 
IIV on lag time also described the absorption phase well, 
the bootstrap analysis indicated this absorption model was 
not stable, as 729 of 1,000 runs were unsuccessful. In contrast, 
the bootstrap analysis confirmed that the transit model with 
IIV or interoccasional variability (IOV) for MTT and N is 
stable. In comparison to an abrupt switch of the absorption 
rate at a certain point of time for the lag time model, the 
transit model more closely reflects physiological conditions 
with a gradually increasing absorption rate over time. 
Introduction of IOV for MTT and N improved the model 
significantly (OFV reduced by 35.03 points and 74.30 points, 
respectively). IIV was estimated on CL, Ka, Q, and N, leading 
to a significant drop in OFV by 141.0, 47.9, 35.2, and  
4.4 points, respectively. Pharmacokinetic parameter estimates 
of the final model are presented in Table 2. Although several 
demographic and clinical parameters (age, weight, sex, 
hematocrit, ALT, AST, total bilirubin, and albumin) were 
tested as potential covariates on PK parameters, no  
significant covariate was identified with both visual and 
numerical covariate screening procedures (e.g., Stepwise 
Covariate Model).

Model Evaluation
In Figure 2A, observed blood CsA concentrations versus 
individual predicted CsA concentrations exhibited a slight 
underestimation for high concentrations, while the weighted 
residual plot (Figures 2C,D) indicated that this misspecification 
would be acceptable because most of the residuals fell within +2 
and −2 units of the null ordinate. The conditional weighted 
residuals (CWRES) plots (Figure 2D) appeared to show 
misspecification, but individual CWRES revealed that this was 
due to the high variability of the pharmacokinetics of CsA. 
While it appears that the introduction of additional 
compartments might attenuate the apparent misspecification, 
this was not supported by the respective statistical criteria. 
In addition, the goodness-of-fit plots of the population 
pharmacokinetic model for CsA in each treatment further 
indicated that the final model fit well the observed concentration-
time profile of CsA for both treatments. In the VPC of the 
final population PK model with the transit compartments, 
medians and 2.5th and 97.5th percentiles of the simulated 
data were in good agreement with the observed data, verifying 

the good performance of this model (Figure 3). The median 
parameter estimates and 95% CI obtained from bootstrap are 
summarized in Table 3.

Effect of Baicalin Co-administration  
on the Pharmacokinetics of  
Cyclosporine A
With the exceptions of Ka and Q, the 95% CIs of the factor 
“BG co-treatment” on the parameters included 1.0 and were 
inside the 0.8–1.25 range, suggesting that BG did not affect 
the respective pharmacokinetic parameters of CsA to a clinically 
relevant extent (Figure 4). For Ka and Q, the CIs also included 
unity but were wide and exceeded the range, reflecting 
pronounced interindividual variability.

Safety and Tolerability
No severe or serious adverse events were observed and all 
subjects were in good health. All participants completed the 
study with adequate compliance and no subject dropped out 
of the study.

Forty-three adverse events occurred in 13 subjects after 
administration of CsA (Table 4). In the first reference period, 
11 subjects suffered 20 events, especially abdominal discomfort, 
which was the most frequently reported drug-related AE. In 
the second treatment period, 13 subjects reported 23 events 
where heartburn, accounting for 21.7% of events in this period, 
was most frequently reported. All but one AE in the two 
periods were considered as related to the study medication. 
No notable change was recorded in the vital signs or clinical 
laboratory variables when comparing baseline and end of 
study evaluations. Besides, there were no clinically relevant 
changes in ECG in individuals during the study. All the AEs 
reported were mild and resolved without dose interruption, 
treatment, or sequelae.

FIGURE 3 | Visual predictive checks of the final model. Black dots represent 
observed concentrations. The solid line represents the median observed 
blood concentrations while 2.5th and 97.5th percentiles of the data are 
represented by dashed lines. Shaded areas indicate 95% intervals simulated 
from the model.

TABLE 2 | Comparison of the tested absorption models for the 
pharmacokinetics of CsA in the population pharmacokinetic analysis.

Model Model tested OFV AIC

M1 First-order absorption 3555.31 3577.31
M2 First-order absorption with lag time 3361.25 3387.25
M3 Zero-order absorption 3446.47 3468.47
M4 Zero-order absorption with lag time 3359.28 3386.37
M5 Weibull function 3358.69 3384.69
M6 Gaussion function 3365.05 3391.04
M7 Erlang frequency  

(five sequential compartments)
3364.35 3388.35

M8 Transit compartment 3331.80 3357.80
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DISCUSSION

In this study, non-compartmental analysis of the blood 
concentration vs. time profiles of CsA indicated that 
co-administration of a single 500 mg BG dose has no clinically 
relevant effect on the exposure of CsA in healthy volunteers. 
The compartmental population pharmacokinetic analysis further 
confirmed this result for underlying pharmacokinetic processes.

After oral administration, BG, due to low lipophilicity, may 
either be directly absorbed by the action of uptake transporters, 
or undergo hydrolysis by intestinal glucuronidase or intestinal 
microflora to release its aglycone B (Akao et  al., 2010; Kang 
et  al., 2014; Noh et  al., 2016; Kalapos-Kovács et  al., 2018). B 
is probably better absorbed and then efficiently conjugated to 
BG in the gut wall and the liver and thus restored to its 
original form BG (baicalein 7-O-glucuronide) as well as to 
baicalein 6-O-glucuronide (Liu et al., 2009; Zhang et al., 2011). 

Thus, both BG and B would be present at the various locations 
of CYP3A4 and P-gp in the gut wall and the liver, with the 
potential to modify their activity and/or expression (Morisaki 
et  al., 2013; Miao et  al., 2016), if sufficient concentrations 
were reached.

However, an effect of BG on the pharmacokinetics of CsA 
was not observed in this study based on all but two of the 
assessments. The observation in the population pharmacokinetic 
analysis that 95% CIs for Ka and Q exceeded the “no relevant 
effect” range probably just reflects that the study was not 
powered to quantify an effect on these parameters. There are 
three potential explanations for the finding that BG did not 
cause a drug–drug interaction (DDI). First, formation of B, 
the much more active moiety to cause DDIs (Morisaki et  al., 
2013; Xin et al., 2013; Tian et al., 2019), from BG may be very 
limited in humans in vivo. Second, even if B would be generated 
extensively, it is subject to (re-)glucuronidation in the gut, the 
gut wall, and/or the liver (Akao et al., 2010), thus losing (most 
of the) effects on CYP3A4 and P-gp. Indeed, when B single 

TABLE 3 | Pharmacokinetic parameter estimates of the final population 
pharmacokinetic model of CsA.

Parameter (unit) Definition of parameter Bootstrap

Median 95% CIa

𝜽−Estimates

( )/ /CL F l h Apparent clearance 62.8 (54.4–71.2)
( )c /V F l Apparent central volume of 

distribution
254 (226–281)

( )/Vp F l Apparent peripheral volume of 
distribution

388 (344–456)

( )/Q l h Intercompartmental clearance 
between central and peripheral 
compartment

23.6 (19.3–29.5)

( )-1Ka h Absorption rate constant 12.4 (6.57–33.9)

( )MTT h Mean transit time 0.812 (0.797–0.831)
N Number of transit compartment 20.2 (16.6–25.6)

𝝎2−Estimates

( )%IIV CL CV Interindividual variability on 
clearance

12.6 (3.69–20.4)

( )%IIV Ka CV Interindividual variability on 
absorption rate

155 (55.9–628)

( )%IIV Q CV Interindividual variability on 
distributional clearance

25.7 (7.74–42.0)

( )%IIV N CV Interindividual variability on 
number of transit 
compartments

20.2 (7.57–38.2)

( )%IOV MTT CV Inter-occasional variability on 
mean transit time

4.39 (2.31–6.18)

( )%IOV N CV Inter-occasional variability on 
number of transit 
compartments

17.6 (9.32–25.2)

𝝈2−Estimates

( )%PRV CV Proportional residual variability 19.4 (16.0–22.9)

aCI, confidence interval (nonparametric) based on 2.5 and 97.5% percentiles obtained 
by the bootstrap analysis based on the final model applied to the original dataset; F, 
bioavailability.

%CV  for IIV and IOV computed as ( )w -exp 12 ; %CV  for PRV computed as 

( )s -exp 12 .

FIGURE 4 | 95% confidence intervals (bars) and medians (vertical lines) of 
BG effects based on a bootstrap with 1,000 samples.

TABLE 4 | Summary of adverse events in the clinic trial.

Adverse events Number of events  
(CsA alone)

Number of events 
(CsA + BG)

Headache – 1
Nausea 3 3
Dizziness 1 –
Altered taste 1 –
Abdominal discomfort 4 2
Heartburn 3 5
Mouth ulcera – 1
Feeling hot 3 4
Oesophagitis 1 1
Pharyngitis 3 3
Palpitation 1 –
Chest congestion – 3

aWhich was considered unlikely to be related to the study drug.
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doses were administered directly to healthy volunteers, exposure 
to BG exceeded that to B more than 10-fold (Li et  al., 2014), 
indicating that glucuronidation of B in humans is rapid and 
extensive. Third, it cannot be  excluded that competing 
mechanisms of inhibition would cancel each other out, but 
the different time courses of inhibition of drug metabolizing 
enzymes, transporter, or protein binding vs. induction by 
increased protein synthesis make this explanation unlikely. In 
summary, independent of the underlying mechanism, it appears 
that the systemic exposure of B produced after a single oral 
administration of BG in this study was too low to affect the 
activities of CYP3A and P-gp.

The present study is the first to study any DDI of BG in 
humans. One study in rats reported that single dose of BG 
(136.6  mg/kg) markedly elevated the Cmax and AUC of CsA 
to about 4 times and 6 times, respectively, compared with 
CsA administered alone (Lai et  al., 2004). However, our recent 
study in rats showed that multiple intravenous doses of BG 
did not affect the exposure of CsA but multiple oral 
administrations of BG (80  mg/kg) could decrease the Cmax 
and AUC0-∞ of CsA by 38 and 25%, respectively (Tian et  al., 
2019). Further study resulted in that after multiple oral doses 
of BG treatment, the expression of P-gp of rats increased in 
the intestine, but was not changed in the liver (Tian et  al., 
2019). The different results of the two studies in rats might 
be  related to the dosage, and the different results between rats 
and humans might be  caused by the species differences, 
particularly in the formation and re-glucuronidation of B.

The additional use of population pharmacokinetic analysis 
might serve as a powerful tool to improve the understanding 
of potential DDI. First, the non-compartmental analysis might 
result in poorly estimated parameters such as clearance and 
volume(s) of distribution and confound sources of variability 
such as interindividual, intraindividual, and inter-occasion 
variability based on the actual observation instead of basic 
pharmacokinetic parameters as the dependent variable. Secondly, 
the population pharmacokinetic approach enables to assess PK 
processes underlying drug exposure separately. This way, it was 
possible to show that neither clearance nor volumes of distribution 
of CsA, which are the most important PK parameters to describe 
exposure, were affected by BG. As a limitation, it was not 
possible to separately describe intestinal and hepatic metabolism 
of CsA and thus to assess interaction at these two sites separately; 
to this end, both oral and intravenous administration of CsA 
would have been required (Gazzaz et  al., 2018).

Pharmacokinetic data of BG in humans are sparse. Published 
data include the pharmacokinetics of BG after oral administration 
of BG to healthy subjects in a bioequivalence study (Wu et  al., 
2005), and pharmacokinetics of BG and B after single and 
multiple oral doses of B administered to healthy volunteers 
(Li et  al., 2014; Pang et  al., 2016). The AUC of BG after oral 
administration of 750  mg BG (613  ng  h  ml−1) (Wu et  al., 
2005) was similar to that after oral administration of only 
100  mg B (580  ng  h  ml−1) (Li et  al., 2014), which would 
be  compatible with poor bioavailability of BG; unfortunately, 
in the study with BG administration, B concentrations were 
not quantified. Furthermore, BG was absorbed very slowly, 

with a Tmax of 7.4  h (Wu et  al., 2005), while B was absorbed 
much faster with a Tmax of about 1  h for both BG and B (Li 
et  al., 2014). These data suggest that both extent and temporal 
course of systemic concentrations of BG and probably its 
metabolite B in the present study were not sufficient to mediate 
an effect on CsA pharmacokinetics.

Although the current study would not suggest that dose 
adjustment might be  warranted when BG and CsA are 
co-administered, because of the limited information on BG 
pharmacokinetics, a mechanistic extrapolation to other settings 
such as chronic BG dosing, higher BG doses, different timing 
of BG doses, or administration of B instead of BG would not 
be  possible. Thus, in additional studies, BG and B plasma 
and/or blood concentrations should be  quantified. Secondly, 
multiple dosages of BG should be  used to treat the subjects 
before the administration of CsA to achieve maximal BG/B 
exposure as the single treatment of BG might not have been 
enough to modify CYP3A4 and/or P-gp. Furthermore, while 
in this study, the pharmacokinetic parameters of CsA were 
consistent with other healthy volunteer studies of CsA (Garg 
et  al., 2011), clearance of CsA in healthy volunteers was two 
times higher than that of kidney or liver transplant patients 
(Bo et  al., 2010), suggesting that DDI results from healthy 
volunteers might not be directly extrapolated to organ transplant 
patients. Thus, future investigations to evaluate the effect of 
chronic BG administration on CsA pharmacokinetics in patients 
would also be  of interest. Finally, CYP3A5 genotype affects 
the clearance of CsA (Song et  al., 2012). Thus, subjects with 
different CYP3A5 genotypes would be preferable to be recruited 
for subsequent studies.

Both the pharmacokinetic data and the limited safety data 
of the present study do not provide evidence that BG 
co-administration with CsA would cause an additional risk. 
The possibility of co-treatment with these drugs for transplant 
patients might be  beneficial, because BG could exert antiviral, 
anti-inflammatory, anti-oxidation, and anti-proliferation effects 
(Lee et al., 2015; Ming et al., 2018). Indeed, in an observational 
study, it was reported that when BG was given with the antiviral 
drug telbivudine for the treatment of hepatitis in the clinic, 
the liver function (ALT) normalization rate, HBV DNA and 
hepatitis B virus markers (HBeAg) negative conversion rate, 
and anti-HBe serum conversion rate in the treatment group 
(BG and telbivudine, n = 64) were significantly higher compared 
to the reference group (telbivudine alone, n  =  62) (Fang et  al., 
2011). Thus, these first results on a potential DDI between 
BG/B and CsA are encouraging and should be  expanded by 
further studies as described above.

CONCLUSION

In summary, this is the first clinical study to investigate the 
effect of BG on CsA pharmacokinetics in humans. The current 
dosage of BG (500  mg single dose) and CsA (200  mg single 
dose) was generally safe and well tolerated in the adult subjects 
without serious adverse events observed. Both non-compartmental 
analysis and the population pharmacokinetic approach did not 
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provide any evidence that the exposure to CsA and/or underlying 
pharmacokinetic processes of CsA were changed to a clinically 
relevant extent by BG. These results need to be  confirmed in 
studies with maximal chronic exposure to BG and quantification 
of BG and B.
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Drinking Ethanol Has Few Acute Effects on
CYP2C9, CYP2C19, NAT2, and P-Glycoprotein
Activities but Somewhat Inhibits CYP1A2,
CYP2D6, and Intestinal CYP3A: So What?
Malaz Gazzaz1,2, Martina Kinzig3, Elke Schaeffeler4,5, Martin J€ubner6, Chih-hsuan Hsin1, Xia Li1,
Max Taubert1, Christina Trueck1, Juliane Iltgen-Breburda7, Daria Kraus1,8, Christian Queckenberg1,8,
Marc Stoffel1, Matthias Schwab4,9,10, Fritz S€orgel3,11 and Uwe Fuhr1

We quantified the effect of acute ethanol exposure (initial blood concentrations 0.7 g/L) on major drug metabolizing
enzymes and p-glycoprotein. Sixteen healthy Caucasians participated in a randomized crossover study with repeated
administration of either vodka or water. Enzyme/transporter activity was assessed by a cocktail of probe substrates, includ-
ing caffeine (CYP1A2/NAT2), tolbutamide (CYP2C9), omeprazole (CYP2C19), dextromethorphan (CYP2D6), midazolam
(CYP3A), and digoxin (P-glycoprotein). The ratio of AUC0-t of dextromethorphan for ethanol/water coadministration was
1.95 (90% confidence interval (CI) 1.48–2.58). The effect was strongest in individuals with a CYP2D6 genotype predicting
high activity (n 5 7, ratio 2.66, 90% CI 1.65–4.27). Ethanol increased caffeine AUC0-t 1.38-fold (90% CI 1.25–1.52) and
reduced intestinal midazolam extraction 0.77-fold (90% CI 0.69–0.86). The other probe drugs were not affected by ethanol.
The results suggest that acute ethanol intake typically has no clinically important effect on the enzymes/transporters
tested.

Study Highlights

WHAT IS THE CURRENT KNOWLEDGE ON THE
TOPIC?
� High ethanol concentrations have pronounced but equivo-
cal effects on the activity of several cytochrome P450 enzymes
in vitro. In vivo data on ethanol–drug interactions are sparse.
WHAT QUESTION DID THIS STUDY ADDRESS?
� The study aimed at quantifying the effect of high acute eth-
anol intake on the activity of CYP1A2, CYP2C9, CYP2C19,
CYP2D6, CYP3A, NAT2, and P-glycoprotein in people.
WHAT DOES THIS STUDY ADD TO OUR
KNOWLEDGE?
� Ethanol intake achieving concentrations of about 0.7 g/L
had little or no effect on the pharmacokinetics of probe drugs

for the respective enzymes/transporters, with limited inhibition
of CYP1A2, CYP2D6, and intestinal CYP3A. Any ethanol
effects were smallish compared to interindividual pharmacoki-
netic variability.
HOW MIGHT THIS CHANGE CLINICAL PHARMA-
COLOGY OR TRANSLATIONAL SCIENCE?
� The results provide reassurance that ethanol intake typically
does not cause clinically relevant pharmacokinetic interactions
with drugs, depending on the enzymes/transporters tested. For
extremely high ethanol intake, occasionally concentrations of
sensitive drugs with pronounced first-pass metabolism by
CYP1A2, CYP2D6, or CYP3A may increase to a relevant
extent.

Beverages containing ethanol are easily available and socially
accepted in many geographic areas. According to WHO esti-
mates, worldwide almost 40% of the population aged 15 years or
older consume alcoholic beverages,1 suggesting a high probability
of occasional consumption during drug therapy. This may cause
various pharmacokinetic and/or pharmacodynamic interactions

between ethanol and medications.2,3 One of the possible sources
of alcohol–drug interactions seems to be an effect of ethanol on
the activity of drug-metabolizing enzymes, including cytochrome
P450 enzymes (CYPs), and/or on drug transporters. Mixed,
albeit generally small, effects of acute ethanol exposure on the
pharmacokinetics of benzodiazepines and amitriptyline in early
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clinical studies were later attributed to respective changes of CYP
activities.4–6 Specific research on the effect of chronic and acute
consumption of ethanol on human CYP activity in vivo was
mainly carried out for CYP2E1. In a clinical study, a dramatic
decrease in CYP2E1 activity by (mean) 93.2% (95% confidence
interval (CI) 89.7–96.7) was reported in seven volunteers after
acute ethanol consumption.7 In contrast, chronic ethanol con-
sumption significantly induced CYP2E1 activity about 2-fold,8,9

probably related to a decelerated CYP2E1 degradation.10

In vitro studies on the effect of ethanol on CYPs were mainly
conducted to identify appropriate solvents for substrates and
inhibitors for these experiments and gave conflicting results. In a
systematic study, adding ethanol to the incubation medium
inhibited activities of some cDNA-expressed human CYPs in a
concentration-dependent way (inhibition at 1% ethanol:
CYP1A1 by 69%, CYP2B6 by 80%, CYP2C19 by 72%, and
CYP2D6 by 59%), while effects on CYP1A2, CYP2A6,
CYP2C8, CYP2C9, and CYP3A4 were minor.11 The inhibitory
effect of 1% ethanol on CYP2C9, however, was about 80% in
another study, where again no relevant effect on CYP3A4 was
seen.12 Surprisingly, in enzyme kinetic analyses, 1% ethanol
increased CYP1A2 and CYP3A4 intrinsic clearance about 2-
fold.13 These data suggest that ethanol may change drug metabo-
lism in vitro by several mechanisms, including enzyme inhibition,
enzyme degradation, and a direct effect on the chemical interac-
tion of individual enzyme–substrate pairs.13

Given the potential relevance of ethanol-related drug interac-
tions, the complexity of in vitro interactions, and the paucity of
information, the main objective of the present investigation was
to systematically assess the effect of acute ethanol consumption

on the activity of the major cytochrome P450 enzymes, on N-
acetyltransferase type 2 (NAT2) and on P-glycoprotein (P-gp).
To this end, a cocktail phenotyping study was conducted in
healthy volunteers, using selective substrates to quantify activities
of the respective enzymes/transporters in the presence or absence
of ethanol.

RESULTS
Eight women and eight men took part in the study. All individu-
als judged as eligible for participation in the clinical study were
included and completed the study. Mean age (6standard devia-
tion (SD)) was 33.86 10.3 years, body height was 1.756

0.11M, and body weight was 73.46 17.1 kg (body mass index
(BMI) 23.86 3.34 kg/m2).

Tolerability
Ethanol administration was related to the typical adverse effects,
which included dizziness in eight volunteers, nausea in four, and
headache in three. Because of nausea, one of the subjects had to
stop ethanol intake after the second dose. Overall, volunteers
described ethanol effects as increasingly unpleasant during the
respective period, indicating that higher doses would not have
been tolerated. Cocktail drugs were generally well tolerated,
except for tiredness and sleepiness immediately after injecting
midazolam.

Enzyme and transporter genotypes
Genotyping results and functional genotype groups are summarized
in Table 1. No activity (“null”) or very low activity alleles were pre-
sent for CYP2C19 (10 extensive metabolizers (EMs), six

Table 1 Distribution of genotypes for enzymes and transporters

Enzyme/transporter Functional genotype groups according to predicted activity (where available) and genotypes (absolute frequency)

CYP1A2 (i) normal/normal (16)
*1A/*1A (1), *1A/*1F (8), *1F/*1F (7)

CYP2C9 (i) normal/normal or normal/reduced (12)
*1/*1 (8), *1/*2 (3), *1/*12 (1)

(ii) normal/very low or reduced/reduced (4)
*1/*3 (3), *2/*2 (1)

CYP2C19 (i) Increased/increased or
normal/increased (3)

“ultrarapid metabolizer”
*17/*17 (2), *17/*1 (1)

(ii) normal/normal (7),
“extensive metabolizer”

*1/*1 (7)

(iii) normal/none (6),
“intermediate metabolizer”

*1/*2A (4), *1/*2B (2)

CYP2D6 (i) normal/normal or
normal/reduced (7)

*1/*1 (2), *1/*2 (2), *2/*2
(2), *1/*10 (1)

(ii) normal/very low or
normal/none (6)

*1/*41 (2), *1/*3 (1),
*1/*4 (2), *2/*4 (1)

(iii) very low/none or
none/none (3)

*41/*4 (2), *4/*4 (1)

CYP3A4 (i) normal/normal (16)
*1/*1 (16)

CYP3A5 (i) normal/none (3), “intermediate metabolizer”
*1A/*3C (3)

(ii) none/none (13), “poor metabolizer”
*3C/*3C (13)

NAT2 (i) rapid/rapid (1)

*4/*4 (1)

(ii) rapid/slow (10)

*4/*5 (6), *4/*6 (4)

(iii) rapid/slow or
slow/slow (2)

*4/*5E or*5/*6 (2)

(iv) slow/slow (3)

*5/*5 (1), *6/*6 (2)

P-gp (i) 1236C/1236C, 2677G/
2677G, 3435C/3435C (3)

(ii) 1236C/1236C, 2677G/
2677G, 3435C/3435T (2)

(iii) 1236C/1236T, 2677G/
2677T, 3435C/3435T (8)

(iv) 1236T/1236T, 2677T/
2677T, 3435T/3435T (3)

For nomenclature, see http://www.cypalleles.ki.se/; http://nat.mbg.duth.gr/Human%20NAT2%20alleles_2013.htm; https://www.ncbi.nlm.nih.gov/pubmed/20216335.
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intermediate metabolizers (IMs)), CYP2D6 (predicted overall activ-
ity was high in seven, moderate in six, and very low/absent in three
individuals), and CYP3A5 (3 IMs, 13 poor metabolizers (PMs)).

Ethanol exposure
Ethanol pharmacokinetics was best described by an empirical
simple one-compartment model with saturable elimination, with
body weight having a significant (exponential) relationship to the
volume of distribution, and male sex being related to reduced
(4%) maximal ethanol elimination capacity (for details of model
development, see Supplementary Document). The respective
pharmacokinetic parameters obtained for the model are pre-
sented in Table 2. Typical ethanol exposure in the study was sim-
ulated based on this model (Figure 1). A mean concentration of
about 0.7 g/L blood was maintained until 4 hours after oral cock-
tail administration; thereafter, concentrations fluctuated at lower
levels and often dropped to the lower limit of quantification
between maintenance ethanol administrations.

Midazolam model to assess CYP3A activity
To separately assess the contribution of both intestinal and hepatic
CYP3A expression sites to midazolam metabolism, a published
semiphysiological compartmental model14 was developed further
(for a scheme of the actual model, see Figure 2), taking concentra-
tions of midazolam and 10-hydroxymidazolam into account. The
second metabolite, 4-hydroxymidazolam, was not incorporated
into the model to limit complexity. A detailed description of
model development and validation is given in the Supplementary
Document. The estimates of population pharmacokinetic parame-
ters obtained from the model are shown in Table 3.

Pharmacokinetic parameters of probe drugs and their
variability
The results for main pharmacokinetic parameters of the probe
drugs are shown in Table 4 and in Table S3 of the Supplementary

Document (for a detailed list of primary and additional pharmaco-
kinetic parameters according to the study protocol, see Section 1 of
the Supplementary Document). Intersubject variability in plasma
concentration vs. time profiles (Figure 3) and in derived pharmaco-
kinetic parameters was considerable, as reflected by coefficients of
variation exceeding 1,000% for CYP2D6-dependent dextromethor-
phan and ranging from about 20–100% for other substances (Table
4). As expected, enzyme/transporter activity in part depended on
functional genotype groups (Figure 3) (see also Table S4, Supple-
mentary Document); the genotype effect was most pronounced for
CYP2D6 variant groups. Intrasubject variability was as expected

Figure 1 Ethanol blood concentration reached in the study. Ethanol was
administered as a loading dose and subsequent maintenance doses (“E,”
see section “Study design, ethanol, and drug administration”). Black dots
indicate observed blood ethanol concentrations (or breath ethanol concen-
trations transformed to blood ethanol concentrations) in the study (values
below the lower limit of quantification are not shown). The line and the
shaded area represent a simulation of mean value and the 95% confi-
dence interval, respectively, based on the final population pharmacoki-
netic model.

Table 2 Ethanol population pharmacokinetics parameters

Parameter Model, mean (95% CI)a Bootstrap, medians (95% CI)b

Vmaxðg=hÞ 6.99 (6.58–7.40) 6.98 (6.49–7.57)

Effect of SEX on Ka 0.402 (0.27–0.54) 0.40 (0.26–0.54)

Kmðg=lÞ 0.0821 FIX5 0.0821

VðlÞ 31.6 (29.7–33.5) 31.8 (29.7–34.1)

Effect of WEIGHT on V 1.35 (1.09–1.61) 1.34 (1.05–1.66)

Kaðh21Þ 1.40 (1.18–1.62) 1.40 (1.22–1.65)

MðfactorÞ 1860 (1787–1932) 1856 (1776–1948)

IIV VmaxðCV%Þ 10.1% (7.32%–12.9%) 9.41% (5.83% –12.19%)

IIV KaðCV%Þ 18.6% (11.7%–25.5%) 17.7% (8.80%–24.8%)

Additive error ðCV%Þ 8.00 (6.37–9.63) 7.86 (6.29–9.58)

Vmax , maximum reaction velocity; Km, the substrate concentration at which the reaction rate is half of Vmax ; V, volume of distribution; Ka, first-order absorption rate con-
stant; M, ratio of blood ethanol concentration and breath ethanol concentration; IIV, interindividual variability.
aConfidence interval based on standard errors obtained by NONMEM (assuming normal distribution in the log domain of respective parameter, computed as u6z12a=23SE
where SE is the standard error provided by NONMEM and z12a=2 is the 0.975 percentile of the standard normal distribution). bNonparametric confidence interval based on
2.5% and 97.5% percentiles obtained by the bootstrap analysis (1000 replicates). CV% for IIV, computed as

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
expðx2Þ21

p
.
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(<25%) in most cases but exceeded this threshold for
dextromethorphan-derived pharmacokinetic parameters and for
renal secretion of digoxin (Table 4), but this did not preclude
achieving the respective objectives of the trial.

Ethanol effects on enzyme and transporter activity
The largest effect of ethanol was seen on the pharmacokinetics of
dextromethorphan, where exposure to the parent substance in
the entire group of participants was almost doubled (AUC0-t

ratio ethanol/water 1.95, 90% CI 1.48–2.58), clearly indicating
an inhibitory effect on CYP2D6 (Tables 4, S3). The effect was
most pronounced for CYP2D6 EMs (n5 7, ratio 2.66, 90% CI
1.65–4.27), smaller in IMs (n5 6, 1.81, 90% CI 1.20–2.75), and
essentially absent for individuals predicted to have low or lacking
CYP2D6 activity (n5 3, 1.17, 90% CI 0.83–1.65). With this
exception, the level of ethanol exposure achieved in the present
study had little or no effects on the pharmacokinetics of the
other probe drugs (Table 4, and Supplementary Document).
Some reduction was seen for intestinal extraction of midazolam

(ratio ethanol/water 0.77 (90% CI 0.69–0.86)), demonstrating a
weak inhibitory effect on intestinal CYP3A activity. Further-
more, ethanol increased caffeine exposure with an AUC0-t ratio
ethanol/water of 1.38 (90% CI 1.25–1.52), indicating an
unequivocal but limited inhibitory effect on CYP1A2 activity.
Although the null hypotheses “relevant interaction present”
could not be formally rejected in all other cases, any potential fur-
ther changes in respective enzyme/transporter activity were con-
sidered to be clearly negligible (Tables 4, S3, Figure 3).

DISCUSSION
We found that acute ethanol intake achieving concentrations of
about 0.7 g/L maintained for several hours has no (CYP2C9,
CYP2C19, hepatic CYP3A, intestinal P-gp, and renal P-gp) or
minor (CYP1A2, intestinal CYP3A) effect on pharmacokinetic
parameters of probe drugs reflecting the activity of the respective
enzymes/transporters. In contrast, exposure to the CYP2D6 sub-
strate dextromethorphan was doubled, which, however, should
not be overestimated (see below). Any ethanol effects were

Figure 2 Scheme of semiphysiological population pharmacokinetic model of midazolam (top) and 1’-OH-midazolam (bottom). MDZ, midazolam; 1’OH-
MDZ or 1OHM 1-OH-midazolam; Ka, absorption rate constant of MDZ; Ktr transit rate constant (equal to Ka); QVilli, villous blood flow in gut; QH, blood flow
in liver; QHA, blood flow in hepatic artery; QPV , blood flow in portal vein; QPER1, rate constant from central to peripheral compartment 1; QPER2, rate constant
from central to peripheral compartment 2; EH;MDZ, hepatic extraction of MDZ; FH;MDZ , hepatic availability of MDZ; EH;1OHM, hepatic extraction of 1’-OH-MDZ;
FH;1OHM, hepatic availability of 1’-OH-MDZ; EG;MDZ, intestinal extraction of MDZ; FG;MDZ, intestinal availability of MDZ; EG;1OHM intestinal extraction of 1’-OH-
MDZ; FG;1OHM, intestinal availability of 1’-OH-MDZ.
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Table 3 Population pharmacokinetic parameters of the final midazolam model

NONMEMa Bootstrap

Parameter (unit) Definition of parameter Estimate 90% CIb Median 90% CIc

h� Estimates

CLInt;Hðl=hÞ Unbound intrinsic hepatic clear-
ance of MDZ

2310 (1968 – 2652) 2282 (1976–2612)

CLInt;Gðl=hÞ Unbound intrinsic intestinal clear-
ance of MDZ

8.37 (6.86 – 9.88) 8.5 (6.9–10.2)

QPER1ðl=hÞ Distributional clearance to periph-
eral compartment 1 of MDZ

249 (229 – 268) 249 (233 –280)

QPER2ðl=hÞ Distributional clearance to periph-
eral compartment 2 of MDZ

19.4 (18.4 – 20.4) 19.3 (17.9–20.9)

VMDZðlÞ Volume of distribution in central
compartment of MDZ

12.9 (9.7 – 16.1) 12.8 (9.9 – 16.3)

VPER1ðlÞ Volume of distribution in peripheral
compartment 1 of MDZ

41.6 (39.5 – 43.7) 41.6 (39.2– 43.9)

VPER2ðlÞ Volume of distribution in peripheral
compartment 2 of MDZ

86.5 (79.4 – 93.6) 86.8 (80.1–93.1)

CLInt;H;1OHMðl=hÞ Unbound intrinsic hepatic clear-
ance of 1’-OH-MDZ

189 (164 – 214) 187 (162–215)

CLInt;GW;1OHMðl=hÞ Unbound intrinsic intestinal clear-
ance of 1’-OH-MDZ

20.5 (14.4 –26.6) 20.3 (14.8–27.6)

V1OHMðlÞ Volume of distribution in central
compartment of 1’-OH-MDZ

51.0 (44.3 – 57.7) 51.3 (46.6–59.2)

Kaðh21Þ First-order absorption /transit rate
constant of MDZ

6.38 (5.33 – 7.43) 6.35 (5.42–7.43)

CLPERMðlÞ Permeability of MDZ 10.6 (FIXED) 11 10.6

EthanolKa Effect of alcohol on absorption rate
constant of MDZ

20.286 (20.3472 20.225) 20.272 (20.3442 20.165)

EthanolCLint;C Effect of alcohol on intrinsic intesti-
nal clearance of MDZ

20.278 (20.374 2 20.182) 20.277 (20.3902 20.145)

x2�Estimates

IIV CLInt;HðCV%Þ Interindividual variability on hepatic
clearance of MDZ

32.8 (17.7 – 47.9) 31.5 (14.4–45.8)

IIV CLInt;GðCV%Þ Interindividual variability on intesti-
nal clearance of MDZ

52.3 (37.7 – 66.9) 50.9 (31.5–67.6)

IIV VMDZðCV%Þ Interindividual variability on central
volume of MDZ

58.9 (43.4 – 74.4) 55.9 (35.0–75.9)

IIV VPER2ðCV%Þ Interindividual variability on periph-
eral volume 2 of MDZ

16.2 (4.70 – 27.7) 16.0 (5.0–26.9)

IIV CLInt;H;1OHMðCV%Þ Interindividual variability on hepatic
clearance of 1’-OH-MDZ

30.7 (20.6 – 40.8) 29.3 (17.1–39.0)

IIV V1OHMðCV%Þ Interindividual variability on central
volume of 1’-OH-MDZ

19.8 (8.7 – 30.9) 19.7 (4.3–28.4)

IIV KaðCV%Þ Interindividual variability on absorp-
tion rate of MDZ

39.1 (28.8 – 49.4) 36.5 (25.6–47.0)

IOV KaðCV%Þ Interoccasional variability on
absorption rate of MDZ

21.7 (14.2 – 29.2) 20.7 (12.6–29.9)

Table 3 Continued on next page
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smallish compared to interindividual pharmacokinetic variability
from unknown sources or—mainly for CYP2D6—from known
genetic polymorphisms.
As a side note, it is interesting to emphasize that the two indi-

viduals with a CYP2D6*4/CYP2D6*41 genotype clearly had a
poor metabolizer phenotype (Figure 3), indicating the CYP2D6
activity related to the *41 allele is very low. This is in accordance
with our previous results15 but questions the allocation of a value
of 0.5 of the CYP2D6 activity score to this allele.16

The selection of phenotyping agents as well as simultaneous
assessment of enzyme and transporter activity by a cocktail
approach is generally accepted from both a scientific and a regula-
tory perspective, despite some limitations for some of them.17–20

Although not all individual doses and all combinations of the
drugs used in the present cocktail have been directly validated in
vivo, there is extensive evidence that doses, metrics used to assess
enzyme or transporter activities, and the combination in a
cocktail were essentially suitable (for a detailed discussion, see
Section 8.2 of Supplementary Document). For the period with
coadministration of water, the pharmacokinetics were similar to
published values for all probe drugs.21–28

Ethanol pharmacokinetics is in accordance with published
data,29 while ethanol exposure did not fully reach the intended
level, partially reflecting the safety margin used. We used a stag-
gered administration of ethanol and the probe drugs to avoid
immediate effects of ethanol that would not be mediated by
changes in enzyme or transporter activity, e.g., regarding drug sol-
ubility, local perfusion, or gastrointestinal motility. Furthermore,
the maximum ethanol dose that can be given to healthy volun-
teers may be exceeded by far for recreational or addictive use.
Thus, maximum ethanol effects, in particular when taking drugs

directly with ethanol-containing beverages, may be larger than
those observed here.
Still, it is generally reassuring that major pharmacokinetic play-

ers are not subject to meaningful effects of ethanol at the
achieved level of ethanol exposure. In order to assess the possible
clinical consequences of the limited effects observed, characteris-
tics of individual probe drugs need to be considered. In particular,
both probe drugs and therapeutic drugs with extensive first-pass
metabolism are more prone to be drug–drug interaction victims
(“sensitive probe substrates”17), because small relative changes in
the respective extraction ratio (ER) cause much larger relative
changes in the bioavailable fraction (F) of the drug, as F5 1-ER
(assuming complete absorption).
Indeed, dextromethorphan undergoes an exceptionally pro-

nounced first-pass metabolism by CYP2D6, with an estimated
oral bioavailability of 1–2% for EMs (but 80% for PMs).30 Our
observation that inhibitory effects of ethanol on dextromethor-
phan metabolism depend on CYP2D6 genotype and related
CYP2D6 expression thus supports the specificity of the effect. In
general, inhibition of CYP2D6 may be relevant, because about a
quarter of marketed drugs are metabolized by CYP2D6.31 The
magnitude of the ethanol effect on other drugs depending on
CYP2D6 metabolism will, however, be clearly less than 2-fold
and in most cases without clinical relevance, as illustrated by the
following comparison: Another recommended CYP2D6 probe
drug is desipramine,17 which had a higher average absolute bio-
availability in individuals with unspecified CYP2D6 genotype
(i.e., >90% IMs and EMs) of about 40%.32 In CYP2D6 EMs,
multiple 90-mg doses of cinacalcet, a potent CYP2D6 inhibitor,
increased desipramine AUC about 3.6-fold,33 while multiple 50-
mg doses increased dextromethorphan AUC 11-fold.34

Table 3 Continued

NONMEMa Bootstrap

Parameter (unit) Definition of parameter Estimate 90% CIb Median 90% CIc

IOV CLInt;HðCV%Þ Interoccasional variability on
hepatic clearance of MDZ

19.0 (13.4 – 24.6) 18.1 (12.9–23.8)

IOV CLInt;GðCV%Þ Interoccasional variability on intes-
tinal clearance of MDZ

31.6 (17.6 –45.6) 29.5 (19.9–47.2)

IOV CLInt;H;1OHMðCV%Þ Interoccasional variability on
hepatic clearance of 1’-OH-MDZ

22.1 (15.9 – 28.3) 22.0 (15.4–27.6)

r2�Estimates

RV MDZðCV%Þ Proportional residual variability of
MDZ

15.7 (14.3–17.1) 15.8 (14.3–17.5)

RV MDZðCV%Þ Additive residual variability of MDZ 29.9 (19.4– 40.4) 28.9 (10.7–39.9)

RV1OHMðCV%Þ Proportional variability of 1’-OH-
MDZ

19.5 (17.0–22.0) 19.4 (17.1–21.9)

RV1OHMðCV%Þ Additive variability of 1’-OH-MDZ 12.7 (8.64–16.8) 12.6 (8.96–17.8)

aValues estimated by the final model applied to the original dataset. bConfidence interval based on standard errors obtained by NONMEM (assuming normal distribution in
log domain of respective parameter, computed as u6z12a=23SE where SE is the standard error provided by NONMEM and z12a=2 is the 0.95 percentile of the standard nor-
mal distribution). cConfidence interval (nonparametric) based on 5% and 95% percentiles obtained by the bootstrap analysis. CV% for IIV and IOV computed asffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

expðx2Þ21
p

; CV% for RV computed as
ffiffiffiffiffiffi
r2
p

; MDZ midazolam; 1’-OH-MDZ or 1OHM 1’-OH-midazolam.
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In contrast, the effects of ethanol on the exposure of CYP1A2-
dependent drugs may be larger than the observed 1.38-fold AUC
increase of caffeine. Oral bioavailability of caffeine is 100%, while
that of tizanidine, another recommended CYP1A2 probe drug,35

is reduced by first-pass metabolism to 20–40%.36 Ciprofloxacin
(500mg b.i.d.), a moderate CYP1A2 inhibitor, increased caffeine
exposure 2.1-fold, but tizanidine exposure 9.8-fold.36

These two examples reflect a dilemma of the current probe
drug approach in drug interaction assessment. Even if an
accepted probe drug is used,35 which was selected exclusively
based on its ability to reflect the activity of the respective
enzyme or transporter,37 its metrics may not have a simple lin-
ear relationship to this activity. Thus, reliable quantitative pre-
diction of changes in the pharmacokinetics of therapeutic drugs
depending on the same enzyme/transporter would not only
require detailed knowledge on the pharmacokinetic properties
of the probe drug and the therapeutic drugs, but rather a quan-
titative description of all their relevant pharmacokinetic pro-
cesses. Generating physiologically based pharmacokinetic

(PBPK) models of all involved drugs would be the method of
choice to this end,38 but the general use of this laborious
method is still limited by capacity problems.
In conclusion, acute effects of moderate ethanol exposure on

the activity of major players in the pharmacokinetics of many
drugs appear to be negligible. This information is relevant in
drug therapy, but also in court cases on driving under the influ-
ence or on work-related accidents. Still, in particular the combi-
nation of high ethanol exposure with sensitive drugs (i.e., those
with extensive first-pass metabolism by CYP2D6, CYP1A2, or
CYP3A) may occasionally cause a relevant increase in drug
exposure.

METHODS
The study was approved by the Ethics Committee of the Faculty of
Medicine, University of Cologne, Germany, and conducted in accor-
dance with applicable regulations and the ethical principles described in
the Declaration of Helsinki. It is registered at clinicaltrials.gov with the
ID NCT02515526.

Table 4 Probe drugs, metrics used for quantification of enzyme or transporter activity, and main results

Probe drug
Enzyme/

transporter Metrics

Ethanol (E)
period:

geometric
mean (CV)

Water (W)
period:

geometric
mean (CV)

E/W ratio (%): point
estimate, (90% CI)

Intrasubject
CV

Caffeine 150 mg,
tablets

CYP1A2

NAT2

Caffeine AUC0–24h

(h * mM)
Urinary molar ratio
(AFMU1AAMU)/

(AFMU1AAMU11X
11U) 6 -10 hours
postdose (MRNAT2)

218 (48.9%)

28.5 (62.2%)

158 (59.0%)

29.9 (55.0%)

138% (125–152%)

95.3% (90.5–100%)

15.7

8.3

Tolbutamide
125 mg, tablet

CYP2C9 Tolbutamide
AUC0–24h(h * mM)

495 (22.0%) 520 (24.3%) 95.2% (92.0–98.6%) 5.6

Omeprazole 20 mg,
enteric coated tablet

CYP2C19 Molar omeprazole
AUC0–24h / 5-OH-

omepazole AUC0–24h

ratio (MRCYP2C19)
omepazole AUC0–24h

(h * nM)

1.61 (58.5%)

1.83 (90.4%)

1.65 (69.6%)

1.65 (109%)

97.4% (88.1–108%)

111% (99.2–124%)

16.3

17.9

Dextromethorphan-
HBr 30 mg, capsules

CYP2D6 Molar dextromethor-
phan AUC0–24h /

dextrorphan AUC0–24h

ratio (MRCYP2D6)
dextromethorphan
AUC0–24h(h * nM)

0.362 (684%)

31.3 (384%)

0.250 (1329%)

16.0 (869%)

145% (90.3–233%)

195% (148–258%)

89.0

46.7

Midazolam 2 mg,
oral solution 1

midazolam 1 mg, i.v.
solution 2 hours
later

Hepatic CYP3A

Intestinal CYP3A

hepatic clearance of
midazolam(L/h)

intestinal extraction of
midazolam(fraction)

40.2 (20.9%)

0.428 (30.0%)

38.3 (19.3%)

0.555 (20.9%)

105% (98.9–111%)

77.2% (69.1–86.2%)

9.66

18.0

Digoxin 0.5 mg,
tablets

Intestinal P-gp
Renal P-gp

Cmax of digoxin (nM)
digoxin clearance by
renal secretion (L/h)
(arithmetic mean and

CV)

3.22 (32.5%)
3.22 (72.9%)

3.06 (31.5%)
2.87 (72.4%)

105% (90.6–122%)
112% (87.3–137%)

24.3
40.0

CV, coefficient of variation; AUC0–24h, area under the concentration vs. time curve up to 24 hours; AFMU, 5-acetylamino-6-formylamino-3-methyluracil; AAMU, 5-
acetylamino-6-amino-3-methyluracil; 1X, 1-methylxantine; 1U, 1-methyluric acid); MR, metabolic ratio; Cmax, maximal concentration after dosing; shaded values indicate
that 90% CI of the E/W ratios crossed the predefined “no relevant interaction” borders of 0.70–1.43-fold.

1255CLINICAL PHARMACOLOGY & THERAPEUTICS | VOLUME 104 NUMBER 6 | December 2018

        ARTICLE



Figure 3 Log concentration vs. time profiles of probe drugs for genotypes grouped according to predicted activity where applicable. Black line: overall
median; colored lines reflect individual volunteers. For groups, see Table 4. For the purpose of the graphical display only, concentrations below the lower
limit of quantification (LLOQ, equal to lower end of the respective y-axes) were set to LLOQ.
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Study population
Sixteen healthy volunteers were recruited and gave written informed
consent for participation in the study. The volunteers were considered
healthy on the basis of medical history, physical examination, vital signs,
electrocardiogram, and clinical laboratory tests. Requirements of the vol-
unteers were: Caucasian, nonsmokers, aged between 18 and 55 years,
having a BMI between 18.5 and 30 kg/m2, and for females not being
pregnant. Main exclusion criteria were: taking any medication within 1
week prior to the study or receiving chronic treatment (more than 3
days) within the previous 8 weeks; regularly consuming more than 30 g
of alcohol daily; or not abstaining from alcohol (other than that given
during the study), from methylxanthine-containing beverages and foods,
and from grapefruit products starting 72 hours before admission to the
study ward.

Study design, ethanol, and drug administration
The study had an open-label, single-center, two-period, crossover design
with randomly allocated sequences, evaluating pharmacokinetic parame-
ters of probe substrates of major drug metabolizing cytochrome P450
enzymes by a cocktail of probe substrates, including oral caffeine
(CYP1A2/N-acetyltransferase type 2 (NAT2)), oral tolbutamide
(CYP2C9), oral omeprazole (CYP2C19), oral dextromethorphan
(CYP2D6), oral and intravenous midazolam (intestinal CYP3A and
hepatic CYP3A), and oral digoxin (intestinal and renal P-glycoprotein).
In the test period, six doses of an ethanol-containing beverage (Wodka
Gorbatschow 50% (v/v, equal to 395 g ethanol per L), Henkell & Co.
Sektkellerei, Wiesbaden, Germany) were given. The doses were estimated
using Widmark’s equation39 with the aim of reaching and maintaining a
blood ethanol concentration (BEC) approaching 1 g per L. A loading
dose (males, 0.76 g ethanol per kg of body weight; females, 0.65 g/kg)
was given 2 hours before administration of oral probe drugs; subse-
quently, five maintenance ethanol doses (males, 0.30 g/kg; females,
0.26 g/kg body weight) were given every 4 hours (Figure 1). In the refer-
ence period, water was given instead of ethanol at the same timepoints.
In both periods, the cocktail of oral probe drugs was then adminis-

tered 2 hours after the first ethanol dose, and 1mg of midazolam was
injected intravenously another 2 hours thereafter (for drug preparations
used, see Section 1 of Supplementary Document). Volunteers were hos-
pitalized during active study periods. Food intake was restricted from 10
hours before until 4 hours after cocktail administration, with subsequent
administration of standardized nutrition until discharge. The washout
between study periods was 14 days. In each active period, blood sampling
for quantification of probe drugs (and their metabolites, where applica-
ble) was done (h:min) predose and at 0:08, 0:20, 0:30, 0:45, 1:00, 1:15,
1:30, 1:45, 2:00 (just prior to midazolam i.v. dose), 2:05, 2:08, 2:20,
2:30, 2:45, 3:00, 3:30, 4:00, 4:30, 5:00, 6:00, 8:00, 10:00, 12:00, 14:00,
16:00, 18:00, and 24:00 hours postdose (times relative to oral adminis-
tration of the probe cocktail). Caffeine, paraxanthine, and tolbutamide
and were not quantified in the samples taken 14:00, 16:00, and 18:00
postdose because these were considered essentially noninformative. In
parallel, urine was scheduled to be collected for the following periods
(h:min): predose to 6:00, 6:00–10:00, 10:00–14:00, 14:00–18:00, and
18:00–24:00 hours postdose. In the study, urine collection periods were
completed just prior to scheduled times to avoid interference with blood
sampling times. Urine volumes were measured by weight control, assum-
ing a density of 1 g per mL, and two aliquots were kept for analysis. All
samples were stored at 2658C or lower until analysis. To determine
BEC during the test period, blood samples were taken at (h:min) 22:00,
21:00, 2:00, 3:00, 6:00, 11:00, 14:00, 24:00, 28:00 (prior to dismissal)
hours relative to oral administration of the probe cocktail. Six alcohol
breath tests (at 22:00, 21:00, 2:00, 6:00, 14:00, 28:00 hours) with
immediate availability of results were carried out additionally for safety
reasons but were also used for assessment of ethanol pharmacokinetics
(for more details, see Supplementary Document).

Genotyping
Allelic variants related to impaired enzyme activity may compromise the
assessment of ethanol effects. Therefore, a blood sample was taken at the
start of the first period to genotype for major variants in enzymes and
transporters (Table 4), using the DMET Plus microarray (Affymetrix,
Santa Clara, CA).

Quantification of ethanol
Concentrations of ethanol in blood samples were quantified by gas chro-
matography with flame ionization detection (see Supplementary Docu-
ment). The lower limit of quantification (LLOQ) for ethanol was 0.1 g/
L. Ethanol breath quantification was done by the Alcotest 7401 plus
device (Dr€agerwerk, L€ubeck, Germany).

Quantification of probe drugs
Probe drugs and their metabolites (where applicable) were quantified by
liquid chromatography / tandem mass spectrometry (AB SCIEX API
5000 triple quadrupole devices with the Analyst software v. 1.6.2; AB
SCIEX, Concord, Ontario, Canada) using mass-labeled internal stand-
ards. Samples were processed by protein precipitation with acetonitrile
and/or dilution for all substances except digoxin,40 where solid phase
extraction was used (Strata-X SPE Cartridges, Phenomenex, Torrance,
CA).41

All assays fulfilled current standard validation criteria as described in
respective European Medicines Agency (EMA) and US Food and Drug
Administration (FDA) guidelines, with accuracy and precision meeting
the requirements—and in most cases exceeding them significantly. The
sensitivity of all assays was sufficient to allow for a proper assessment of
pharmacokinetic parameters (see Supplementary Document).

Pharmacokinetic evaluation
For ethanol and midazolam, compartmental population pharmacokinetic
models were developed (NONMEM v. 7.2.0, Development Solutions, Elli-
cott, MD). This approach was used for ethanol to describe the exposure to
ethanol and to incorporate both blood and breath concentrations, and for
midazolam to separately assess hepatic and intestinal CYP3A activity.
Plasma pharmacokinetics of all other probe drugs was evaluated by the stan-
dard noncompartmental approach (Phoenix WinNonlin 7.0, Certara,
Princeton, NJ). Renal clearance CLr of digoxin was calculated as amount
excreted in urine divided by the area under the concentration vs. time curve
in plasma (Ae0-24h/AUC0-24h), and renal secretion of digoxin was calculated
as CLr – fu (fraction unbound5 0.7) 27,42 * GFR (glomerular filtration
rate), where GFR was estimated from the creatinine plasma concentration
obtained in the screening examination using the Cockcroft–Gault equa-
tion.43 Suitable primary and additional pharmacokinetic parameters selected
as phenotyping metrics to estimate enzyme or transporter activity18,40,44,45

are shown in Table 3 and in the Supplementary Document.

Statistical analysis
Data were analyzed by the authors. Summary statistics were calculated
using Microsoft Excel 2007 (Seattle, WA) or Phoenix WinNonlin. Indi-
vidual pharmacokinetic parameters (midazolam: individual post-hoc esti-
mates derived from the population pharmacokinetic model) were
compared between the test (ethanol) and the reference (water) period by
the average bioequivalence method,46 calculating point estimates and
90% CI for test/reference ratios. To this end, a general linear analysis of
variance (ANOVA) model with effects for sequence, subject within
sequence, period, and intervention (ethanol or water) as implemented in
Phoenix WinNonlin was applied on log transformed values (renal secre-
tion: untransformed values). The sample size was based on the assump-
tion that intraindividual coefficients of variation would not exceed 25%
for any phenotyping metric.18,40,44 Formally, a sample size of n5 14
would allow rejection of each separate null hypothesis “relevant effect
of ethanol present” with alpha5 0.05 (two-sided) and a power of at
least 90%, using 0.7–1.43 as “no relevant interaction” margins for test/
reference ratios. Two additional subjects were included to account for
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eventual dropouts. Exploratory analysis for genotype subgroups was done
to account for the role of low or null activity alleles on ethanol effects.

Additional Supporting Information may be found in the online version of
this article.
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1. Identity and manufacturers of probe drugs

The oral cocktail consisted of the following probe substances:

a) Test product Percoffedrinol N Aristo 50 Tabletten

Manufacturer: Aristo Pharma GmbH, Berlin, Germany

Dosage form: tablets

Drug substance: caffeine (CYP1A2, NAT2)

Strength: 50 mg caffeine

Dose to be administered: 150 mg (three tablets)

b) Test product Tolbutamide 500 PCH Tabletten

Manufacturer: Pharmachemie B.V., Haarlem, The Netherlands

Dosage form: tablets

Drug substance: tolbutamide (CYP2C9)

Strength: 500 mg tolbutamide

Dose to be administered: 125 mg (1/4 of a tablet, assessed by weight control)

c) Test product Omepazol Ratiopharm® NT 20 mg magensaftres.Hartkap.

Manufacturer: ratiopharm GmbH, Ulm, Germany

Dosage form: capsule

Drug substance: omeprazole (CYP2C19)

Strength: 20 mg omeprazole

Dose to be administered: 20 mg (one capsule)

d) Test product Hustenstiller Ratiopharm
Manufacturer: ratiopharm GmbH, Ulm, Germany

Dosage form: capsule

Drug substance: dextromethorphan-HBr (CYP2D6)

Strength: 30 mg dextromethorphan-HBr

Dose to be administered: 30 mg (one capsule)

e) Test product Digacin 0.25 mg

Manufacturer: Mibe GmbH Arzneimittel, Brehna, Germany

Dosage form: tablets

Drug substance: digoxin (intestinal & renal P-glycoprotein)

Strength: 0.25 mg digoxin

Dose to be administered: 0.5 mg (two tablets)

f) Test product Midazolam-ratiopharm 5 mg/5 ml Injektionslösung

Manufacturer: ratiopharm GmbH, Ulm, Germany
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Dosage form: solution (given orally)

Drug substance: midazolam (intestinal + hepatic CYP3A4)

Strength: 5 mg midazolam

Dose to be administered: 2 mg (2 ml, assessed by weight control) 

Additionally, 1mg of midazolam for assessment of hepatic CYP3A4 were given i.v.2 hours 

after cocktail administration.

g) Test product Midazolam-ratiopharm 5 mg/5 ml Injektionslösung

Manufacturer: ratiopharm GmbH, Ulm, Germany

Dosage form: solution (given intravenously)

Drug substance: midazolam (hepatic CYP3A4)

Strength: 5 mg midazolam

Dose to be administered: 1 mg (1 ml, assessed by weight control)

2. Pharmacokinetic parameters to be assessed

Primary pharmacokinetic characteristics for probe drugs (“metrics”) according to the study

protocol were:

CYP1A2: AUC0–t of caffeine in plasma

NAT2 activity: (AFMU + AAMU) / (AFMU + AAMU + 1X + 1U) ratio in urine

CYP2C9: AUC0–t of tolbutamide in plasma

CYP2C19: Molar omeprazole / 5-OH-omepazole AUC0–t ratio in plasma

CYP2D6: Molar dextromethorphan / dextrorphan AUC0–t ratio in plasma

Hepatic CYP3A4: hepatic clearance of midazolam

Intestinal CYP3A4: intestinal extraction of midazolam

Intestinal p-glycoprotein: absolute bioavailability of digoxin (calculated as Ae) (because Ae

could  not  be  extrapolated  to  infinity,  Ae  could  not  be  used  to  provide  an  estimate  of

absolute bioavailability)

Renal p-glycoprotein: renal secretion of digoxin

According  to  the  study  protocol,  the  following  phenotyping  metrics  were  considered as

complimentary  (further  pharmacokinetic  parameters  of  the  phenotyping  substances  and

safety parameters would also be reported):
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CYP1A2: Molar paraxanthine / caffeine AUC0–t ratio; molar paraxanthine / caffeine plasma

concentration ratio 6 h post-dose

CYP2C9: Tolbutamide plasma concentration 24 h post-dose

CYP2C19: AUC0–t of omeprazole in plasma

CYP2C19: Molar omeprazole / 5-OH-omepazole plasma concentration ratio 3 h post-dose

CYP2D6: AUC0–t of dextromethorphan in plasma

CYP2D6: Molar dextromethorphan / dextrorphan plasma concentration ratio 3 h post-dose

Intestinal p-glycoprotein: digoxin Cmax

3. Quantification of ethanol

Blood ethanol concentrations (BEC) were quantified by headspace gas chromatography with

a capillary column, using a method established and routinely used for legal purposes1.

3.1. Instrumentation

A PerkinElmer® TurboMatrix Headspace (HS) autosampler connected to a PerkinElmer Clarus

500  Gas  Chromatograph  (GC)  with  flame  ionization  detector  (FID)  was  used  in  these

experiments  (PerkinElmer,  Rodgau,  Germany),  equipped  with  a  PerkinElmer®Elite-BAC2

capillary column with dimensions 30 m x 0.32 mm x 1.2 µm (film thickness). 

3.2. Experimental Conditions

All samples were stored at 4°C until preparation. The samples were centrifuged at 3,500 rpm

for 10 minutes (Megafuge 10, Heraeus, Hanau, Germany) to separate serum. 50 µL serum

were added to 500 µL tertiary butanol (0.04 %, internal standard). A zero check (Medidrug®

Basis line S, Medichem, Steinenbronn, Germany) and a stock standard (Medidrug® Ethanol S-

plus, Medichem) were used as quality control for the experiments. All  experiments were

carried out as repeat determination in 20 mL headspace vials,  capped with PTFE silicone

septa.  After measurement,  ethanol  concentration in whole blood was calculated using a

divisor of 1.236 (average water content of blood x relative density of serum).

The  headspace  and GC-FID  operating  conditions  were  as  follows:  Headspace  conditions:

Oven temperature 65 °C, needle temperature 95 °C, transfer line temperature 130 °C carrier

gas nitrogen 130 kPa, heating time 16 min, injection time 0.05 min, holding time 0.2 min
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cycle time 2.6 min; GC conditions: Carrier gas hydrogen at 110 kPa , split mode 5 mL/min,

2.55 min isothermal at 60 °C, FID at 260 °C with constant flow of 45 mL/min hydrogen and

450 mL/min air.

3.3. Validation procedure 

The method was validated according to the guidelines of the Society of Toxicological and

Forensic Chemistry (GTFCh) in Germany2 and fulfills requirements for legal (court) purposes.

All statistical evaluations were done by using Valistat software version 2.04 from Arvecon

(Walldorf, Germany). Therefore, the following experiments were performed:

3.3.1.   Calibration  

A seven-point calibration curve was created establishing method linearity and calibration

range. Seven headspace vials were prepared with 500 µL of 0.04 % t-butanol used as internal

standard. 50 µL of standard solution (0.1 g/L; 0.2 g/L; 0.5 g/L; 1 g/L; 2 g/L; 3 g/L, 4  g/L) were

added into the vials. 

3.3.2. Accuracy and Precision

Accuracy (bias) and precision were determined using commercially available control samples

(Medichem  GmbH,  Steinenbronn,  Germany,  treated  as  “unknowns”)  at  three  different

concentrations (0.194 g/L, 1.064 g/L, 2.959 g/L) with two replicates for each concentration

(intra-day precision). The procedure was repeated on nine different occasions to give inter-

day precision data. Bias was calculated by the deviation of the mean result from the true

value determined by calibration expressed as a percentage.

3.3.3. Limit of detection / quantification

The limit of detection (LOD) was determined as the response that was at least three times

the response compared to the blank response (signal-to-noise). Lower limit of quantification

(LLOQ) was determined at a concentration of 0.1 g/L with five replicates by accuracy and

precision data. In this regard, permissible deviation is ≤20% relative standard deviation (RSD)

and ± 20% bias.

3.3.4 Results of Validation
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Calibration showed excellent linearity in the range from 0.1 to 4.0 mg/L by linear regression

with a coefficient of correlation of 0.9999. Accuracy was determined with a bias of +3.3% at

a concentration of 0.194 g/L , a bias of +2.5% at a concentration of  1.064 g/L and a bias of

+1.6% at a concentration of 2.959 g/L. For the three concentrations inter-day coefficients of

variation % for the method over nine days was 1.0, 1.1 and 0.7%, respectively, as well as

intra-day precision was 0.5, 0.6 and 0.3%, respectively.

The LOD was found to be 0.05 mg/L (signal to noise ratio of 8), the LLOQ was found to be

0.1 mg/L, the latter with a relative standard deviation of 4% and a bias of 18%. All validation

data  fulfilled the requirements of  GTFCh guideline used.  Thus,  HS-GC method applied is

suitable for the quantification of ethanol in the samples of the study.

4. Quantification of probe drugs and their metabolites

4.1. CYP2D6, CYP3A, CYP2C19 and NAT2 probes 

For quantification of probe drugs three different  liquid chromatography systems (assay 1:

midazolam  and  metabolites  in  plasma;  assay  2:  omeprazole,  5-hydroxyomeprazole,

dextrorphan  and  dextromethorphan  in  plasma;  assay  3:  caffeine  metabolites  in  urine)

consisted  of  a  binary  LC-pump  (Agilent  1200  Series,  Agilent  Technologies,  Waldbronn,

Germany) and two analytical columns (assay 1 and 2: Synergie 2.5u Polar RP 100A, 50x4.6

mm, assay 3:  Aqua 3u C18 125A, 50 x 4.6 mm, Phenomenex, Aschaffenburg, Germany). For

assay 1 isocratic elution was performed with 0.5% formic acid and methanol as well as for

assay 3 isocratic elution was performed with 0.5% formic acid and methanol/THF (v/v, 1/1).

For  assay  2  a  gradient  elution  was  performed  with  0.1%  formic  acid  and  methanol.

Determination  was  performed  using  an  AB  SCIEX  API  5000  triple  quadrupole  mass

spectrometer (AB SCIEX, Concord, Ontario, Canada) and Analyst software version 1.6.2 (AB

SCIEX, Concord, Ontario, Canada). In brief, 50 µL of each plasma sample (assay 2 and 3) was

placed in a polypropylene-tube. Samples were deproteinized with 100 µL (assay 1) or 300 µL

(assay  2)  acetonitrile  containing  the  internal  standard  (assay  2:  midazolam-d3 and  1’-

hydroxymidazolam-d4; assay 3: omeprazole-d3, 5-hydroxyomeprazole-d3, dextromethorphan-

d3), subsequently vortex-shaken and centrifuged. The supernatant was further diluted with

water and 20 µL were injected into the LC-MS/MS system. 20 µL of the urine samples (assay
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3) were mixed with 0.1% formic acid containing the internal standards (1U-d3, 1X-d3, AFMU-

d3), vortex-shaken and 20 µL were injected into the LC-MS/MS system. The compounds were

detected  with  MRM  (Multiple  Reaction  Monitoring);  mass  spectrometry  conditions  are

described in Table S1. 

Calibration standards and spiked quality controls samples (SQC) were prepared by adding a

defined amount of the corresponding analyte-solution to human drug free plasma or for

urine to 0.1 % formic acid. Calibration was performed by weighted (1/concentration2) linear

regression. Linearity for each compound could be demonstrated over the respective ranges.

These were:  dextrorphan 0.0757  -  20.4  ng/mL;  dextromethorphan  0.0837 -  22.6  ng/mL;

midazolam  0.0492  -  73.7  ng/mL;  1’-hydroxymidazolam  0.0449  -  67.3  ng/mL;  4-

hydroxymidazolam  0.0474  -  71.1  ng/mL;  omeprazole  0.1474  -  358.2  ng/mL;  5-

hydroxyomeprazole 0.2292 - 371.4 ng/mL; 1U 0.226 - 19.5 µg/mL; 1X 0.115 - 19.9 µg/mL;

AAMU 0.454 - 19.6 µg/mL; and AFMU 0.228 - 19.7 µg/mL. 

Precision and accuracy for each compound at high, medium and low concentrations within

the calibration range was determined in human plasma or 0.1 % formic acid (as a surrogate

for  urine).  The  assays  for  all  substances  were  accurate  (bias  within  -4.0% to  8.0%)  and

precise (within-run and between-run coefficients of variation below 10% in all cases except

for  AAMU  at  the  medium  concentration  (14.5  %).  In  addition,  the  incurred  samples

reanalyses of assay 1 and 2 showed reliability of these assays (mean absolute bias between

1.4% and 5.9%). 

4.2. CYP1A2 and CYP2C9 probes 

Plasma sample preparation for the caffeine (CAF), paraxanthine (PAX) and tolbutamide (TOL) assay

was followed by the previously described protein precipitation method3. 200µl plasma samples were

precipitated  with  400µl  acetonitrile.  For  this  method,  two  internal  standards,  20µl  Caffeine-d3

(300ng/ml) and 20µl Tolbutamide-d9 (300ng/ml) were added. After vortex mixing for 10 seconds

samples were centrifuged for 10 minutes at room temperature at 16100 g, 200µl of supernatant

were transferred into HPLC-vials and 20µL were injected into the liquid chromatography / tandem

mass spectrometry device. 

Concentration of  plasma samples for  CAF, PAX and TOL assay were determined on an API  5000

device with QJETTM Ion Guide (Applied Biosystems, Foster City, CA, USA), linked to a binary Agilent

1200 pump and an Agilent 1260 Infinity standard autosampler (Agilent 1260, Agilent Technologies
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Inc.,  Santa  Clara,  CA,  USA)  by  using  a  previously  described  LC-MS/MS  method  with  minor

modifications3. The effluent of LC system was delivered through a reversed-phase column (125x2mm,

3µm;  Nucleodur  C18  Isis,  Macherey-Nagel,  Düren,  Germany)  with  a  precolumn  (4x2.0mm)

(SecurityGuard Guard Cartridge,  Phenomenex,  Torrance,  CA,  USA).  The column temperature was

maintained  at  30°C  and  the  samples  were  stored  at  4°C  until  injection.  Chromatography  was

performed using a gradient solvent system composed of 0.1% formic acid (A) and acetonitrile (B) (0 -

> 0.5min A:B 80:20, 0.5-> 2min A:B 80:20-> A:B 30:70, 2-> 4min A:B 30:70-> A:B 65:35, 4 -> 5.5min

A:B 65:35, 5.5-> 6min A:B 65:35-> A:B 80:20, 6 -> 7min A:B 80:20). CAF, PAX, CAF-d3, TOL and Tol-d9

were  detected  with  positive  electrospray  ionization  (ESI+)  in  the  positive  multiple  reaction

monitoring  mode (MRM+) with  the following ion transitions [m/z]:195.0-> 138.1 for CAF,  181.0-

>124.0 for PAX, 198.1->138.1 for CAF-d3, 271.1->91.1 for TOL, and 280.2->91.0 for TOL-d9. CAF, CAF-

d3 and PAX were eluted after 1.22 min and retention time of TOL and its isotope-labeled internal

standard was 4.95 min. The lower limits of quantification (LLOQ) for CAF and PAX were 100ng/mL

and for TOL 300ng/mL. Instrument control and data acquisition were performed with the analyst

1.6.2  software  (Applied Biosystems).  Peak area ratios  (analyte  /internal  standard)  were used for

quantification  and  calibration  functions  were  calculated  via  weighted  (1/x)  least  squares  linear

regression. Linearity for each analyte could be demonstrated over the respective calibration

ranges, which were: caffeine and paraxanthine 100-5000 ng/mL, tolbutamide 300-15000 ng/

mL. 

Precision and accuracy for each compound at high, medium and low concentrations and at

the  lower  limit  of  quantification  was  determined  in  human  plasma.  The  assays  for  all

substances were accurate (absolute bias below 7.3 %) and precise (within-run and between-

run coefficients of variation below 10 % and below 15 %, respectively, in all cases  except for

paraxanthine at LLOQ (16.5 %)). 

4.3. P-gp probe 

Plasma and urine samples for the digoxin assay were cleaned up and concentrated via solid phase

extraction  (Strata-X  SPE  Cartridges,  Phenomenex,  USA)  according  to  an  application  note  from

Phenomenex (TN-1099) and digoxin-d3 was used as the internal standard. Briefly, 0.5 mL of a plasma

sample or 0.3 mL of a urine sample were diluted with 2.5mL or 2.7mL ultrapure water, respectively,

and samples were spiked with 20µl of digoxin-d3 solution. SPE columns were conditioned by adding

2mL methanol and equilibrated with 2mL 10mM amino acetate in water (pH=6.7).  The prepared

samples  were loaded on the equilibrated columns and allowed to drain.  Each column was then

washed with 2mL 10mM amino acetate in water: 100% methanol (50:50) and dried under maximum
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vacuum for 2 min. Digoxin and digoxin-d3 were eluted with 2mL 100% methanol. The solvent was

evaporated to dryness at 50°C under a stream of nitrogen. The dried residues were reconstituted

with 150µL 10mM amino acetate in water: 10mM amino acetate in methanol (50: 50) and vortexed

for 10 seconds in order to increase the recovery. After vortexing, samples were centrifuged for 10

minutes at room temperature at 16100 g. Then, 40µL of the final solution was injected into the LC-

MS/MS system.

Concentration of  plasma samples for  CAF, PAX and TOL assay were determined on an API  5000

device with QJETTM Ion Guide (Applied Biosystems, Foster City, CA, USA), linked to a binary Agilent

1200 pump and an Agilent 1260 Infinity standard autosampler (Agilent 1260, Agilent Technologies

Inc., Santa Clara, CA, USA). Digoxin concentrations in plasma and urine were analyzed by reverse

phase  chromatography  (Kinetex  C8  column,  particle  size  2.6µm,  pore  size  100Å,  50x2.1  mm,

Phenomenex, Torrance, CA, USA) with a precolumn (4x2.1mm) (SecurityGuard ULTR, Phenomenex,

Torrance, CA, USA). The gradient solvent system consisted of 10mM amino acetate in water (pH=6.7)

(A) and 10mM amino acetate in methanol (B) (0 -> 2.5min A:B 50:50 -> A:B 0:100, 2.5-> 4.5min A:B

0:100 -> A:B 50:50,  4.5-> 4.51min A:B 0:100 -> A:B 50:50,  4.51 -> 7min A:B 50:50).  The column

temperature was maintained at 40°C and the samples were stored at 4°C until injection. Digoxin and

digoxin-d3 were detected with positive electrospray ionization (ESI+) in the positive multiple reaction

monitoring mode (MRM+) with the following ion transitions [m/z]: 798.3 -> 651.4 for digoxin and

802.62-> 96.90 for digoxin-d3. The lower limits of quantification (LLOQ) for digoxin in plasma were

0.1g/mL  and  for  digoxin  in  urine  were  1ng/mL.  Instrument  control  and  data  acquisition  were

performed with the analyst 1.6.2 software (Applied Biosystems). Peak area ratios (analyte /internal

standard) were used for quantification and calibration functions were calculated via a weighted (1/x)

least squares linear regression. The calibration range for digoxin in plasma was 0.1-24.3 ng/mL and

in urine 1-300 ng/mL

Precision  and  accuracy  was  determined  in  plasma  and  urine  at  high,  medium  and  low

concentrations and at the lower limit of quantification. The assay was accurate (absolute

bias below 7.4 % in plasma and below 11.3 % in urine) and precise (within-run and between-

run coefficients of variation below 10 % and below 15 %, respectively, in all cases). 

5. Population pharmacokinetic model for ethanol

Stepwise model development was carried out using standard methods4.  A one-compartment model

with first-order absorption and Michaelis-Menten type elimination pathway was suitable as the basic
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model  and  was  clearly  better  than  linear  or  exponential  concentration decline  (ΔOFV [objective

function value], -9.291). The value of  Km could not be estimated and thus was fixed as 0.0821 g/L

according to the literature5.

Because data were obtained from both blood and breath ethanol concentrations, breath ethanol

concentrations (Cbreath) were assumed to have a linear relationship6 to blood ethanol concentrations

(BEC) as described by Eq. S5.1:

Eq. S5.1 BEC=M ×Cbreath   

The Stepwise Covariate Model (SCM) was used to analyze covariates. Volume of distribution V  had a

significant relationship with body weight (ΔOFV, -152.53), and sex had a small albeit significant effect

on maximal elimination capacity Vmax (ΔOFV, -19.285). These two covariates were described using

the following equations, respectively: 

Eq. S5.2 Vmax=θVmax× (1+SEX×θEffect of SEX onKa ); (0=Female ;1=Male)

Eq. S5.3 V=θV×(WEIGHT70 )
θ Effectof WEIGHT onV

Where  Vmax is  maximum reaction velocity,  θVmax is  the typical  value of  the maximum reaction

velocity,  θEffect of SEX onKa is the effect of sex on the first-order absorption rate constant Ka,  V  is the

volume of distribution, θV  is the typical value of the volume of distribution, θEffect of WEIGHT onV  is  the

effect of weight on volume of distribution. 

According to published data7, fat-free body mass (FFM) was also examined as covariate, but in this

case did not improve the model further,  probably because the subjects in our clinic trial  all  had

normal body weight within a narrow range. All of the model parameters were well estimated (Table 1

of main document) as reflected by narrow 95% confidence intervals (95%CI). 

The diagnostic plots are presented in  Fig.  S1,  parts A to E.  In  Fig.  S1 B,  observed blood ethanol

concentrations  (BEC)  versus  population  predicted  BEC  showed  a  slight  overestimation  for  low

concentrations; however, the weighted residual plots (Fig. S1 C, D) indicate that this misspecification

is  considered  acceptable  because  most  of  the  residuals  fell  within +2  and −2  units  of  the  null

ordinate.  To evaluate the final model obtained from the full data set, a visual predictive check was

performed.  A set  of  simulated data  sets  was generated from the final  model  and the real  data

compared with the distribution of the simulated data (Fig. S1 E). A plot of the time course of median

prediction along with the 5th–95th percentiles for the simulated value is presented. This graph shows

that the data fit well within the 5th–95th percentiles and were distributed symmetrically around the

http://www.sciencedirect.com/science/article/pii/S0741832912002091#fig4
http://www.sciencedirect.com/science/article/pii/S0741832912002091#fig2
http://www.sciencedirect.com/science/article/pii/S0741832912002091#fig2
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median. The observed median was very similar to the simulated median. Based on this final model,

we  simulated  the mean value  of  BEC versus  time with  95% confidence interval  to  demonstrate

ethanol exposure in the study population (see Fig.1 of main document)

6. Population pharmacokinetic model for midazolam

6.1. Midazolam model

The model for midazolam (MDZ) was developed stepwise starting with the MDZ data set without

ethanol treatment. Initially, standard simple models (one-, two- or three-compartment models) were

tested. A three-compartment model with two parallel peripheral compartments was then favored as

an initial model due to a better fit than a two-compartment model (ΔOFV, -365.723).

However, with this empirical model, only total systemic clearance of MDZ can be obtained directly.

Since  MDZ  is  mainly  cleared  metabolically  by  cytochrome  P450  3A  (CYP3A4,  and,  if  expressed,

CYP3A5) in the gut and liver, the contribution of gut CYP3A is important when administrated orally.

To  assess  the  contribution  of  both  sites  of  expression  to  midazolam  metabolism,  obviously  an

empirical model is not optimal, and more complex semi-physiological models are more suitable.

Therefore,  based on the initial  model,  a  semi-physiological  model  was further  developed,  which

includes compartments standing for the gut wall, the portal vein and the liver as well as empiric

central,  peripheral  compartment  1  and peripheral  compartment  2,  respectively.  This  model  was

originally proposed by Frechen et al.8. Physiological and drug parameters used for the development

of this semi-physiological population pharmacokinetic model of midazolam are summarized in Table

S2. 

After testing from 1 to 20 intestinal transit compartments, absorption of MDZ was best described as

a first-order absorption model with two transit compartments, in which the transit compartment

rate (KTR) was set equal to the oral absorption rate (Ka). 

Metabolism of MDZ by CYP3A in liver and gut wall forms the major metabolite (60%-80%) 1’-OH-

midazolam (1’-OH-MDZ)9. During metabolite formation, MDZ in both liver and gut wall compartment

reaches equilibrium, indicating that the well-stirred model could describe the metabolism of MDZ in

both compartments (eq. S6.1.1 and S6.1.2).

Eq. S6.1.1 EH ,MDZ=
CL

∫ , H
×fuB,MDZ

QH+CL∫ , H×fuB,MDZ
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Eq. S6.1.2 EG ,MDZ=
CL

∫ , G
×fuG,MDZ

QG+CL∫ ,G
× fuG ,MDZ

where  EH ,MDZ,  EG ,MDZ is  hepatic  and  gut  wall  extraction,  respectively;  fuB ,MDZ,fuG ,MDZ  is  the

unbound fraction of  MDZ in  blood  and  gut  wall;  CL∫ , H,CL∫ ,G is  intrinsic  hepatic  and  gut  wall

clearance; QH is the hepatic blood flow; andQG is the relevant villous blood flow calculated by eq.

S6.1.3 10.

Eq. S6.1.3 QG=
QvilliC Lperm
Q villi+C Lperm

 

where Qvilli is villous blood flow, C Lperm is midazolam permeability.

6.2. 1’-OH-midazolam model

Since 1’-OH-MDZ accounts for the majority of MDZ metabolites, formation of the second (minor)

metabolite, 4-OH-midazolam, was ignored for the model to reduce complexity 8. Thus, the input of 1’-

OH-MDZ was modeled as the extraction of its parent drug in the representative compartments. Like

for the parent, the metabolism of 1’-OH-MDZ can also be described by the well-stirred modeled in

both liver and gut wall compartment. The structural model for MDZ and 1’-OH-MDZ is given in Fig. 2

of the main document.

6.3. Model reduction by quasi-steady state approximation

Quasi-steady-state  approximation  (QSSA)  is  a  mathematical  way  of  simplifying  the  differential

equations with the assumption that the drug reaches an equilibrium in the compartments, which

means the output and input rates are equal in the respective compartments. In our case, MDZ and

1’-OH-MDZ were assumed to reach equilibrium in  gut  wall,  portal  vein and liver  compartments.

According  to  Brill  et  al.11,  this  method  was  applied  here  to  calculate  the  amounts  in  each

compartment and to reduce run time of the software to a manageable level.

6.4. Model covariates 

At first, sex was tested as covariate on clearance (according to published data, see 12) but this did not

improve the model. Then body weight was successfully introduced as covariate on all volumes of

distribution, assuming a linear relationship which was better than an exponential relationship (eq.

S6.4.1-S6.4.4). 
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Eq. S6.4.1 V MDZ=θV MDZ
×(WEIGHT /70)

Eq. S6.4.2  V PER1=θV PER 1
×(WEIGHT /70)

Eq. S6.4.3  V PER2=θV PER 2
×(WEIGHT /70)

Eq. S6.4.4  V 1OHM=θV 1OHM
×(WEIGHT /70)

where  V MDZ is  volume of  distribution in  the  central  compartment  of  MDZ,  V PER1 is  volume of

distribution in  peripheral  compartment  1  of  MDZ,  V PER2 is  volume of  distribution in  peripheral

compartment 2 of MDZ,V 1OHMis volume of distribution in central compartment of 1-OH-MDZ.

6.5. Effect of ethanol

After establishment of  the above semi-physiological  MDZ model,  the other  period data  set  with

ethanol treatment (test period) was introduced into the model. At first, assuming that the treatment

of  ethanol  does  not  affect  MDZ  metabolism,  the  test  period  was  introduced  as  inter-occasion

variability (IOV) on four key and physiologically meaningful parameters, including intrinsic hepatic

clearance of MDZ (CL∫ , H),  intrinsic intestinal clearance of MDZ (CL∫ ,G), first-order absorption rate

constant of MDZ (Ka) and intrinsic hepatic clearance of 1-OH-MDZ (CL∫ , H ,1OHM). Plotting the ETA

(η: the discrepancy of an individual parameter from the typical population value) of absorption and

metabolism in test and reference period, it was obvious that exposure to ethanol had effects onKa

as well as CL∫ ,G while it had nearly no effects on CL∫ , H, and CL¿ t , H , 1OHM . Subsequently, these two

periods were separated into two models, and with the plots of the individual predicted parameters

of absorption and metabolism in test and reference period for these separated models (Fig. S6.2), the

ethanol effect onKa and CL∫ ,G became more obvious.  Furthermore, after introducing an effect of

ethanol on  Ka and  CL∫ ,G with eqs.  S6.5.1 and S6.5.2 in the model  including both periods,  the

objective function value (OFV) decreased by 17.085. Meanwhile, the IOV Ka decreased from 0.103

to 0.0461; and the  IOV CL∫ , G dropped from 0.173 to 0.0954. All above analyses confirmed that

ethanol would decrease both absorption / transit rate constant and intestinal clearance of MDZ, and

has no effect on hepatic clearance of MDZ and 1-OH-MDZ.

Eq. S6.5.1 Ka=θKa× ( 1+et hanol ×θeffect of et hanolon Ka) ;(ethanol : 0=reference ;1=test )

Eq. S6.5.2 CL∫ ,G=θCL∫,G× (1+et hanol×θeffect of ethanol onCL
∫,G) ;(  ethanol :0=reference ;1= test)
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6.6. Model evaluation

Model selection criteria were biological plausibility and results of standard goodness-of-fit plots (Fig.

S2). To assess accuracy and precision of the final model parameters, a bootstrap analysis was carried

out. Through re-sampling individuals with replacement from the original data set, 1000 bootstrap

data sets were created and evaluated. Median of respective parameter estimates and 90% CIs are

presented in Table 2 of the main document, along with the point estimates of the final model and CIs

obtained by NONMEM from the original data set.

7. Additional results

Pharmacokinetic parameters of probe drugs not reported in the main document including

their  comparison  between  treatments  are  shown  in  Table  S3.  Major  pharmacokinetic

parameters presented separately for genotype groups according to their predicted activity

(for the period without ethanol co-administration only) are displayed in Table S4. 

8. Appropriateness of phenotyping drug cocktail

The selection of individual phenotyping agents is in accordance with scientific publications

and regulatory guidance documents based thereon13,14. 

8.1. Appropriateness of individual dosages

All  individual  drugs have dose-linear and/or concentration-linear pharmacokinetics in the

small  dose  range  which  is  relevant  here,  i.e.  for  the  dose  range  including  doses  in  the

present  study  and  doses  in  other  studies  used  for  validation  of  the  application  of  the

respective drug for phenotyping. This is supported by trials comparing different doses, by

pharmacokinetic characteristics reported for  the respective substances showing that  first

pass metabolism and/or elimination is not saturated at higher doses / concentrations, and

by enzyme kinetic considerations: For all CYP phenotyping drugs used here, the enzyme to

be assessed mediates the major fraction of overall metabolism and reflects the high affinity

site of metabolism. For digoxin, P-pg is a major transporter mediating intestinal and renal

secretion.  Linear pharmacokinetics in vivo demonstrates that according to the Michaelis-
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Menten equation, v= Vmax*[S]/(Km+[S]),  substrate concentrations are well  below Km for

the respective high affinity enzyme or transporter. Changing the dose in any direction would

have a linear effect on turnover rates by this enzyme / transporter  – and also by other

enzymes or  transporters  with a  lower  affinity  (which can be found for  any phenotyping

drug).  Thus,  for  the  limited  dose  ranges  being  relevant  here,  no  shift  of  phenotyping

specificity is to be expected. Furthermore, the doses used in the present cocktail have been

evaluated previously in a large number of investigations, both when administered alone or

as part of a cocktail (see below). 

Caffeine (CYP1A2; NAT2): The definite proof that caffeine at doses in the range between 100

and 165 mg would closely reflect hepatic CYP1A2 expression and activity was provided in a

study conducted in 199615. Almost any later studies, also those using lower caffeine doses

(with the disadvantage that results are more prone to be confounded by dietary caffeine

intake) directly or indirectly refer to this study. Strictly spoken, doses lower than 100 mg

which have been used in some cocktail studies would need justification (if any is needed at

all), rather than the use of 150 mg doses. The use of the 150 mg dose for NAT2 phenotyping

has been validated by comparison to NAT2 genotype16.

Tolbutamide (CYP2C9): Tolbutamide has been validated by comparison to CYP2C9 genotype

and by co-administration of selective inhibitors for the 500 mg dose13; the 125 mg dose has

been further validated by comparison to genotype17. 

Omeprazole (CYP2C19): Validation of omeprazole as a CYP2C19 phenotyping drug is limited

although it is recommended14 and used in almost any phenotyping cocktail because of the

lack of suitable alternatives. Doses used to this end range from 10 to 40 mg (see below).

Dextromethorphan (CYP2D6): While urinary metabolic ratios have been used for decades,

more recent evidence supports the use of plasma pharmacokinetics following a 30 mg oral

dose for phenotyping18,19 but lower doses were also used. 

Midazolam  (CYP3A): Midazolam  is  the  standard  CYP3A  phenotyping  agent  for  DDI

assessment14 and  has  been  validated  at  a  tremendous  dose  range  from  0.001 mg

intravenous / 0.003 mg oral) to 1 mg intravenous / 3 mg oral or even higher20,21

Digoxin (P-gp): Digoxin is considered as an appropriate probe drug for intestinal and renal P-

gp activity14, although effects of genetic variants on respective pharmacokinetic parameters
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have not been found consistently22. P-gp induction and inhibitions studies however strongly

support the use of  digoxin as  a P-gp probe drug,  while  indeed selectivity issues remain,

specifically with regard to the role of  OATP4C1 in renal secretion of digoxin  23. Because of

tolerability concerns, previous studies in healthy volunteers used the lowest doses achieving

quantifiable concentrations, typically in the 0.25 mg to 1 mg range24–26. 

8.2. Potential mutual interactions of individual probes

The  current  EMA  “Guideline  on  the  investigation  of  drug  interactions”14 stipulates  for

phenotyping  cocktails:  “It  should have  been demonstrated  in  vivo  that  the probe drugs

combined  in  the  “cocktail”  do  not  interact  with  each  other.  The  doses  used  should

preferably be the doses used in this validation. Deviations from this should be justified.”.

Taking the incomplete validation of some of the probe drugs into account (see above), the

relative  importance  of  a  complete  lack  of  mutual  interaction  will  probably  be  limited

especially  when using  intra-individual  comparisons;  also,  there  is  no  agreement  on how

exactly this should be tested. In some studies, it has been examined whether AUCs of parent

drugs  were the same when given alone or  when given together  with the other  cocktail

components27. This approach however does not exclude that two of the cocktail components

may  have  opposite  effects  on  a  third  component  which  cancel  each  other  under  the

conditions of the validation experiment. In other studies, a stepwise patchwork approach

has  been  used28,29.  Separate  pair-wise  investigations  of  all  possible  combinations  would

generally not easily be feasible and have never been done. On the other hand, otherwise in

vivo DDI studies are required only to address enzymes known to contribute to at least 25 %

to  overall  metabolism  of  a  given  drug14.  This  way,  for  the  selective  CYP  or  transporter

substrates used here,  almost no mutual  in vivo DDI studies would be required between

cocktail components because the anticipated effect of even strong inhibitors (or inducers)

not affecting the main pathway of the probe drugs would be negligible.

For the cocktail used here, there is no specific validation study “demonstrating in vivo that

the probe drugs combined in the “cocktail” do not interact with each other” preferably at

the doses used. The detailed justification for omitting respective studies is described below: 

a)  Induction of other drug metabolizing enzymes is not relevant here because for none of

the drugs used here,  in vivo induction of any drug metabolizing enzyme or transporter by
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any of the few known mechanisms is known at the dose range studied, especially not for

single doses. (Omeprazole is a CYP1A2 inductor in vitro and is used as such but exposure in

the present study is not sufficient to mediate a respective DDI with caffeine 30). Because any

induction of remotely possible relevance in this setting would be by a mechanism increasing

the activity of several enzymes and transporters, such a mechanism would certainly not have

been missed for these drugs which are marketed since decades. Inhibition of other drugs

metabolizing enzymes is therefore the only mechanism of major relevance for the present

combination.  

b) It should be understood that if there is no  inhibition of a metabolic pathway by other

cocktail components (i.e., not more than an increase of AUC of a potential victim drug to 125

% of control as a worst case scenario), than e.g. doubling the dose of one of the components

which is a perpetrator would increase the AUC of the victim drug to not more than 150 % of

control  (assuming  competitive  inhibition).  While  this  would  formally  be  outside  the  “no

interaction” range,  it  would not be a tremendous increase and would not invalidate the

intraindividual comparison done in cocktail-based DDI studies. Furthermore, typically there

were close to zero effects of various cocktails on the activity of individual pathways (see

below), suggesting that a higher dose of potential perpetrators would remain irrelevant.  

c) There are  specific  in vivo studies for some cocktails addressing the problem of mutual

interactions by various study designs, which have in part used the same phenotyping drugs

as used in the present study, covering a dose range which often includes the doses used in

the present study. The most important of these studies, all using oral administration, are:

 Streetman et al. 200031: caffeine about 150 mg, omeprazole 40 mg, dextromethorphan

30 mg, midazolam about 2 mg, overall result: no mutual interaction, but null hypotheses

were “no DDI” and sometimes metabolic ratios were used instead of AUC

 Blakey  et  al.  200432:  caffeine  100  mg,  tolbutamide  250  mg,  debrisoquine  5  mg,

chlorzoxazone 250 mg, midazolam about 2 mg; overall result: no mutual interaction, but

except for midazolam, no full AUCs were used.

 Kirby et al. 200625 digoxin 0.5 mg, midazolam 2 mg (digoxin 1 hour after midazolam);

overall result: no mutual interaction.

 Ryu  JY  et  al.  200733:  caffeine  93 mg,  losartan  30-50 mg,  omeprazole  20 mg,

dextromethorphan 30 mg, midazolam 2 mg, overall result: no mutual interaction. 
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 Turpault et al. 200927: caffeine 100 mg, warfarin 10 mg, omeprazole 20 mg, metoprolol

100 mg, midazolam about 2 mg; overall result: no mutual interaction

 Donzelli et al. 201434: caffeine 100 mg, losartan 12.5 mg, omeprazole 10 mg, metoprolol

12.5 mg, midazolam 2 mg; overall result: no mutual interaction

 Bosilkovska  et  al.  201629:  caffeine  50  mg,  bupropion  20  mg,  flurbiprofen  10  mg,

omeprazole 10 mg, dextromethorphan 10 mg, midazolam 1 mg, fexofenadine 25 mg;

overall result: no mutual interaction

The available information from these studies is briefly summarized in Table S5. In summary,

there is sufficient immediate evidence that there is no mutual interaction between caffeine,

omeprazole, dextromethorphan, and midazolam also at the doses used in the present study.

As correctly pointed out in a commentary by Ma et al (2012)35, inclusion of tolbutamide into

the  cocktail  needs  further  consideration,  while  we  disagree  with  these  authors  that

conducting an additional in vivo study would be the only way to assess the possibility that

tolbutamide might  interact  with the other  cocktail  components.  In  an own study,  these

authors indeed incorporated warfarin instead of tolbutamide as a CYP2C9 substrate by an

additional in vivo study, but used “lack of interaction” instead of the standard “presence of

interaction”14 as the null hypothesis for their main evaluation of a possible interaction36.  

As a potential perpetrator, tolbutamide (250 mg) had no effect on caffeine or midazolam. It

had also no effect on debrisoquine, another fully validated CYP2D6 substrate, and thus at

least no major effect on dextromethorphan would be expected (see table S5). With regard to

a potential effect of tolbutamide on CYP2C19 and thus on omeprazole pharmacokinetics, it

has been shown that tolbutamide binds to CYP2C19 and is metabolized there to a small

extent,  but the low abundance of  CYP2C19 compared to CYP2C9 suggests  that  CYP2C19

mediated metabolism is irrelevant for tolbutamide pharmacokinetics in vivo37,38. The affinity

of  tolbutamide  to  CYP2C19  however  is  slightly  lower  than  to  CYP2C938.  As  tolbutamide

pharmacokinetics  in vivo does not provide evidence for saturation at doses of 500 mg or

even more, there is no evidence that tolbutamide would occupy a major fraction of CYP2C9

binding sites. Because of the lower affinity to CYP2C19, thus there is also no evidence for

relevant  occupancy  of  CYP2C19  binding  sites  by  tolbutamide  and  thus  for  inhibition  of

CYP2C19 in vivo. These considerations are supported by a number of in vitro cocktails where

high concentrations of tolbutamide had no relevant inhibitory effect on the metabolism of
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CYP2C19 substrates including omeprazole39–41. In summary, the available evidence suggests

that  a  dose  of  125  mg tolbutamide  as  used in  the  present  study  has  no effect  on  the

pharmacokinetics of the other cocktail components.

As  a  potential  victim,  tolbutamide kinetics  was  not  affected  by  caffeine  or  midazolam.

Furthermore,  dextromethorphan  as  well  as  omeprazole  had  no  effect  on  a  number  of

CYP2C9 substrates other than tolbutamide (see above).  Because tolbutamide elimination

depends essentially exclusively on CYP2C917, no effect of dextromethorphan or omeprazole

on  tolbutamide  elimination  is  to  be  expected.  In  addition,  omeprazole  at  very  high

concentrations did not inhibit tolbutamide metabolism in vitro42, and in vitro cocktails also

did  not  provide  evidence  for  a  relevant  effect  on  tolbutamide  metabolism  or  on  the

metabolism  of  other  CYP2C9  substrates  by  dextromethorphan  or  omeprazole39–41.  In

summary, the available evidence suggests that the pharmacokinetics of a dose of 125 mg

tolbutamide as used in the present study is not affected by the other cocktail components.

Likewise,  there  is  only  limited  assessment  of  incorporating  digoxin  into  a  phenotyping

cocktail used to quantify enzyme activity. 

As a potential perpetrator, according to the respective Pharmacogenomics Knowledgebase

(PharmGKB) entry accessed October 22, 2017,  digoxin is  not known to be an inducer or

inhibitor of human cytochrome P-450 enzymes43,  while this information is probably more

based on decades of  experience rather than on an up-to-date battery of  preclinical  and

clinical studies. With regard to respective clinical assessments, digoxin (0.5 mg) had no effect

on midazolam pharmacokinetics (see table S5); the lack of an effect of digoxin on human

CYP3A is  confirmed by in vitro data44.  There were also no obvious effects of  digoxin co-

administration  on  tolbutamide  concentrations  in  diabetic  patients45.  In  summary,  the

available evidence does not suggest that a dose of 0.5 mg digoxin as used in the present

study would alter the pharmacokinetics of the other cocktail components to a major extent.

As a potential victim, digoxin does not undergo primary metabolism by human cytochrome

P450 enzymes  to  a  relevant  extent46,  and  its  secretion across  the  apical  membranes  of

intestinal and renal tubular cells appears to be relative selectively mediated by P-gp in vitro

and  in  vivo43,22.  Further  transporters  located  at  the  basolateral  membranes  appear  to

mediate digoxin uptake into the cells as the prerequisite for subsequent secretion, including

OATP4C1 and OATP1B343,47. Typically, P-gp activity appears to be the rate-limiting process of
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digoxin  intestinal  secretion22,  while  for  renal  secretion of  digoxin OATP4C1 may be even

more important23. In general, in vitro screening suggests that only a small fraction of drugs

would be able to change OATP4C1 activity in vivo, and specifically tolbutamide had no effect

in  vitro48.  A  caveat  can be derived from an unexpected interaction with bupropion with

increased renal elimination of digoxin49, probably indeed mediated by activation of OATP4C1

by bupropion and/or its metabolites47.  Potential mechanisms beyond P-gp modulation by

which digoxin pharmacokinetics may be affected are thus limited. In vivo, kinetics of digoxin

was not affected by midazolam25. Furthermore, caffeine, dextromethorphan and omeprazole

had  no  effect  on  fexofenadine29,  another  P-gp  substrate.  While  proton  pump  inhibitors

including omeprazole are P-gp inhibitors in vitro50, omeprazole increased digoxin absorption

in clinical DDI studies by 10 % only51. Digoxin pharmacokinetics in our study was similar to

studies  with  administration  of  single  doses  of  digoxin  only  in  healthy  volunteers 24,52 In

summary, the available evidence suggests that the pharmacokinetics of a dose of 0.5 mg

digoxin as used in the present study would not considerably be affected by the other cocktail

components.
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Table S1: Conditions for MS/MS analysis of CYP2D6, CYP3A, CYP2C19 and NAT2 probes

Assa
y #

Analyte Precursor Product Mode Reten
-tion 
time 

Internal standard

2 Dextrorphan 258.20 157.10 Positive 1.1 Omeprazole-d3

2 Dextromethorphan 275.20 171.40 Positive 1.6 Dextromethorphan-d3

2 Dextromethorphan-d3 272.20 171.40 Positive 1.6 -
1 Midazolam 326.20 291.30 Positive 2.4 Midazolam-d4

1 Midazolam-d4 329.20 291.30 Positive 2.4 -
1 1’-Hydroxymidazolam 342.30 203.10 Positive 2.5 1’-Hydroxymidazolam-d4

1 1’-Hydroxymidazolam-d4 346.30 203.10 Positive 2.5 -
1 4-Hydroxymidazolam 342.20 325.2 Positive 2.0 1’-Hydroxymidazolam-d4

2 Omeprazole 346.10 198.30 Positive 1.2 Omeprazole-d3

2 Omeprazole-d3 349.10 198.30 Positive 1.2 -
2 5-Hydroxyomeprazole 362.30 214.10 Positive 0.9 5-Hydroxyomeprazole-d3

2 5-Hydroxyomeprazole-d3 365.30 214.10 Positive 0.9 -
3 1U 183.30 155.10 Positive 1.8 1U-d3

3 1U-d3 186.30 158.10 Positive 1.8 -
3 1X 167.10 110.30 Positive 1.9 1X-d3

3 1X-d3 170.10 110.30 Positive 1.9 -
3 AAMU 199.30 181.00 Positive 1.2 AFMU-d3

3 AFMU 227.20 185.20 Positive 1.3 AFMU-d3

3 AFMU-d3 230.20 188.20 Positive 1.3 -
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Table  S2.  Physiological  and  drug  parameters  used  for  the  semi-physiological  population
pharmacokinetic model of midazolam

Parameter Value Reference
Midazolam (MDZ)

fuB,MDZ 0.033 8

fuGW ,MDZ 1 8

B/PratioMDZ 0.66 8

CLPERMEABLITY  (l/h) 10.6 11

1’-OH-Midazolam (MET)
fuB,MET 1

fuGW ,MET 1 8

B/PratioMET 1

Physiological Parameter
QH (l/h) 3.75 × Body Weight 0.75 8

QPV  (l/h) 0.75 × QH (=72) 8

QHA (l/h) 0.25 × QH (=24) 8

Q INTEST (l/h) 0.4 × QH (=38) 8

QMUCOSA (l/h) 0.8 × Q INTEST (=31) 8

Qvilli (l/h) 0.6 × QMUCOSA (=18) 8

V H (l) 1

V PV  (l) 1

V G (l) 1

fuB unbound fraction in blood;  fuG unbound fraction in gut wall;  B/Pratio blood/plasma-ratio;  Q respective blood

flow of liver  (QH),  portal  vein  (QPV),  hepatic artery  (QHA),  small  intestine  (Q INTEST), gut mucosa  (QMUCOSA), and

villous blood flow (Qvilli); V  respective volume of liver (V H), portal vein (V PV), gut wall (V G). Values of Q for a subject

of 75 kg in round parentheses. For references, see text of supplementary document
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Table S3: Pharmacokinetic parameters of probe drugs for test and reference periods and the effect of ethanol on pharmacokinetic parameters

Probe drug & period Pharmacokinetic parameters given as geometric mean (95% CI) except for tmax where median (range) is presented
caffeine Cmax 

(μM)
tmax 
(h)

AUC0-24h 
(h * µM)

AUC0-∞

(h * µM)
t1/2 
(h)

PX/CAF AUC0–t ratioa PX/CAF 
C6h ratiob

urinary NAT2 
ratioc

Ethanol (E) 22.0 (11.5-42.1) 1.50 (0.750-2.13) 218 (81.3-585) 256 (75.6-867) 7.64 (3.03-19.3) 0.416 (0.160-1.08) 0.296 (0.108-0.809) 0.285 (0.084-0.966)

Water (W) 22.1 (10.9-45.1) 0.625(0.333-2.00) 158 (49.4-508) 174 (46.0-657) 6.02 (2.54-14.3) 0.642 (0.253-1.63) 0.563 (0.160-1.98) 0.299 (0.100-0.896)

E/W ratio (90 % CI) 0.99 (0.93-1.06) 1.38 (1.25-1.52) 1.47 (1.33-1.64) 1.27 (1.16-1.39) 0.65 (0.58-0.72) 0.53 (0.46-0.60) 0.95 (0.91-1.00)
tolbutamide Cmax 

(μM)
tmax 
(h)

AUC0-24h 
(h * µM)

AUC0-∞

(h * µM)
t1/2 
(h)

C24h 
(µM)

Ethanol (E) 51.3 (33.6-78.5) 2.88 (1.75-6.00) 495 (311-787) 610 (329-1128) 8.89 (4.39-18.0) 7.63 (2.96-19.6)

Water (W) 51.7 (29.5-90.4) 2.88 (1.25-5.00) 520 (312-866) 633 (312-1282) 8.70 (4.22-17.9) 7.27 (2.13-24.9)

E/W ratio (90 % CI) 0.99 (0.93-1.06) 0.95 (0.92-0.99) 0.96 (0.92-1.01) 1.02 (0.97-1.08) 1.05 (0.93-1.18)
omeprazole Cmax 

(nM)
tmax 
(h)

AUC0-24h 
(h * µM)

AUC0-∞

(h * µM)
t1/2 
(h)

OM/OH-OM AUC0–t 
ratiod

OM/OH-OM
C3h ratioe

Ethanol (E) 750 (183-3077) 4.00 (2.33-8.00) 1.83 (0.352-9.50) 1.84 (0.349-9.72) 2.07 (0.448-9.60) 1.61 (0.336-7.69) 2.47 (0.481-12.7)

Water (W) 762 (149-3909) 3.00 (1.50-5.03) 1.65 (0.250-10.9) 1.65 (0.251-10.9) 1.56 (0.448-5.42) 1.65 (0.300-9.07) 1.96 (0.338-11.4)

E/W ratio (90 % CI) 0.98 (0.80-1.21) 1.11 (0.99-1.24) 1.11 (1.00-1.24) 1.33 (1.01-1.75) 0.97 (0.88-1.08) 1.08 (0.94-1.24)
dextromethorphan Cmax 

(nM)
tmax 
(h)

AUC0-24h 
(h * nM)

AUC0-∞

(h * nM)
t1/2 
(h)

DM/DOR AUC0–t 
ratiof

DM/DOR
C3h ratiog

Ethanol (E) 6.42 (0.42-98.6) 2.63 (1.25-4.50) 31.3 (0.909-1080) 37.58 (0.863-1637) 5.25 (0.808-34.1) 0.362 (0.0055-23.9) 0.311 (0.0066-14.7)

Water (W) 3.13 (0.115-85.2) 2.13 (1.25-10.0) 16.0 (0.189-1359) 24.62 (0.304-1997) 6.51 (1.21-34.9) 0.250 (0.020-31.9) 0.234 (0.0035-15.8)

E/W ratio (90 % CI) 2.05 (1.64-2.55) 1.95 (1.48-2.58) 1.52 (1.16-2.01) 0.81 (0.57-1.16) 1.45 (0.90-2.32) 1.33 (0.89-1.98)
midazolam Cmax,oral,midazolam 

(nM)
tmax,oral,midazolam 
(h)

Kaoral,midazolam 
(h-1)

CLmidazolam

(L/h)
t1/2,midazolam 
(h)

Eintest., midazolam 
(fraction)

CL1‘-OH-midazolam (L/h)) Eintest., 1‘-OH-midaz.

(fraction)
Ethanol (E) 24.4(9.80-60.5) 0.75(0.5-1.75) 4.40(1.43-13.6) 32.7(21.6-49.7) 1.24(0.86-2.05) 0.428(0.210-0.860) 61.6(41.5-91.4) 0.823(0.800-0.840)

Water (W) 26.6(11.7-60.4) 0.63(0.33-1.00) 6.67(3.17-14.1) 31.4(20.7-47.7) 1.22(0.88-2.71) 0.555(0.340-0.910) 61.3(38.3-98.0) 0.734(0.710-0.760)

E/W ratio (90 % CI) 0.92 (0.84-1.00) 0.66 (0.56-0.78) 1.04 (0.99-1.09) 0.93 (0.82-1.04) 0.77 (0.69-0.86) 1.00 (0.95-1.06) 1.12 (1.12-1.12)
digoxin Cmax 

(nM)
tmax 
(h)

AUC0-24h 
(h * nM)

Ae0-24h 
(% of dose)

CLrenal

(L/h)
CLrenal,secretion

(L/h)
Ethanol (E) 3.22 (1.64-6.33) 0.75 (0.50-1.75) 14.2 (7.15-28.4) 17.5(8.28-26.8) 7.64 (4.24-13.8) 3.22 (-1.78-8.23)
Water (W) 3.06 (1.59-5.89) 0.75 (0.33-1.00) 15.6 (10.1-24.0) 18.6(6.80-30.4) 7.32 (4.06-13.2) 2.87 (-1.56-7.30)
E/W ratio (90 % CI) 1.05 (0.91-1.22) 0.91 (0.80-1.04) 0.94(0.80-1.09) 1.04 (0.95-1.15) 1.12 (0.873-1.37)

(legend overleaf)
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Ae, amount excreted in urine; AUC0–t, area under the plasma concentration-time curve between 0 and time of last quantifiable concentration; AUC0–∞, area 

under the plasma concentration-time curve extrapolated to infinity; C, plasma concentration; Cmax, maximal plasma concentration; CL, clearance; CLrenal secretion, 

fraction of renal clearance attributable to tubular secretion; E intest, intestinal extraction; Ka, absorption constant (equal to Ktr = transfer rate for the two transit 

compartments); t1/2 , apparent terminal elimination half-life; shaded values indicate that 90 % CI of the E/W ratios crossed the predefined “no relevant 

interaction” borders of 0.70- to 1.43-fold. 

aMolar paraxanthine / caffeine AUC0–t ratio;

bMolar paraxanthine / caffeine plasma concentration ratio 6 h post-dose;

cMolar ratio of caffeine metabolites in urine (5-acetylamino-6-formylamino-3-methyluracil [AFMU] + 5-acetylamino-6-amino-3-methyluracil  [AAMU]) / (AFMU 

+ AAMU + 1-methylxantine + 1-methyluric acid);

dMolar omeprazole / 5-OH-omepazole AUC0–t ratio;

eMolar omeprazole / 5-OH-omepazole plasma concentration ratio 3 h post-dose;

fMolar dextromethorphan / dextrorphan AUC0–t ratio

gMolar dextromethorphan / dextrorphan plasma concentration ratio 3 h post-dose
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Table S4: Descriptive analysis of phenotyping metrics in the reference (water) period 

according to respective genotype groups 

enzyme / 

transporter

metric geom. mean (CV%) for genotype group:
i ii iii iv

CYP2C9 Tolbutamide AUC0–24h

(h * µM)

504

(24.8 %)

568

(23.7 %)
CYP2C19 Molar omeprazole AUC0–24h / 

5-OH-omepazole AUC0–24h ratio

(MRCYP2C19); 

0.969

(163 %)

1.73

(97.9 %)

2.04

(66.4 %)

CYP2C19 omepazole AUC0–24h

(h * µM)

0.884

(361 %)

1.79

(81.2 %)

2.04

(68.7 %)
CYP2D6 Molar dextromethorphan 

AUC0–24h / dextrorphan AUC0–

24h ratio (MRCYP2D6); 

0.0500

(203 %)

0.258

(85.7 %)

10.1

(424 %)

CYP2D6 dextromethorphan AUC0–24h

(h * nM)

3.26

(172 %)

19.8

(128 %)

43.2

(102 %)
CYP3A5 hepatic clearance of 

midazolam

(L/h)

40.9

(5.17 %)

37.7

(25.0 %)

CYP3A5 intestinal extraction of 

midazolam

(fraction)

0.656

(8.73 %)

0.534

(24.3 %)

NAT2 Urinary molar ratio 

(AFMU+AAMU)/ 

(AFMU+AAMU+1X+1U) 6 -10 

hours postdose (MRNAT2)

0.519

(---)

0.402

(10.5 %)

0.139

(29.2 %)

0.155

(27.3 %)

P-gp Cmax of digoxin

(nM)

3.33

(27.5 %)

2.55

(55.5 %)

3.14

(34.5 %)

2.97

(25.0 %)
P-gp digoxin clearance by renal 

secretion*

(L/h)

3.43

(47.5 %)

4.67

(58.7 %)

2.22

(93.0 %)

2.85

(83.5 %)

i…iv genotype groups refer to essentially decreasing predicted activity, for identification of 

groups see Table 4 of main document; CV, coefficient of variation; AUC0–24h, area under the 

concentration vs. time curve up to 24 hours; AFMU, 5-acetylamino-6-formylamino-3-methyluracil; 

AAMU, 5-acetylamino-6-amino-3-methyluracil; 1X, 1-methylxantine; 1U, 1-methyluric acid); MR, 

metabolic ratio; Cmax, maximal concentration after dosing; *for renal secretion, an additive model was

used, thus arithmetic means and CVs are presented
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Table S5: Mutual interactions between probe drugs tested in specific cocktail studies. 

Perpe-
trator

Victim

Caffeine (C) 150 
mg

Tolbutamide (T) 
125 mg

Omeprazole (O) 
20 mg

Dextromethor-
phan HBr (D) 
30 mg

Midazolam (M) 
2 mg

Digoxin (Dig) 
0.5 mg 

Caffeine 
150 mg

- T 250 mg no effect
on C 100 mg

O up to 40 mg no 
effect on C 50-150
mg

D up to 30 mg no 
effect on C 50-150
mg

M up to 2 mg no 
effect on C 50-150
mg

(see text)

Tolbutamide 
125 mg

C up to 100 mg no
effect on T 250 mg
and no effect on 
any other CYP2C9 
probe

- O up to 20 mg no 
effect on any 
other CYP2C9 
probe

D up to 30 mg no 
effect on any 
other CYP2C9 
probe

M up to 2 mg  no 
effect on T 250 mg
and no effect on 
any other CYP2C9 
probe

(see text)

Omeprazole 
20 mg

C up to 150 mg no
effect on O 10 - 40
mg

(see text) - D up to 30 mg no 
effect on O 10 - 40
mg

M up to 2 mg  no 
effect on O 10 - 40
mg

(see text)

Dextro-
methorphan HBr 
30 mg

C up to 150 mg no
effect on D 10 - 30
mg

T 250 mg no effect
on another 
CYP2D6 probe

O up to 40 mg no 
effect on D 10 - 30
mg

- M up to 2 mg  no 
effect on on D 10 -
30 mg

(see text)

Midazolam 
2 mg 

C up to 150 mg no
effect on M 1 - 2 
mg

T 250 mg no effect
on M 2 mg

O up to 40 mg no 
effect on M 1 - 2 
mg

D up to 30 mg no 
effect on M 1 - 2 
mg

- Dig 0.5 mg no 
effect on M 2 mg

Digoxin 0.5 mg C 50 mg no effect 
on another P-gp 
probe

(see text) O 10 mg no effect 
on another P-gp 
probe

D 50 mg no effect 
on another P-gp 
probe

M up to 2 mg no 
effect on Dig and 
no effect on 
another P-gp 
probe

-

Bold text indicates drugs and doses used in the present study (for references and explanations, see supplementary text document).
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