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Summary

Many stochastic models exhibit a phenomenon called metastability. The first goal of this thesis
is to study this phenomenon for certain classes of interacting particle systems. The second goal
of this thesis is the following. Many models that are expected to exhibit metastable behaviour
consist of a large number of particles. Thus, their dynamics takes place in a high-dimensional
configuration space. It is then a typical idea to describe the system on the macroscopic level by
introducing a macroscopic order parameter. In the case of high-dimensional diffusion systems,
the empirical distribution turns out to be a suitable order parameter. The reason is that, under
this mapping, the Markov property of the system is preserved. Hence, the macroscopic level is
given by the infinite-dimensional space of probability measures. Therefore, in order to study
the macroscopic behaviour, it is useful to have the structure of a Riemannian manifold on
the space of probability measure. In the seminal papers [83] and [111], it is shown that the
so-called Wasserstein formalism provides such a structure. The second goal of this thesis is
to extend this Wasserstein formalism to a certain class of diffusion equations, and to use this
formalism to build a rigorous bridge between the microscopic and the macroscopic level in
the case of local mean-field interacting diffusions. It is left for future research to apply these
results to study the metastable behaviour of the system on the macroscopic level.

The outline of this thesis is as follows. In Chapter I we provide a brief introduction to the
main topics of this thesis. We briefly describe the phenomenon of metastability, explain the
main steps in the construction of Wasserstein gradient flows, and illustrate the Fathi-Sandier-
Serfaty approach by a simple example. Moreover, we provide a first formulation of the main
results of this thesis.

In Chapter II we study the metastable behaviour of three modifications of the standard,
two-dimensional Ising model. The first model is an anisotropic version of the Ising model,
where the interaction energy takes different values on vertical and horizontal bonds. The
second model adds next-nearest-neighbour attraction to the standard Ising model. In the
third model, the magnetic field is assumed to have different alternating signs on even and on
odd rows. The results of Chapter II were published as the paper [11].

In Chapter III we first establish a gradient flow representation for evolution equations
that depend on a non-evolving parameter. These equations are connected to a local mean-
field interacting spin system. We then use the gradient flow representation to prove a large
deviation principle and a law of large numbers for the empirical process associated to this
system. This is done by using the Fathi-Sandier-Serfaty approach. The results of Chapter III
were published as the paper [13].

In Chapter IV we consider a system of N mean-field interacting diffusions that are driven
by a single-site potential of the form z 7→ z4/4− z2/2. The strength of the noise is measured
by ε > 0, and the strength of the interaction by J > 1. Choosing the empirical mean,
P : RN → R, Px = 1/N

∑
i xi, as the macroscopic order parameter, we show that the

resulting macroscopic Hamiltonian admits two global minima, one at −m?
ε ∈ (−∞, 0), and

one at m?
ε ∈ (0,∞). We are interested in the transition time to the hyperplane P−1(m?

ε), when
the initial configuration is close to P−1(−m?

ε). The main result is a formula for this transition
time, which is reminiscent of the celebrated Eyring-Kramers formula up to a multiplicative
error term that tends to 1 as N ↑ ∞ and ε ↓ 0. Finally, we add estimates on this transition
time in the case ε = 1 and for a large class of single-site potentials. The results of Chapter

iii
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IV are contained in the preprint [14] and are the result of a collaboration with Georg Menz
(UCLA).

In Chapter V we again consider the system of Chapter IV in the case ε = 1 and for a
large class of single-site potentials. This time, instead of the empirical mean, we choose the
empirical distribution as the order parameter. We then prove some results about the basins
of attraction in the macroscopic energy landscape. These results provide a first step towards
the investigation of the metastable behaviour of the empirical process associated to (local)
mean-field interacting diffusions, which we motivated above. The results of Chapter V are
contained in the preprint [12].
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Chapter I

Introduction

The goal of this introduction is to provide a motivation and a background for the main
results in this thesis. The main three topics in this thesis are metastability, Wasserstein
gradient flows and the (Fathi-)Sandier-Serfaty approach. In this introduction, we discuss the
main ideas behind these topics, briefly comment on their historical background and introduce
simple examples to illustrate the main ideas. Moreover, we provide a first formulation of the
main results of the Chapters II–V.

This chapter is organized as follows. In Section I.1 we introduce the concept of metasta-
bility. We introduce its main elements, briefly discuss the most common mathematical ap-
proaches, and provide two simple examples to illustrate the so-called potential-theoretic ap-
proach to metastability, which is the basis of Chapter II and Chapter IV.

In Section I.2 we provide a brief introduction to the theory of Wasserstein gradient flows.
As a motivation, we start with the construction of gradient flows in Euclidean spaces. Then we
introduce the main elements of the construction of Wasserstein gradient flows, i.e., of gradient
flows in the space of probability measures with finite second moment equipped with the so-
called Wasserstein distance. The main observation is the close relation between Wasserstein
gradient flows and solutions to diffusion equations. This section is the basis of our construction
of Wasserstein-like gradient flows in Chapter III. We also comment on the possible application
of the Wasserstein formalism in the study of metastability, which is aimed for future research.

In Section I.3 we use a simple example in the setting of the Wasserstein space to introduce
the main ideas of the so-called Sandier-Serfaty approach. Indeed, it turns out that this
example already contains many crucial ideas that are used in Chapter III, where we apply a
slight extension of the Sandier-Serfaty approach to prove a law of large numbers and a large
deviation principle for a sequence of local mean-field interacting diffusions.

In the Sections I.4–I.7 we introduce the setting of the Chapters II–V, respectively. More-
over, we provide a first formulation of the main results in these chapters.

In Section I.8 we list some open questions, related to the results in this thesis, that are
aimed for future research.

Finally, at the end of this chapter, we introduce some notational conventions that we use
throughout this thesis.

In this introductory treatment we only focus on the main ideas and omit most of the
technical details.

1



2 CHAPTER I. INTRODUCTION

I.1 Metastability

In this section we provide a brief introduction to the phenomenon of metastability. The main
goal is to introduce the main elements of this phenomenon, and to give a first description of the
rigorous study of metastability. Special emphasis is made on the so-called potential-theoretic
approach to metastability, which is the basis of Chapter II and Chapter IV.

This section is organized as follows. We start in Subsection I.1.1 by introducing a simple
thought experiment, from which we deduce a paradigmatic description of metastability. This
description should act as a guiding rule throughout the whole thesis. Then, in Subsection
I.1.2, we state the main goals in the rigorous mathematical study of metastability, and briefly
explain the most common approaches to tackle metastability. In order to exemplify these ideas
we consider in Subsection I.1.3 two specific models, where the main elements of metastability
can be observed very easily. The first model is a one-dimensional diffusion in a double-well
landscape at low temperature, and the second one is the Curie-Weiss model. In order to analyse
the metastable behaviour of these models, we apply the so-called potential-theoretic approach
to metastability. This should provide a motivation for the application of this approach in the
Chapters II and IV.

I.1.1 Paradigmatic description

In many physical, biological or chemical systems, one can observe a universal phenomenon
called metastability. In the following, we first describe this phenomenon in a very simple
thought experiment, which, although it might seem trivial, already provides many insights
into the rigorous study of metastability. We then use this example to formulate a general
paradigmatic description of metastability.

Suppose that, in a two-dimensional world, two valleys are separated by a mountain, and
a ball is located in the base of the left valley as in Figure I.1 a). Due to thermal fluctuations,
such as strong wind, every now and then, the ball is moved to the left and to the right (Figure
I.1 b)). However, gravitational force constantly pushes the ball to the base of the valley. But
eventually, after a very long time, the ball will be moved so much to the right (for example
due to a hurricane) that it reaches the peak of the mountain (Figure I.1 c)), and falls into the
right valley and reaches its base very fast (Figure I.1 d)).

a)

e

b) c) d)

Figure I.1: A paradigmatic example of metastability.

This basic picture leads to a first description of metastability as follows. Suppose that the
states of a system are associated to an energy functional E : S → R, where S denotes the
state space of the system. For simplicity, we assume that S is connected and that E admits
exactly one global minimum at s ∈ S and exactly one local minima at some point m ∈ S such
that E(m) < E(s). In the situation of Figure I.1, the role of the energy functional is played by
the mountain landscape. Moreover, suppose that there is some source of noise in the system.
In Figure I.1 the noise was given by meteorological events, such as winds and hurricanes.
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Then we say that the system persists in a metastable state if it is trapped in a neighbourhood
of m, that is, it is trapped around a state that is associated to a local minimum of E. In
order to leave this valley around the local minimum, the energy of the system has to be
increased. Consequently, the system resides around this metastable state for a relatively long
time. However, due to the presence of noise, after many unsuccessful attempts, the system
is finally able to free itself from this valley, and to make the crossover to the state s, i.e., it
reaches a state which is associated to a global minimum of E. This state is called a stable
state of the system. Often, this crossover is triggered by the fact that the system reaches a
critical state. In Figure I.1 this critical state was given by the mountain peak.

Moreover, provided that the dynamical system is of Markovian nature, the (appropriately
rescaled) transition time to the stable state is often shown to be (approximately) exponentially
distributed. This comes from the fact that the system returns to the metastable state many
times before it eventually makes the crossover to the stable state.

Another way to understand the above description is to look at metastability as a “dynami-
cal signature of a first-order phase transition”1. More precisely, suppose that a phase diagram
is separated into two areas corresponding to the phases associated to the states m and s,
respectively. Suppose that, starting from the phase associated to m, a parameter is varied
across the phase transition curve. Then, the system resides for a relatively long and random
time in the phase associated to m before it makes the transition to the phase associated to s.
The dynamical description of this situation is the same as the one we gave after Figure I.1.

Of course, in almost all metastable systems of practical relevance, the energy functional E
is far more complex than in the paradigmatic descriptions we provided so far. For example, the
system may possess several metastable and stable states, and there could be many different
critical states in-between these states. Moreover, it may be that these states are given by
submanifolds instead of single points, and that, as in the example of Chapter II, any path
connecting these states has to pass other valleys in the energy landscape of smaller depth.

A standard example from physics, where a metastable behaviour can be observed, is the
case of over-saturated water vapour. Here, below the critical temperature, the formation of a
water droplet of critical length is needed in order to achieve the transition from the gas-phase
to the liquid-phase. An analogous situation holds for over-cooled liquids and for magnetic
hysteresis.

I.1.2 Mathematical approaches to metastability

Throughout the last decades a vast literature has been written in order to study the phe-
nomenon of metastability in a mathematically rigorous way. The main goals in this field of
research are

(i) to compute the average transition time from the metastable to the stable state,

(ii) to estimate this transition time in probability,

(iii) to show that the transition time normalized with its average is exponentially distributed,

(iv) to identify the typical paths for the transition from the metastable to the stable state,
and

1[29, p. 5]
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(v) to show that, in order to make the transition from the metastable to the stable state,
the system has to pass some critical states.

Mainly three methods have been crystallized to be very powerful to tackle these problems.
We briefly introduce these approaches in the following.

The path-wise approach. The first method is called the path-wise approach to
metastability and was initiated by Cassandro, Galves, Olivieri and Vares in [38]. Motivated by
the Freidlin-Wentzell theory (see [74]), one uses large deviation estimates on the path space to
identify the most likely paths of the system for the transition from the metastable to the stable
state. More precisely, the large deviation principle yields that, with high probability, the most
typical paths for this transition are close to the unique minimizer of the corresponding rate
functional. In many models this minimizer is given by the time-reverse of the gradient flow
for the associated free energy functional.2 Consequently, the path-wise approach leads to a
very detailed description of the typical paths that are realized by the system in the transition
from the metastable to the stable state. However, a drawback of this approach is that the
average transition time can only be computed up to logarithmic equivalence. For an extensive
treatment on the path-wise approach to metastability, the reader is referred to [41], [73], [99]
or [109].

The spectral approach. The second method is known as the spectral approach to
metastability, and was initiated by Davies in the papers [42],[43], [44] and [45]. It is based
on a detailed analysis of the spectrum of the generators of reversible Markov processes. The
main observation is that the metastable behaviour of such processes is closely related to a
certain decomposition of the spectrum of the generator into clusters. We refer to [76] and [77]
for more details and further developments on this approach.

The potential-theoretic approach. The third method is the potential-theoretic ap-
proach to metastability, which was initiated by Bovier, Eckhoff, Klein and Gayrard in the
seminal papers [30], [31] and [32]. The main idea in this approach is to translate the problem
into the language of electric networks, and then to use potential theory to obtain useful repre-
sentations for the quantities of interest. In particular, one obtains that the average transition
time from the metastable to the stable state can be expressed in terms of capacities, for which
powerful variational principles are known. Hence, the computation of sharp estimates basi-
cally reduces to an appropriate choice of test functions in those variational principles. This
method is the basis of the Chapters II and IV in this thesis, and will be explained in further
details in these chapters and in the examples from Subsection I.1.3. Moreover, the reader is
referred to the monograph [29] by Bovier and den Hollander for an comprehensive treatment
of this approach.

We also mention that there are two relatively new methods to tackle metastability that
are derivations from the potential-theoretic approach. The first one is known in the literature
as the martingale approach to metastability and was initiated in [16]. Here, one uses the
quantities from the potential-theoretic approach to introduce a new definition of metastability,
which is based on the fact that Markov processes are characterized as unique solutions of

2The relation between gradient flows and large deviation rate functionals will be investigated in detail in
Chapter III in the infinite-dimensional setting of the so-called Wasserstein space.
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martingale problems; see [92] for an introduction to this approach. The second method is
called the mean-difference approach to metastability and was initiated in [102]. The main idea
in this approach is to obtain a lower bound on the capacity in terms of the so-called weighted
transport distance. The latter object is inspired by the theory of optimal transportation, and
describes the cost between two measures in terms of their interpolation; see [102, 4.1].

I.1.3 Two simple examples

One-dimensional diffusion in a double-well landscape at low temperature.
The classic (and probably also the easiest) example of a mathematical model, which possesses
metastable behaviour is given by the one-dimensional stochastic differential equation

dxt = −ψ′(xt) dt +
√

2ε dBt, (I.1.1)

where B is a one-dimensional Brownian motion, ε > 0, and ψ ∈ C2(R) is a typical double-well
potential, i.e., limx→±∞ ψ(x) =∞ and ψ admits three critical points at −∞ < m < z∗ < s <
∞ such that ψ′′(m), ψ′′(s) > 0 and ψ′′(z∗) < 0. That is, ψ is of the form given in Figure I.2.
In the paradigmatic description of Subsection I.1.1, ψ plays the role of the energy functional
E, and the Brownian motion, B, plays the role of the noise. We interpret the parameter ε as
the temperature of the system, since it measures the strength of the Brownian noise.

m z⇤ s
x

 (x)

Figure I.2: A typical double-well potential.

We are interested in the average transition time of the system from the state m to the
state s in the low-temperature regime. That is, we want to compute the asymptotic value of
Em[τs] in the limit as ε ↓ 0, where τs denotes the first hitting time of the state s. To do this,
we apply the potential-theoretic approach as it was done in [32] (in a more general setting
than here). However, we only sketch the main steps in the computations. The omitted details
can be found in [29, Chapter 7 and Chapter 11] or [32]. See also Chapter IV in this thesis,
where this method is used in a similar way.

Consider the Dirichlet problem given by

Lεh(x) = 0 for x ∈ (m, s),

h(m) = 1,

h(s) = 0,

(I.1.2)
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where Lε is the probability generator corresponding to the diffusion (I.1.1). It is a well-known
fact in potential theory that this Dirichlet problem admits a unique solution, h?m,s, which is
called equilibrium potential of the capacitor (m, s). Moreover, h?m,s admits the probabilistic
interpretation that for each x ∈ (m, s), it is equal to the probability that the system returns
to the metastable state m before it makes the transition to the stable state s; see [29, 7.15].
In the language of electrostatics, h?m,s can be seen as the electrostatic potential correspond-
ing to the electric field between the plates m and s. Furthermore, in the particular case
of one-dimensional reversible diffusions, we have an explicit representation formula for the
equilibrium potential given by

h?m,s(x) =

∫ s
x e

1
ε
ψ(z) dz∫ s

m e
1
ε
ψ(z) dz

for x ∈ (m, s) (I.1.3)

(cf. [29, (7.2.88)]). In a similar way, using that the function x 7→ Ex[τs] is also a solution of
a certain Dirichlet problem (see [29, 7.30]), we can show that the expected transition time
Em[τs] can be represented as

Em[τs] =

∫ s
m h

?
m,s(z) e−

1
ε
ψ(z) dz

ε
∫ s
m(h?m,s)

′(z)2 e−
1
ε
ψ(z) dz

. (I.1.4)

Then, in view of (I.1.3) and (I.1.4), standard Laplace asymptotics yields that

Em[τs] =
2π√

|ψ′′(m)|ψ′′(z∗)
e

1
ε

(ψ(z∗)−ψ(m)) (1 + oε(1)) , (I.1.5)

where o(1) stands for a term, which converges to 0 as ε ↓ 0. Equation (I.1.5) is known in
the literature as Kramers formula. Its multi-dimensional generalizations are called Eyring-
Kramers formula. Such results are also known in the literature as Kramers’ law.

We now provide some remarks on the historical background on the derivation of the Eyring-
Kramers formula. First, based on chemical experiments, Arrhenius found out in [6] that the
logarithmic asymptotics of the average transition time is given by the energy barrier that
the system has to overcome to make the crossover to the valley corresponding to the global
minimum, i.e.,

lim
ε↓0

ε logEm[τs] = ψ(z∗)− ψ(m). (I.1.6)

A first rigorous proof for this claim (in the multi-dimensional setting) was given in [126] by
using the path-wise approach to metastability. We refer to [109] for more details on the
path-wise approach to metastability for diffusion models at low temperature.

The system (I.1.1) has also been the object of study in the groundbreaking paper [90]
by Kramers in the context of chemical reactions. Among other results, Kramers derived the
Kramers formula, (I.1.5), for the one-dimensional model. That is, he improved (in dimen-
sion 1) Arrhenius’ conjecture (equation (I.1.6)) by identifying the prefactor in front of the

exponential term e
1
ε

(ψ(z∗)−ψ(m)).

In the multi-dimensional case, the Eyring-Kramers formula was first conjectured in [69]
and [78] in the context of quantum statistical mechanics. The first rigorous proof was given by
Sugiura in the papers [123] and [124] for the special case that all local minima of the potential
function are of the same height (i.e., in the one-dimensional case of (I.1.1), the proof was
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given under the assumption that ψ(m) = ψ(s)). The proofs in [123] and [124] are based on
studying the asymptotics of the principal eigenvalue of the generator Lε. The first proof of
the Eyring-Kramers formula in the full generality as it was conjectured in [78], is given in
[32] via the potential-theoretic approach. Since then, the results in [32] have been generalized
in many directions, including the infinite-dimensional case of stochastic differential equations
(see [9], [10], [19] and [22]), the case when the saddle points are not quadratic (see [21]) or
the case of non-reversible diffusions (see [27], [93], and [94]).

Due to the fact that there is by now a vast literature devoted to the study of metastability
for (finite or infinite-dimensional) diffusion models at low temperature, the previous review is
far from complete, and we refer to [18], [29] and [109] for a more detailed historical background.
The main goal here was to list the main contributions for the three approaches listed in
Subsection I.1.2, and to emphasize the usefulness of the potential-theoretic approach for the
derivation of sharp asymptotics of the average transition time between metastable and stable
states.

The Curie-Weiss model. A fundamental idea of statistical mechanics is the reduction
of a high-dimensional, microscopic system to a low-dimensional state via a suitable mapping.
This map is often called the macroscopic order parameter, and the whole procedure is called
coarse-graining. Probably the easiest example for coarse-graining in a mathematical model is
the Curie-Weiss model of a ferromagnet. In the following we first define the microscopic model
and introduce the macroscopic order parameter. Then we analyse the metastable behaviour
of the coarse-grained process by applying the potential-theoretic approach. As in the previous
example, we only provide a sketch of the computations here. More details can be found in
[29, Part V] and [30].

The state space of the Curie-Weiss model is given by SN = {−1,+1}N , and the energy
(or Hamiltonian) of the system is given by

HN (σ) = − 1

2N

N∑
i,j=1

σiσj − h

N∑
i=1

σi for σ ∈ SN , (I.1.7)

where h ∈ R. We consider a discrete-time Markov chain, (σ(n))n∈N, on SN defined via the
Metropolis transition probabilities given by

pβ,N (σ, σ′) = 1‖σ−σ′‖1 = 2
1

N
e−β [HN (σ′)−HN (σ)]+ for σ 6= σ′, (I.1.8)

where β > 0 and ‖ · ‖1 denotes the `1-norm on SN . Consequently, the unique reversible
measure for this Markov chain is given by the Gibbs measure

µβ,N (σ) =
1

Zβ,N
e−βHN (σ) for σ ∈ SN , (I.1.9)

for some normalization constant Zβ,N .

This model is one of the simplest examples of a mean-field-interacting model, i.e., the
interaction in this model is a function of the empirical mean defined by

mN (σ) =
1

N

N∑
i=1

σi for σ ∈ SN . (I.1.10)
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Indeed, the Hamiltonian HN can be rewritten as

HN (σ) = −N
(

1

2
mN (σ)2 + hmN (σ)

)
=: N E(mN (σ)). (I.1.11)

This suggests to choose the map mN as the macroscopic order parameter. It turns out that
the pushed process, (mN (σ(n)))n∈N, is a discrete-time Markov chain with state space

ΓN = {−1,−1 + 2N−1, . . . , 1− 2N−1, 1} ⊂ [−1, 1], (I.1.12)

and with transition probabilities given by

rβ,N (m,m′) = e−βN [E(m′)−E(m)]+

(
1−m

2
1m′=m+2N−1 +

1 +m

2
1m′=m−2N−1

)
(I.1.13)

for m 6= m′. The unique reversible measure for (mN (σ(n)))n∈N is given by

νβ,N (m) =
1

Zβ,N
e−β N fβ,N (m) for m ∈ ΓN , (I.1.14)

where, for m ∈ [−1, 1],

fβ,N (m) = fβ(m) +
1

2Nβ
log

(
πN(1−m2)

2

)
(1 + oN (1)) , (I.1.15)

for some function fβ : R → R and where oN (1) stands for a term that converges to 0 as
N →∞. If β > 1 and |h| is small enough, it can be shown that fβ is a double-well potential
(as in Figure I.2) with two local minima at some points −1 ≤ m?

− < m?
+ ≤ 1. This indicates

that the process (mN (σ(n)))n∈N admits metastable behaviour, and we are interested in the
average transition time, Em?+(N)[τm?−(N)], of the process from the state m?

+(N) to the state

m?
−(N), where m?

+(N) and m?
−(N) are the points in ΓN that are closest to m?

+ and m?
−,

respectively.

In order to compute this average transition time, as in the example of the one-dimensional
diffusion in a double-well landscape, we apply the potential-theoretic approach. Note that
(mN (σ(n)))n∈N is a one-dimensional nearest-neighbour random walk. Therefore, proceeding
as in [29, Section 7.1.4], the potential-theoretic approach provides an explicit representation
of Em?+(N)[τm?−(N)] given by

Em?+(N)[τm?−(N)] =
∑

m,m′∈ΓN :m≤m′,
m?−(N)<m≤m?+(N)

νβ,N (m′)

νβ,N (m) rβ,N (m,m− 2N−1)
. (I.1.16)

Using standard techniques (see [29, Chapter 13]), we can compute the asymptotic value of
the sum, and obtain that

Em?+(N)[τm?−(N)] = eβ N [fβ(z?)−fβ(m?+)]

× 1

1− z?

√
1− (z?)2

1− (m?
+)2

πN

β
√
|f ′′β (z?)| f ′′β (m?

+)
(1 + oN (1)) ,

(I.1.17)

where z? ∈ (m?
−,m

?
+) denotes the saddle point as in Figure I.2.



I.2. WASSERSTEIN GRADIENT FLOWS 9

This result has been generalized in many ways. For example, in [24], [25] and [30] the
magnetic field h is replaced by certain random variables, and in [35] and [53] the underlying
graph in (I.1.7) (which is the complete graph) is replaced by the Erdös-Réyni random graph.
Moreover, in [119] the metastable behaviour of the Potts version of the Curie-Weiss model
is studied. We refer to [29, Part V] for further references. The analogous situation in a
continuous setting, i.e., a system of mean-field interacting diffusions, is studied in Chapter IV
of this thesis.

I.2 Wasserstein gradient flows

It is well-known that many classes of diffusion equations can be represented as so-called
Wasserstein gradient flows, i.e. as gradient flows in the space of probability measures equipped
with the (L2-)Wasserstein distance. This fact was first discovered in the seminal works [83]
and [111], and has been formalized and extended to a large class of diffusion equations in [3].

There are mainly five arguments that speak in favour of the Wasserstein gradient flow
representation for diffusion equations.

• The first one is that it entails a lot of useful properties such as contraction estimates
(see Lemma I.6 or Theorem III.27), stability with respect to gamma-convergence (see [3,
11.2.1]), regularization estimates (see Theorem III.27), and a variational characterization
as a minimum of an “energy-dissipation functional” (see Lemma I.8 or Theorem III.40).

• The second argument is that this formalism is strongly connected to certain functional
inequalities such as the HWI inequality, the log-Sobolev inequality, the transport inequal-
ity or the Poincaré inequality ; see, for instance, [2], [62] [64], [97], [112], [121] or [122].
There is by now a vast literature on these inequalities and it is known that they can
be applied in many different fields. We refer to [79], [80], [95], [102] or [120] and refer-
ences therein for more information on that. In this thesis, we do not consider functional
inequalities.

• The third argument is that these representations can be used to study convergence
(and large deviation principles) of sequences of evolution systems by using the so-called
(Fathi-)Sandier-Serfaty approach. We explain this approach and its advantages in Sec-
tion I.3.

• The fourth argument is that the Wasserstein formalism appears naturally in the setting
of the empirical distribution process corresponding to mean-field interacting diffusions.
We explain this in more detail at the beginning of Subsection I.6.4.

• The fifth argument is that the Wasserstein gradient flow is known to be “a natural
and physically meaningful structure”3 for certain diffusion equations. We provide an
intuitive explanation of this in Remark I.10.

We now explain the main goal of this section. In Chapter III of this thesis we extend
certain results from [3], and establish a gradient flow representation for evolution equations
that depend on a non-evolving parameter. This is done by considering a slightly modified
Wasserstein distance. The main ideas in Chapter III are the same as those in [3]. Therefore,

3[5, p. 421]
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we provide in this section a brief introduction into the theory of Wasserstein gradient flows
developed in [3]. In this way, we motivate the main ideas of Chapter III by the (simpler)
classical setting of the Wasserstein space. Hence, this section should act as a guide for the
proofs and the results from Chapter III.

The construction of Wasserstein gradient flows from [3] is introduced in Subsection I.2.2.
In order to motivate it, we consider in Subsection I.2.1 the simple and well-known case of
gradient flows in Euclidean spaces. Indeed, the construction of gradient flows in the purely
metric framework of the Wasserstein space is inspired by the construction of gradient flows in
Euclidean spaces. This should provide an intuition for the abstract metric objects defined in
Subsection I.2.2.

In this introductory treatment, we only state the main results and omit most of the proofs.
For more details, we refer to [3] and also to Chapter III, where, as we already mentioned, the
main ideas are the same.

In this section we fix d ∈ N, λ ∈ R and T ∈ (0,∞).

I.2.1 Motivation: The Euclidean case

This subsection is organized as follows. We first define (Euclidean) gradient flows (in (I.2.3))
and infer some immediate monotonicity property of the flows along the driving functional (in
(I.2.4)). Then we study the question of existence in Lemma I.1, and show some contraction
estimate (see (I.2.5)) which ensures uniqueness of gradient flows. Finally, we state a vari-
ational characterization of gradient flows as the unique minimum of an “energy-dissipation
functional”. This is known in the literature as the characterization of gradient flows as curves
of maximal slope.

Euclidean gradient flows. Let φ ∈ C1(Rd) be λ-convex, i.e., for all x, y ∈ Rd,

φ(tx+ (1− t)y) ≤ (1− t)φ(y) + tφ(x)− t(1− t) λ
2
|x− y|2 for all t ∈ [0, 1]. (I.2.1)

We say that z : [0, T ] → Rd is an absolutely continuous curve if there exists some function
m ∈ L2((0, T )) such that

|zs − zt| ≤
∫ t

s
m(r) dr for all 0 < s < t < T. (I.2.2)

Consequently, we have that z is differentiable almost everywhere in [0, T ] (see [7, 4.4.1]). Then,
the curve z is called (Euclidean) gradient flow for the functional φ if for all t ∈ [0, T ],

−∇φ(zt) = żt. (I.2.3)

As a simple consequence of this definition we obtain that by the chain rule,

d

dt
φ(zt) = żt ∇φ(zt) = −|∇φ(zt)|2. (I.2.4)

Hence, the functional φ is non-increasing along the gradient flow curve.
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Existence and uniqueness of Euclidean gradient flows. In the following lemma
we study the question of existence and uniqueness of gradient flows for φ.

Lemma I.1 (Existence and uniqueness of Euclidean gradient flows)
Let φ ∈ C1(Rd) be λ-convex. Then, the following statements hold true.

(i) For i = 1, 2, let zi be a gradient flow for φ with initial value zi0 ∈ Rd, i.e., limt↓0 z
i
t = zi0.

Then, for all t ∈ [0, T ],

|z1
t − z2

t | ≤ e−λt |z1
0 − z2

0 |. (I.2.5)

(ii) For all z0 ∈ Rd, there exists a unique gradient flow for φ with initial value z0.

Proof. We first show part (i). Since z1 and z2 are gradient flows for φ, and since φ is λ-convex,
we have that for all t ∈ (0, T ],

d

dt
|z1
t − z2

t |2 = −2(∇φ(z1
t )−∇φ(z2

t ), z1
t − z2

t ) ≤ −2λ |z1
t − z2

t |2. (I.2.6)

Then, Gronwall’s lemma yields part (i).

To show part (ii), note that the uniqueness claim immediately follows from part (i), and
that the existence is a consequence of a standard Picard-Lindelöf-iteration argument by using
that φ is locally Lipschitz (see [8, 17.1.1]).

However, there is an alternative way to prove the existence claim, which was used in [49]
in a purely metric setting; see also [3, p. 41] for more references. We now briefly introduce
this method in the Euclidean setting and indicate that it leads to the existence of gradient
flows. This should provide an intuitive reason why this method also leads to the existence
of gradient flows in the purely metric framework of the so-called Wasserstein space that is
introduced in Subsection I.2.2.

Fix a step size τ > 0, and consider the implicit Euler scheme given by

zτn := argmin
y∈Rd

(
φ(y) +

1

2τ
|zτn−1 − y|2

)
=: argmin

y∈Rd
Υn−1(y) (I.2.7)

for all n ∈ N such that nτ < T , and with the piecewise constant interpolation

zτt := zτn for t ∈ ((n− 1)τ, nτ ]. (I.2.8)

Then, by computing the Euler-Lagrange equation, we observe that for all t ∈ ((n− 1)τ, nτ ],

0 =
d

dδ

∣∣∣∣
δ=0

Υn−1(zτt + δy) =

(
∇φ(zt) +

zτt − zτt−τ
τ

, y

)
for all y ∈ Rd, (I.2.9)

and hence,

zτt − zτt−τ
τ

= −∇φ(zτt ). (I.2.10)

Equation (I.2.10) is the implicit time discretization of (I.2.3), and therefore indicates that, as
τ ↓ 0, the scheme defined by (I.2.7) and (I.2.8) converges to the solution of (I.2.3). �

The scheme defined by (I.2.7) and (I.2.8) was also used in [83] to show the existence
of gradient flows in the purely metric framework of the Wasserstein space; see Lemma I.6.
As in [49] and [83], this scheme can be used to define gradient flows as the limit of the
scheme (provided that it converges). The advantage of this definition is that it requires
both less assumptions on the ambient space (a purely metric framework is sufficient) and less
assumptions on the regularity of the driving functional. This is known in the literature as the
definition of gradient flows as generalized minimizing movements (see [3, 2.0.6]).
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Characterization as curves of maximal slopes. There is also a third way to define
gradient flows, which is based on the characterization given in the following lemma.

Lemma I.2 (Characterization as curves of maximal slopes)
Let φ ∈ C1(Rd) be λ-convex, and let AC((0, T );Rd) denote the set of all absolutely continuous
curves in Rd. Let Jφ,T : C((0, T );Rd)→ [0,∞] be defined by

Jφ,T [z] =

{
φ(zT )− φ(z0) + 1

2

∫ T
0

(
|∇φ|2(zt) + |żt|2

)
dt if z ∈ AC((0, T );Rd),

∞ else.
(I.2.11)

Let z0 ∈ Rd. For any curve z ∈ AC((0, T );Rd) such that limt↓0 zt = z0, we have that Jφ,T [z] ≥
0. Equality holds if and only if z is the gradient flow for φ with initial value z0.

Proof. Let z ∈ AC((0, T );Rd). Then, by using the chain rule and Young’s inequality, we have
that

φ(zT )− φ(z0) =

∫ T

0
∇φ(zt)żt dt ≥ −

1

2

∫ T

0

(
|∇φ|2(zt) + |żt|2

)
dt. (I.2.12)

This shows that Jφ,T is well-defined. Finally, equality holds in (I.2.12) if and only if z is the
gradient flow for the functional φ. �

In Lemma I.2, we have seen that in Euclidean spaces and for sufficiently regular φ, the
unique minimizer of an energy-dissipation functional is given by the gradient flow for φ. This
fact is known for a more abstract setting than in this subsection (see [3, 2.3.1 and 2.3.3]).
Therefore, we can alternatively define gradient flows as the minimizer (if it exists) of these
functionals. This is known in the literature as the definition of gradient flows as curves of
maximal slope (see [3, 1.3.2]).

Another advantage of this definition is its stability under the so-called gamma-liminf-
inequalities. This was observed for the first time in [115] and [118] by Sandier and Serfaty in
a general setting, and will be used in Chapter III of this thesis. In Section I.3 we show this
stability result for a simple example in the Wasserstein space.

I.2.2 Gradient flows in the Wasserstein space

In this subsection, we translate the concepts and the results from the Euclidean setting in
Subsection I.2.1 to the metric framework of the so-called Wasserstein space. The main goal
is to introduce the main elements of the construction of gradient flows in the Wasserstein
space, and to show their connection to weak solutions of the Fokker-Planck equations. More
precisely, we show that gradient flows in the Wasserstein space for certain functionals are the
unique weak solutions of diffusion equations of the form

∂tρt = ∆ρt + divx (∇V ρt) , (I.2.13)

where V ∈ C2(Rd) is λ-convex (recall (I.2.1)) and bounded from below.

This subsection is organized as follows. We start by defining the Wasserstein distance
and the Wasserstein space in (I.2.14) and (I.2.15), respectively. Then, we introduce absolutely
continuous curves in the Wasserstein space and state their connection to solutions of the
continuity equation in Lemma I.3. This will be a key element to build the bridge to (I.2.13).
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Afterwards, we define the notion of Wasserstein gradient flows in Definition I.5 and state
their existence and uniqueness in Lemma I.6. The latter is a consequence of the same type
of contraction estimate as in (I.2.5). In Lemma I.8 we state the characterization as curves of
maximal slopes, and in Lemma I.9 we build the bridge to (I.2.13). Then, we mention recently
developed extensions of the previous results to other evolution equations and stochastic pro-
cesses. Finally, we discuss possible applications of the Wasserstein formalism to study the
metastable behaviour of stochastic processes.

The Wasserstein space. Initiated in [84], [85] and [104], the theory of optimal trans-
portation has become a useful tool in numerous fields such as physics, partial differential
equations or geometry; see [127] for more details on applications. In this thesis, we are in-
terested in the particular case of the Wasserstein distance, where the cost function in the
Monge-Kantorovich formulation of optimal transportation (see [127, Chapters 4 and 5]) is
given by a distance. More precisely, the Wasserstein distance W2 on the space of probability
measures on Rd, M1(Rd), is defined by

W 2
2 (µ, ν) = inf

γ∈Cpl(µ,ν)

∫
Rd×Rd

|x− y|2 dγ(x, y) for µ, ν ∈M1(Rd), (I.2.14)

where Cpl(µ, ν) denotes the space of all probability measures on (Rd)2 that have µ and ν
as marginals. We denote by Opt(µ, ν) ⊂ Cpl(µ, ν) the set of all measures that realize the
infimum in (I.2.14), and call these measures optimal plans; see [127, 4.1] for the existence of
optimal plans.

It turns out that, restricted to the Wasserstein space P2(Rd) ⊂M1(Rd) defined by

P2(Rd) :=

{
µ ∈M1(Rd)

∣∣∣ ∫
Rd
|x|2dµ(x) <∞

}
, (I.2.15)

the Wasserstein distance satisfies the axioms of a metric. Moreover, it is shown in [127, 6.18]
that the space P2(Rd) equipped with the Wasserstein distance is even a Polish space.

Another useful fact is the following characterization of convergence in (P2(Rd),W2) (cf.
[127, 6.8]). Let (µn)n∈N ⊂ P2(Rd) and µ ∈ P2(Rd). Then we have that limn→∞W

2
2 (µn, µ) = 0

if and only if

µn ⇀ µ and lim
n→∞

∫
Rd
|x|2 dµn =

∫
Rd
|x|2 dµ, (I.2.16)

where we write µn ⇀ µ and say that µn converges weakly to µ in M1(Rd) if

lim
n→∞

∫
Rd
f dµn =

∫
Rd
f dµ for all continuous and bounded f : R→ R. (I.2.17)

In particular, for all c ∈ (0,∞), the set{
µ ∈ P2(Rd)

∣∣∣∣∣
∫
Rd
|x|4 dµ ≤ c

}
is compact in (P2(Rd),W2). (I.2.18)
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Absolutely continuous curves. Analogously to Subsection I.2.1, gradient flows in
the Wasserstein space are required to have enough regularity, namely to be absolutely contin-
uous curves. In the Wasserstein space, we say that a curve (µt)t∈[0,T ] ⊂ P2(Rd) is absolutely
continuous if there exists some function m ∈ L2((0, T )) such that

W2(µs, µt) ≤
∫ t

s
m(r) dr for all 0 < s < t < T. (I.2.19)

We denote the set of all absolutely continuous curves in (P2(Rd),W2) by AC((0, T );P2(Rd)).
It is shown in [3, 1.1.2] that for all µ ∈ AC((0, T );P2(Rd)), there exists |µ′| ∈ L2((0, T )), called
the metric derivative of (µt)t∈[0,T ], such that

|µ′|(t) = lim
s→t

W2(µs, µt)

|s− t| for almost every t ∈ (0, T ). (I.2.20)

An important observation is that absolutely continuous curves in (P2(Rd),W2) are charac-
terized as distributional solutions of the so-called continuity equation. This characterization is
the key fact to build the bridge to the diffusion equation (I.2.13), and is given in the following
lemma. The proof of this result is given in [3, Chapter 8].

Lemma I.3 (Absolutely continuous curves and the continuity equation)
The curve (µt)t∈(0,T ) ⊂ P2(Rd) is absolutely continuous in (P2(Rd),W2) if and only if there

exists a vector field v : (0, T )× Rd → Rd such that

• t 7→ ‖vt‖L2(µt) ∈ L2((0, T )),

• ∂tµt + divx(µt vt) = 0 in (0, T ) × Rd in the sense of distributions, i.e., for all ϕ ∈
C∞c ((0, T )× Rd),∫

(0,T )×Rd

(
∂tϕt(x) + 〈∇xϕt(x), vt(x)〉

)
dµt(x)dt = 0, (I.2.21)

where divx and ∇x denote the divergence and the gradient operator with respect to the
space variable x, respectively, and

• vt ∈ {∇xϕ |ϕ ∈ C∞c (Rd)}L
2(µt)

for almost every t.

Moreover, ‖vt‖L2(µt) = |µ′|(t) for almost every t and v is uniquely determined almost every-
where with respect to the Lebesgue measure on (0, T ). This vector field v is called tangent
velocity field, and for t ∈ [0, T ], the space

TanµtP2(Rd) := {∇xϕ |ϕ ∈ C∞c (Rd)}L
2(µt)

(I.2.22)

is called the tangent space at µt.

An intuitive picture for this result is given as follows. Suppose that µt describes the density
of a cloud of gas at time t. Then, among all vector fields that describe the velocity of the
particles, the tangent velocity field vt from Lemma I.3 is the one with minimal total kinetic
energy

∫ T
0 ‖vt‖2L2(µt)

dt (cf. [59, p. 5]).
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Wasserstein gradient flows. We would like to translate the definition, (I.2.3), of a
gradient flow in the Euclidean setting into the present metric framework of the Wasserstein
space. However, it is a priori not clear how to introduce a differentiable structure here. The
main idea in the groundbreaking paper [111] by Felix Otto is to solve this problem by inducing
a formal Riemannian structure on the space P2(Rd). More precisely, formally, by using the
notion of the tangent space from Lemma I.3, he introduced a metric tensor in order to define
the gradient of a functional on P2(Rd) as it is done in Riemannian geometry. From this notion
of gradient, the notion of gradient flows is defined analogously to (I.2.3). His fundamental
observation was that, as a consequence of this construction, for certain type of functionals
(such as the relative entropy defined in (I.2.34)) these gradient flows are the solutions of
diffusion equations such as (I.2.13).

Inspired by Otto’s formal point of view, the corresponding rigorous construction was later
introduced in the monograph [3] by Ambrosio, Gigli and Savaré. However, instead of defining
a gradient on the Wasserstein space, they relied on the notion of subdifferentials. The reason
is that, on the one hand, its conditions are easier to verify (since it only demands lower bounds
instead of equalities), and on the other hand, it requires less regularity assumptions on the
corresponding functional so that it is possible to consider a larger class of gradient flows.

In this introductory treatment, we roughly sketch the construction introduced in [3]. We
only provide the main ideas here. For more details, we refer to [3] and Chapter III in this
thesis, where we adapt the notions from [3] in order to introduce a differentiable structure on
a modified Wasserstein space.

First we define the notion of subdifferentials in the Wasserstein space (cf. [3, Chapter 10]
and Definition III.21).

Definition I.4 (Subdifferentials in the Wasserstein space)
Let φ : P2(Rd) → (−∞,∞] be proper4 and lower semi-continuous with respect to W2. Let
µ ∈ D(φ) ∩ P2(Rd) (i.e. φ(µ) <∞) and let ξ ∈ TanµP2(Rd), where

TanµP2(Rd) = {∇xϕ |ϕ ∈ C∞c (Rd)}L
2(µ)

. (I.2.23)

Then we say that ξ belongs to the set of (strong) subdifferentials of φ at µ, and write ξ ∈ ∂φ(µ),
if

φ(T#µ)− φ(µ) ≥
∫
Rd
ξ (T− Id) dµ + o(‖T− Id‖L2(µ)) as ‖T− Id‖L2(µ) → 0, (I.2.24)

where T#µ denotes the image measure of µ under the map T ∈ L2(µ).

From this notion of subdifferentials, the definition of Wasserstein gradient flows is an easy
adaptation of (I.2.3), and is given as follows.

Definition I.5 (Gradient flows in the Wasserstein space) Let (µt)t∈[0,T ] be absolutely

continuous in (P2(Rd),W2) with corresponding tangent velocity field v. Let φ : P2(Rd) →
(−∞,∞] be proper and lower semi-continuous with respect to W2. Then (µt)t∈[0,T ] is called

(Wasserstein) gradient flow for φ with initial value µ0 ∈ P2(Rd) if

−vt ∈ ∂φ(µt) for a.e. t ∈ (0, T ) and lim
t↓0

W2(µt, µ0) = 0. (I.2.25)

4We say that a functional φ : X → (−∞,∞] on a Polish space (X, d) is proper if φ(µ) > −∞ for all µ ∈ X
and there exists µ ∈ X such that φ(µ) <∞.
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Existence and uniqueness of Wasserstein gradient flows. In this paragraph we
translate the results (I.2.4) and Lemma I.1 from the Euclidean setting to the present metric
framework of the Wasserstein space.

Analogously to the condition (I.2.1) in the Euclidean setting, the driving functionals of the
Wasserstein gradient flows are required to satisfy some convexity property. In this framework
this property is called λ-convexity along (generalized) geodesics or strong λ-convexity, where
λ ∈ R. In order to avoid too much terminology in this introductory treatment, we omit the
precise definition of this property, and refer to [3, 9.1.4 and 9.2.4] and Definition III.19 in this
thesis.

We are now in the position to state the existence and uniqueness of gradient flows in the
Wasserstein space.

Lemma I.6 (Existence and uniqueness of Wasserstein gradient flows)
Let φ : P2(Rd) → (−∞,∞] be proper, strongly λ-convex, lower semi-continuous with respect
to W2 and coercive5. Then the following statements hold true.

(i) (Existence) For each µ0 ∈ D(φ), there exists a gradient flow for φ with initial value µ0.

(ii) (λ-contraction and uniqueness) Let (µt)t∈(0,T ) and (νt)t∈(0,T ) be gradient flows for φ with

initial values µ0 ∈ D(φ) and ν0 ∈ D(φ), respectively. Then, for all t ∈ (0, T ),

W2(µt, νt) ≤ e−λtW2(µ0, ν0). (I.2.27)

In particular, for each µ0 ∈ D(φ), the gradient flow for φ with initial value µ0 is unique.

(iii) (Monotonicity along gradient flows) Let (µt)t∈(0,T ) be the gradient flow for φ with initial

value µ0 ∈ D(φ). Then, for almost every t ∈ (0, T )

d

dt
φ(µt) = −‖vt‖2L2(µt)

. (I.2.28)

Proof. The proof is given in [3, 11.2.1]. We only note that it is based on the following implicit
Euler scheme, which we already motivated in the proof of Lemma I.1 in the Euclidean setting.
Let µ0 ∈ D(φ) and let τ > 0. Define recursively:µ

τ
0 := µ0,

µτn ∈ argmin
ν∈P2(Rd)

(
φ(ν) + 1

2τW2(µτn−1, ν)2
)

for n ∈ N, (I.2.29)

and define the piecewise constant interpolating trajectory (µ̄τt )t∈[0,T ] by{
µ̄τ0 := µ0,

µ̄τt := µτn for t ∈ ((n− 1)τ, nτ ] for all n ∈ N such that nτ ≤ T.
(I.2.30)

Then [3, 11.1.4 and 11.2.1] yields the convergence of this scheme with respect to W2 towards
a curve (µt)t∈(0,T ) ∈ AC((0, T );P2(Rd)) which satisfies (I.2.25) and the claims (ii) and (iii).

�

5We say that a functional φ : X → (−∞,∞] on a Polish space (X, d) is coercive if there exists µ∗ ∈ X and
r∗ > 0 such that

inf{φ(ν) | ν ∈ X , d(ν, µ∗) ≤ r∗} > −∞ (cf. [3, (2.4.10)]). (I.2.26)
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Characterization as curves of maximal slopes. In this paragraph we show that
the results from Lemma I.2 can be translated to the setting of the Wasserstein space. That
is, we characterize Wasserstein gradient flows as curves of maximal slopes. This result will be
a key ingredient in Chapter III for the application of the so-called Sandier-Serfaty approach.
We motivate this approach in Section I.3.

Before we state the result, we need to define the metric slope of a functional on P2(Rd),
which plays the role of the modulus of the gradient in (I.2.11).

Definition I.7 (Metric slope) Let φ : P2(Rd) → (−∞,∞] be proper and lower semi-
continuous with respect to W2. Then the metric slope |∂φ| : D(φ)→ [0,∞] is defined by

|∂φ|(µ) = lim sup
ν→µ

(φ(µ)− φ(ν))+

W2(µ, ν)
. (I.2.31)

This definition is consistent with Definition I.4 in the following sense. Let φ : P2(Rd) →
(−∞,∞] be proper, strongly λ-convex, lower semi-continuous with respect to W2 and coercive.
Let µ ∈ P2(Rd) and suppose that the set ∂φ(µ) is not empty. Then, in [4, 4.7, 4.8 and 4.10]
it is shown that

|∂φ|(µ) = min
{
‖ξ‖L2(µ)

∣∣ ξ ∈ ∂φ(µ)
}
. (I.2.32)

This suggests that, intuitively, |∂φ|(µ) can be seen as a length of the gradient in the Wasser-
stein space with respect to the L2-norm ‖ · ‖L2(µ). Hence, in comparison to (I.2.11), |∂φ|
should be the metric analogue of the modulus of the Euclidean gradient given by |∇φ|. In the
following lemma we see another indication that this intuition is correct.

Lemma I.8 (Characterization as curves of maximal slopes)
Let φ : P2(Rd) → (−∞,∞] be proper, strongly λ-convex, lower semi-continuous with respect
to W2 and coercive. Define Jφ,T : C([0, T ] ; P2(Rd))→ [0,∞] by

Jφ,T [(νt)t∈(0,T )] := φ(νT )− φ(ν0) +
1

2

∫ T

0

(
|∂φ|2(νt) + |ν ′|2(t)

)
dt, (I.2.33)

if (νt)t∈(0,T ) ∈ AC((0, T );P2(Rd)) and Jφ,T [(νt)t∈(0,T )] = ∞ else. Let µ0 ∈ D(φ). For

any curve (µt)t∈(0,T ) ∈ AC((0, T );P2(Rd)) such that limt→0W2(µt, µ0) = 0 we have that
Jφ,T [(µt)t∈(0,T )] ≥ 0. Equality holds if and only if (µt)t∈(0,T ) is the gradient flow for φ
with initial value µ0.

The functional Jφ,T is sometimes called the energy-dissipation functional corresponding
to the gradient flow for φ.

Proof. The proof is given in [3, 11.1.3 and 11.2.1]. �

Connection to Fokker-Planck equations and reversible diffusion processes.
We now show that gradient flows for the so-called relative entropy are the unique weak solu-
tions to the Fokker-Planck equation (I.2.13).
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Let V ∈ C2(Rd) be λ-convex (recall (I.2.1)). For simplicity, we suppose that V is bounded
from below. Let ν(dx) = e−V (x)dx, and for µ ∈ M1(Rd), define the relative entropy between
µ and ν by

Hν(µ) := H(µ | ν) :=

{∫
Rd log

(
dµ
dν

)
dµ : µ� ν,

∞ : else.
(I.2.34)

It is shown in [3, Chapter 9] that the functional Hν satisfies the assumptions of the Lemmas
I.6 and I.8. Hence, there exists a unique gradient flow for Hν , and it is characterized as a
curve of maximal slope. Moreover, by combining Lemma I.3 and Definition I.5, we can show
that this gradient flow is a weak solution to the Fokker-Planck equation (I.2.13). The precise
result is given in the following lemma.

Lemma I.9 Let µ0 ∈ D(Hν), and let (µt)t∈[0,T ] ⊂ P2(Rd) be such that limt→0W2(µt, µ0) = 0.
Then (µt)t∈[0,T ] is the gradient flow for Hν if and only if

(i) µt(dx) = ρt(x) dx for all t ∈ [0, T ] for some density function ρt,

(ii) the curve of densities (ρt)t∈[0,T ] is a weak solution to

∂tρt = ∆ρt + div (∇V ρt) , (I.2.35)

where ∆ and div denote the Laplacian and the divergence with respect to the space
variable x.

(iii)
∫ T

0 |∂Hν |2(µt) dt < ∞.

Proof. The proof is given in [3, 11.2.8]. We only sketch the “only if”-part here. Let (µt)t∈[0,T ]

be the gradient flow for Hν , and let (vt)t∈[0,T ] denote the corresponding tangent velocity field
from Lemma I.3. Note that, by [59, 4.6], the unique strong subdifferential of Hν at some
measure µ with density ρ is given by ξ = ∇ρ/ρ+∇V . Then, the assertion of this lemma is an
easy consequence of the definition of gradient flows (see (I.2.25)) and the fact that the curve
(µt)t∈[0,T ] satisfies the continuity equation (see Lemma I.3). �

Using Lemma I.9, we immediately find the link between (Wasserstein) gradient flows for
the relative entropy and reversible diffusion processes of a certain type. Let (µt)t∈[0,T ] be the
gradient flow for Hν , and let (ρt)t∈[0,T ] be the flow of its probability densities. In Lemma I.9,
we have seen that (ρt)t∈[0,T ] is a weak solution to (I.2.35). Then, it is shown in [110, p. 111]
that (µt)t∈[0,T ] is the flow of marginal laws of the reversible diffusion process (xt)t∈[0,T ] given
by

dxt = −∇V (xt) dt +
√

2 dBt for t ∈ (0, T ], (I.2.36)

and with x0 being a random variable distributed according to µ0.

Remark I.10 We now provide a first intuitive explanation why the Wasserstein gradient flow
formalism is seen as “a natural and physically meaningful structure”6 to represent (I.2.35).

Take N ∈ N independent copies, (x0
t )t∈[0,T ], . . . , (x

N−1
t )t∈[0,T ], of the diffusion (I.2.36) with

initial value being distributed according to µ0. We now show that this system can be seen as
the microscopic origin of the system (I.2.35) with respect to the Wasserstein formalism.

6[5, p. 421]
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Let the space M1(Rd) be equipped with the topology induced by the notion of weak conver-
gence, which we defined in (I.2.17). Define the empirical process (KN (t))t ∈ C([0, T ];M1(Rd))
by

KN (t) =
1

N

N−1∑
i=0

δxit for t ∈ [0, T ]. (I.2.37)

Then, it is well-known (see for instance Chapter III) that the sequence (KN (t))t satisfies a law
of large numbers. That is, it converges, with respect to the weak topology, to the deterministic
limit given by the solution ρ of (I.2.35). Moreover, again by Chapter III, it can even be shown
that (KN (t))t satisfies a large deviation principle with rate function

I[(νt)t] :=
1

2
JHν ,T [(νt)t] +H(ν0|µ0) for (νt)t ∈ C([0, T ];M1(Rd)), (I.2.38)

where JHν ,T is the entropy-dissipation functional from Lemma I.8. This observation shows
that the Wasserstein formalism does not only represent the solution of (I.2.35), but also de-
scribes the fluctuations of the most natural microscopic particle system, which approximates
the solution of (I.2.35).

This is a new perspective in comparison to other gradient flow representations of the solu-
tion of (I.2.35) (such as, for example, the Hilbertian gradient flow representation introduced in
[5, Section 1.4]). Of course, other gradient flow representations may describe the fluctuations
of other microscopic particle systems than the one defined by (x0

t )t∈[0,T ], . . . , (x
N−1
t )t∈[0,T ]. But

the system (x0
t )t∈[0,T ], . . . , (x

N−1
t )t∈[0,T ] is the simplest and the canonical particle system that

describes the solution of (I.2.35). Hence, we see the Wasserstein gradient flow formalism as
the canonical representation of the solution of (I.2.35), since it describes the fluctuations of
the canonical particle system (x0

t )t∈[0,T ], . . . , (x
N−1
t )t∈[0,T ].

This relation between large deviation principles of particle systems and Wasserstein gradi-
ent flows is known for a much larger class of diffusion equations, and goes much deeper than
the relation we stated here; see [1], [55], [67], [70], [113] or Chapter III for more details.

Finally, we refer the reader also to Subsection I.6.4, where, by considering a system of
mean-field interacting diffusions, we provide another explanation why the Wasserstein for-
malism is seen as the “natural framework”.

Extension to other evolution systems. The link between Wasserstein gradient
flows for relative entropy functionals and reversible diffusion processes of the form (I.2.36)
was first discovered in the seminal papers [83] and [111]. In recent years, this gradient flow
representation has been translated to other evolution systems. For instance, it is known that
there are many more reversible diffusion processes that can be described by the Wasserstein
gradient flow formalism from this section. These include the class of McKean-Vlasov equa-
tions; see [3, Section 11.2.1] or [37]. In Chapter III we extend this connection to the class
of the so-called local McKean-Vlasov equations. This is done by modifying the Wasserstein
distance such that the dependence on a non-evolving parameter in these equations is taken
into account. As a consequence of this modification, we have to rebuild the whole gradient
flow framework of this section for this modified Wasserstein distance.

Moreover, by an appropriate manipulation of the dynamical formulation of the Wasser-
stein distance (the so-called Benamou-Brenier formula7), this connection has been extended

7See [17, Proposition 1.1] or [3, Chapter 8]
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to other systems than diffusion processes. For instance, Wasserstein-like gradient flow repre-
sentations has been shown for Markov chains (see [63], [65], [66], [98] or [103]), the Boltzmann
equation (see [15] or [61]) or jump processes (see [60]).

Connection to metastability. We have seen in the example of the Curie-Weiss model
in Subsection I.1.3 that coarse-graining is a useful tool to study the metastable behaviour of
models that consist of a large number of particles. In the special case of high-dimensional
diffusion systems the macroscopic order parameter is often given by the empirical distribution.
The reason is that this map preserves the Markov property of the system. This fact can be
verified easily by applying [57, Vol I, p. 325, Theorem 10.13]. Hence, the macroscopic level is
given by the space of probability measures, and in order to study the macroscopic behaviour
of the system, it is necessary to have a Riemannian structure on this space. The latter
is provided by the Wasserstein formalism that we introduced in this section. Hence, the
Wasserstein formalism should pave the way for the rigorous investigation of the metastable
behaviour of empirical distribution processes.

A first indication that this idea should lead to the desired metastability results is given
by combining the results of Chapter III and Chapter V. Indeed, in Chapter III we show that
the empirical distribution process associated to (local) mean-field interacting diffusions can
be approximated by Wasserstein-like gradient flows for a functional F . Hence, in order to
study the metastable behaviour of the empirical distribution process, it is useful to analyse
the long-time behaviour of the gradient flows for F . This is the content of Chapter V, where
we study, in a simplified context, the ergodic behaviour and the basins of attraction of the
gradient flows for F . Moreover, another indication for the connection between metastability of
empirical distribution processes and the Wasserstein formalism is discussed at the beginning
of Subsection I.6.4.

We finally note that there is also another approach to study metastability by using gra-
dient flow representations (and the so-called Sandier-Serfaty approach that we introduce in
Section I.3). This approach was used in [5], [81], [114] and [117]. Here, the authors show
the convergence of the upscaled dynamics to a finite-state Markov chain, where each state
corresponds to a metastable state. Then, the rates of the transitions of the Markov chain
between these states are given by the Eyring-Kramers formula, which we motivated in the
first example of Subsection I.1.3. It is left for future research to apply this approach for the
system of mean-field interacting diffusions from Subsection I.6.4.

I.3 The Sandier-Serfaty approach

In Section I.2 we have seen that many evolution systems can be represented as gradient flows
with respect to Wasserstein (or Wasserstein-like) distances. The goal of this section is to show
that these representations can be used to study the convergence of sequences of evolution
systems. This fact was first discovered in the paper [115] in the context of gradient flows
in general Hilbert spaces, and is known in the literature as the Sandier-Serfaty approach.
This approach relies on the so-called gamma-liminf inequalities for the “energy-dissipation
functional”, which appears in the variational characterization of the respective gradient flows
(see Lemma I.2 or Lemma I.8). Successful applications of the Sandier-Serfaty approach are
given, for example, in [5], [36], [61], [63], [70], [71], [118] or Chapter III of this thesis, where
we apply this approach to prove a law of large numbers for the empirical distribution process
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associated to a local mean-field interacting spin system.

The Sandier-Serfaty approach has the following advantages.

• The first one is that it provides an elegant and simple way to prove the convergence
of evolution systems. Indeed, the main ideas in this approach are model-independent
and have been used successfully in many different settings; again, see [5], [36], [61],
[63], [70], [71] or Chapter III. More precisely, as we already mentioned, the main step
is to show the gamma-liminf inequalities. And in order to show these inequalities, one
typically makes use of certain duality representation formulas and lower semi-continuity
properties of the objects appearing in the energy-dissipation functional. It is known
that the latter two facts hold true for many classes of evolution systems. This makes
the Sandier-Serfaty approach applicable for many different settings.

• The second advantage is that a successful application of the Sandier-Serfaty approach
does not only show the convergence of evolution systems. It rather shows the convergence
of the gradient flow structures of the respective systems. We have seen in Section I.2
that this gradient flow structure encodes many dynamic properties of the system, such
as the free energy landscape, the large deviation principle of the microscopic origin (see
Remark I.10) or the stationary states (see Lemma V.4). Therefore, the Sandier-Serfaty
approach yields a rigorous connection between the level of the sequences and the limiting
object with regard to these properties. In particular, one obtains the convergence of the
objects in the energy-dissipation functionals corresponding to the gradient flows (cf. Step
5 of the proof of Theorem III.62). Especially, in certain cases, from the convergence of
the free energies (cf. (III.3.2)), one can deduce the so-called propagation of chaos; see
for example the comments after [61, 1.2].

• Another advantage is that this approach can be used to study the metastable behaviour
of stochastic processes. This is the content of the papers [5], [81], [114] and [117]. We
already mentioned this relation at the end of Section I.2.

In this section we apply the Sandier-Serfaty approach for a simple example in the context
of the Wasserstein space. Namely, in the setting of a sequence of reversible diffusions in the
limit of vanishing noise, i.e., in a similar setting as in (I.1.1). It turns out that this example
already contains many ideas for the application of this approach in Chapter III. Intuitively,
the setting of this section can even be seen as a finite-dimensional version of the setting of
Chapter III. Indeed, in this example we show that the diffusion process converges, in the
limit of vanishing noise, to a deterministic process given by an Euclidean gradient flow. In
Chapter III we show the analogous result for the empirical distribution process associated to
a system of N ∈ N interacting spins. More precisely, we show that, as N →∞, the empirical
distribution process converges to a deterministic process given by a Wasserstein-like gradient
flow. Therefore, the example in this section should act as a guide and a motivation for the
results and the proofs of Chapter III.

We finally note that, in the context of reversible diffusion processes, Fathi shows in [70]
that a slight extension of the Sandier-Serfaty approach yields the large deviation principle
for the sequence. This extended scheme is sometimes known in the literature as the Fathi-
Sandier-Serfaty approach. We use this approach in Chapter III to show that the spin system
also satisfies a large deviation principle. In the example of this section, the Fathi-Sandier-
Serfaty approach is also applicable. That is, with a little bit of additional work, we could
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also prove the so-called Schilder theorem (see [52, Chapter 5]). However, in this introductory
treatment we only focus on the main ideas, which are already present in the application of
the Sandier-Serfaty approach. We postpone the details for the extension by Fathi to Chapter
III.

We now introduce the model that we consider in this section. Let, for each ε > 0,

• xε0 be a random variable distributed according to some µε0 ∈ P2(Rd), and

• (xεt )t∈(0,T ] be the solution of the stochastic differential equation

dxεt = −∇V (xεt ) dt +
√

2ε dBt (I.3.1)

with initial condition xε0, where B is a d-dimensional Brownian motion and V ∈ C2(Rd)
is assumed to be λ-convex (see (I.2.1)) and such that, for some c > 0,

|V (x)| ≥ c(|x|4 + |x|2 − 1) for all x ∈ Rd. (I.3.2)

The goal is to study the sequence (xεt )t∈[0,T ] in the limit as ε ↓ 0. Of course, in this example,
there are standard probabilistic tools to show that, for suitable initial conditions and as
ε ↓ 0, the sequence (xεt )t∈[0,T ] converges (in some sense that we specify later) to the Euclidean
gradient flow (see Subsection I.2.1) for the functional V . However, here we would like to prove
this claim by applying the Sandier-Serfaty approach. In this way, we already introduce many
ideas that are used in Chapter III in the more complex setting of local mean-field interacting
spin systems.

The two most important ingredients for the Sandier-Serfaty approach are the gradient
flow representation on the level of the sequences and the gradient flow representation for the
limiting object. In Section I.2 we introduced the gradient flow representation on the level
of the sequences. Indeed, arguing in the same way as in the comment after Lemma I.9, we
can show that the flow of marginal laws (µεt )t∈[0,T ] corresponding to the stochastic process
(xεt )t∈[0,T ] is given by the unique Wasserstein gradient flow for the functional

Hε(·) := εH(· | e− 1
ε
V (x)dx) (I.3.3)

with initial law µε0. Moreover, as we already mentioned, the gradient flow representation for
the limiting object is given by the Euclidean gradient flow for the functional V , which we
studied in Subsection I.2.1.

We have now collected the main ingredients to state and prove the following result.

Lemma I.11 Let z0 ∈ Rd and let z ∈ AC((0, T );Rd) be the unique Euclidean gradient flow
for the functional V with initial value z0. Suppose that the sequence (µε0)ε>0 of initial values
is well-prepared, i.e.,

lim
ε↓0

W2(µε0, δz0) = 0 and lim
ε↓0
Hε(µε0) = V (z0). (I.3.4)

Then, for all t ∈ [0, T ],

lim
ε↓0

W2(µεt , δzt) = 0 and lim
ε↓0
Hε(µεt ) = V (zt). (I.3.5)
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Proof. First notice that, by (I.3.2) and [83, p. 9], there exist c0, ε0 > 0 such that for all ε < ε0,

Hε(µ) ≥ c0

(∫
Rd

(|x|4 + |x|2) dµ− 1

)
≥ −c0 for all µ ∈ P2(Rd). (I.3.6)

Moreover, note that by Lemma I.8,

JHε,T [(µεt )t∈(0,T )] = 0 for all ε < ε0. (I.3.7)

Combining the monotonicity property (I.2.28) with (I.3.4), (I.3.6) and (I.3.7), yields that for
some 0 < ε1 ≤ ε0

sup
ε<ε1

∫ T

0
|(µε)′|2(t) dt < ∞ and sup

ε<ε1
sup
t∈[0,T ]

Hε(µεt ) < ∞. (I.3.8)

In particular, in view of (I.3.6),

sup
ε<ε1

sup
t∈[0,T ]

∫
Rd

(|x|4 + |x|2) dµεt < ∞. (I.3.9)

Step 1.
[

Compactness.
]

As in most of the applications of the Sandier-Serfaty approach, the compactness of the se-
quence {(µεt )t}ε := {(µεt )t∈[0,T ]}ε<ε1 is shown by applying the Arzelá-Ascoli theorem (see
[86, Chapter 7, Theorem 17]). That is, we have to show that, provided that the space
C([0, T ] ; P2(Rd)) is equipped with the uniform topology with respect to W2, the sequence
{(µεt )t}ε<ε1 is equi-continuous and that {µεt}ε<ε1 is compact for all t ∈ [0, T ]. The latter is a
straightforward consequence of the uniform bound on the fourth moment given in (I.3.9) and
(I.2.18). To show the former note that by the absolute continuity of (µεt )t∈[0,T ],

W2(µεt , µ
ε
s)

2 ≤
(∫ t

s
|(µε)′|(t) dt

)2

≤ (t− s)
∫ T

0
|(µε)′|2(t) dt (I.3.10)

for all 0 < s < t < T and ε < ε1. Combining this with (I.3.8) yields the equi-continuity of
{(µεt )t}ε. Hence, we obtain the existence of a subsequence {(µεnt )t}n∈N and a curve (µt)t ∈
C([0, T ] ; P2(Rd)) such that limn→∞ εn = 0 and

lim
n→∞

sup
t∈[0,T ]

W2(µεnt , µt) = 0. (I.3.11)

Step 2.
[

(µt)t ∈ AC((0, T );P2(Rd)).
]

According to [96, Lemma 1], it suffices to show that

sup
0<h<T

∫ T−h

0

1

h2
W2(µt, µt+h)2 dt < ∞ and

∫ T

0
W2(µt, δ0)2 dt < ∞. (I.3.12)

The second claim is a consequence of (I.3.9) and (I.3.11). To show the first claim, note that
by (I.3.11), Fatou’s lemma, Fubini’s theorem and (I.3.8)

sup
0<h<T

∫ T−h

0

1

h2
W2(µt, µt+h)2 dt ≤ sup

0<h<T
lim inf
n→∞

∫ T−h

0

1

h2
W2(µεnt , µ

εn
t+h)2 dt

≤ sup
0<h<T

sup
ε<ε1

∫ T−h

0

1

h

∫ t+h

t
|(µε)′|2(r) dr dt (I.3.13)

≤ sup
ε<ε1

∫ T

0
|(µε)′|2(r) dr <∞.
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Step 3.
[

Gamma-liminf-inequalities.
]

Let V : P2(Rd)→ (−∞,∞] be defined by

V(µ) :=

∫
Rd
V dµ for µ ∈ P2(Rd). (I.3.14)

In this step we show the so-called gamma-liminf-inequalities, i.e., we show that for all t ∈ [0, T ],

lim inf
n→∞

Hεn(µεnt ) ≥ V(µt), (I.3.15)

lim inf
n→∞

|∂Hεn |(µεnt ) ≥ |∂V|(µt), and (I.3.16)

lim inf
n→∞

∫ t

0
|(µεn)′|2(r) dr ≥

∫ t

0
|µ′|2(r) dr. (I.3.17)

These gamma-liminf-inequalities are often shown by exploiting duality theorems that are avail-
able for the quantities on the left-hand sides of (I.3.15)–(I.3.17) for a large class of functionals.

We first show (I.3.15). Note that by [83, p. 9], for some c′ > 0,

Hεn(µεnt ) ≥ −εn c′
∫
Rd
|x|2 dµεnt (x) − εn c

′ +

∫
Rd
V dµεnt . (I.3.18)

Then, taking the limit as n → ∞, we obtain (I.3.15) by using (I.3.9) for the first term and
standard lower semi-continuity results for integrals (see [3, 5.1.7]) for the third term.

To show (I.3.16), we use that for all t ∈ [0, T ], (see Corollary III.39 in this thesis, [59, 4.3]
or [3, 10.4.9])

|∂Hεn |(µεnt ) = sup
ϕ∈C∞c (Rd ;Rd), ‖ϕ‖L2(µ

εn
t )>0

∣∣∫
Rd (ϕ∇V − εn divϕ) dµεnt

∣∣
‖ϕ‖L2(µεnt )

. (I.3.19)

Let ϕ ∈ C∞c (Rd ; Rd) be such that ‖ϕ‖L2(µt) > 0. Then, since limn→∞W2(µεnt , µt) = 0, we
have that for n large enough, ‖ϕ‖L2(µεnt ) > 0. Therefore,

lim inf
n→∞

|∂Hεn |(µεnt ) ≥ sup
ϕ∈C∞c (Rd ;Rd), ‖ϕ‖L2(µt)

>0

lim inf
n→∞

∣∣∫
Rd (ϕ∇V − εn divϕ) dµεnt

∣∣
‖ϕ‖L2(µεnt )

= sup
ϕ∈C∞c (Rd ;Rd), ‖ϕ‖L2(µt)

>0

∣∣∫
Rd ϕ∇V dµt

∣∣
‖ϕ‖L2(µt)

= |∂V|(µt),
(I.3.20)

where we use in the last equality that the dual representation (I.3.19) is also true in the case
εn = 0.

It remains to show (I.3.17). Proceeding similarly as in Step 2 and using the definition of
the metric derivative (see (I.2.20)), we have that for δ ∈ (0, t/2),∫ t−δ

0
|µ′|2(t) dt ≤ lim inf

h↓0,h<δ

∫ t−δ

0

1

h2
W2(µt, µt+h)2 dt

≤ lim inf
h↓0,h<δ

∫ t−δ

0
lim inf
n→∞

1

h2
W2(µεnt , µ

εn
t+h)2dt (I.3.21)

≤ lim inf
n→∞

∫ t

0
|(µεn)′|2(r) dr.
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Letting δ ↓ 0 concludes the proof of (I.3.17).

Step 4.
[

Proof of (I.3.5).
]

Combining Step 3 and (I.3.4) shows that

0 = lim inf
n→∞

JHεn ,T [(µεnt )t∈[0,T ]] ≥ V(µT )− V (z0) +
1

2

∫ T

0

(
|∂V|2(νt) + |µ′|2(t)

)
dt

= JV,T [(µt)t∈[0,T ]] ≥ 0, (I.3.22)

where we set µ0 = δz0 . Hence, JV,T [(µt)t∈[0,T ]] = 0. In view of Lemma I.8, this yields that
(µt)t∈[0,T ] is the unique gradient flow for the functional V with initial value δz0 . However, by
[3, 11.2.3], we have that this Wasserstein gradient flow is given by µt = δzt , where (zt)t∈[0,T ]

is the unique Euclidean gradient flow for the functional V. This shows that every limit point
of the sequence {(µεt )t}ε is given by (δzt)t∈[0,T ], which in turn implies the first claim in (I.3.5).
Using Step 3, (I.3.4) and the fact that limε↓0 JHε,T [(µεt )t∈[0,T ]] = JV,T [(µt)t∈[0,T ]] shows the
second claim in (I.3.5). �

I.4 The results of Chapter II

One of the simplest models where one can rigorously study the phenomenon of metastability
is the two-dimensional standard Ising model on a finite torus in the low temperature regime.
Neves and Schonmann applied the path-wise approach8 to this model in [108]. This was later
rewritten in the Chapters 7.1–7.5 of [109]. The potential-theoretic approach was used to study
the metastable behaviour of this model in [34] by Bovier and Manzo (see also Chapter 17 of
[29]). Moreover, several other settings and regimes in the Ising model have been considered
as well. For example, the Ising model on Zd was considered in [50] (for d = 2) and in [39] (for
d ≥ 3), and the regime, where the magnetic field tends to zero was studied in [116].

In this section we formulate the results of Chapter II, where we study three modifications
of the Ising model. Roughly speaking, the crucial difference between all three models and the
standard Ising model is the fact that we lose the applicability of isoperimetrical inequalities.
Namely, in the Ising case, for a given number of up-spins, the configurations with minimal
energy are those droplets of up-spins whose shape is given by a square (or a quasi-square)
with a possible bar of up-spins attached to one of its sides. Here we do not have this property.
Instead we need to look at the stability of certain classes of configurations separately in order
to specify the metastable and the critical state rigorously. The path-wise approach has already
been applied to these models in [88], [89] and [107], respectively. In the Chapters 7.7–7.10
of [109], a brief overview of these three papers is given. In Chapter II we complement these
results and apply the potential-theoretic approach.

This section is organized as follows. In Subsection I.4.1 we introduce a dynamical spin-flip
model on the two-dimensional lattice, which is driven by a general energy function H. This
setting is the basic framework for all three models that we consider in Chapter II. These
models only differ in the precise form of the energy function H. Then, in the Subsections
I.4.2, I.4.3 and I.4.4 we introduce these three models and state the main results. We also
compare our results with those from the papers [88], [89] and [107]. The proofs are given in
Chapter II, and rely on the so-called metastability theorems that are proven in [29, Chapter
16]. We explain this in more detail at the end of Section II.1.

8Recall Subsection I.1.2.



26 CHAPTER I. INTRODUCTION

I.4.1 The abstract set-up

Let Λ ⊂ Z2 be a finite, square box with periodic boundary conditions, centred at the ori-
gin, and let S = {−1, 1}Λ. S is called the configuration space, an element σ ∈ S is called
configuration, and at each site x ∈ Λ, σ(x) ∈ {−1, 1} is called the spin-value at x.

The energy or Hamiltonian of the system is given by H : S → R, and the Gibbs measure
associated to H is given by

µβ(σ) =
1

Zβ
e−βH(σ), for σ ∈ S, (I.4.1)

where β > 0 is called the inverse temperature, and Zβ is a normalization constant called
partition function.

For σ ∈ S and x ∈ Λ we define σx ∈ S by

σx(y) =

{
σ(y) : y 6= x,

−σ(x) : y = x.
(I.4.2)

For all σ, σ′ ∈ S, we say that σ and σ′ communicate and write σ ∼ σ′ if there exists x ∈ Λ
such that σx = σ′. This induces a graph structure on S by defining an edge between each
σ, σ′ ∈ S whenever σ ∼ σ′.

The dynamics of the system is given by the continuous time Markov Chain (σt)t≥0 on S,
whose generator Lβ is given by

(Lβf)(σ) =
∑
x∈Λ

cβ(σ, σx)(f(σx)− f(σ)), (I.4.3)

where f : S → R is a function and

cβ(σ, σ′) =

{
e−βmax{0,H(σ′)−H(σ)} : σ ∼ σ′,
0 : else.

(I.4.4)

Notice that for β =∞ only moves to configurations with lower or equal energy are permitted.
Moreover, one can immediately see that the following detailed balance condition holds.

µβ(σ)cβ(σ, σ′) = µβ(σ′)cβ(σ′, σ) ∀σ, σ′ ∈ X (nβ)
β (I.4.5)

Hence, the Markov chain is reversible with respect to the Gibbs measure. The law of (σt)t≥0

given that σ0 = σ ∈ S is denoted by Pσ, and for a set A ⊂ S, we denote its first hitting time
after the starting configuration has been left by τA, i.e.

τA = inf{t > 0 | σt ∈ A, ∃ 0 < s < t : σs 6= σ0}. (I.4.6)

If A = {σ} for some σ ∈ S, we write τσ = τA.

Finally, we denote by � ∈ S the configuration, where all spin values are equal to −1 and
by � ∈ S the configuration with all spin values being +1. In the three models that we study
in Chapter II, the configuration � serves as the metastable state of the system, and � as the
stable state of the system.
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I.4.2 Anisotropic Ising model

The first model that we study in Chapter II is the same model as in [88]. In this model
the interaction between neighbouring spins is anisotropic in the sense that the attraction
on horizontal bonds is stronger than on vertical bonds. More precisely, the Hamiltonian is
explicitly given by

HA(σ) = −JH
2

∑
(x,y)∈Λ?H

σ(x)σ(y)− JV
2

∑
(x,y)∈Λ?V

σ(x)σ(y)− h

2

∑
x∈Λ

σ(x), (I.4.7)

where σ ∈ S, JH > JV > 0, h > 0, Λ?H is the set of unordered horizontal nearest-neighbour
bonds in Λ and Λ?V is the set of unordered vertical nearest-neighbour bonds in Λ. Here and
in the following the subscript A is added to remind that we are in the anisotropic case. The
critical length in this model is given by

L?V =

⌈
2JV
h

⌉
. (I.4.8)

We make the following assumptions in this model.

Assumption I.12 (a) JH > JV ,

(b) 2JV > h,

(c) 2JV
h /∈ N,

(d) |Λ| is large enough.

We discuss the reasons for these assumptions in Chapter II.

We now formulate the main result for this model. For a more precise formulation and the
proof we refer to Chapter II.

Theorem I.13 (cf. Theorem II.8) Let CA ⊂ S be the the set of all configurations consisting
only of a rectangle with side lengths L?V − 1 and L?V , and with an additional protuberance
attached to one of its longer sides; see Figure I.3 for an example. A more precise definition
of this set is given in Chapter II. Suppose Assumption I.12. Then,

(A) limβ→∞ P�[τCA < τ� | τ� < τ�] = 1,

(B) for all χ ∈ CA, we have that limβ→∞ P�[στCA = χ] = 1
|CA| ,

(C) limβ→∞ λβ E�[τ�] = 1, where λβ is the second largest eigenvalue of −Lβ,

(D) limβ→∞ P�[τ� > tE�[τ�]] = e−t for all t ≥ 0, and

(E) limβ→∞ e−βΓ?A E�[τ�] = K, where

Γ?A = HA(χ)−HA(�) for all χ ∈ CA, and

K−1 =
4(2L?V − 1)

3
|Λ|. (I.4.9)
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LV
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★ -1

LV
★

LV
★ -1

Figure I.3: An example of a configuration in CA.

Part (A) of Theorem I.13 says that, in order to make the transition from the metastable to
the stable state, the system has to pass the set CA. Therefore, CA is seen as the set of critical
states of the system. This provides a solution to problem (v) from Subsection I.1.2. Part (B)
of Theorem I.13 says that the entrance into CA is uniformly distributed on CA, and part (C)
represents the average transition time of the system in terms of the spectrum of its generator.
Part (D) of Theorem I.13 yields the asymptotic exponential distribution of τ�, and therefore
provides an answer to problem (iii) from Subsection I.1.2. Finally, part (E) yields the precise
asymptotics of the average transition time. This is the solution to problem (i) from Subsection
I.1.2.

We now compare Theorem I.13 with the results that were already obtained in [88]. Part
(A) of Theorem I.13 has already been shown in [88, Theorem 1]. Moreover, an estimate in
probability of τ� is proven in [88, Theorem 2], and the typical paths for the transition from
� to � are identified in [88, Theorem 3]. Then, using standard techniques (cf. [109, Theorem
6.30 and (6.171)]), one can use these results to obtain both part (D) of Theorem I.13 and
the asymptotics of E�[τ�] up to logarithmic equivalence (i.e. the asymptotics without the
pre-factor K). Hence, we provide here a new approach to prove part (A) and part (D) of
Theorem I.13, and we provide a more precise estimate for E�[τ�] than in [88].

I.4.3 Ising model with next-nearest-neighbour attraction

In the second model that we consider in Chapter II, we allow next-nearest-neighbour at-
traction, i.e. two spins that have Euclidean distance of

√
2 feel an interaction force. This

next-nearest-neighbour attraction is assumed to be strictly weaker than the attraction be-
tween nearest-neighbour bonds. This has the physical intuition that next-nearest-neighbour
attraction is seen as a perturbation of nearest-neighbour attraction. An interesting fact is
that the local minima of the energy landscape are given by droplets of octagonal shape; see
Figure I.4 for an example. For the path-wise approach to this model we refer to [89].

Here the Hamiltonian is given by

HNN(σ) = − J̃
2

∑
(x,y)∈Λ?

σ(x)σ(y)− K

2

∑
(x,y)∈Λ??

σ(x)σ(y)− h

2

∑
x∈Λ

σ(x), (I.4.10)

where σ ∈ S, J̃ > K, h > 0, Λ? is the set of unordered nearest-neighbour bonds in Λ and Λ??

is the set of unordered next-nearest-neighbour bonds in Λ, i.e

Λ?? =
{
{x, y} ∈ Λ2

∣∣ |x− y| = √2
}
. (I.4.11)

Here, the subscript NN is added to remind that we are in the case with next-nearest-neighbour
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attraction. Set J = J̃ + 2K. The critical lengths in this model are given by

`? =

⌈
2K

h

⌉
and D? =

⌈
2J

h

⌉
and L? = D? − 2(`? − 1). (I.4.12)

We make the following assumptions in this model.

Assumption I.14 (a) K > h,

(b) J̃ ≥ 2K + h,

(c) 2J
h /∈ N, 2K

h /∈ N,

(d) |Λ| is large enough.

We discuss the reasons for these assumptions in Chapter II.

We now formulate the main result for this model. For a more precise formulation and the
proof we refer to Chapter II.

Theorem I.15 (cf. Theorem II.16) Let CNN ⊂ S be the set of all configurations that con-
sist only of a so-called octagon of critical side lengths and with an additional protuberance
attached at the interior of one of its longer coordinate edges; see Figure I.4 for an example
and see Chapter II for a more precise definition of this set and of the notions octagon, interior
and coordinate edge. Suppose Assumption I.14. Then,

(A) limβ→∞ P�[τCNN
< τ� | τ� < τ�] = 1,

(B) for all χ ∈ CNN, we have that limβ→∞ P�[στCNN
= χ] = 1

|CNN| ,

(C) limβ→∞ λβ E�[τ�] = 1, where λβ is the second largest eigenvalue of −Lβ,

(D) limβ→∞ P�[τ� > tE�[τ�]] = e−t for all t ≥ 0, and

(E) limβ→∞ e−βΓ?NN E�[τ�] = K, where

Γ?NN = HNN(χ)−HNN(�) for all χ ∈ CNN, and

K−1 =
4(2L? − 5)

3
|Λ|. (I.4.13)

Figure I.4: An example of a configuration in CNN.

As in Theorem I.13, some of the results from Theorem I.15 are already known. For instance,
part (A) and part (D) of Theorem I.15 and the asymptotics up to logarithmic equivalence
of E�[τ�] follow from [89, Theorem 1, 2 and 3]. The main contribution here is the sharp
asymptotic expression of E�[τ�] in Theorem I.15 (E).
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I.4.4 Ising model with alternating magnetic field

In the third modification of the standard Ising model, the magnetic field is allowed to take
alternating signs and absolute values on even and on odd rows. The path-wise approach has
been applied to this model in [107]. The Hamiltonian here is given by

H±(σ) = −J
2

∑
(x,y)∈Λ?

σ(x)σ(y) +
h2

2

∑
x∈Λ2

σ(x)− h1

2

∑
x∈Λ1

σ(x), (I.4.14)

where σ ∈ S, J, h2, h1 > 0, Λ2 = {(x1, x2) ∈ Λ |x2 is odd} are the odd rows in Λ, Λ1 = Λ \Λ2

are the even rows and Λ? is the set of unordered nearest-neighbour bonds in Λ. The critical
lengths in this model are given by

l?b =
⌈µ
ε

⌉
and l?h = 2l?b − 1, (I.4.15)

where

ε = h1 − h2, and

µ = 2J − h2.
(I.4.16)

l?b will be the length of the basis of the critical droplet, and l?h will be its height. We make the
following assumptions in this model.

Assumption I.16 (a) h1 > h2,

(b) J > h1,

(c) µ
ε /∈ N,

(d) |Λ| is large enough.

We discuss the reasons for these assumptions in Chapter II.

We now formulate the main result for this model. For a more precise formulation and the
proof we refer to Chapter II.

Theorem I.17 (cf. Theorem II.24) Let C± = C1 ∪ C2 ⊂ S, where the sets C1 and C2 are
defined in Chapter II. Two examples of configurations in C± are given in Figure I.5. Suppose
Assumption I.16. Then,

(A) limβ→∞ P�[τC± < τ� | τ� < τ�] = 1,

(B) for all χ ∈ C±, we have that limβ→∞ P�[στC± = χ] = 1
|C±| ,

(C) limβ→∞ λβ E�[τ�] = 1, where λβ is the second largest eigenvalue of −Lβ,

(D) limβ→∞ P�[τ� > tE�[τ�]] = e−t for all t ≥ 0, and

(E) limβ→∞ e−βΓ?± E�[τ�] = K, where

Γ?± = H±(χ)−H±(�) for all χ ∈ C±, and

K−1 =
14 (l?b − 1)

3
|Λ|. (I.4.17)

As in Theorem I.13 and Theorem I.17, the parts (A) and (D) of Theorem I.17 and the
asymptotics up to logarithmic equivalence of E�[τ�] follow from [107, Theorem 1, Section 4
and Section 5]. The main contribution here is the sharp asymptotic expression of E�[τ�] in
Theorem I.17 (E).
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Figure I.5: Examples of configurations in C±.

I.5 The results of Chapter III

One of the biggest challenges in statistical mechanics is to deal with disordered systems that
consist of a large number of particles. As we already mentioned in the example of the Curie-
Weiss model in Subsection I.1.3, except of studying the behaviour of the system on the
microscopic level, it is useful to study its behaviour under a suitable mapping. This mapping
is often called the macroscopic order parameter. The goal is then to study the behaviour of
the system on the macroscopic level.

In many examples, where the interaction between the particles is of mean-field type, this
procedure can be applied successfully. For instance, in the papers [47] and [75], a system of
N ∈ N mean-field interacting diffusions is considered. It is shown that, by taking the empirical
distribution as the macroscopic order parameter, the macroscopic behaviour of the system
can be described by the solution of the so-called McKean-Vlasov equation. Another example
is the Curie-Weiss model, which we already introduced in Subsection I.1.3. We mentioned
its macroscopic behaviour tacitly in equation (I.1.15), where we introduced the object fβ.
More precisely, (I.1.15) implies that, by taking the empirical mean as the macroscopic order
parameter, fβ serves as the macroscopic free energy function (or macroscopic Hamiltonian) of
the system. Another mean-field setting was considered in the paper [63]. Here the authors use
the Sandier-Serfaty approach, which we motivated in Section I.3, to study the macroscopic
behaviour of a discrete mean-field interacting particle system.

We have two main goals in Chapter III. The first one is the extension of the results of
[47] and [75] to the case, where the interaction is of local mean-field type instead of mean-
field type. The second goal is to introduce a Wasserstein-like gradient flow structure on the
macroscopic level, and to apply the (Fathi-)Sandier-Serfaty approach. The motivation behind
the second goal is to make use of the advantages of the Wasserstein formalism and the (Fathi-
)Sandier-Serfaty approach, which we explained in Section I.2 and Section I.3, respectively.

More precisely, we establish the following results in Chapter III.

• In Section III.1 we modify the Wasserstein distance and establish a gradient flow for-
malism with respect to the resulting metric. Then we show that gradient flows in this
modified Wasserstein space correspond to partial differential equations, which depend
on a non-evolving parameter. In particular, we investigate a special example, which will
represent the macroscopic behaviour of a local mean-field interacting spin system, which
is introduced in Section I.5.1 and more rigorously in Section III.2.1.

• In Section III.2 we use the Fathi-Sandier-Serfaty approach and the results of Section
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III.1 to prove a large deviation principle for the system in Section I.5.1.

• In Section III.3 we use the Sandier-Serfaty approach to prove a law of large numbers for
the system in Section I.5.1. Although this result already follows from the large deviation
principle from Section III.2, we reprove the statement in order to obtain the law of large
numbers for a slightly larger class of initial values and with respect to the stronger
topology of the Wasserstein distance.

The results of Section III.1 are new, whereas some of the results of Section III.2 and III.3
have already been proven in [33] and [105], respectively, via different approaches. For instance,
the large deviation principle was proven via the approach of the paper [47], and the law of
large numbers was proven via the so-called relative entropy method (see [87] or [129] for more
informations on this method). The main purpose of the Sections III.2 and III.3 is to use the
Wasserstein formalism and the (Fathi-)Sandier-Serfaty approach to prove these claims. We
motivated the advantages of these in the Sections I.2 and I.3.

There are three further important differences between the results from the Sections III.2
and III.3 and the results from [33] and [105]. The first one is that the rate function in
Section III.2 differs from the one in [105]. The second difference is that, by using the gradient
flow formalism from Section III.1, we also show here that the rate function admits a unique
minimum point. This fact is not shown in [105]. The third difference is that in Section III.3
we also establish the convergence in the stronger topology of the Wasserstein distance. We
believe that these differences and the advantages coming from the Wasserstein formalism and
the (Fathi-)Sandier-Serfaty approach are useful ingredients for the study of the metastable
behaviour of this model. This is planned for future research.

We finally note that, after the results of Chapter III have been published, the same methods
as in Chapter III are used in the paper [36] to show the law of large numbers for a system of
mean-field interacting diffusions. The setting in [36] differs from the one in Chapter III only
in the precise form of the interaction part in the dynamics.

This section is organized as follows. In Subsection I.5.1 we introduce the microscopic spin
system. In Subsection I.5.2 we define the macroscopic object and show how to modify the
Wasserstein distance in order to obtain a gradient flow representation for this system. In
Subsection I.5.3 we provide a first formulation of the main results of Chapter III and sketch
the main ideas of the proofs.

I.5.1 The microscopic spin system

Let T ∈ (0,∞) and N ∈ N. We denote by T the one-dimensional unit torus. Let Ψ : R → R
and J : T → R be two functions that satisfy Assumption III.33 below. Moreover, let B =
(Bi)i=0,...,N−1 be an N -dimensional Brownian motion and µN0 ∈ M1(RN ). In Chapter III we
consider a system of N coupled stochastic differential equations given by

dθi,Nt = −Ψ′
(
θi,Nt

)
dt+

1

N

N−1∑
j=0

J

(
i− j
N

)
θj,Nt dt+

√
2 dBi

t, t ∈ (0, T ], 0 ≤ i ≤ N − 1,

(θ0,N
0 , . . . θN−1,N

0 ) ∼ µN0 . (I.5.1)

For each i = 0, . . . , N − 1 and t ∈ [0, T ], we call θi,Nt the spin value at time t of a particle,
which is located at i/N ∈ T. For a detailed historical review on such models we refer to [105,
Subsection 1.1].
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Define the microscopic Hamiltonian HN : RN → R by

HN (Θ) =
N−1∑
i=0

Ψ
(
θi
)
− 1

2N

N−1∑
j=0

J

(
i− j
N

)
θiθj

 . (I.5.2)

Let ΘN
t := (θi,Nt )i=0,...,N−1 denote the vector of all N spins. Then we observe that

dΘN
t = −∇HN (ΘN

t ) dt+
√

2 dBN
t and ΘN

0 ∼ µN0 . (I.5.3)

Let µNt denote the law of ΘN
t for each t ∈ [0, T ]. We have seen in Section I.2 that (µNt )t∈[0,T ]

can be represented as a Wasserstein gradient flow for the relative entropy

HN (·) := H(· | e−HN (x)dx). (I.5.4)

Moreover, as we have shown in Lemma I.9, for each t, µNt has a density ρNt with respect to the
Lebesgue measure on RN and (ρNt )t∈[0,T ] is a weak solution to the Fokker-Planck equation

∂tρ
N
t = ∆ρNt + div

(
∇HNρNt

)
. (I.5.5)

In this thesis we focus on curves of laws rather than on the path-wise solutions of systems of
stochastic differential equations. Hence, instead of the systems (I.5.1) and (I.5.3) we study
(µNt )t∈[0,T ] and (ρNt )t∈[0,T ]. However, it is also possible to specify the roles of (I.5.1) and (I.5.3)
in the results of this thesis; see [33].

In order to analyse the curves (µNt )t∈[0,T ] as N →∞, we push all measures into the same

space via the map KN that sends a vector to the corresponding empirical pair measure, i.e.,

KN : RN →M1(T× R)

Θ = (θk)N−1
k=0 7→

1

N

N−1∑
k=0

δ( kN ,θk)
.

(I.5.6)

The goal is to state a law of large numbers and a large deviation principle for the sequence
{((KN )#µ

N
t )t∈[0,T ]}N , where (KN )#µ

N
t denotes the image measure of µNt under KN .

I.5.2 The macroscopic object

We first explain intuitively what the limiting system should be. Note that (I.5.1) is of the
form

dθi,Nt = b

(
i

N
, θi,Nt ; KN (ΘNt )

)
dt+

√
2 dBi,N

t , (I.5.7)

where b : T× R×M1(T× R)→ R is given by

b(x, θ; ν) = −Ψ′(θ) +

∫
T×R

J(x− x′)θ′dν(x′, θ′). (I.5.8)

This suggests that the limiting system should be

dθ̂xt = b
(
x , θ̂xt ; µt

)
dt+

√
2 dBx

t , x ∈ T, (I.5.9)
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where µt ∈ M1(T × R) is of the form µt = µxt dx and such that µxt is the law of θ̂xt for all t
and x. However, this in turn suggests that µt should have a density ρt with respect to the
Lebesgue measure on T × R for all t ∈ (0, T ] and (ρt)t∈[0,T ] should be a weak solution of a
partial differential equation of the form

∂tρt(x, θ) = ∂2
θθρt(x, θ) + ∂θ

(
ρt(x, θ)

(
Ψ′(θ)−

∫
J(x− x̄)θ̄ρt(x̄, θ̄) dθ̄dx̄

))
. (I.5.10)

It is not possible to find a representation of this partial differential equation in the usual
Wasserstein setting, since there are no partial derivatives with respect to x. Hence, we have
to modify the Wasserstein distance in such a way that the new metric takes into account that
there is no evolution in this parameter. It turns out that the correct distance is given by

WL(µ, ν)2 :=

∫
T
W2(µx, νx)2 dx, (I.5.11)

where µ = µx dx ∈ M1(T × R) and ν = νx dx ∈ M1(T × R) are suitable, and W2 is the
Wasserstein distance on P2(R), which we introduced in (I.2.14); see Section III.1 for the
details. Now we have to rebuild the whole gradient flow theory from Section I.2 for this new
metric in order to show that we can represent (I.5.10) in this new framework. This is the
content of Section III.1.

I.5.3 Results

In this section, we state our main results and sketch the ideas of the corresponding proofs.
The first result is the gradient flow formulation of (I.5.10). More precisely, we show that the
results of Section I.2 also hold for the modified Wasserstein distance WL defined in (I.5.11).

Theorem I.18 (Gradient flow formulation, cf. Theorems III.35, III.40 and III.41)
Define F :M1(T× R)→ (−∞,∞] by

F(µ) := H(µ|e−Ψ(θ)dxdθ)− 1

2

∫
(T×R)2

J(x− x′)θθ′dµ(x, θ)dµ(x′, θ′), (I.5.12)

where H is the relative entropy functional (see (I.2.34)). Let µ0 ∈ D(F). Then there ex-
ists a unique WL-gradient flow (µt)t∈[0,T ] for F with initial value µ0. Moreover, for all
t ∈ [0, T ], µt has a density ρt with respect to the Lebesgue measure on T × R and (ρt)t∈[0,T ]

is a weak solution to (I.5.10). Finally, (µt)t∈[0,T ] is the unique WL-continuous curve such

that limt↓0 WL(µt, µ0) = 0 and J [(µt)t∈[0,T ]] = 0, where, for smooth curves (νt)t∈[0,T ],
J [(νt)t∈[0,T ]] is defined by

J [(νt)t∈[0,T ]] := F(νT )−F(ν0) +
1

2

∫ T

0

(
|∂F|2(νt) + |ν ′|2(t)

)
dt, (I.5.13)

where the objects |∂F| and |ν ′| are introduced in (III.1.70) and (III.1.40), respectively, and
are defined analogously to (I.2.31) and (I.2.20).

To prove this result, we have to develop the same theory for WL as in Section I.2 in
the Wasserstein space. To this end, we first show that (PL

2 (T × R),WL) is a Polish space
(Lemma III.6, Lemma III.7 and Lemma III.8), where PL

2 (T×R) is defined in (III.1.1) below.



I.5. THE RESULTS OF CHAPTER III 35

Then we analyse curves in (PL
2 (T×R),WL) and characterize WL-absolutely continuous curve

via distributional solutions of certain partial differential equations (Proposition III.10). This
characterisation will later be the key fact to build the bridge to (I.5.10). In Subsection III.1.3,
we introduce a subdifferential calculus in (PL

2 (T× R),WL) and define the notion of gradient
flows with it. Then we apply the abstract theory of Part I of the book [3] to show existence,
uniqueness and further properties of WL-gradient flows in Theorem III.27. In Subsection
III.1.4, we finally consider the special case of the functional F and apply the previous results
for this case and arrive at Theorem I.18.

The second result of Chapter III is the following large deviation principle.

Theorem I.19 (Large deviation principle, cf. Theorem III.47)
For all N ∈ N, let (µNt )t∈[0,T ] be defined as in Subsection I.5.1. Let (µN0 )N satisfy Assumption

III.43. Then ({(KN )#µ
N
t }t∈[0,T ])N satisfies a large deviation principle in C([0, T ];M1(T×R))

with rate function

(νt)t 7→ I[(νt)t] :=
1

2
J [(νt)t] +H(ν0|µ0) (I.5.14)

for some µ0 ∈ D(F) (see Theorem III.47 for details).

The proof is based on the paper [70] in the following way. For each N , let J N := JHN ,T
be the energy-dissipation functional from Lemma I.8. That is, (µNt )t∈[0,T ] is the unique W2-

continuous curve such that limt↓0W2(µNt , µ
N
0 ) = 0 and J N [(µNt )t∈[0,T ]] = 0. Then, the results

in [70] (combined with some additional arguments that we provide in the proof of Theorem
III.47) show that in order to prove the large deviation principle for ({(KN )#µ

N
t }t∈[0,T ])N it

is equivalent to show that the following two claims hold:

• If (νt)t∈[0,T ] ∈ C([0, T ];M1(T × R)) and (νNt )t∈[0,T ] ∈ C([0, T ];M1(RN )) for all N ∈ N
are such that (KN )#ν

N
t ⇀ δνt for all t ∈ [0, T ], then

lim inf
N→∞

1

N

(
1

2
J N [(νNt )t∈[0,T ]] +H(νN0 |µN0 )

)
≥ I[(νt)t∈[0,T ]]. (I.5.15)

• For all (νt)t∈[0,T ] ∈ C([0, T ];M1(T × R)) there exists (νNt )t∈[0,T ] ∈ C([0, T ];M1(RN ))

for all N ∈ N such that (KN )#ν
N
t ⇀ δνt for all t ∈ [0, T ], and

lim sup
N→∞

1

N

(
1

2
J N [(νNt )t∈[0,T ]] +H(νN0 |µN0 )

)
≤ I[(νt)t∈[0,T ]]. (I.5.16)

These two claims are shown in Subsection III.2.4 and III.2.5, respectively. Therefore, the large
deviation principle is related to a (variant of) gamma-convergence result of the functionals
(νNt )t∈[0,T ] 7→ 1

2J N [(νNt )t] +H(νN0 |µN0 ). We explain this in more detail in Section III.2.

The third result of Chapter III is the following law of large numbers.

Theorem I.20 (Law of large numbers; cf. Theorem III.62)
Let (µt)t∈[0,T ] be the WL-gradient flow for F with initial value µ0 ∈ D(F). For all N ∈ N, let

(µNt )t∈[0,T ] be defined as in Subsection I.5.1. Suppose that the sequence of initial conditions

(µN0 )N is such that ((KN )#µ
N
0 )N converges to δµ0 weakly in M1(M1(T× R)) and

lim
N→∞

1

N
H(µN0 | e−HNLebRN ) = F(µ0). (I.5.17)
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Then ((KN )#µ
N
t )N converges to δµt weakly in M1(M1(T× R)) for all t ∈ [0, T ] and

lim
N→∞

1

N
H(µNt | e−HNLebRN ) = F(µt) for all t ∈ [0, T ]. (I.5.18)

Moreover, under some additional assumption on Ψ, the convergence holds even in a stronger
topology, which is induced by the Wasserstein topology on M1(T× R).

The assumption on the initial configurations here is weaker than in Assumption III.43.
The proof uses the Sandier-Serfaty approach, which we introduced in Section I.3. The main
ideas of the proof of Theorem I.20 are the same as in the proof of Lemma I.11.

Remark I.21 Most of the statements that we prove in Chapter III can be extended easily.
For instance, it is possible to add a random environment, which is drawn according to some
ς ∈ M1(R), or to replace T by a compact Riemannian manifold M , or to allow the spins to
take values in Rd for some d > 1. The corresponding metric should then be of the form

WM,ς(µ, ν)2 :=

∫
M

∫
R
W2(µm,ω, νm,ω)2 dς(ω) dvol(m). (I.5.19)

Moreover, it is possible to generalize (I.5.10) in various ways without much additional work.
For instance, we could add a term of the form ∂2

θθLF (ρt(x, θ)) for some function LF : [0,∞)→
[0,∞) as in [3, Example 9.3.6 and Subsection 10.4.3], or we could include a diffusion coeffi-
cient as in [70]. It is also straightforward to see that the single-site potentials Ψ could also be
dependent on the space parameter x, and the quadratic interaction (given by the factor −θθ′
in (I.5.12)) could be replaced by a more general class of interactions. However, we try to keep
the notation as simple as possible and did not try to optimize our results.

I.6 The results of Chapter IV

Already in the paper [46] it was conjectured that mean-field interacting diffusion systems
exhibit metastable behaviour on the macroscopic level. More precisely, they consider the
system (I.5.1) from Section I.5 in the special case that the function J is constant. Next they
observe that the macroscopic free energy F (cf. (I.5.12)) admits two global minima9. Then
they conjecture the exponential asymptotics of the average transition time between these
minima for the empirical process. It is a long outstanding problem to verify this conjecture
from [46] rigorously, and, in the next step, to compute this average transition time beyond
the exponential asymptotics by using the potential-theoretic approach10.

In Chapter IV we provide first progress towards these goals. In order to do this we simplify
and modify the setting from Section I.5 in three ways.

• The first simplification is the following. In Section I.5 the system has two characteristics,
a fixed space variable and a spin value. In Chapter IV we omit the fixed space variable.
Therefore, there is only one characteristic left, and in Chapter IV we consider a system
of mean-field interacting diffusions. Consequently, we only consider the special case,
where the function J in (I.5.1) is constant.

9We reprove this statement in Lemma V.2. Note that it is shown in [106, Section IV.2] that this is also true
in the local mean-field case.

10Recall Subsection I.1.2.
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• The second simplification is that we switch, in the bulk part of Chapter IV, to the so-
called low-temperature regime. That is, we introduce a parameter ε > 0, which measures
the strength of the Brownian noise, and consider the regime ε� 1.

• The third modification is the choice of the macroscopic order parameter. In Section
I.5 the macroscopic order parameter is given by the empirical distribution, whereas in
Chapter IV it is given by the empirical mean. The advantage of this choice is the
availability of the so-called local Cramér theorem, which is the fundamental tool in
Chapter IV to pass from the microscopic variables to the macroscopic ones.

These simplifications lead to important changes in the interpretation and in the
notation for Chapter IV. These changes are given as follows. In order to be consistent with
many references that we use in Chapter IV (especially with [32]), we interpret the mean-field
interacting system of diffusions in Chapter IV as time-evolving space variables, and denote it
by x. Of course, mathematically, the analogue of this object in Chapter III is the spin value.
But we decided to change this interpretation and notation in order to be consistent with the
literature that we use. Moreover, in this way, we are consistent in the sense that space variables
are always denoted by x in this thesis. However, the price is that it may lead to confusions,
since the analogous objects in Chapter III and in Chapter IV are denoted differently.

Hence, in Chapter IV we are interested in the metastable behaviour of a system of N ∈ N
mean-field interacting stochastic differential equations given by

dxN,εi (t) = −ψ′
(
xN,εi (t)

)
dt− J

N

N−1∑
j=0

(
xN,εi (t)− xN,εj (t)

)
dt+

√
2ε dBi(t), (I.6.1)

where t ∈ (0,∞), 0 ≤ i ≤ N − 1, ε > 0, BN = (Bi)i=0,...,N−1 is an N -dimensional Brownian
motion, J > 0 and the single-site potential ψ : R → R is given by ψ(z) = 1

4z
4 − 1

2z
2. We

consider the strength ε of the Brownian noise as the temperature of the system.

We proceed as follows. First, in order to analyse the system for large N , we choose the
empirical mean, P : RN → R, Px = 1/N

∑N−1
i=0 xi, as the macroscopic order parameter.

That is, we consider the image of the system under the map P . Then, as a result of an
improvement of the well-known Cramér theorem for this setting, which we call local Cramér
theorem (see Section I.6.2), we obtain a function H̄ε : R → R, which we interpret as the
macroscopic Hamiltonian of the system. A simple analysis shows that H̄ε admits exactly two
global minima at −m?

ε < 0 and m?
ε > 0, and that H̄ε admits a unique local maximum at

0. This fact indicates that our model exhibits metastable behaviour with the two metastable
states being the hyperplanes P−1(m?

ε) and P−1(−m?
ε). The goal of Chapter IV is to compute

the average transition time to a region around P−1(m?
ε), when the system is initially close to

P−1(−m?
ε).

We tackle this goal in two different regimes, the first one being the low-temperature regime,
where the strength ε of the Brownian noise tends to zero, and the second one being the high-
temperature regime, where we set ε = 1. We obtain the following results in Chapter IV.

• In Section IV.1 we show that in the low-temperature regime and under the assumption
that J > 1, the average transition time is asymptotically given by a formula, which is of
a similar form as the well-known Eyring-Kramers formula (see [32] or Subsection I.1.3)
up to a multiplicative error term that tends to 1 as N → ∞ and ε ↓ 0. Such a result
is often known as Kramers’ law in the literature; see Subsection I.1.3 and see [18] for a
review on such results.
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• In Section IV.2 we consider the high-temperature regime, where we only show that, as
N → ∞, the average transition time is confined to an interval [α eN∆, β eN∆], where
∆ = H̄1(0) − H̄1(−m?

1), and 0 < α < β < ∞ are independent of N . This result still
holds true if we replace ψ by a large class of single-site potentials.

We now provide a short remark on the historical background of metastability results in
high-dimensional diffusion models. In the papers [9], [10], [19], and [22], Kramers’ law has
been shown for systems of N nearest-neighbour interacting stochastic differential equations in
low temperature. These models are considered as N -dimensional approximations of stochas-
tic partial differential equations. A similar setting was studied in [20], where, instead of the
potential-theoretic approach, the path-wise approach to metastability was used. As we al-
ready mentioned, for mean-field interacting systems in the high-temperature regime (i.e. for
exactly the same setting as in Section IV.2), the asymptotic behaviour, up to logarithmic
equivalence, of the average transition time has been stated without proof in [46, Theorem 4].
The rough estimates from Section IV.2 provide a slightly improved version of this conjecture
under different initial conditions (see Section I.6.4 for more details).

This section is organized as follows. In Subsection I.6.1 we define the microscopic model.
Then, in Subsection I.6.2 we introduce the macroscopic order parameter, and collect some
result on the energy landscape of the model under this order parameter. In Subsection I.6.3
and I.6.4 we provide a first formulation of the two main results of Chapter IV.

I.6.1 The microscopic model

We consider a system of N stochastic differential equations defined by

dxN,εi (t) = −ψ′
(
xN,εi (t)

)
dt− J

N

N−1∑
j=0

(
xN,εi (t)− xN,εj (t)

)
dt+

√
2ε dBi(t), (I.6.2)

where t ∈ (0,∞), 0 ≤ i ≤ N − 1, ε > 0, BN = (Bi)i=0,...,N−1 is an N -dimensional Brownian
motion, J > 0 and the single-site potential ψ : R→ R is given by

ψ(z) =
1

4
z4 − 1

2
z2. (I.6.3)

This model has already been studied extensively in the literature; see for instance [46], [47],
[48] and [75].

The Gibbs measure µN,ε ∈ P(RN ) corresponding to this model has the form

µN,ε(dx) =
1

ZµN,ε
e−HN,ε(x)dx, (I.6.4)

where ZµN,ε is a normalization constant, and, for x = (xi)i=0,...,N−1 ∈ RN , the microscopic

Hamiltonian HN,ε : RN → R is defined by

HN,ε(x) =
1

ε

N−1∑
i=0

ψ(xi) +
1

ε

J

4N

N−1∑
i,j=0

(xi − xj)2. (I.6.5)

For t ∈ (0,∞), let xN,ε(t) = (xN,ε0 (t), . . . , xN,εN−1(t)). It is well-known that µN,ε is the unique

stationary measure of the process (xN,ε(t))t∈(0,∞).
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I.6.2 The macroscopic variables and the macroscopic energy landscape

The empirical mean P : RN → R is defined by

Px =
1

N

N−1∑
i=0

xi. (I.6.6)

This operator will act as the macroscopic order parameter for our microscopic system. That
is, in order to analyse the process (xN,ε(t))t∈(0,∞) for large N , we study the image of this

process under the map P . Therefore, intuitively, µ̄N,ε := P#µ
N,ε describes the (long-time)

macroscopic behaviour of the model, and it will be crucial to study the asymptotic behaviour
of this measure.

In fact, in Proposition IV.1, we show that for any compact set K ⊂ R, there exists a
function RK : K × [0, 1] × N → [0,∞) and a constant CK > 0 such that |RK(m, ε,N)| ≤
CK/
√
N for all m ∈ K, for ε small enough and N large enough, and such that

µ̄N,ε(dm) = e−NH̄ε(m)

√
ϕ′′ε(m)

2π
dm (1 +RK(ε,N,m)) . (I.6.7)

Here, ϕε : R → R is the so-called Cramér transform of the Gibbs measure with respect to
the single-site potential (or more precisely with respect to the effective single-site potential
defined in (IV.1.2)) and is defined in (IV.1.9), and H̄ε : R→ R is defined by

H̄ε(z) = ϕε(z) −
1

ε

J

2
z2. (I.6.8)

Since µ̄N,ε is the law of the empirical mean of a sequence of random variables, (I.6.7) can be
seen as an improvement of the well-known Cramér theorem (cf. [52, 6.1.3]) for this setting.
This explains, why we call this result local Cramér theorem.

Equation (I.6.7) shows that, for large N and for ε small enough, µ̄N,ε is very similar to a
Gibbs measure with H̄ε playing the role of the energy function. Therefore, we consider H̄ε as
the macroscopic Hamiltonian of the system. This suggests to study the analytic properties of
the function H̄ε. We do this in Lemma IV.2, where we show that, for ε small enough. H̄ε is
a symmetric double-well function with two global minima at −m?

ε < 0 and m?
ε > 0, and with

a local maximum at 0. That is, H̄ε is of the form given in Figure I.6.

�m? m?

m

H̄"(m)

Figure I.6: Form of the graph of the function H̄ε.
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I.6.3 The Eyring-Kramers formula at low temperature

The fact that the macroscopic Hamiltonian H̄ε has two global minima at −m?
ε and m?

ε suggests
that our system exhibits metastable behaviour in the following sense. Suppose that the initial
condition of our system is concentrated in a small region around the hyperplane P−1(−m?

ε).
Then, we expect that the average transition time to hit a small region around P−1(m?

ε) fulfils
Kramers’ law. This is the content of the main result of Chapter IV, which is formulated in
Theorem I.22. (For a more detailed formulation of the result, we refer to Section IV.1.2.) In
this theorem, we suppose that

J > 1. (I.6.9)

The reason for this assumption is that, in this regime, we are able to control the microscopic
fluctuations via functional inequalities. We explain this in further detail in Remark IV.10. To
show the metastable behaviour for the case J ≤ 1 is the content of future research.

Theorem I.22 (cf. Theorem IV.7) Suppose (I.6.9). Let

T = inf{t > 0 |PxN,ε(t) ≥ m?
ε − η} (I.6.10)

for some specific η = Ω(
√

log(N)/N
√
ε log(ε−1)) (see (IV.1.26)). Then, for ε small enough,

and for N large enough,

EνB−,B+ [T ] =
2π
√
ϕ′′ε(−m?

ε) eN(H̄ε(0)−H̄ε(−m?ε))

ε
√
H̄ ′′ε (−m?

ε) |H̄ ′′ε (0)|ϕ′′ε(0)

(
1 +O

(√
log(N)3

N

)
+O

(
ε2
))

,

(I.6.11)

where νB−,B+ is a probability measure, which is concentrated on the set {Px = −m?
ε + η }

and is called last-exit biased distribution on B− (see (IV.1.21) for the definition of νB−,B+

and see (IV.1.27) for the definition of the sets B− and B+), and where EνB−,B+ [T ] :=∫
Ex[T ] dνB−,B+(x).

To prove this result in Section IV.1, we proceed as follows.

In Subsection IV.1.1 we collect three important ingredients. More precisely, we first state
the local Cramér theorem (i.e. (I.6.7)), which is the key tool in our proof to go from the
microscopic variables to the macroscopic ones. Then, we study the analytic properties of the
macroscopic Hamiltonian H̄ε and show that its graph is of the form given in Figure I.6. And
as the third ingredient, we collect the key elements from potential theory that allow us to
rewrite the average transition time, EνB−,B+ [T ], in terms of quantities from electric networks.

Namely, we show that EνB−,B+ [T ] is equal to the quotient of the mass of the equilibrium
potential and the capacity ; see Lemma IV.5 below or the first example of Subsection I.1.3,
where we motivated the potential-theoretic approach to metastability in a simple setting.

After we collect these ingredients, we formulate the main result of Chapter IV in Subsection
IV.1.2. The proof of this result is divided into three steps. The first step consists of showing
the correct upper bound for the capacity in Subsection IV.1.3. This is done by using the
so-called Dirichlet principle (see Lemma IV.6). Here we have to choose an appropriate test
function and compute the asymptotic value of the corresponding Dirichlet form. In the second
step, we compute in Subsection IV.1.4 the lower bound on the capacity by an adaptation of
the so-called two-scale approach, which was initiated in the paper [80]. This is the main
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point, where we use the assumption (I.6.9). We explain this is further detail in Remark IV.10.
Finally, we compute in Subsection IV.1.5 the asymptotic value of the mass of the equilibrium
potential. This follows from applying standard Laplace asymptotics, and by exploiting that
the graph of H̄ε has the form of a double-well function (cf. Figure I.6).

I.6.4 Rough estimates at high temperature

We also consider in Chapter IV the situation where the microscopic fluctuations in the system
do not become negligible. That is, we study the system (xN,1(t))t∈(0,∞) given by (I.6.2) with
ε = 1. It is not surprising that the methods that we use for the setting in Subsection I.6.3 do
not yield the precise Eyring-Kramers formula in the present case. The reason is that in this
case, the entropy of the paths matters substantially, i.e. the microscopic fluctuations do not
allow to restrict solely to the macroscopic variables under the order parameter P . We believe
that, in order to obtain the Eyring-Kramers formula, we need to consider, as in Section I.5,
the empirical distribution KN : RN → P(R),

KNx =
1

N

N−1∑
i=0

δxi (I.6.12)

as the order parameter instead of P . An heuristic argument for that is the following.

For all N ∈ N and t ∈ (0,∞), let γN (t) = KN (xN,1(t)). Already Dawson and Gärtner [48,
(1.8)] obtained a diffusion-like equation for the evolution of (γN (t))t∈(0,∞) of the form

d〈γN (t), f〉 = 〈γN (t), L(γN (t))f〉dt+
1√
N
dMf

t for all smooth functions f, (I.6.13)

where L is the generator of the McKean-Vlasov equation and Mf
t is a martingale for all such

f with quadratic variation process [Mf ]t given by (cf. [48, (1.9)])

d[Mf ]t = 2〈γN (t), |f ′|2〉dt. (I.6.14)

Moreover, the first term on the right-hand side of (I.6.13) can be interpreted in the Wasserstein
formalism as follows. Let F be the macroscopic free energy functional on the Wasserstein space
corresponding to (γN (t))t∈(0,∞); see (I.5.12). Then, by using [72, Theorem D.28] we have that

〈γN (t), L(γN (t))f〉 = 〈GradWassF(γN (t)), f〉, (I.6.15)

where GradWassF is the gradient of F in the Wasserstein space interpreted in the sense of
distributions as in [72, Definition 9.36 ]. Here we used the formal Riemannian setting on the
Wasserstein space introduced in [111], and which we motivated in Section I.2. Thus, combining
(I.6.13), (I.6.14), (I.6.15) and Theorem I.20, suggests that the random perturbations of the
process (γN (t))t∈(0,∞) are of order 1/

√
N , and that the potential landscape for this process

is given by the free energy in the Wasserstein space given by F . This provides an intuitive
justification that, in the limit as N ↑ ∞, one is in a weak noise setting analogously to [32]
(or the first example in Subsection I.1.3) but in the infinite dimensional Wasserstein space.
Moreover, it justifies the choice KN as the macroscopic order parameter, and shows that the
Wasserstein setting, which we introduced in Section I.2, is the natural framework.

Following these observations, we should be able to follow the same strategy as in [32] (or
[29, Chapter 11]) to study the metastable behaviour of the process (γN (t))t∈(0,∞). In order to
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do that, we plan to proceed as follows. We first use standard results from potential theory to
represent expected transition times between the metastable states associated to (γN (t))t∈(0,∞)

in terms of Dirichlet forms on the Wasserstein space. The next goal is then to derive sharp
asymptotics of these Dirichlet forms in the limit as N →∞. At this point we should benefit
both from the results obtained in [51] and [128], where a Malliavin calculus is constructed
on the Wasserstein space, and from the results of Chapter V, where we study the ergodic
behaviour of the gradient flows for F . The latter is an important ingredient in the study of
the metastable behaviour of (γN (t))t∈(0,∞), since we know from Chapter III that the process
(γN (t))t∈(0,∞) can be approximated by these gradient flows. The rigorous implementation of
these thoughts is left for future research.

However, we can still obtain estimates for the mean transition time under the order pa-
rameter P . Here we replace ψ by single-site potentials of the form z 7→ Ψ(z) − J

2 z
2, where

Ψ : R → R is a symmetric and bounded perturbation of a strictly convex function (cf. As-
sumption IV.13). Moreover, we have to assume that J >

∫
R e−Ψ(z) dz/(

∫
z2 e−Ψ(z) dz). This

condition is necessary for H̄1 to be of the form of a double-well function. (Note that the ob-
jects ϕ1, H̄1, νB−1 ,B

+
1
, T are defined as in Theorem I.22 but with ψ replaced by z 7→ Ψ(z)− J

2 z
2

and with ε = 1.) That is, in the case J ≤
∫
R e−Ψ(z) dz/(

∫
z2 e−Ψ(z) dz), we do not have a

metastable behaviour for the system under the order parameter P. This is different than in
Theorem I.22, where we can show that H̄ε is a double-well function also in the case J ≤ 1
(see Lemma IV.2). The main result is the following statement.

Theorem I.23 (cf. Theorem IV.17) Suppose Assumption IV.13. Let ±m?
1 be the two

global minimisers of the macroscopic Hamiltonian H̄1. Then, for all N large enough and
for some a > 0, which is independent of N ,

Eν
B−1 ,B

+
1

[T ] ≥ 2π
√
ϕ′′1(−m?

1) eN(H̄1(0)−H̄1(−m?1))√
H̄ ′′1 (−m?

1) |H̄ ′′1 (0)|ϕ′′1(0)

(
1 +O

(√
log(N)3

N

))
, and

Eν
B−1 ,B

+
1

[T ] ≤ (1 + a)
2π
√
ϕ′′1(−m?

1) eN(H̄1(0)−H̄1(−m?1))√
H̄ ′′1 (−m?

1) |H̄ ′′1 (0)|ϕ′′1(0)

(
1 +O

(√
log(N)3

N

))
.

(I.6.16)

The proof of this result is organized in the same way as the proof of Theorem I.22, and is
given in Section IV.2.

Finally, we point out that Theorem I.23 provides a slight improvement of the conjecture
given in [46, Theorem 4]. Indeed, the authors of [46] expect that for all δ > 0, there ex-
ists Nδ ∈ N such that for N ≥ Nδ the expected transition time is confined to the interval
[eN(∆−δ), eN(∆+δ)], where ∆ = H̄1(0) − H̄1(−m?

1). Here we have used the simple fact that
H̄1(0) − H̄1(−m?

1) can be written in terms of the free energy functional F from (I.5.12); see
Lemma V.2 for more details. However, we note that the initial condition in our setting is
different than in the conjecture formulated in [46, Theorem 4].

I.7 The results of Chapter V

In Chapter IV we analyse the metastable behaviour of a system of mean-field interacting
diffusions on the macroscopic level. The macroscopic order parameter is chosen to be the
empirical mean. In the so-called high-temperature regime (see Subsection I.6.4), where the
microscopic fluctuations do not become negligible, our results are limited to rough estimates
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for the metastable transition time. We already mentioned that, in order to obtain sharp
estimates on this transition time, the macroscopic order parameter should be the empirical
distribution, and the correct framework to analyse the corresponding macroscopic objects
should be the Wasserstein setting. Therefore, it is important to analyse the macroscopic
energy landscape in the Wasserstein space and the long-time behaviour of the corresponding
macroscopic objects. This is because these two ingredients are essential for the rigorous study
of the metastable behaviour of a stochastic process.

In Chapter V we provide a first step towards this goal. Before we state the main results
of Chapter V, we recall two facts that we know about the setting of Subsection I.6.4.

• If the macroscopic order parameter is chosen to be the empirical mean, then the cor-
responding macroscopic Hamiltonian H̄1 admits exactly three critical points, which are
located at −m?

1, 0 and m?
1 for some m?

1 > 0; see Section I.6.

• If the macroscopic order parameter is chosen to be the empirical distribution, then
the corresponding macroscopic Hamiltonian is given by the functional F : P2(R) →
(−∞,∞], which is defined by

F(µ) =

∫
R

log(ρ)dµ+

∫
R

Ψ dµ− J

2

(∫
R
z dµ(z)

)2

(I.7.1)

if µ ∈ P2(R) has a Lebesgue density ρ, and F(µ) = ∞ otherwise. In other words, the
macroscopic behaviour of the system is approximately given by the unique gradient flow
for F ; see Section I.5.

Note that, as an immediate consequence of these two facts, we observe that F admits exactly
three critical points as well. More precisely, we have that

|∂F|(µ) = 0 if and only if µ ∈ {µ−, µ0, µ+}, (I.7.2)

where µ−, µ0, µ+ ∈ P2(R) are defined through the objects ϕ∗1 and ϕ1 from Section I.6; see
(V.0.3). We explain this in more detail in Lemma V.2.

Having these facts in hand, the main goal of Chapter V is to study the ergodic behaviour
of the gradient flows for F , i.e., their possible convergence towards the stationary measures.
Moreover, another goal is to obtain more informations on the energy landscape determined by
F . As we already mentioned, we believe that these goals are essential for the investigation
of the metastable behaviour of the system in Subsection I.6.4 under the macroscopic order
parameter KN (see (I.6.12)). The following theorem and its by-products provide first progress
in this direction. From now on, let (S[µ](t))t∈(0,∞) denote the unique Wasserstein gradient

flow for F with initial value µ ∈ D(F) = P2(R); see [3, 11.2.8] or Section I.2.

Theorem I.24 Suppose Assumption V.1. Let µ ∈ P2(R). Then, there exists a measure
µ∗ ∈ {µ−, µ0, µ+} such that

lim
t→∞

W2(S[µ](t), µ∗) = 0 and lim
t→∞
F(S[µ](t)) = F(µ∗). (I.7.3)

The proof of this result is given in Chapter V. As a by-product of this proof, we obtain the
following two propositions, which are interesting on their own. The first one shows that inside
the valleys of the set {µ ∈ P2(R) | F(µ) ≤ F(µ0)} the convergence of the gradient flows for F
is determined by the sign of the mean of the initial value.
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Proposition I.25 Suppose Assumption V.1. Let µ ∈ P2(R) be such that
∫
R z dµ(z) 6= 0 and

F(µ) ≤ F(µ0). Then,

lim
t→∞
F(S[µ](t)) = F(µ−) = F(µ+), (I.7.4)

and

lim
t→∞

W2(S[µ](t), µ−) = 0 if

∫
R
z dµ(z) < 0 and (I.7.5)

lim
t→∞

W2(S[µ](t), µ+) = 0 if

∫
R
z dµ(z) > 0. (I.7.6)

The second by-product is the following proposition on the energy landscape determined by F .
This proposition provides useful informations about the topological properties of the basins
of attraction of the stationary measures µ−, µ0 and µ+. This is an important ingredient for
the proof of Theorem I.24.

Proposition I.26 Suppose Assumption V.1. Let B−, B0 and B− be the basins of attraction
of the stationary measures µ−, µ0 and µ+, respectively. That is,

B− =
{
µ ∈ P2(R)

∣∣ lim
t→∞

S[µ](t) = µ−
}
,

B+ =
{
µ ∈ P2(R)

∣∣ lim
t→∞

S[µ](t) = µ+
}
, and

B0 =
{
µ ∈ P2(R)

∣∣ lim
t→∞

S[µ](t) = µ0
}
.

(I.7.7)

Then, B− and B+ are open subsets of P2(R), and B0 is a closed subset of P2(R).

The results of Chapter V are not completely new. Indeed, Theorem I.24 and Proposition
I.25 are mild extensions of the results that have already been obtained in the paper [125]. The
proofs in [125] are based on methods from the theory of partial differential equations. The
main contributions of Chapter V are that we use the Wasserstein framework to prove these
results (which provides shorter proofs than in [125]), and that the results hold in the stronger
topology of the Wasserstein distance (whereas the results in [125] are formulated in terms
of the weak topology). However, to our knowledge, Proposition I.26 is a new result. It is
expected that this proposition will become useful in the study of the metastable behaviour of
the system of Subsection I.6.4 via the Wasserstein framework. This is left for future research.

I.8 Future research

We have several aims for future research that are related to the results and the concepts of
this thesis. In this section we briefly list some of them.

• The first aim is to extend the results of Chapter III to non-reversible settings. In order to
find a gradient flow representation in such settings, the GENERIC framework introduced
in [56] might be helpful.

• The main object of investigation for future research is to prove the sharp asymptotics
of the transition time introduced in Subsection I.6.4. We have three ideas that might
work out.
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(i) As we motivated in Subsection I.6.4, extending the potential-theoretic approach
to metastability to the Wasserstein space would be the canonical way to solve the
problem. This approach relies on the results obtained in [51] and [128].

(ii) The proof of the lower bound of the capacity in the setting of Subsection I.6.3 is
inspired by the so-called two-scale approach developed in [80]. This approach is
restricted to Euclidean spaces. Hence, it is not applicable if the macroscopic order
parameter is chosen to be the empirical distribution. It would be interesting to
extend (or to find the analogue of) the two-scale approach in the case when the
macroscopic order parameter does not map into an Euclidean space.

(iii) We already mentioned at the end of Section I.2 that there is an approach to study
metastability based on gradient flow representations and the Sandier-Serfaty ap-
proach. This approach was used in [5], [81], [114] and [117]. It is interesting to see
whether this approach is applicable in the setting of Subsection I.6.4. Here, the
results of Chapter III and Chapter IV might be useful.

• Another object of investigation for future research is to extend the results of Subsection
I.6.3 to the case J ≤ 1.

Notation

We now list some notation that is used throughout this thesis. In the following let (Y, d) and
(Ȳ , d̄) be Polish spaces. Note that, at the beginning of the Chapters II, III , IV and V, we
introduce some notational conventions that are specific to the respective chapter.

• As it is usual in the literature, C(Y ) denotes the set of all continuous functions f :
Y → R, and Cb(Y ) denotes the set of all continuous and bounded functions f : Y → R.
Moreover, for a measure µ on Y and for k ∈ N, Lk(µ) denotes space of all measurable
functions f : Y → R such that

∫
Y |f |k dµ is finite.

• M1(Y ) denotes the space of all Borel probability measures on Y . We equip M1(Y )
with the topology of weak convergence, where we say that (µn)n∈N ⊂M1(Y ) converges
weakly in M1(Y ) to µ ∈M1(Y ) (and write µn ⇀ µ) if∫

Y
fdµn →

∫
Y
fdµ for all f ∈ Cb(Y ). (I.8.1)

To emphasize the particular metric on Y , we sometimes say that (µn)n converges weakly
in M1((Y,d)) to µ.

• For µ ∈ M1(Y ) and a Borel map f : Y → Ȳ , we denote by f#µ the image measure of
µ by f .
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Chapter II

Metastability in three modifications
of the standard Ising model

The results of the present chapter have already been published as the paper [11].

Recall Section I.4, where we provide a motivation and a first formulation of the main results
of this chapter. This chapter is organized as follows. In Section II.1 we introduce the setting
and the results from [29, Chapter 16]1. In particular, we state the so-called metastability
theorems, which are the key results on which we rely in this chapter. Then, in the Sections
II.2–II.4, we consider the three modifications of the standard Ising model, respectively, and
provide the proofs of the results that we stated in Section I.4.

II.1 The abstract set-up and the metastability theorems

As in Section I.4, let Λ ⊂ Z2 be a finite torus centred at the origin and S = {−1, 1}Λ be
the configuration space An element σ ∈ S is called configuration, and at each site x ∈ Λ,
σ(x) ∈ {−1, 1} is called the spin-value at x. By abuse of notation, we often identify each
configuration σ ∈ S with the sites that have spin value +1, i.e.

σ ≡ {x ∈ Λ | σ(x) = +1}. (II.1.1)

Moreover, we represent σ geometrically by identifying each x ∈ σ with σ(x) = +1 with a
closed unit square centered at x. See Figure II.1 for an example.

Figure II.1: Geometric representation of a configuration that assigns to each site in Λ the
spin-value −1 except on a square of size 16× 16 and a rectangle of size 1× 8.

1The setting in [29] is more general. In order to keep the presentation here as simple as possible, we restrict
to a dynamical spin-flip model on the two-dimensional lattice.

47
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The energy or Hamiltonian of the system is given by H : S → R. Let β > 0 be the inverse
temperature. The Gibbs measure associated to H and β is given by

µβ(σ) =
1

Zβ
e−βH(σ), for σ ∈ S, (II.1.2)

where Zβ is a normalization constant called partition function.

For σ ∈ S and x ∈ Λ we define σx ∈ S by

σx(y) =

{
σ(y) : y 6= x,

−σ(x) : y = x.
(II.1.3)

For all σ, σ′ ∈ S, we say that σ and σ′ communicate and write σ ∼ σ′ if there exists x ∈ Λ
such that σx = σ′. This induces a graph structure on S by defining an edge between each
σ, σ′ ∈ S whenever σ ∼ σ′.

The dynamics of the system is given by the continuous time Markov Chain (σt)t≥0 on S,
whose generator Lβ is given by

(Lβf)(σ) =
∑
x∈Λ

cβ(σ, σx)(f(σx)− f(σ)), (II.1.4)

where f : S → R is a function and

cβ(σ, σ′) =

{
e−βmax{0,H(σ′)−H(σ)} : σ ∼ σ′,
0 : else.

(II.1.5)

It is easy to see that the detailed balance condition,

µβ(σ)cβ(σ, σ′) = µβ(σ′)cβ(σ′, σ) ∀σ, σ′ ∈ X (nβ)
β , (II.1.6)

holds. Hence, the dynamics is reversible with respect to the Gibbs measure. The law of
(σt)t≥0 given that σ0 = σ ∈ S will be denoted by Pσ, and for any set A ⊂ S, let

τA = inf{t > 0| σt ∈ A, ∃ 0 < s < t : σs 6= σ0}. (II.1.7)

If A = {σ} for some σ ∈ S, then we write τσ = τA.

Definition II.1 i) Let σ, σ′ ∈ S. The communication height between σ and σ′ is defined
by

Φ(σ, σ′) = min
γ:σ→σ′

max
η∈γ

H(η), (II.1.8)

where the minimum is taken over all finite paths γ of allowed moves in S going from σ
to σ′.

ii) Let σ, σ′ ∈ S. A finite path γ : σ → σ′ is called optimal path between σ and σ′ if

Φ(σ, σ′) = max
η∈γ

H(η). (II.1.9)

The set of all optimal paths between σ and σ′ is denoted by (σ → σ′)opt.
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iii) Let σ ∈ S. The stability level of σ is defined by

Vσ = min
η∈S:H(η)<H(σ)

Φ(σ, η)−H(σ). (II.1.10)

Moreover, for V ∈ R, we define

SV = {σ ∈ S |Vσ > V }, (II.1.11)

which is the set of all configurations, whose stability level is greater than V .

iv) The set of stable configurations in S is defined by:

Sstab = {σ ∈ S | H(σ) = min
η∈S

H(η)}. (II.1.12)

v) The set of metastable configurations in S is defined by:

Smeta = {σ ∈ S | Vσ = max
η∈S\Sstab

Vη }. (II.1.13)

vi) Let (m, s) ∈ Smeta × Sstab. The energy barrier Γ?(m, s) between m and s is defined by

Γ?(m, s) = Φ(m, s)−H(m). (II.1.14)

Note that by [40, Theorem 2.4], we have that

Γ?(m, s) = max
η∈S\Sstab

Vη for all (m, s) ∈ Smeta × Sstab. (II.1.15)

In the following definition we introduce the notion of a critical configuration. This resem-
bles the idea of the critical state from Section I.1.

Definition II.2 (Definition 16.3 in [29])
Let (m, s) ∈ Smeta×Sstab. Then (P?(m, s), C?(m, s)) is defined as the maximal subset of S×S
such that

1.) ∀σ ∈ P?(m, s) ∃σ′ ∈ C?(m, s) : σ ∼ σ′, and
∀σ′ ∈ C?(m, s) ∃σ ∈ P?(m, s) : σ ∼ σ′,

2.) ∀σ ∈ P?(m, s) : Φ(m,σ) < Φ(σ, s),

3.) ∀σ′ ∈ C?(m, s) ∃γ : σ′ → s : maxη∈γ H(η)− H(m) ≤ Γ?(m, s) , Φ(m, η) ≥ Φ(η, s) ∀η ∈ γ.

We call P?(m, s) the set of protocritical configurations and C?(m, s) the set of critical config-
urations.

The results from the Sections II.2–II.4 are based on the following metastability theorems
that are taken from [29, Theorem 16.4–16.6]. These hold subject to the hypothesis

Smeta = {m} and Sstab = {s}, (H1)

where m, s ∈ S. One challenge in the Sections II.2–II.4 is to verify this hypothesis for the three
specific models. Under (H1), it would not lead to confusions if we abbreviate P? = P?(m, s),
C? = C?(m, s) and Γ? = Γ?(m, s).
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Theorem II.3 (Theorem 16.4 in [29]) Consider (P?, C?) from Definition II.2. Suppose
(H1). Then,

a) limβ→∞ Pm[τC? < τs | τs < τm] = 1, and

b) if, moreover, the assumption

σ′ → |{σ ∈ P? : σ ∼ σ′}| is constant on C? (H2)

holds, then for all χ ∈ C?, limβ→∞ Pm[στC? = χ] = 1
|C?| .

Theorem II.3 says that, in order to make the crossover from the metastable to the stable
configuration, the system has to pass the set of critical configurations. If, in addition, as-
sumption (H2) holds, then part b) of Theorem II.3 says that the entrance into C? is uniformly
distributed on C?.

Theorem II.4 (Theorem 16.6 in [29]) Subject to (H1), it holds that

a) limβ→∞ λβEm[τs] = 1, where λβ is the second largest eigenvalue of −Lβ, and

b) limβ→∞ Pm[τs > t · Em[τs]] = e−t for all t ≥ 0.

Theorem II.4 represents the average transition time of the system in terms of the spectrum
of its generator and part b) yields the asymptotic exponential distribution of τs.

Theorem II.5 (Theorem 16.5 and Lemma 16.17 in [29]) Suppose (H1). Then,

a) there exists a constant K ∈ (0,∞) such that limβ→∞ e−βΓ?Em[τs] = K, and

b) define

– S? ⊂ S be the subgraph obtained by removing all vertices η with H(η) > Γ?+H(m)
and all edges incident to these vertices,

– S?? ⊂ S? be the subgraph obtained by removing all vertices η with H(η) = Γ?+H(m)
and all edges incident to these vertices,

– Sm = {η ∈ S | Φ(m, η) < Φ(η, s) = Γ? +H(m)},
– Ss = {η ∈ S | Φ(η, s) < Φ(m, η) = Γ? +H(m)},
– S1, . . . , SI ⊂ S?? be such that S?? \ (Sm ∪ Ss) = ∪Ii=1Si and each Si is a maximal

set of communicating configurations,

then,

1

K
= min

C1,...,CI∈[0,1]
min

h:S?→[0,1]
h|Sm=1,h|Ss=0,h|Si=Ci ∀i

1

2

∑
η,η′∈S?

1{η∼η′}[h(η)− h(η′)]2. (II.1.16)

Note that the first minimum runs over all constants C1, . . . , CI ∈ [0, 1].
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Theorem II.5 yields the precise asymptotics of the average transition time and provides a
variational formula to compute the pre-factor.

The first goal in this chapter is to verify Theorem II.3, II.4 and II.5 for the three specific
models we introduced in Section I.4 in the introduction. That is, we have to show that the
conditions of those theorems are satisfied. In all these three models we have that

m = �, and s = �, (II.1.17)

where � ∈ S is the configuration where all spin values are equal to −1 and � is the configura-
tion with all spin values being +1. The second goal in this chapter is to compute the precise
value of the pre-factor K from Theorem II.5 for each of these three models.

Hence, for each model we have to

• compute Γ? = Φ(�,�)−H(�),

• identify the sets P? and C?,
• verify hypothesis (H1) and if possible hypothesis (H2), and

• compute K.

These tasks are treated in the Sections II.2–II.4 for the respective models.

We conclude this section with some definitions hat are used throughout this chapter.

Further definitions

• For x ∈ R, dxe denotes the smallest integer greater than x.

• For l1, l2 ∈ N, R(l1 × l2) denotes the set of all configurations consisting of a single
rectangle with horizontal length l1 and vertical length l2 somewhere on the torus Λ. An
element σ ∈ R(l1 × l2) is called rectangle and will often be denoted by l1 × l2, since
usually we can ignore the position of the rectangle in the torus. For this reason, by
abuse of notation, we often identify the whole set R(l1× l2) with l1× l2. We also define
R(l1, l2) = R(l1 × l2) ∪ R(l2 × l1). If |l1 − l2| = 1 or |l1 − l2| = 0, then l1 × l2 is called
quasi-square or square, respectively. 1× l2 is called vertical bar or column and l1 × 1 is
called horizontal bar or row.

• For a rectangle R ∈ S, we denote by PHR ∈ N its horizontal length, and by PVR ∈ N
its vertical length.

• For σ ∈ S, let |σ| be the area of σ, i.e. its number of (+1)–spins. Further, ∂(σ) is
the Euclidean boundary of σ in its geometric representation and |∂(σ)| denotes the
perimeter, i.e. the length of ∂(σ).

• Let σ ∈ S. We say that σ is connected if σ \ ∂(σ) is connected in the Euclidean space
R2.

• Let σ ∈ S. A cluster of σ is a maximally connected component of σ.

• Two droplets on the torus are called isolated if their Euclidean distance is greater or
equal to

√
2.

• Let σ ∈ S and x ∈ Λ be such that σ(x) = +1. Then x is called protuberance if∑
y∈Λ:|y−x|=1 σ(y) = −2.



52 CHAPTER II. METASTABILITY FOR THREE MODIFIED ISING MODELS

• Let σ ∈ S be connected and l be either a vertical bar or a horizontal bar. Then l is
called attached to σ if for all x ∈ l there exists y ∈ Λ \ l such that |y− x| = 1 and z ∈ σ
such that |z − x| = 1.

• If σ ∈ S consists of a single, connected droplet, then R(σ) is the smallest rectangle that
contains σ.

• A row or a column of a connected configuration σ ∈ S is defined as the intersection of
a row or a column of Λ with σ.

• σ ∈ S is called a local minimum of H if H(σx) > H(σ) for all x ∈ Λ.

• For A ⊂ S, let ∂+A = {σ ∈ S \ A | ∃σ′ ∈ S : σ ∼ σ′} denote the outer boundary A.
We also define A+ = A ∪ ∂+A. Moreover, if η ∈ S, then A ∼ η ⊂ S is defined by
A ∼ η = {σ ∈ A |σ ∼ η}.

II.2 Anisotropic Ising model

Recall the setting from Subsection I.4.2 and that the Hamiltonian for the anisotropic Ising
model is given by

HA(σ) = −JH
2

∑
(x,y)∈Λ?H

σ(x)σ(y)− JV
2

∑
(x,y)∈Λ?V

σ(x)σ(y)− h

2

∑
x∈Λ

σ(x), (II.2.1)

where σ ∈ S, JH , JV , h > 0, Λ?H is the set of unordered horizontal nearest-neighbour bonds in
Λ and Λ?V is the set of unordered vertical nearest-neighbour bonds in Λ.

Using the geometric representation of σ, one can rewrite HA(σ) as

HA(σ) = HA(�)− h|σ|+ JH |∂V (σ)|+ JV |∂H(σ)|, (II.2.2)

where |∂V (σ)| is the length of the vertical part of ∂(σ) and |∂H(σ)| is the length of the
horizontal part of ∂(σ). In the example in Figure II.1 we have that |∂V (σ)| = 34 and |∂H(σ)| =
40.

Recall that the critical length in this model is given by

L?V =

⌈
2JV
h

⌉
. (II.2.3)

We make the following assumptions in this section.

Assumption II.6 a) JH > JV ,

b) 2JV > h,

c) 2JV
h /∈ N,

d) |Λ| >
(

max{ 2JH
hL?V −2JV

,
2JH(L?V −1)

2JV −h(L?V −1) + L?V }
)2

.
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By symmetry, Assumption II.6 a) could be chosen the other way around. Assumption II.6 b)
implies that the dynamics prefers aligned neighbouring spins to (+1)–spins. This is essential to
obtain the metastable behavior of the system. Indeed, if 2JV ≤ h, then L?V = 1 and therefore,
each configuration with a single (+1)–spin somewhere in Λ is a critical configuration of the
system. It follows from Assumption II.6 c) that

(L?V − 1)h < 2JV < L?V h. (II.2.4)

In Subsection II.2.2 and Subsection II.2.4 the importance of (II.2.4) will become clear. As-
sumption II.6 d) is made to avoid certain degenerate situations. For instance, if |Λ| is small
enough, all optimal paths between � and � contain a configuration, which consists of a sin-
gle rectangle, where one side wraps around the torus and the other side is of length strictly
smaller than L?V − 1. For more details see (II.2.10) or the proof of Lemma II.11. Moreover,
d) ensures that the torus is large enough to contain at least a critical droplet.

Recall the definition of R(l1, l2) from the end of Section II.1. Before stating the main
result of this section, we need the following definition.

Definition II.7 We denote by R(L?V − 1, L?V )1pr the set of all configurations consisting only
of a rectangle from R(L?V − 1, L?V ) and with an additional protuberance attached to one of its
longer sides. The right droplet in Figure II.2 provides an example.

Moreover, we denote by R(L?V − 1, L?V )2pr the set of all configurations that are obtained
from a configuration in R(L?V − 1, L?V )1pr by adding a second (+1)–spin, which is attached to
the rectangle and adjacent to the protuberance.

We now formulate the main result of this section.

Theorem II.8 Under Assumption II.6, the pair (�,�) satisfies (H1) and (H2) so that The-
orems II.3–II.5 hold for the anisotropic Ising model. Moreover,

• P? = R(L?V − 1, L?V ),

• C? = R(L?V − 1, L?V )1pr,

• Φ(�,�)−HA(�) = 2L?V (JH + JV )− h(1 + (L?V − 1)L?V ) =: Γ?A =: E?A −HA(�),

• K−1 =
4(2L?V −1)

3 |Λ|.

Proof. The proof is divided into the Subsections II.2.1–II.2.6. �

LV
★

LV
★ -1

LV
★

LV
★ -1

Figure II.2: The left object is an element in P? and the right object is an element in C?.
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II.2.1 Proof of Φ(�,�)− HA(�) ≤ Γ?A

It will be enough to construct a path γA = (γA(n))n≥0 : �→ � such that

max
η∈γA

HA(η) ≤ HA(�) + Γ?A = E?A. (II.2.5)

This path will be called reference path.

Construction of γA. Let γA(0) = �. In the first step an arbitrary (−1)–spin is flipped.
Then γA first passes through a sequence of squares and quasi-squares as follows. If at some
step i, γA(i) is a square, then a protuberance is added above the droplet. Afterwards, this
row is filled by successively flipping in this row adjacent (−1)–spins until the droplet has the
shape of a quasi-square. Next, a protuberance is added on the right of the droplet. Similarly
as before, successively, adjacent (−1)–spins are flipped in this column until the droplet has
the shape of a square again. This procedure is stopped, when R((L?V − 1)× L?V ) is reached.

Now a protuberance is added on the right of the droplet and this column is filled until
R((L?V − 1)× (L?V + 1)) is reached. This adding structure is repeated until the droplet winds
around the torus. Next, a protuberance is added above the droplet and the corresponding
row is filled until this row also winds around the torus. This is repeated until � is reached.

Inequality (II.2.5) holds. Let k? be such that γA(k?) ∈ R((L?V − 1) × L?V ). Then
HA(γA(k?)) = E?A − 2JV + h < E?A. If we go backwards in the path from that point on,
then we will have to cut the top row of R((L?V − 1)×L?V ), which has the length L?V − 1. This
is an increase of the energy in each step by h for (L?V − 2) times until the top row turns into
a protuberance. At this point the energy equals to

HA(γA(k? − (L?V − 2))) = E?A − 2JV + (L?V − 1)h < E?A (II.2.6)

by (II.2.4). Cutting the last protuberance decreases the energy by 2JH − h. By the same
arguments, if we keep on going backwards in the path of γA, we will always stay below E?A,
since the size of the above and right bars of the droplets will be at most L?V − 1. Hence, we
get that

max
i=1,...,k?

HA(γA(i)) < E?A. (II.2.7)

We now consider the remaining path of γA after the step k?+ 2. It holds that HA(γA(k?+
2)) = E?A − h < E?A. While filling the right column, the energy decreases by h at every step.
After the right column is filled, a protuberance is added on the right side and the energy
increases by 2JV − h. Again by (II.2.4), we get that

HA(γA(k? + (L?V + 1))) = E?A + 2JV − L?V h < E?A. (II.2.8)

Repeating this until the droplet wraps around the torus, the following energy level is reached

E?A − (hL?V − 2JV )(
√
|Λ| − L?V )− h(L?V − 1)− 2JV L

?
V . (II.2.9)

Now we add a protuberance above the droplet and the energy increases by 2JH −h. Assump-
tion II.6 d) and (II.2.4) imply that

E?A − (hL?V − 2JV )(
√
|Λ| − L?V )− h(L?V − 1)− 2JV L

?
V + 2JH − h

≤ E?A + (hL?V − 2JV )L?V − hL?V − 2JV L
?
V (II.2.10)

< E?A − 2JV L
?
V .
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Filling this row, decreases the energy by (
√
|Λ| − 1)h+ 2JV . In the same way, one can show

that the remaining part of the path stays below E?A. Combining this with (II.2.7) and the fact
that HA(γA(k? + 1)) = E?A, we infer (II.2.5).

II.2.2 Proof of Φ(�,�)− HA(�) ≥ Γ?A

It suffices to show that every optimal path from � to � has to pass through R(L?V −1, L?V )1pr.
We first list a few observations. Recall the definition of local minimum from the end of Section
II.1.

Lemma II.9 Let σ ∈ S be a local minimum of HA. Then σ is a union of isolated rectangles.

Proof. Suppose that σ has a connected component σ1 that is not a rectangle. Consider a
connected component γ1 of R(σ1) ∩ (Z2 \ σ1). Let l1 be the maximal component of the
boundary of γ1 that does not belong to the boundary of R(σ1). An example would be:

R(σ1)

ℓ1

γ1

Then, since σ1 is connected and l1 lies inside R(σ1), l1 has both a horizontal part and a vertical
part. Let x ∈ γ1 be a site, whose boundary intersects both a horizontal part and a vertical
part of l1. In particular, σ(x) = −1 and x has at least two nearest-neighbour (+1)–spins. It
is easy to see that σx has strictly lower energy than σ. �

Corollary II.10 Assume that σ ∈ S consists of a unique cluster. Then,

HA(σ) ≥ HA(R(σ)), (II.2.11)

and equality holds if and only if σ = R(σ).

We first show that every optimal path has to cross R(L?V − 1, L?V ).

Lemma II.11 Let γ ∈ (�,�)opt. Then γ has to cross R(L?V − 1, L?V ).

Proof. Assume the contrary, i.e. γ ∩R(L?V − 1, L?V ) = ∅. Let us first assume that throughout
its whole path γ consists of a unique cluster. On its way to �, γ has to cross a configuration,
whose rectangular envelope has both horizontal and vertical length greater or equal to L?V .
Let

t̄ = min{l ≥ 0 |PHR(γ(l)), PVR(γ(l)) ≥ L?V }. (II.2.12)

Since γ is assumed to consist of a unique cluster, we have that either PHR(γ(t̄− 1)) = L?V − 1
holds or PVR(γ(t̄− 1)) = L?V − 1. In the following we analyze both cases and show that the
assumption γ ∩R(L?V − 1, L?V ) = ∅ leads to a contradiction.
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Case 1. [PVR(γ(t̄− 1)) = L?V − 1].
From the definition of t̄, it is clear that R(γ(t̄−1)) ∈ R((L?V +m)× (L?V −1)) for some m ≥ 0.

Case 1.1. [m = 0].
By hypothesis, γ does not cross R(L?V × (L?V − 1)). Hence, Corollary II.10 yields that

HA(γ(t̄− 1)) > HA(L?V × (L?V − 1)) = HA(�) + Γ?A − 2JH + h = E?A − 2JH + h. (II.2.13)

The minimal increase of energy to enlarge the vertical length of the rectangular envelope of a
configuration is 2JH − h. Hence,

HA(γ(t̄)) ≥ HA(γ(t̄− 1)) + 2JH − h > E?A. (II.2.14)

This contradicts γ ∈ (�,�)opt, since we already know from Subsection II.2.1 that Φ(�,�) ≤
E?A.

Case 1.2. [m ∈ [1,
√
|Λ| − L?V )].

Again, by Corollary II.10 we have that

HA(γ(t̄− 1)) ≥ HA((L?V +m)× (L?V − 1))

= HA(L?V × (L?V − 1)) +m(2JV − h(L?V − 1)) (II.2.15)

> E?A − 2JH + h,

where we used inequality (II.2.4) in the last step. As before, this leads to a contradiction,
since

HA(γ(t̄)) ≥ HA(γ(t̄− 1)) + 2JH − h > E?A. (II.2.16)

Case 1.3. [m =
√
|Λ| − L?V ].

In this case, γ(t̄− 1) wraps around the torus. Using Assumption II.6 d), we infer that

HA(γ(t̄− 1)) ≥ HA(
√
|Λ| × (L?V − 1))

= HA(L?V × (L?V − 1)) + (
√
|Λ| − L?V )(2JV − h(L?V − 1))− 2JV (L?V − 1) (II.2.17)

> HA(L?V × (L?V − 1)) = E?A − 2JH + h.

Finally,

HA(γ(t̄)) ≥ HA(γ(t̄− 1)) + 2JH − h > E?A, (II.2.18)

which is a contradiction.

Case 2. [PHR(γ(t̄− 1)) = L?V − 1].
Here we have that R(γ(t̄− 1)) ∈ R((L?V − 1)× (L?V +m′)) for some m′ ≥ 0.

Case 2.1. [m′ = 0].
Since γ does not cross R((L?V − 1)× L?V ), we have by Corollary II.10 that

HA(γ(t̄− 1)) > HA((L?V − 1)× L?V ) = E?A − 2JV + h. (II.2.19)

The minimal increase of energy to enlarge the horizontal length of the rectangular envelope
of a configuration is 2JV − h. Hence,

HA(γ(t̄)) ≥ HA(γ(t̄− 1)) + 2JV − h > E?A. (II.2.20)
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As before, this contradicts γ ∈ (�,�)opt.

Case 2.2. [m′ ∈ [1,
√
|Λ| − L?V )].

This case also leads to a contradiction, since

HA(γ(t̄)) ≥ HA(γ(t̄− 1)) + 2JV − h ≥ HA((L?V − 1)× (L?V +m′)) + 2JV − h
= HA((L?V − 1)× L?V ) +m′(2JH − h(L?V − 1)) + 2JV − h (II.2.21)

> E?A,

where we have used inequality (II.2.4) and Assumption II.6 a) in the last step.

Case 2.3. [m′ =
√
|Λ| − L?V ].

Using Assumption II.6 d), we infer that

HA(γ(t̄− 1)) ≥ HA((L?V − 1)×
√
|Λ|)

= HA((L?V − 1)× L?V ) + (
√
|Λ| − L?V )(2JH − h(L?V − 1))− 2JH(L?V − 1) (II.2.22)

> HA((L?V − 1)× L?V ) = E?A − 2JV + h.

Finally,

HA(γ(t̄)) ≥ HA(γ(t̄− 1)) + 2JV − h > E?A, (II.2.23)

which is a contradiction.

Now suppose that γ can consist of several clusters, i.e. at each step j ∈ N, γ(j) consists
of nj ∈ N clusters, which are denoted by γ1(j), . . . , γnj (j). The proof follows from similar
arguments as in the first part of the proof of this lemma. Thus, we only provide the main
arguments and omit the details.

Using formula (II.2.2) and Corollary II.10, we infer that for all j ∈ N,

HA( γ(j) ) =

nj∑
k=1

HA( γk(j) )− (nj − 1) HA(�)

≥
nj∑
k=1

HA(R(γk(j)) )− (nj − 1) HA(�).

(II.2.24)

For all j ∈ N and k ≤ nj , set `kV (j) = PVR(γk(j)) and `kH(j) = PHR(γk(j)). Then,

nj∑
k=1

HA(R(γk(j)) )− (nj − 1) HA(�)

= HA(�) + 2JH

nj∑
k=1

`kV (j) + 2JV

nj∑
k=1

`kH(j)− h
nj∑
k=1

`kV (j)`kH(j).

(II.2.25)

Set `V (j) =
∑nj

k=1 `
k
V (j) and `H(j) =

∑nj
k=1 `

k
H(j) and define

t̃ = min {j ∈ N | `H(j), `V (j) ≥ L?V } . (II.2.26)

We have that either `V (t̃− 1) = L?V − 1 holds or `H(t̃− 1) = L?V − 1. We only treat the case
when `H(t̃ − 1) = L?V − 1, since the other case is a straightforward combination of Case 1
above and the following arguments.
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By the definition of t̃, we have that `V (t̃− 1) = L?V + m̃ for some m̃ ≥ −1. (If nt̃−1 ≥ nt̃,
then m̃ ≥ 0, and if nt̃−1 < nt̃, then m̃ ≥ −1). From (II.2.24) and (II.2.25), we infer that

HA( γ(t̃− 1) ) ≥ HA(�) + 2JH (L?V + m̃) + 2JV (L?V − 1)− h
nt̃−1∑
k=1

`kV (t̃− 1)`kH(t̃− 1), and

HA( γ(t̃) ) ≥ HA( γ(t̃− 1) ) + 2JV − h (II.2.27)

≥ HA(�) + 2JH (L?V + m̃) + 2JV L
?
V − h

(nt̃−1∑
k=1

`kV (t̃− 1)`kH(t̃− 1) + 1

)
.

Notice the following estimate

nt̃−1∑
k=1

`kV (t̃− 1)`kH(t̃− 1) ≤
nt̃−1∑
p=1

`pV (t̃− 1)

nt̃−1∑
k=1

`kH(t̃− 1) = (L?V + m̃)(L?V − 1), (II.2.28)

where the inequality is strict whenever nt̃−1 > 1. We now have to show that all possible values
for m̃ and the hypothesis that γ ∩ R(L?V − 1, L?V ) = ∅ yield to the fact that HA( γ(t̃) ) > E?A,
which is a contradiction. However, using (II.2.27) and (II.2.28), we can proceed as in Case
2.1–Case 2.3 above. The details are straightforward adaptations and are therefore omitted.
This concludes the proof of this lemma. �

The following lemma concludes the proof of Φ(�,�)−HA(�) ≥ Γ?A.

Lemma II.12 Let γ ∈ (�,�)opt. In order to cross a configuration whose rectangular envelope
has both vertical and horizontal length greater or equal to L?V , γ has to pass through R(L?V −
1, L?V ) and R(L?V − 1, L?V )1pr. In particular, each optimal path between � and � has to cross
R(L?V − 1, L?V )1pr.

Proof. Consider the time step t̄ defined in (II.2.12). In the proof of Lemma II.11 we have seen
that necessarily γ(t̄−1) ∈ R(L?V −1, L?V ). Note that min{PV (γ(t̄−1)), PH(γ(t̄−1))} = L?V −1
and that PVR(γ(t̄)), PHR(γ(t̄)) ≥ L?V . Therefore, γ(t̄) must be obtained from γ(t̄ − 1) by
adding a protuberance at a longer side of the rectangle γ(t̄− 1). This implies that γ(t̄) needs
to belong to R(L?V − 1, L?V )1pr. �

II.2.3 Identification of P? and C?

From Subsection II.2.1, we get that R(L?V − 1, L?V ) ⊂ P?. Now let σ ∈ P? and x ∈ Λ be such
that σx ∈ C?. If follows from the definition of P? and C? that there exists γ ∈ (�,�)opt and
` ∈ N such that

(i) γ(`) = σ and γ(`+ 1) = σx,

(ii) HA(γ(k)) < E?A for all k ∈ {0, . . . , `},

(iii) Φ(�, γ(k)) ≥ Φ(γ(k),�) for all k ≥ `+ 1.

By Lemma II.12, (ii) implies that min(PHR(σ), PVR(σ)) ≤ L?V −1, since otherwise the energy
level E?A would have been reached. There are two possible cases.
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Case 1. [PHR(σx), PVR(σx) ≥ L?V ].
Lemma II.12 implies that we necessarily have that σ ∈ R(L?V − 1, L?V ) and σx ∈ R(L?V −
1, L?V )1pr.

Case 2. [min(PHR(σx), PVR(σx)) ≤ L?V − 1].
Also by Lemma II.12, there must exist some k? ≥ `+ 2 such that γ(k?) ∈ R(L?V −1, L?V ). But
this contradicts (iii), since Φ(�, γ(k?)) < Φ(γ(k?),�) = E?A.

Hence, only Case 1 can hold true. We conclude that P? = R(L?V − 1, L?V ) and C? =
R(L?V − 1, L?V )1pr.

II.2.4 Verification of (H1)

Obviously, Sstab = {�}, since � minimizes all three sums in (II.2.1). It remains to show that
Smeta = {�}.

Let σ ∈ S \ {�,�}. We have to show that Vσ < Γ?A, i.e. there exists σ′ ∈ S such that
HA(σ′) < HA(σ) and Φ(σ, σ′)−HA(σ) < Γ?A. There are four possible cases.

Case 1. [σ contains a cluster, which is not a rectangle].
Lemma II.9 implies that σ is not a local minimum, i.e. there exists x ∈ Λ such that HA(σx) <
HA(σ). Moreover, Φ(σ, σx)−HA(σ) = 0 < Γ?A.

Case 2. [σ contains a cluster, which is a rectangle R = l1×l2 with l2 ≥ L?V and l1 <
√
|Λ|].

Let σ′ be obtained from σ by attaching on the right of R a new column of length l2. Then,

HA(σ′) ≤ HA(σ) + 2JV − l2h ≤ HA(σ) + 2JV − L?V h < HA(σ), and

Φ(σ, σ′)−HA(σ) = 2JV − h < Γ?A. (II.2.29)

Case 3. [σ contains a cluster, which is a rectangle R = l1×l2 with l2 < L?V and l1 <
√
|Λ|].

Let σ′ be obtained from σ by cutting the right column of R. Then,

HA(σ′) = HA(σ)− 2JV + l2h ≤ HA(σ)− 2JV + (L?V − 1)h < HA(σ), and

Φ(σ, σ′)−HA(σ) = (l2 − 1)h < Γ?A. (II.2.30)

Case 4. [σ contains a cluster, which is a rectangle R = l1 × l2 with l1 =
√
|Λ|].

Let σ′ be obtained from σ by attaching above R a row that also wraps around the torus.
Then, by Assumption II.6 d),

HA(σ′) = HA(σ) + 2JH − l1h < HA(σ), and

Φ(σ, σ′)−HA(σ) = 2JH − h < Γ?A. (II.2.31)

We conclude that Smeta = {�}.

II.2.5 Verification of (H2)

Obviously, |{σ ∈ P? |σ ∼ σ′}| = 1 for all σ′ ∈ C?. Therefore, (H2) holds.

II.2.6 Computation of K

The starting point for the computation of K is the variational formula (II.1.16). Recall the
definitions of ∂+A and A+ for a subset A ⊂ S from the end of Section II.1.
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Lower bound. Since the sum in (II.1.16) has only non-negative summands, we can
bound K−1 from below by

1

K
≥ min

C1,...,CI∈[0,1]
min

h:S?→[0,1]
h|S�=1,h|S�=0,h|Si=Ci ∀i

1

2

∑
η,η′∈(C?)+

1{η∼η′}[h(η)− h(η′)]2. (II.2.32)

Obviously, ∂+C? ∩ S? = R(L?V − 1, L?V ) ∪ R(L?V − 1, L?V )2pr. Moreover, similar computations
as in Subsection II.2.1 show that R(L?V −1, L?V ) ⊂ S� and R(L?V −1, L?V )2pr ⊂ S�. This leads
to

1

K
≥ min

h:C?→[0,1]

∑
η∈C?

 ∑
η′∈R(L?V −1,L?V ),η′∼η

[1− h(η)]2 +
∑

η′∈R(L?V −1,L?V )2pr,η′∼η

h(η)2


=
∑
η∈C?

min
h∈[0,1]

(
|R(L?V − 1, L?V ) ∼ η| [1− h]2 + |R(L?V − 1, L?V )2pr ∼ η| h2

)
(II.2.33)

=
∑
η∈C?

|R(L?V − 1, L?V ) ∼ η| · |R(L?V − 1, L?V )2pr ∼ η|
|R(L?V − 1, L?V ) ∼ η|+ |R(L?V − 1, L?V )2pr ∼ η| .

For all η ∈ C? we have that |R(L?V −1, L?V ) ∼ η| = 1. If the protuberance in η is attached at a
corner of (L?V −1)×L?V , then |R(L?V −1, L?V )2pr ∼ η| = 1, otherwise |R(L?V −1, L?V )2pr ∼ η| = 2.
Taking into account that there are |Λ| possible locations for each shape of a critical droplet
and 2 possible rotations, we obtain that

1

K
≥
(

2(L?V − 2)
2

3
+ 4

1

2

)
2|Λ| = 4(2L?V − 1)

3
|Λ|. (II.2.34)

Upper bound. Define

S − = {σ ∈ S? | min(PHR(η), PVR(η)) ≤ L?V − 1 for all clusters η of σ}, and

S + = {σ ∈ S? | there exists a cluster η of σ such that PHR(η), PVR(η) ≥ L?V }.
(II.2.35)

Note that S? = S − ∪ S +, S − ∩ S + = ∅, P? ⊂ S − and C? ⊂ S +. Using the same
arguments as in Lemma II.11, we can show the following fact for transitions between S − and
S +.

Lemma II.13 Let σ ∈ S − and σ′ ∈ S +. Then σ ∼ σ′ if and only if σ ∈ P? and σ′ ∈ C?.

Proof. We omit the details of this proof, since they walk along the same lines as the proof of
Lemma II.11. �

Recall that the sets S1, . . . , SI are assumed to be maximal sets of communicating con-
figurations. Hence, for all i = 1, . . . , I, we have that either Si ⊂ S − or Si ⊂ S +, since
S? = S − ∪S + and S − ∩S + = ∅. For the same reason and by Subsection II.2.1, we have
that S� ⊂ S − and S� ⊂ S +. Therefore, we can estimate K−1 from above by restricting the
minimum in (II.1.16) only to those functions h : S? → [0, 1] such that

h(η) = 1 for all η ∈ S −, and

h(η) = 0 for all η ∈ S + \ C?. (II.2.36)
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The restriction to such functions is allowed, since we can choose Ci = 1 for all i ∈ {1, . . . , I}
such that Si ⊂ S − and Ci = 0 for all i ∈ {1, . . . , I} such that Si ⊂ S +. Thus,

1

K
≤ min

h:S?→[0,1]
h|S−=1,h|S +\C?=0

1

2

∑
η,η′∈S?

1{η∼η′}[h(η)− h(η′)]2

= min
h:S?→[0,1]

h|S−=1,h|S +\C?=0

1

2

∑
η∈S−,η′∈S−

1{η∼η′}[h(η)− h(η′)]2.

(II.2.37)

Using Lemma II.13, the right-hand side is equal to

min
h:(C?)+→[0,1]

h|S−∩∂+C?=1,h|S +∩∂+C?=0

1

2

∑
η,η′∈(C?)+

1{η∼η′}[h(η)− h(η′)]2

= min
h:C?→[0,1]

∑
η∈C?

 ∑
η′∈R(L?V −1,L?V ),η′∼η

[1− h(η)]2 +
∑

η′∈R(L?V −1,L?V )2pr,η′∼η

h(η)2


=

4(2L?V − 1)

3
|Λ|.

(II.2.38)

This concludes the proof.

II.3 Ising model with next-nearest-neighbour attraction

In this section (cf. Subsection I.4.3) the Hamiltonian is given by

HNN(σ) = − J̃
2

∑
(x,y)∈Λ?

σ(x)σ(y)− K

2

∑
(x,y)∈Λ??

σ(x)σ(y)− h

2

∑
x∈Λ

σ(x), (II.3.1)

where σ ∈ S, J̃ ,K, h > 0, Λ? is the set of unordered nearest-neighbour bonds in Λ and Λ?? is
the set of unordered next-nearest-neighbour bonds in Λ (cf. (I.4.11)). We can rewrite HNN(σ)
as

HNN(σ) = HNN(�)− h|σ|+ J |∂(σ)| −K|A(σ)|, (II.3.2)

where J = J̃ + 2K and |A(σ)| is the number of corners (or right angles) of σ. Indeed, a unit
segment of ∂(σ) breaks two next-nearest-neighbour-bonds. However, at each corner the same
broken next-nearest-neighbour-bond is counted twice. This explains the term −K|A(σ)| in
(II.3.2). Moreover, in the situation

we count four corners, since the bond between x and y is not broken, but we have counted it
as such due to the four unit segments surrounding this bond.
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Recall that the critical lengths in this model are given by

`? =

⌈
2K

h

⌉
and D? =

⌈
2J

h

⌉
and L? = D? − 2(`? − 1). (II.3.3)

We make the following assumptions for this section.

Assumption II.14 a) K > h,

b) J̃ ≥ 2K + h,

c) 2J
h /∈ N, 2K

h /∈ N,

d) |Λ| >
(

2J(D?−1)
2J−h(D?−1) +D?

)2
.

Similarly as in Section II.2, a) and b) induce a hierarchy in the sense that for the system it is
most important to align nearest-neighbours, then next-nearest-neighbours and then to align
the spin values with the sign of the magnetic field. As in Section II.2, this assumption is
essential to obtain the metastable behavior of the system. Moreover, a) respects a hypothesis
made in [89] (but not every hypothesis in there). Assumption c) is made for non-degeneracy
reasons. Assumption d) implies that it is not profitable to enlarge a droplet such that one
side is subcritical and the other side wraps around the torus. This will become clear later in
Lemma II.19. Moreover, d) ensures that the torus is large enough to contain at least a critical
droplet. It immediately follows from Assumption II.14 c) that

(`? − 1)h < 2K < `?h and (D? − 1)h < 2J < D?h. (II.3.4)

We need a few definitions that are mostly carried over from [89].

Definition II.15 • A ⊂ Z2 is called an oblique bar if A = {x1, . . . , xn} for some n ∈ N
and it holds that either xi = xi−1 + (1, 1)T or xi = xi−1 + (1,−1)T for all 2 ≤ i ≤ n.

• We say that σ ∈ S is an octagon of side lengths Dn, Dw ∈ N ∩ [1,
√
|Λ| − 1] and

oblique edge lengths `ne, `nw, `sw, `se ∈ N and write σ ∈ Q(Dn, Dw; `ne, `nw, `sw, `se) if
the geometric representation of σ has the following form (cf. [89, Scheme 2.2]). σ is
connected and inscribed in a rectangle from R(Dn, Dw). Moreover, σ has four straight
edges with endpoints ai, bi, i = 1, . . . , 4 and four oblique edges that have a local staircase
structure with endpoints (b1, a2), (b2, a3), (b3, a4), (b4, a1). The lengths of its oblique
edges are defined by

`ne = 1 +
1√
2
|b1 − a2|, `se = 1 +

1√
2
|b2 − a3|, (II.3.5)

`sw = 1 +
1√
2
|b3 − a4|, `nw = 1 +

1√
2
|b4 − a1|. (II.3.6)

An example with Dn = 15, Dw = 12, `ne = 5, `nw = 6, `sw = 4, `se = 3 is given by
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b1a1

a2

b2

a3b3

b4

a4

We often abuse the notation by identifying Q(Dn, Dw; `ne, `nw, `sw, `se) with configura-
tions from this set.

• For Q ∈ Q(Dn, Dw; `ne, `nw, `sw, `se), the upper right edge of length `ne is called NE-
edge, the upper left edge of length `nw NW-edge, the down left edge of length `sw SW-edge
and the down right edge of length `se is called SE-edge. These four edges are also called
oblique edges. The four remaining horizontal or vertical edges are called coordinate
edges. We call the upper coordinate edge N-edge, the left one W-edge, the bottom one
S-edge and the right coordinate edge E-edge.

NE

N

SW

E

S

NW

SE

W

• Q(Dn, Dw; `ne, `nw, `sw, `se) is called stable octagon if each of his eight edges has length
greater or equal to 2.

• We abbreviate Q(Dn, Dw; `, `, `, `) = Q(Dn, Dw; `) for all ` ∈ N and Q(Dn, Dw; `?) =
Q(Dn, Dw). Moreover, we write Q(3` − 2, 3` − 2; `) = Q(`) for all ` ∈ N, which corre-
sponds to the case, where all eight edges have the same length given by `.

• Q(Dn, Dw; `)1pr denotes the set of all configurations that are obtained from a configura-
tion in Q(Dn, Dw; `) by adding a protuberance somewhere at the interior of one of its
longest coordinate edges. Here the interior of the coordinate edge contains every site of
the edge except for the two sites at the end of the edge. The right droplet in Figure II.3
provides an example.

• Q(Dn, Dw; `)2pr denotes the set of all configurations that are obtained from a configu-
ration in Q(Dn, Dw; `)1pr by adding a second (+1)–spin adjacent to the protuberance at
the interior of the coordinate edge.

Note that the energy of an octagon Q ∈ Q(Dn, Dw; `ne, `nw, `sw, `se) is given by

HNN(Q) = HNN(�)− hDnDw + 2J(Dn +Dw) +
∑

a∈{ne,nw,sw,se}

F (`a), (II.3.7)

where F (`) = −K(2`− 1) + 1
2h(`− 1)`. Now we can formulate the main result of this section.
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Theorem II.16 Under Assumption II.14, the pair (�,�) satisfies (H1) and (H2) so that
Theorems II.3–II.5 hold for the Ising model with next-nearest-neighbour attraction. Moreover,

• P? = Q(D? − 1, D?),

• C? = Q(D? − 1, D?)1pr,

• Φ(�,�)−HNN(�) = HNN(Q(D? − 1, D?)) + 2J − 4K − h =: Γ?NN =: E?NN −HNN(�),

• K−1 = 4(2L?−5)
3 |Λ|.

Proof. The proof is divided into the Subsection II.3.1–II.3.6. �

Figure II.3: The left object is an element in P? and the right object is an element in C?.

II.3.1 Proof of Φ(�,�)− HNN(�) ≤ Γ?NN

As in Subsection II.2.1, we need to construct a reference path γNN : �→ � such that

max
η∈γNN

HNN(η) ≤ HNN(�) + Γ?NN = E?NN. (II.3.8)

Construction of γNN. We only sketch the construction of γNN, since we can rely on [89]
and we are mainly interested in the part of the path around the critical configuration.

• [From � to Q(2).]
See [89, Scheme 5.1].

• [From Q(`) to Q(`+ 1) for all ` = 2, . . . , `? − 1.]
See [89, Scheme 5.2].

• [From Q(D,D) to Q(D + 1, D + 1) for all D = `?, . . . ,
√
|Λ| − 2.]

This transition is based on [89, Scheme 5.5], and it goes for example as follows. A (+1)–spin is
added somewhere at the interior of the E-edge of Q(D,D). Afterwards, successively, adjacent
(−1)–spins are flipped in this column until Q(D + 1, D; `? + 1, `?, `?, `? + 1) is reached. Then
a (−1)–spin is flipped at the upper end of the SE-edge. Now (−1)–spins are flipped until
Q(D + 1, D; `? + 1, `?, `?, `?) is reached. Next, the same is done at the NE-edge such that
Q(D + 1, D; `?, `?, `?, `?) = Q(D + 1, D) is reached. This procedure is repeated below Q(D +
1, D), i.e. first (−1)–spins are flipped at the S-edge until Q(D+1, D+1; `?, `?, `?+1, `?+1) is
reached, then an oblique bar is added at the SW-edge to reach Q(D+1, D+1; `?, `?, `?, `?+1),
and finally, (−1)–spins are flipped at the SE-edge, until we arrive at Q(D + 1, D + 1).
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• Lastly, flip all remaining (−1)–spins outside of Q(
√
|Λ|−1,

√
|Λ|−1) until � is reached.

Inequality (II.3.8) holds. The proof relies on the detailed computations made in [89, (3.4a)–
(3.4e)]. Let k? be such that γNN(k?) ∈ Q(D?−1, D?). Then HNN(γNN(k?)) = E?NN−2J̃+h <
E?NN. If we go backwards in the path from that point on, then we will have to flip all (+1)–
spins on the NE-edge of Q(D? − 1, D?). This is an increase of the energy in each step until
only one (+1)–spin remains on this edge (cf. [89, (3.4a)]). At this point the energy equals to

E?NN − 2J̃ + `?h < E?NN, (II.3.9)

where we have used Assumption II.14 b) and (II.3.4). Flipping the last (+1)–spin on this edge
decreases the energy by 2K − h (cf. [89, (3.4c)], but with here we flip a (+1)–spin). Next, we
do the same thing on the SE-edge, i.e. we flip all but one (+1)–spins on this edge and arrive
at the energy

E?NN − 2J̃ − 2K + 2`?h < E?NN. (II.3.10)

Flipping the last (+1)–spin on this edge, we arrive at E?NN− 2J + (2`? + 1)h. Finally, we need
to flip all but one (+1)–spins on the E-edge, which leads to the energy level (cf. [89, (3.4a)])

E?NN − 2J + (D? − 1)h < E?NN, (II.3.11)

and flipping the last (+1)–spin on this edge, we arrive at the energy E?NN − 4J + 4K + D?h
(analogously to [89, (3.4e)]). With the same reasoning, if we keep on going backwards in the
path of γNN, we will always stay below E?NN, since the length of the edges of the circumscribing
rectangles will be at most D? − 1. Hence, we get that

max
i=1,...,k?

HNN(γNN(i)) < E?NN. (II.3.12)

We now analyze the path of γNN after the step k? + 2. It holds that HNN(γNN(k? + 2)) =
E?NN − h < E?NN. First, L? − 4 (+1)–spins are attached at the interior of the S-edge. The
energy is decreased to E?NN − (L? − 3)h. Afterwards, a (+1)–spin is added at the SW-edge,
which leads to the energy (cf. [89, (3.4c)])

E?NN + 2K − (L? − 2)h < E?NN, (II.3.13)

where we have used the inequality L? ≥ 2`? + 1, which follows immediately from Assumption
II.14 b). Filling the SW-edge decreases the energy by (`? − 1)h. Then we do the same things
for the SE-edge by attaching first a (+1)–spin on this edge, which increases the energy to

E?NN + 4K − (L? + `? − 2)h < E?NN, (II.3.14)

and then filling up this edge, which decreases the energy to E?NN + 4K − (D? − 1)h. Next,
a protuberance is added at the interior of the E-edge. We arrive at the energy level (cf. [89,
(3.4e)])

E?NN + 4K + 2J̃ −D?h = E?NN + 2J −D?h < E?NN. (II.3.15)

If we keep following the path of γNN, we will always stay below Γ?NN, since the length of the
edges of the circumscribing rectangles will be at least D?. Combining this with (II.3.12) and
the fact that HNN(γNN(k? + 1)) = E?NN, we infer (II.3.8).
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II.3.2 Proof of Φ(�,�)− HNN(�) ≥ Γ?NN

We first list a few observations taken from [89].

Lemma II.17 Let σ ∈ S be a local minimum of HNN. Then all clusters of σ have distance at
least

√
2 from each other and each cluster is either a stable octagon or a rectangle that wraps

around the torus.

Proof. In [89, Lemma 2.1] the following fact was proven. Let σ ∈ S be a local minimum and
let σ1 be a cluster of σ, then σ1 = Q(σ1), where Q(σ1) is the octagonal envelope of σ1, i.e.

• if σ1 does not wind around the torus, then Q(σ1) is the smallest octagon containing σ1,
and

• if σ1 winds around the torus, then Q(σ1) = R(σ1).

See [89, p. 424 (before and after Scheme 3.2)] for the definition of the octagonal envelope.
Moreover, it is shown, at the end of the proof of [89, Lemma 2.1], that all clusters of σ have
distance at least

√
2 and that if a cluster of σ is a octagon, it must be a stable octagon. �

Lemma II.18 Assume that σ ∈ S consists of a unique cluster that does not wrap around the
torus. Let R(σ) ∈ R(Dn, Dw) with Dn ≥ Dw.

• If Dw ≥ 2`? − 1, then

HNN(σ) ≥ HNN(Q(Dn, Dw)), (II.3.16)

and equality holds if and only if σ = Q(Dn, Dw).

• If Dw < 2`? − 1 and Dw is odd, then

HNN(σ) ≥ HNN(Q(Dn, Dw; 1
2(Dw + 1))), (II.3.17)

and equality holds if and only if σ = Q(Dn, Dw; 1
2(Dw + 1)).

• If Dw < 2`? − 1 and Dw is even, then

HNN(σ) ≥ HNN(Q(Dn, Dw; 1
2Dw,

1
2Dw,

1
2Dw + 1, 1

2Dw + 1)), (II.3.18)

and equality holds if and only if σ = Q(Dn, Dw; 1
2Dw,

1
2Dw,

1
2Dw + 1, 1

2Dw + 1).

Proof. See [89, Lemma 3.2] and the proof of [89, Lemma 4.1A]. The main step is to show that
the function l 7→ F (l) is minimized in `?. �

In the following lemma we show that every optimal path has to cross Q(D? − 1, D?).

Lemma II.19 Let γ ∈ (�,�)opt. Then γ has to cross Q(D? − 1, D?).

Proof. Assume the contrary, i.e. γ ∩Q(D? − 1, D?) = ∅. Using the same arguments as in the
end of the proof of Lemma II.11, we can restrict to the case that throughout its whole path
γ consists only of a unique cluster. On its way to �, γ has to cross a configuration, whose
rectangular envelope has both horizontal and vertical length greater or equal to D?. Let

t̄ = min{l ≥ 0 |PHR(γ(l)), PVR(γ(l)) ≥ D?}. (II.3.19)
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By the definition of t̄, we have that R(γ(t̄− 1)) ∈ R(D? +m,D? − 1) for some m ≥ 0.

Case 1 . [m = 0].
Obviously, D? ≥ 2`? − 1. Hence, by Lemma II.18 and since γ does not cross Q(D? − 1, D?),
we have that

HNN(γ(t̄− 1)) > HNN(Q(D? − 1, D?)) = E?NN − 2J̃ + h. (II.3.20)

The minimal increase of energy to enlarge the rectangular envelope of a configuration is 2J̃−h.
Hence,

HNN(γ(t̄)) ≥ HNN(γ(t̄− 1)) + 2J̃ − h > E?NN. (II.3.21)

This contradicts the fact that γ ∈ (�,�)opt, since Φ(�,�) ≤ maxη∈γNN HNN(η) ≤ E?NN, where
γNN was constructed in Subsection II.3.1.

Case 2 . [m ∈ [1,
√
|Λ| −D?)].

Again, by Lemma II.18 we have that

HNN(γ(t̄− 1)) ≥ HNN(Q(D? +m,D? − 1))

= HNN(Q(D?, D? − 1)) +m(2J − h(D? − 1))

> E?NN − 2J̃ + h.

(II.3.22)

As before, this leads to a contradiction, since

HNN(γ(t̄)) ≥ HNN(γ(t̄− 1)) + 2J̃ − h > E?NN. (II.3.23)

Case 3 . [m =
√
|Λ| −D?].

In this case, γ(t̄ − 1) wraps around the torus. One can easily observe that HNN(γ(t̄ − 1)) ≥
HNN(R(

√
|Λ|, D? − 1)). We infer that

HNN(γ(t̄− 1)) ≥ HNN(R(
√
|Λ|, D? − 1))

= HNN(Q(D?, D? − 1)) + (
√
|Λ| −D?)(2J − h(D? − 1))− 2J(D? − 1)− 4F (`?)

> HNN(Q(D?, D? − 1)) = E?NN − 2J̃ + h, (II.3.24)

where we have used that F (`?) < 0 and Assumption II.14 d). Finally,

HNN(γ(t̄)) ≥ HNN(γ(t̄− 1)) + 2J̃ − h > E?NN. (II.3.25)

This concludes the proof. �

Finally, the following lemma concludes the proof of Φ(�,�)−HNN(�) ≥ Γ?NN.

Lemma II.20 Let γ ∈ (�,�)opt. In order to cross a configuration whose rectangular envelope
has both vertical and horizontal length greater or equal to D?, γ has to pass through Q(D? −
1, D?) and Q(D? − 1, D?)1pr. In particular, each optimal path between � and � has to cross
Q(D? − 1, D?)1pr.

Proof. Consider the time step t̄ defined in the proof of Lemma II.19. It was shown there that
necessarily γ(t̄ − 1) needs to belong to Q(D? − 1, D?). Since PVR(γ(t̄)), PHR(γ(t̄)) ≥ D?,
γ(t̄) must be obtained from γ(t̄− 1) by flipping a (−1)–spin at a site that is attached at the
coordinate edge of a longer side of the droplet. If it would not attach at the interior of the
coordinate edge, then the energy level E?NN + 2K would be reached. Hence, the protuberance
must be added at the interior of the coordinate edge, which implies that γ(t̄) needs to belong
to Q(D? − 1, D?)1pr. �
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II.3.3 Identification of P? and C?

In Subsection II.3.1 we have seen that Q(D? − 1, D?) ⊂ P?. Now let σ ∈ P? and x ∈ Λ be
such that σx ∈ C?. If follows from the definition of P? and C? that there exists γ̄ ∈ (�,�)opt

and ` ∈ N such that

(i) γ̄(`) = σ and γ̄(`+ 1) = σx,

(ii) HNN(γ̄(k)) < E?NN for all k ∈ {0, . . . , `},

(iii) Φ(�, γ̄(k)) ≥ Φ(γ̄(k),�) for all k ≥ `+ 1.

By Lemma II.20, (ii) implies that min(PHR(σ), PVR(σ)) ≤ D?−1, since otherwise the energy
level E?NN would have been reached. There are two possible cases.

Case 1. [PHR(σx), PVR(σx) ≥ D?].
Lemma II.20 implies that necessarily σ ∈ Q(D? − 1, D?) and σx ∈ Q(D? − 1, D?)1pr.

Case 2. [min(PHR(σx), PVR(σx)) ≤ D? − 1].
Also by Lemma II.20, there must exist some k? ≥ `+ 2 such that γ̄(k?) ∈ Q(D?− 1, D?). But
this contradicts (iii), since Φ(�, γ(k?)) < Φ(γ̄(k?),�) = E?NN. Hence, only Case 1 can hold
true.

We conclude that P? = Q(D? − 1, D?) and C? = Q(D? − 1, D?)1pr.

II.3.4 Verification of (H1)

Obviously, Sstab = {�}, since � minimizes all three sums in (II.3.1). It remains to show that
Smeta = {�}.

Let σ ∈ S \ {�,�}. As in Subsection II.2.4, we have to show that there exists σ′ ∈ S such
that HNN(σ′) < HNN(σ) and Φ(σ, σ′)−HNN(σ) < Γ?NN.

Case 1. [σ contains a cluster, which is not a stable octagon and not a rectangle that
wraps around the torus].
Lemma II.17 implies that σ is not a local minimum, i.e. there exists x ∈ Λ such that HNN(σx) <
HNN(σ) and Φ(σ, σx)−HNN(σ) = 0 < Γ?NN.

Case 2. [σ contains a cluster Q, which is a stable octagon with D? ≤ PVR(Q) ≤
√

Λ−1].
Let σ′ be obtained from σ by attaching at Q an oblique bar at its NE-edge and its SE-edge
respectively, and a vertical bar at its E-edge in the same way that was described in the third
step of the construction of γNN given in Subsection II.3.1. Then we obtain

HNN(σ′)−HNN(σ) ≤ 2J − PVR(Q)h ≤ 2J −D?h < 0, and

Φ(σ, σ′)−HNN(σ) ≤ 2J̃ − h < Γ?NN.
(II.3.26)

Case 3. [σ contains a cluster Q, which is a stable octagon with PVR(Q) ≤ D? − 1].
Let σ′ be obtained from σ as follows. First the uppermost (+1)–spin at the NE-edge is flipped.
Afterwards, successively, adjacent (+1)–spins are flipped until this oblique bar consist only
of (−1)–spins. In the same way, the SE-edge and the E-edge of Q are detached by starting
from the uppermost (+1)–spin and then successively flipping all adjacent (+1)–spins until the
respective edge is detached from Q. Then

HNN(σ′)−HNN(σ) = −2J + PVR(Q)h ≤ −2J + (D? − 1)h < 0, and

Φ(σ, σ′)−HNN(σ) ≤ (PVR(Q)− 1)h < Γ?NN.
(II.3.27)
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Case 4. [σ contains a cluster R that is a rectangle that wraps around the torus.].
Let σ′ be obtained from σ by attaching at R a bar that also wraps around the torus. Then,
by Assumption II.6 d), we have that

HNN(σ′)−HNN(σ) = 2J̃ −
√
|Λ|h < 0, and

Φ(σ, σ′)−HNN(σ) = 2J̃ − h < Γ?NN.
(II.3.28)

We conclude that Smeta = {�}.

II.3.5 Verification of (H2)

Obviously, |{σ ∈ P? |σ ∼ σ′}| = 1 for all σ′ ∈ C?. Therefore, (H2) holds.

II.3.6 Computation of K

We proceed analogously to Subsection II.2.6.

Lower bound. Note that ∂+C? ∩ S? = Q(D? − 1, D?) ∪ Q(D? − 1, D?)2pr, Q(D? −
1, D?) ⊂ S� and Q(D? − 1, D?)2pr ⊂ S�. Hence,

1

K
≥ min

C1,...,CI∈[0,1]
min

h:S?→[0,1]
h|S�=1,h|S�=0,h|Si=Ci ∀i

1

2

∑
η,η′∈(C?)+

1{η∼η′}[h(η)− h(η′)]2

= min
h:C?→[0,1]

∑
η∈C?

 ∑
η′∈Q(D?−1,D?),η′∼η

[1− h(η)]2 +
∑

η′∈Q(D?−1,D?)2pr,η′∼η

h(η)2


=
∑
η∈C?

min
h∈[0,1]

(
|Q(D? − 1, D?) ∼ η| [1− h]2 + |Q(D? − 1, D?)2pr ∼ η| h2

)
=
∑
η∈C?

|Q(D? − 1, D?) ∼ η| · |Q(D? − 1, D?)2pr ∼ η|
|Q(D? − 1, D?) ∼ η|+ |Q(D? − 1, D?)2pr ∼ η| .

(II.3.29)

For all η ∈ C? we have that |Q(D? − 1, D?) ∼ η| = 1. Moreover, there are four sites at the
longer coordinate edges of a critical droplet with |Q(D?−1, D?)2pr ∼ η| = 1, and 2(L?−4) sites
with |Q(D? − 1, D?)2pr ∼ η| = 2. Further, there are |Λ| possible locations for a configuration
in C?, and there are two analogue rotations for each critical droplet. Therefore, we obtain
that

1

K
≥
(

2(L? − 4)
2

3
+ 4

1

2

)
2|Λ| = 4(2L? − 5)

3
|Λ|. (II.3.30)

Upper bound. The following proof uses the same arguments as in Subsection II.2.6.
Hence, we shall only sketch the main arguments here. Define

S − = {σ ∈ S? | min(PHR(η), PVR(η)) ≤ D? − 1 for all clusters η of σ}, and

S + = {σ ∈ S? | there exists a cluster η of σ such that PHR(η), PVR(η) ≥ D? }. (II.3.31)

Note that S? = S − ∪S +, S − ∩S + = ∅, P? ⊂ S − and C? ⊂ S +.
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Lemma II.21 Let σ ∈ S − and σ′ ∈ S +. Then σ ∼ σ′ if and only if σ ∈ P? and σ′ ∈ C?.

Proof. The proof is a straightforward adaptation of the proof of Lemma II.19. �

The same arguments as in Subsection II.2.6 yield that S� ⊂ S −, S� ⊂ S + and for all
i = 0, . . . , I we have that either Si ⊂ S − or Si ⊂ S +. Therefore, as in Subsection II.2.6, we
can estimate the minimum in (II.1.16) from above by the minimum over all functions of the
form (II.2.36) and use Lemma II.21 to infer that

1

K
≤ min

h:S?→[0,1]
h|S−=1,h|S +\C?=0

1

2

∑
η,η′∈S?

1{η∼η′}[h(η)− h(η′)]2

= min
h:(C?)+→[0,1]

h|S−∩∂+C?=1,h|S +∩∂+C?=0

1

2

∑
η,η′∈(C?)+

1{η∼η′}[h(η)− h(η′)]2

= min
h:C?→[0,1]

∑
η∈C?

 ∑
η′∈Q(D?−1,D?),η′∼η

[1− h(η)]2 +
∑

η′∈Q(D?−1,D?)2pr,η′∼η

h(η)2


=

4(2L? − 5)

3
|Λ|.

(II.3.32)

II.4 Ising model with alternating magnetic field

We adapt the same strategy as in the Sections II.2 and II.3 to a third modification of the Ising
model (cf. Section I.4.4), where the Hamiltonian is given by

H±(σ) = −J
2

∑
(x,y)∈Λ?

σ(x)σ(y) +
h2

2

∑
x∈Λ2

σ(x)− h1

2

∑
x∈Λ1

σ(x), (II.4.1)

where σ ∈ S, J, h2, h1 > 0, Λ2 = {(x1, x2) ∈ Λ |x2 is odd} are the odd rows in Λ, Λ1 = Λ \Λ2

are the even rows and Λ? is the set of unordered nearest-neighbour bonds in Λ. One can rewrite
H±(σ) geometrically as

H±(σ) = H±(�) + h2|σ ∩ Λ2| − h1|σ ∩ Λ1|+ J |∂(σ)|. (II.4.2)

Under the assumptions below, the critical lengths in this model are given by

l?b =
⌈µ
ε

⌉
and l?h = 2l?b − 1, (II.4.3)

where

ε = h1 − h2, and

µ = 2J − h2.
(II.4.4)

l?b will be the length of the basis of the critical droplet, and l?h will be its height. We make the
following assumptions in this section.

Assumption II.22 a) h1 > h2,

b) J > h1,
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c) µ
ε /∈ N,

d) |Λ| >
(

2
⌈

2J(l?h−1)+h2

4J−ε(l?b−1)

⌉
+ l?h

)2
.

Assumption a) ensures that � is the stable configuration in this system. Assumptions b), c)
and d) are made due to similar reasons as in the Sections II.2 and II.3. Assumption b) can
also be modified in various ways. E.g. one can take J < h1 < 2J . We refer to [107, p. 10],
where several other regimes are listed. In contrast to [107], in this text, we only consider the
regime given in Assumption II.22, since all other regimes can be handled in a similar way
without using new ideas. It immediately follows from Assumption II.22 c) that

(l?b − 1)ε < µ < l?bε. (II.4.5)

In the following definition we define the protocritical and the critical configurations for
this model. Figure II.4 below provides an example.

Definition II.23 Let σ ∈ S consist of a unique cluster. l ∈ R(1×2) is called a 2-protuberance
attached at σ if there exists x ∈ l and ȳ ∈ σ such that |x− ȳ| = 1 and

∑
y∈Λ:|y−x|=1 σ(y) = 0

and
∑

y∈Λ:|y−x′|=1 σ(y) = −2, where x′ is the unique element in l \ x.

We define the following subsets of S.

P1 denotes the set of all configurations consisting only of a rectangle from R((l?b − 1)× l?h)
that starts and ends in Λ1 (i.e. the bottom and the top row belong to Λ1) and with an additional
protuberance attached at one of its vertical sides on a row in Λ1.

C1 denotes the set of all configurations that are obtained from a configuration in P1 by
adding a second (+1)–spin in Λ2 adjacent to the protuberance and attached at the rectangle.

P ′2 denotes the set of all configurations consisting only of a rectangle from R(l?b × (l?h− 2))
that starts and ends in Λ1 and with an additional horizontal bar of length 2 attached at one
of the horizontal sides of the droplet.

P ′′2 denotes the set of all configurations consisting only of a rectangle from R(l?b × (l?h −
2)) that starts and ends in Λ1 and with an additional 2-protuberance attached at one of the
horizontal sides of the droplet.

Define P2 = P ′2 ∪ P ′′2 .

C′2 denotes the set of all configurations that are obtained from a configuration in P ′2 by
adding a (+1)–spin in Λ1 attached to the horizontal bar of length 2.

C′′2 denotes the set of all configurations that are obtained from a configuration in P ′′2 by
adding a (+1)–spin, which is both attached to the 2-protuberance and to the rectangle.

We easily observe that C′2 = C′′2 . Define C2 = C′2 = C′′2 .

We now state the main result of this section.

Theorem II.24 Under Assumption II.22, the pair (�,�) satisfies (H1) so that Theorem II.3
a), Theorem II.4 and Theorem II.5 hold for the Ising model with alternating magnetic field.
Moreover,

• P? = P1 ∪ P2,

• C? = C1 ∪ C2,
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• Φ(�,�)−H±(�) = 4J l?b + µ(l?b − 1)− ε(l?b (l?b − 1) + 1) =: Γ?± =: E?± −H±(�),

• K−1 =
14 (l?b−1)

3 |Λ|.

Proof. The proof is divided into the Subsection II.4.1–II.4.5. �
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Figure II.4: From left to right: An element in P1, C1, P2 and C2.

II.4.1 Proof of Φ(�,�)− H±(�) ≤ Γ?±

As in Sections II.2 and II.3, we construct a reference path γ± : �→ � such that

max
η∈γ±

H±(η) ≤ H±(�) + Γ?± = E?±. (II.4.6)

Construction of γ±. γ± is given through the following scheme.

• Let γ±(0) = �.

• In the first step an arbitrary (−1)–spin in Λ1 is flipped.

• [From R(l × (2l − 1)) to R((l + 1)× (2l + 1)) for l ≤ l?b − 1.]
A protuberance is added to the right vertical side of the droplet at a row that belongs to
Λ1. Then successively adjacent (−1)–spins are flipped until the droplet belongs to the set
R ((l + 1)× (2l − 1)). Next, a protuberance is added to the above horizontal side of the
droplet, which is an odd row. Afterwards, a second (+1)–spin is added above the protuberance
on the even row. Hence, a 2-protuberance attached to the above horizontal side of the droplet
was added. Then, analogously as for this 2-protuberance, one adds successively adjacent 1×2
rectangles at the above horizontal side of the droplet until R((l + 1)× (2l + 1)) is reached.

• [From R(l × l?h) to R((l + 1)× l?h) for l ≥ l?b .]
A protuberance is added on the right vertical side of the droplet at a row that belongs to Λ1,
and successively adjacent (−1)–spins are flipped until the droplet belongs to R((l + 1)× l?h).

• [From R(
√
|Λ| × l?h) to �.]

As above, a 2-protuberance is added to the above horizontal side of the droplet, which is an
odd row, and successively adjacent 1× 2 rectangles are added at the above horizontal side of
the droplet, until a configuration in R(

√
|Λ|× (l?h + 2)) is reached. This procedure is repeated

until the configuration � appears.

Inequality (II.4.6) holds. Let k? be such that γ±(k?) ∈ R(l?b × (l?h− 2)). Using (II.4.2) and
Assumption II.22, we observe that

H±(γ±(k?)) = H±(�) + 6J(l?b − 1)− h1l
?
b (l

?
b − 1) + h2l

?
b (l

?
b − 2)

= H±(�) + 4J (l?b − 1) + µ(l?b − 1)− εl?b (l?b − 1)− h2

= E?± − 4J + ε− h2 < E?±.

(II.4.7)
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If we go backwards in the path from that point on, then we will have to cut the right vertical
bar of the droplet. While cutting this vertical bar, the highest energy level is reached when
only two adjacent (+1)–spins remain, one in Λ1 and one in Λ2. Indeed, at that point the
energy in (II.4.7) is increased by ε/2(l?b − 3) + h2, so that it equals

E?± − 4J + ε(l?b − 1) < E?±, (II.4.8)

where we have used (II.4.5). Cutting the last (+1)–spins, we reach R((l?b − 1)× (l?h − 2)) and
the energy decreases to E?±−6J+εl?b . Next, we have to cut the above two rows by successively
cutting vertical bars of length 2 in these rows. Doing that, the highest energy point is the
stage, where only one vertical bar of length 2 and a single (+1)–spin in Λ2 next to it have
remained. At this point the energy has increased by ε(l?b − 2) + h1 and it equals to

E?± − 6J + εl?b + ε(l?b − 2) + h1 = E?± − 6J + 2ε(l?b − 1) + h1 < E?±. (II.4.9)

Using the same arguments, if we keep on going backwards in the path of γ±, we will always
stay below E?±, since the sizes of the cut columns and rows further decrease. Hence,

max
i=1,...,k?

H±(γ±(i)) < E?±. (II.4.10)

We now consider the path of γ± after the step k?+3. We have that H±(γ±(k?+3)) = E?±.
First, the two rows above the droplet are filled. This lowers the energy to E?±− ε(l?b − 1)−h2.
Afterwards, a protuberance is attached on the right vertical side of the droplet in a row that
belongs to Λ1. The energy is increased by 2J − h1 and equals to

E?± + µ− εl?b − h2 < E?±. (II.4.11)

Adding a second (+1)–spin adjacent to the protuberance further increases the energy by h2.
By (II.4.5), we still get

E?± + µ− εl?b < E?±. (II.4.12)

If we fill this column, we further decrease the energy so that the energy still remains below
E?±. In the following, analogously, columns are added successively on the right vertical side
of the droplet and each column decreases the energy by µ − εl?b . This is repeated until the
droplet wraps around the torus. It is easy to see that the remaining part of γ also stays below
E?±. Hence,

max
i≥k?+3

H±(γ±(i)) ≤ E?±. (II.4.13)

Finally, we have that H±(γ±(k?+ 1)) = E?±−2J +h1−h2 and H±(γ±(k?+ 2)) = E?±−h2,
which are clearly below E?±. Hence, together with (II.4.10) and (II.4.13), we conclude (II.4.6).

II.4.2 Proof of Φ(�,�)− H±(�) ≥ Γ?±

Before we prove that Φ(�,�) − H±(�) ≥ Γ?±, we need to collect some results that were
established in [107].

Definition II.25 Let l1, l2 ∈ N. We say that σ ∈ R(l1 × l2) is a stable rectangle if σ starts
and ends in Λ1 (i.e. its bottom and top row belong to Λ1), l1 ≥ 2 , l2 ≥ 3 and l2 is odd. Note
that a stable rectangle can possibly wrap around the torus.
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Recall (II.1.11). Analogously to [107], we say that σ ∈ S is h2–stable if and only if σ ∈ Sh2 .

Lemma II.26 σ ∈ S is h2–stable if and only if σ is a union of isolated stable rectangles.

Proof. This is the content of [107, Proposition 3.1] and the comment after it. �

The following lemma is the analogue of Corollary II.10 for this model.

Lemma II.27 Let σ ∈ S be such that R(σ) is a stable rectangle. Then

H±(σ) ≥ H±(R(σ)), (II.4.14)

and equality holds, if and only if σ = R(σ).

Proof. This is the content of [107, Lemma 3.3]. �

Let l1, l2 ∈ N, and let R,R′ ∈ R(l1 × l2). Note that if l2 is an odd number, R starts in
Λ2 and R′ starts in Λ1, then H±(R) > H±(R′). And if l2 is even, then H±(R) = H±(R′).
Therefore, from now on, we set H±(l1×l2) = H±(R′), which is the energetically more profitable
choice. We will use this fact tacitly several times in the remaining part of this section.

Lemma II.28 Let γ ∈ (�,�)opt. Then γ has to cross P1 ∪ P2.

Proof. Assume the contrary, i.e. γ ∩ {P1 ∪ P2} = ∅. Suppose first that throughout its whole
path γ consists of a unique cluster. At the end of this proof we treat the general case.

Since γ leads to �, there exists some time t̄ such that PVR(γ(j)) ≥ l?h and PHR(γ(j)) ≥ l?b
for all j ≥ t̄ and

t̄− 1 = max
{
j ≥ 0 | PVR(γ(j)) < l?h or PHR(γ(j)) < l?b}. (II.4.15)

Note that γ(t̄− 1) has to satisfy either

1.) PHR(γ(t̄− 1)) = l?b − 1 and PVR(γ(t̄− 1)) = l?h + n for some n ≥ 0, or

2.) PVR(γ(t̄− 1)) = l?h − 1 and PHR(γ(t̄− 1)) = l?b +m for some m ≥ 0.

Case 1. [PHR(γ(t̄− 1)) = l?b − 1 and PVR(γ(t̄− 1)) = l?h + n for some n ≥ 0].

Case 1.1. [n = 0].
Let τ be the first time that a second (+1)–spin is added outside of R(γ(t̄−1)) = R((l?b−1)×l?h),
i.e.

τ = min
{
j ≥ t̄+ 1

∣∣ |γ(j) \R(γ(t̄− 1))| = 2
}

(II.4.16)

Note that |γ(τ − 1) \R(γ(t̄− 1))| = 1 and that this protuberance is placed either at the right
vertical side or at the left vertical side of R(γ(t̄− 1)), since γ(t̄− 1) was the last configuration
with the property PHR(γ(t̄− 1)) = l?b − 1. Analogously, PVR(γ(τ − 1)) = l?h, otherwise, this
would also contradict the definition of t̄− 1. Now if γ(τ − 1) \R(γ(t̄− 1)) ∈ Λ2, we have that

H±(γ(τ − 1)) ≥ H±((l?b − 1)× l?h) + 2J + h2 = E?± + h1 > E?±. (II.4.17)
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This contradicts γ ∈ (�,�)opt, since we already know from Subsection II.4.1 that Φ(�,�) ≤
E?±. But if γ(τ − 1) \R(γ(t̄− 1)) ∈ Λ1, then, since γ does not cross P1 and since the minimal
increase of energy to enlarge the rectangular envelope is 2J − h1, we have by Lemma II.27
that

H±(γ(τ − 1)) > H±((l?b − 1)× l?h) + 2J − h1 = E?± − h2. (II.4.18)

γ(τ) is obtained from γ(τ − 1) by flipping a (−1)–spin outside of R(γ(t̄ − 1)). One can
easily see that the most profitable way is to flip a (−1)–spin at a site that is adjacent to the
protuberance of γ(τ − 1), which consequently must belong to Λ2. Hence,

H±(γ(τ)) ≥ H±(γ(τ − 1)) + h2 > E?±, (II.4.19)

which leads to a contradiction.

Case 1.2. [n = 2k for some k > 1].
According to Lemma II.27, we have that

H±(γ(t̄)) ≥ H±(γ(t̄− 1)) + 2J − h1 ≥ H±((l?b − 1)× (l?h + 2k)) + 2J − h1

= H±((l?b − 1)× l?h) + k(4J − ε(l?b − 1)) + 2J − h1 > E?±.
(II.4.20)

As before, this leads to a contradiction.

Case 1.3. [n = 2k + 1 for some k ≥ 0].
It holds that either the top or bottom row of γ(t̄) must belong to Λ2. Similar to Case 1.2, we
obtain a contradiction, since

H±(γ(t̄)) ≥ H±(γ(t̄− 1)) + 2J − h1 ≥ H±((l?b − 1)× (l?h + 2k)) + 4J + h2 − h1

≥ H±((l?b − 1)× l?h) + 4J + h2 − h1 > E?±.

Case 1.4. [PVR(γ(t̄− 1)) =
√
|Λ|].

Using Assumption II.22 d), we observe that

H±(γ(t̄− 1)) ≥ H±((l?b − 1)×
√
|Λ|)

≥ H±((l?b − 1)× l?h) + b(
√
|Λ| − l?h)/2c(4J − ε(l?b − 1)) + h2(l?b − 1)

> H±((l?b − 1)× l?h) + h2.

(II.4.21)

This leads to a contradiction, since

H±(γ(t̄)) ≥ H±(γ(t̄− 1)) + 2J − h1 > H±((l?b − 1)× l?h) + h2 + 2J − h1 = E?±. (II.4.22)

Case 2. [PVR(γ(t̄− 1)) = l?h − 1 and PHR(γ(t̄− 1)) = l?b +m for some m ≥ 0].
Assume first that γ(t̄) starts in Λ2. Hence, the top and the bottom row of γ(t̄) belong to Λ2.
Then, since γ(t̄) is obtained from γ(t̄ − 1) by adding a protuberance at a horizontal side of
R(γ(t̄− 1)), we have that

H±(γ(t̄)) ≥ H±(γ(t̄− 1)) + 2J + h2. (II.4.23)

Note that either the top or the bottom row of γ(t̄− 1) belongs to Λ2. By cutting this row, we
can estimate the right-hand side of (II.4.23) from below by

H±((l?b +m)× (l?h − 2)) + 4J + 2h2. (II.4.24)
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Moreover, (II.4.24) is bounded from below by

H±(l?b × (l?h − 2)) +m(µ− ε(l?b − 1)) + 4J + 2h2, (II.4.25)

which is, obviously, strictly greater that E?±. This leads to a contradiction, and we can
therefore, from now on, assume that γ(t̄) starts in Λ1.

Note that γ(t̄) is obtained from γ(t̄ − 1) either by adding a protuberance at the above
horizontal side of R(γ(t̄ − 1)) or the below one. Without restriction, we suppose that a
protuberance is added at the above horizontal side of R(γ(t̄− 1)). Moreover, let PHR(γ(t̄))×
(l?h− 2) denote the rectangle that is obtained from R(γ(t̄− 1)) by flipping all (+1)–spins from
the top row of R(γ(t̄−1)). Note that PHR(γ(t̄))×(l?h−2) starts from Λ1, PHR(γ(t̄)) = l?b +m
and that H±(γ(t̄)) ≥ H±(γ(t̄− 1)) + 2J − h1.

Case 2.1. [|γ(t̄) \ {PHR(γ(t̄))× (l?h − 2)}| > 2].
In this case we necessarily have that γ(t̄ − 1) has at least two (+1)–spins in its uppermost
row. If m = 0, then, since γ does not cross P ′2, we have by Lemma II.27 that

H±(γ(t̄− 1)) > H±(l?b × (l?h − 2)) + 2J + 2h2 = E?± − 2J + h1. (II.4.26)

This leads to a contradiction, since

H±(γ(t̄)) ≥ H±(γ(t̄− 1)) + 2J − h1 > E?±. (II.4.27)

If m > 0 and PHR(γ(t̄− 1)) <
√
|Λ|, then similarly, we observe

H±(γ(t̄)) ≥ H±(γ(t̄− 1)) + 2J − h1 ≥ H±((l?b +m)× (l?h − 2)) + 2J + 2h2 + 2J − h1

= H±(l?b × (l?h − 2)) +m(µ− ε(l?b − 1)) + 4J + 2h2 − h1 > E?±,

(II.4.28)

which is a contradiction. Finally, if PHR(γ(t̄− 1)) =
√
|Λ|, we have that

H±(γ(t̄)) ≥ H±(γ(t̄− 1)) + 2J − h1 ≥ H±(
√
|Λ| × (l?h − 2)) + 4J + 2h2 − h1 (II.4.29)

= H±(l?b × (l?h − 2)) + (
√
|Λ| − l?b )(µ− ε(l?b − 1))− 2J(l?h − 1) + 4J + 2h2 − h1 > E?±.

Case 2.2. [|γ(t̄) \ {PHR(γ(t̄))× (l?h − 2)}| = 2].
Define

T = max
{
j ≥ t̄

∣∣∣ |γ(j) \ {PHR(γ(t̄))× (l?h − 2)}| ≤ 2
}

(II.4.30)

i.e. the last time that a configuration has only two (+1)–spins outside of PHR(γ(t̄))× (l?h−2).
From the maximality property of t̄, we have that PVR(γ(T )) = l?h and PHR(γ(T )) = l?b +m′

for some m′ ≥ 0. Moreover, we easily observe that H±(γ(T + 1)) ≥ H±(γ(T )) + h2. As in
Case 2.1, we show that every possible value of m′ leads to a contradiction. If m′ = 0, then,
since γ does not cross P ′2, Lemma II.27 implies that

H±(γ(T )) > H±(l?b × (l?h − 2)) + 4J − h1 + h2 = E?± − h2, (II.4.31)

and therefore

H±(γ(T + 1) ≥ H±(γ(T )) + h2 > E?±. (II.4.32)
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If m′ > 0 and PHR(γ(T )) <
√
|Λ|, then

H±(γ(T + 1)) ≥ H±(γ(T )) + h2 ≥ H±((l?b +m)× (l?h − 2)) + 4J − h1 + h2 + h2

> E?±.
(II.4.33)

And if PHR(γ(T )) =
√
|Λ|, we have that

H±(γ(T + 1)) ≥ H±(γ(T )) + h2 ≥ H±(
√
|Λ| × (l?h − 2)) + 4J − h1 + 2h2 > E?±. (II.4.34)

Finally, we briefly sketch the proof for the case when γ can consist of several clusters.
Recall the definitions of (nj)j , ((γ

k(j))k≤nj )j , ((`
k
V (j))k≤nj )j , ((`

k
H(j))k≤nj )j , `V and `H from

the proof of Lemma II.11. Similarly as in (II.2.24) and (II.2.25), we can show that for all
j ∈ N,

H±( γ(j) ) ≥
nj∑
k=1

H±(R(γk(j)) )− (nj − 1) H±(�) (II.4.35)

= H±(�) + 2J

( nj∑
k=1

`kV (j) +

nj∑
k=1

`kH(j)

)
+ h2

nj∑
k=1

`kH(j)b`kV (j)/2c − h1

nj∑
k=1

`kH(j)d`kV (j)/2e.

Analogously to (II.2.26) and (II.4.15), define

t̃− 1 = max
{
j ≥ 0 | `V (j) < l?h or `H(j) < l?b}. (II.4.36)

We have that either `H(t̃ − 1) = l?b − 1 or `V (t̃ − 1) = l?h − 1. Proceeding as in the first part
of this proof and in the end of the proof of Lemma II.11, we can now show that, under the
hypothesis that γ ∩ {P1 ∪ P2} = ∅, both cases lead to the fact that H±( γ(t̃) ) > E?±, which is
a contradiction. We omit the details and conclude the proof of this lemma. �

The following observation concludes the proof of Φ(�,�)−H±(�) ≥ Γ?±.

Lemma II.29 Let γ ∈ (�,�)opt. In order to cross at a time t̄ a configuration γ(t̄) such that
PVR(γ(j)) ≥ l?h and PHR(γ(j)) ≥ l?b for all j ≥ t̄, there must be some time t′ ≥ t̄ − 1 such
that γ(t′) ∈ P1 ∪ P2 and γ(t′ + 1) ∈ C1 ∪ C2. In particular, every optimal path between � and
� has to cross C1 ∪ C2.

Proof. Consider the time step t̄ defined in the proof of Lemma II.28. It was shown that there
necessarily exists a time t′ ≥ t̄− 1 such that γ(t′) ∈ P1 ∪ P2. Note that

PVR(γ(j)) ≥ l?h and PHR(γ(j)) ≥ l?b for all j ≥ t′ + 1. (II.4.37)

In the following we show that γ(t′ + 1) ∈ C1 ∪ C2.

Case 1. [ γ(t′) ∈ P1 ∪ P ′′2 ].
In this case, H±(γ(t′)) = E?±−h2. Then it is easy to see that γ(t′+ 1) must belong to C1 ∪C′′2 .
Indeed, for any other spin flip that fulfills the constraint (II.4.37), the energy level of γ(t′+ 1)
would exceed E?±, and this violates the fact that γ ∈ (�,�)opt. Note that we have tacitly
used Assumption II.22 a).

Case 2. [ γ(t′) ∈ P ′2 ].
By the definition of t̄, we have that t′ = t̄ − 1. And since PVR(γ(t̄)) = l?h and PVR(γ(t′)) =
l?h − 1, we necessarily have that γ(t′ + 1) ∈ C′2. This concludes the proof. �
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II.4.3 Identification of P? and C?

Recall the definition of P? and C? from Definition II.2. Repeating similar computations as
in Subsection II.4.1, it is clear that P1 ∪ P2 ⊂ P?. Now let σ ∈ P? and x ∈ Λ be such that
σx ∈ C?. Then there exists γ ∈ (�,�)opt and ` ∈ N such that

(i) γ(`) = σ and γ(`+ 1) = σx,

(ii) H±(γ(k)) < E?± for all k ∈ {0, . . . , `},

(iii) Φ(�, γ(k)) ≥ Φ(γ(k),�) for all k ≥ `+ 1.

As in the proof of Lemma II.28 and in Lemma II.29, let

t̄− 1 = max
{
j ≥ 0 | PVR(γ(j)) < l?h or PHR(γ(j)) < l?b}. (II.4.38)

We know from Lemma II.29 that there exists t′ ≥ t̄ such that γ(t′) ∈ P1 ∪ P2 and γ(t′ + 1) ∈
C1 ∪ C2. We get from fact (ii) that ` ≤ t′.

If ` = t′, then we have that σ ∈ P1 ∪ P2 and σx ∈ C1 ∪ C2.

If ` < t′, then fact (iii) is violated, since Φ(�, γ(t′)) < Φ(γ(t′),�) = E?±. Hence, it must
be the case that ` = t′. We conclude that P? = P1 ∪ P2 and C? = C1 ∪ C2.

II.4.4 Verification of (H1)

Obviously, Sstab = {�}, since h1 > h2. It remains to show that Smeta = {�}. Let σ ∈ S.
There are four cases.

Case 1. [σ contains a cluster, which is not a stable rectangle].
Lemma II.26 implies that σ is not h2–stable, i.e. there exists σ′ ∈ S such that H±(σ′) < H±(σ)
and Φ(σ, σ′)−H±(σ) ≤ h2 < Γ?±.

Case 2. [σ contains a cluster R, which is a stable rectangle with PVR ≥ l?h and

PHR <
√
|Λ|].

Let σ′ be obtained from σ by attaching at the right vertical side of R a column of length PVR.
We start to attach on an even row on the right vertical side of R and then successively flip
adjacent spins until the column is filled. Then

H±(σ′) ≤ H±(σ) + µ− PVR+ 1

2
ε ≤ H±(σ) + µ− l?bε < H±(σ), and

Φ(σ, σ′)−H±(σ) ≤ 2J − h1 < Γ?±.
(II.4.39)

Case 3. [σ contains a cluster R, which is a stable rectangle with PVR ≤ l?h − 2 and

PHR <
√
|Λ|].

Let σ′ be obtained from σ by cutting the right column of R. Then

H±(σ′) = H±(σ)− µ+
PVR+ 1

2
ε ≤ H±(σ)− µ+ (l?b − 1)ε < H±(σ), and

Φ(σ, σ′)−H±(σ) ≤ PVR− 1

2
ε+ h2 < Γ?±.

(II.4.40)
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Case 4. [σ contains a cluster R, which is a stable rectangle with PHR =
√
|Λ|].

Let σ′ be obtained from σ by attaching above R successively vertical bars of length 2 until
the two rows above R wrap around the torus. Then,

H±(σ′) = H±(σ) + 4J − l1ε < H±(σ), and

Φ(σ, σ′)−H±(σ) ≤ 4J − ε < Γ?±.
(II.4.41)

This proves that Smeta = {�}.

II.4.5 Computation of K

Again, we proceed as in Subsection II.2.6 and in Subsection II.3.6. Before estimating K−1

from below and above, we define C̄ = C̄1 ∪ C̄2, where

• C̄1 is the set of all configurations σ that are obtained from a configuration σ′ ∈ C1 as
follows. There is a column in σ′ that has length 2. σ is obtained from σ′ by adding a
third (+1)–spin on the even row adjacent to this column, and

• C̄2 is the set of all configurations σ that are obtained from a configuration σ′ ∈ C2 as
follows. There is a component of three (+1)–spins above or below the l?b × (l?h − 2)-
rectangle in σ′. σ is obtained from σ′ by adding a (+1)–spin such that this component
becomes a 2× 2-square.

ℓb
★ -1

ℓh
★

ℓb
★

ℓh
★ -2

Λodd

Λeven

Λodd

Λeven

Λeven

Figure II.5: The left object is an element in C̄1 and the right object is an element in C̄2.

It is easy to see that ∂+C? ∩ S? = P1 ∪ P2 ∪ C̄1 ∪ C̄2 = P? ∪ C̄, P? ⊂ S� and C̄ ⊂ S�.

Lower bound. Using these definitions and facts, we can estimate K−1 as follows.

1

K
≥ min

C1,...,CI∈[0,1]
min

h:S?→[0,1]
h|S�=1,h|S�=0,h|Si=Ci ∀i

1

2

∑
η,η′∈(C?)+

1{η∼η′}[h(η)− h(η′)]2

= min
h:C?→[0,1]

∑
η∈C?

 ∑
η′∈P?,η′∼η

[1− h(η)]2 +
∑

η′∈C̄,η′∼η

h(η)2


=
∑
η∈C1

|P? ∼ η| · |C̄ ∼ η|
|P? ∼ η|+ |C̄ ∼ η| +

∑
η∈C2

|P? ∼ η| · |C̄ ∼ η|
|P? ∼ η|+ |C̄ ∼ η| .

(II.4.42)
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For all η ∈ C1 we have that |P? ∼ η| = 1, whereas for all η ∈ C2 we have that |P? ∼ η| = 2.
Moreover, |C̄ ∼ η| = 1 for all η ∈ C?. Finally, it can be seen easily that |C1| = |C2| = 4|Λ|(l?b−1).
Hence,

1

K
≥ |C1|

1

2
+ |C2|

2

3
=

14 (l?b − 1)

3
|Λ|. (II.4.43)

Upper bound. We say that a row or a column of a configuration is a singleton if it
consists only of a single (+1)– spin. We define the following subsets of S?.

S − = {σ ∈ S? | for all clusters η of σ we have that either (PVR(η) < l?h)

or (PHR(η) < l?b )

or (PHR(η) ≥ l?b , PVR(η) = l?h and at least two rows of η are singletons)

or (PHR(η) = l?b , PVR(η) = l?h and at least one column of η is a singleton)},
S +

1 = {σ ∈ S? | there exists a cluster η of σ such that PHR(η) = l?b , PVR(η) = l?h

and no column of η is a singleton (II.4.44)

and at most one row of η is a singleton},
S +

2 = {σ ∈ S? | there exists a cluster η of σ such that PHR(η) > l?b and PVR(η) = l?h

and at most one row of η is a singleton},
S +

3 = {σ ∈ S? | there exists a cluster η of σ such that PHR(η) = l?b and PVR(η) > l?h},
S +

4 = {σ ∈ S? | there exists a cluster η of σ such that PHR(η) > l?b and PVR(η) > l?h}.

Set S + = S +
1 ∪S +

2 ∪S +
3 ∪S +

4 . Then, S? = S − ∪S +, S − ∩S + = ∅, P? ⊂ S − and
C? ⊂ S +.

Lemma II.30 Let σ ∈ S − and σ′ ∈ S +. Then σ ∼ σ′ if and only if σ ∈ P? and σ′ ∈ C?.

Proof. In the following we show separately for all different cases that the assumption that
either σ /∈ P? or σ′ /∈ C? leads to σ /∈ S? or σ′ /∈ S?, which is a contradiction. Using the same
arguments as in the proof of Lemma II.28, it is no restriction to assume that both σ′ and σ
consist of a unique cluster and that R(σ) starts in Λ1.

Case 1. [ σ′ ∈ S +
1 ].

Case 1.1. [ PVR(σ) < l?h ].
σ′ is obtained from σ by adding a row to σ, which is a singleton. Therefore, since σ′ ∈ S +

1 ,
each row of σ needs to have at least two (+1)–spins. Now the same computations as in Case
2.1 from the proof of Lemma II.28 lead to a contradiction. Here γ(t̄) is replaced by σ′ and
γ(t̄− 1) is replaced by σ.

Case 1.2. [ PHR(σ) < l?b ].
σ′ is obtained from σ by adding a column to σ, which is a singleton. Since no column of σ′ is
a singleton, σ ∼ σ′ can not hold true, which implies that this case is not possible.

Case 1.3. [ PHR(σ) ≥ l?b , PVR(σ) = l?h and at least two rows of σ are singletons ].
σ′ is obtained from σ by flipping a (−1)–spin in a row of σ that is a singleton. The same
computations as in the Case 2.2 from the proof of Lemma II.28 lead to a contradiction. Here
γ(T + 1) is replaced by σ′ and γ(T ) is replaced by σ.

Case 1.4. [ PHR(σ) = l?b , PVR(σ) = l?h and at least one column of σ is a singleton ].
σ′ is obtained from σ by flipping a (−1)–spin in a column of σ that is a singleton. The same
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computations as in the Case 1.1 from the proof of Lemma II.28 lead to a contradiction. Here
γ(τ) is replaced by σ′ and γ(τ − 1) is replaced by σ.

Case 2. [ σ′ ∈ S +
2 ].

Case 2.1. [ PVR(σ) < l?h ].
We necessarily have that PHR(σ) = l?b +m for some m > 0. σ′ is obtained from σ by adding
a row in Λ1 to σ, which is a singleton. Since σ′ ∈ S +

2 , we have that the odd row below the
added row contains at least two (+1)–spins. Now the same computations as in the equations
(II.4.28)–(II.4.29) lead to a contradiction. Here γ(t̄) is replaced by σ′ and γ(t̄− 1) by σ.

Case 2.2. [ PHR(σ) < l?b ].
It is easy to see that σ ∼ σ′ can not hold true in this case.

Case 2.3. [ PHR(σ) ≥ l?b , PVR(σ) = l?h and at least two rows of σ are singletons ].
See Case 1.3.

Case 2.4. [ PHR(σ) = l?b , PVR(σ) = l?h and at least one column of σ is a singleton ].
σ′ is obtained from σ by adding a column to σ, which is a singleton. Hence, two columns of
σ′ are singletons. This implies that

H±(σ′) ≥ H±((l?b − 1)× l?h) + 4J − 2h1 = E?± + 2J − h2 − h1 > E?±. (II.4.45)

Case 3. [ σ′ ∈ S +
3 ].

Case 3.1. [ PVR(σ) < l?h ].
It is easy to see that σ ∼ σ′ can not hold true in this case.

Case 3.2. [ PHR(σ) < l?b ].
σ′ is obtained from σ by adding a protuberance at the left vertical side or the right vertical
side of R(σ). The same computations as in the Cases 1.2, 1.3 and 1.4 from the proof of Lemma
II.28 lead to a contradiction. Here γ(t̄) is replaced by σ′ and γ(t̄− 1) by σ.

Case 3.3. [ PHR(σ) ≥ l?b , PVR(σ) = l?h and at least two rows of σ are singletons ].
σ′ is obtained from σ by adding a protuberance at the top row or bottom row of R(σ). Let
PHR(σ) = l?b +m for some m ≥ 0. Obviously, H±(σ) ≥ H±((l?b +m)× (l?h− 2)) + 4J − ε. This
implies that

H±(σ′) ≥ H±(σ) + 2J − h1 ≥ H±((l?b +m)× (l?h − 2)) + 6J − ε− h1

= E?± +m(µ− ε(l?b − 1)) + 2J − h2 − h1 > E?±.
(II.4.46)

Case 3.4. [ PHR(σ) = l?b , PVR(σ) = l?h and at least one column of σ is a singleton ].
σ′ is obtained from σ by adding a protuberance at the top row or bottom row of R(σ). Hence,
one column and one row of σ′ are singletons. Then, as in Case 2.4 above,

H±(σ′) ≥ H±((l?b − 1)× l?h) + 4J − 2h1 > E?±. (II.4.47)

Case 4. [ σ′ ∈ S +
4 ].

Case 4.1. [ PVR(σ) < l?h ].
It is easy to see that σ ∼ σ′ can not hold true in this case.

Case 4.2. [ PHR(σ) < l?b ].
σ ∼ σ′ can not hold true in this case.

Case 4.3. [ PHR(σ) ≥ l?b , PVR(σ) = l?h and at least two rows of σ are singletons ].
See Case 3.3.
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Case 4.4. [ PHR(σ) = l?b , PVR(σ) = l?h and at least one column of σ is a singleton ].
σ ∼ σ′ can not hold true in this case. �

As in Subsection II.2.6 and in Subsection II.3.6, we have that S� ⊂ S −, S� ⊂ S +.
Moreover, for all i = 0, . . . , I either Si ⊂ S − or Si ⊂ S + holds true. Therefore, again as in
Subsection II.2.6 and in Subsection II.3.6, we estimate the minimum in (II.1.16) from above
by the minimum over all functions of the form (II.2.36). Using Lemma II.30 we infer that

1

K
≤ min

h:S?→[0,1]
h|S−=1,h|S +\C?=0

1

2

∑
η,η′∈S?

1{η∼η′}[h(η)− h(η′)]2

= min
h:(C?)+→[0,1]

h|S−∩∂+C?=1,h|S +∩∂+C?=0

1

2

∑
η,η′∈(C?)+

1{η∼η′}[h(η)− h(η′)]2

= min
h:C?→[0,1]

∑
η∈C?

 ∑
η′∈P?,η′∼η

[1− h(η)]2 +
∑

η′∈C̄,η′∼η

h(η)2


=

14 (l?b − 1)

3
|Λ|.

(II.4.48)



Chapter III

Gradient flow approach to local
mean-field spin systems

The results of the present chapter have already been published online as the paper [13] in
joint work with Anton Bovier. Some typos and minor mistakes of [13] are corrected.

Recall Section I.5, where we provide a motivation and a first formulation of the main results
of this chapter. This chapter is organized as follows. First we introduce some notation that is
used in this chapter. Then, in Section III.1 we introduce a modified Wasserstein distance and
establish a gradient flow formalism for the partial differential equation (I.5.10) with respect
to the resulting metric. In Section III.2 we use the Fathi-Sandier-Serfaty approach and the
results of Section III.1 to prove a large deviation principle for the local mean-field interacting
spin system, which we introduced in Subsection I.5.1. Finally, in Section III.3 we use the
Sandier-Serfaty approach to prove a law of large numbers for the system in Subsection I.5.1.

Notation

In the following let n ∈ N and (Y,d), (Ȳ , e), (Y1, d1), . . . , (Ȳn,dn) be Polish spaces.

Measure theoretic notations.

• If Y ⊂ Rd for some d ∈ N, we denote by LebY the Lebesgue measure restricted to Y .

• We often denote elements in R by θ or θ̄ and write dθ instead of LebR. In the same
manner, for N ∈ N, we often denote elements in RN by Θ = (θk)N−1

k=0 and write dΘ
instead of LebRN .

• Let Td denote the d-dimensional unit torus. We usually denote elements in Td by x or
x̄ and write dx instead of LebTd .

• Define
ML

1 (Td × Y ) :=
{
µ ∈M1(Td × Y )

∣∣p1
#µ = LebTd

}
. (III.0.1)

By the disintegration theorem (see e.g. [3, 5.3.1]), for each µ ∈ML
1 (Td×Y ), there exists

a family (µx)x∈Td of probability measures on Y such that x 7→ µx is Borel-measurable
and µ = µx dx, i.e. ∫

Td×Y
f(x, y) dµ(x, y) =

∫
Td

∫
Y
f(x, y) dµx(y)dx (III.0.2)

83
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for all measurable and bounded f : Td × Y → R.

• Let µ and ν be two measures on Y . Define the relative entropy between µ and ν by

H(µ | ν) :=

{∫
Td×R log

(
dµ
dν

)
dµ : µ� ν,

∞ : else.
(III.0.3)

By abuse of notation we use the same letter H for all Polish spaces.

Wasserstein spaces.

• By abuse of notation, for all Polish spaces (Y, d), W2 denotes the L2-Wasserstein distance
induced by d on M1(Y ), i.e.

W2(µ, ν)2 := inf
γ∈Cpl(µ,ν)

∫
Y 2

d(y, y′)2 dγ(y, y′), (III.0.4)

where µ, ν ∈ M1(Y ) and Cpl(µ, ν) denotes the space of all probability measures on Y 2

that have µ and ν as marginals. We denote by Opt(µ, ν) ⊂ Cpl(µ, ν) the set of all
measures that realize the infimum in (III.0.4) (cf. [127, 4.1]).

• Set

P2(Y ) := {µ ∈M1(Y ) | ∃y0 ∈ Y :

∫
Y
d(y, y0)2dµ(y) <∞}. (III.0.5)

Then (P2(Y ),W2) is a Polish space (cf. [127, 6.18]). If Y ⊂ Rd, then we denote by Pa2 (Y )
the subset of P2(Y ) that consists of those measures that are absolutely continuous with
respect to LebY .

• W̃ denotes the L2-Wasserstein distance onM1(Y ) induced by the distance d̃ = d/(d+1).

Then it is known that W̃ metrizes the weak topology on M1(Y ) (cf. [127, 6.13]).

Some maps.

• For i ≤ n, let pi : Y1 × · · · × Yn → Yi denote the projection on the i-th component, i.e.
pi(y1, . . . , yn) = yi. Whenever it is necessary, we write piY1×···×Yn instead of pi in order
to be able to distinguish different projection maps.

• For t > 0, we denote by et the evaluation map at t, i.e. et(f) = f(t) for all f : (0,∞)→ Y .

• IdY : Y → Y denotes the identity map on Y.

Abbreviations.

• A function is d-l.s.c. if it is lower semi-continuous with respect to d.

• For ϕ ∈ C1,0,1((0, T )×Td×R) we often write ∂t and ∂θ to denote the partial derivative
with respect to the parameter in (0, T ) and R, respectively.

• For a ∈ [−∞,∞], let a+ := max{0, a} and a− := max{0,−a}.

• We sometimes write (yt)t := (yt)t∈[0,T ] for curves (yt)t∈[0,T ] ⊂ Y .



III.1. GRADIENT FLOW REPRESENTATION 85

III.1 Gradient flow representation

The outline of this section is given after Theorem I.18 in Section I.5.

III.1.1 Preliminaries

In this subsection we introduce a modification of the Wasserstein space and list some of its
metric properties. This space will provide the framework to derive a gradient flow represen-
tation for the system in Subsection I.5.2.

The underlying space for this representation is given by

PL
2 (Td × R) :=

{
µ ∈ML

1 (Td × R)

∣∣∣∣∣
∫
Td×R

|θ|2dµ(x, θ) <∞
}
. (III.1.1)

We equip PL
2 (Td × R) with the distance

WL(µ, ν)2 :=

∫
Td
W2(µx, νx)2 dx, µ, ν ∈ PL

2 (Td × R). (III.1.2)

Here we have used that the map x 7→ W2(µx, νx) is measurable. This is true, since, by the
measurable selection lemma ([127, 5.22]), for all µ, ν ∈ PL

2 (Td × R) there exists a family
(πx)x∈Td of probability measures on R2 such that x 7→ πx is Borel-measurable and πx ∈
Opt(µx, νx) for almost every x ∈ Td. Defining π ∈ML

1 (Td×R×R) by π = πx dx, we observe
that the set

OptL(µ, ν) :=
{
π ∈ML

1 (Td × R× R)
∣∣∣π = πx dx, where x 7→ πx is Borel-measurable and

πx ∈ Opt(µx, νx) for almost every x ∈ Td
}

(III.1.3)

is non-empty. Note that

WL(µ, ν)2 =

∫
Td×R×R

|θ − θ′|2dπ(x, θ, θ′) for all π ∈ OptL(µ, ν). (III.1.4)

Moreover, WL can be connected more directly to an optimal transportation problem, since
[3, 12.4.6] shows that for all µ, ν ∈ PL

2 (Td × R)

WL(µ, ν)2 = inf
γ∈CplL(µ,ν)

∫
Td×R×R

|θ − θ′|2dγ(x, θ, θ′), (III.1.5)

where
CplL(µ, ν) :=

{
γ ∈ML

1 (Td × R× R)
∣∣∣p1,2

# γ = µ, p1,3
# γ = ν

}
. (III.1.6)

Using (III.1.5), it is easy to extend the definition of WL to the whole space ML
1 (Td × R).

Further, [3, 5.3.2] yields that

CplL(µ, ν) =
{
γ ∈ML

1 (Td × R× R)
∣∣∣ γ = γx dx, where x 7→ γx is Borel-measurable and

γx ∈ Cpl(µx, νx) for almost every x ∈ Td
}
. (III.1.7)

This implies that OptL(µ, ν) ⊂ CplL(µ, ν). Therefore, it is easy to see that OptL(µ, ν) is the
set of minimizers in (III.1.5). From now on, we call the elements of OptL(µ, ν) L-optimal
plans between µ and ν, and the elements of CplL(µ, ν) L-couplings of µ and ν.
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Comparison between WL and W2. Let W2 denote the Wasserstein distance on
P2(Td × R). Then we have

WL(µ, ν) ≥W2(µ, ν) for all µ, ν ∈ PL
2 (Td × R). (III.1.8)

Indeed, this can be shown by estimating the Wasserstein distance by the L2-norm with respect
to (p1,p2,p1,p3)#π ∈ Cpl(µ, ν), where π ∈ OptL(µ, ν). However, there is no equality in
general as it can be seen from the following example. Let A := {x ∈ Td |x1 ≤ 1

2} and define
µ, ν ∈ PL

2 (Td × R) by

µ(dx, dθ) := 1A(x)δ0(dθ)dx+ 1Ac(x)δ1(dθ)dx,

ν(dx, dθ) := 1A(x)δ1(dθ)dx+ 1Ac(x)δ0(dθ)dx.
(III.1.9)

Then it is easy to see that WL(µ, ν) = 1 and W2(µ, ν) ≤ 1
4 .

The absolutely continuous case. Let us consider the special case, when the mea-
sures are absolutely continuous with respect to LebTd×R. Set

PL,a
2 (Td × R) =

{
µ ∈ PL

2 (Td × R)
∣∣µ� LebTd×R

}
. (III.1.10)

It is clear that, if µ ∈ PL,a
2 (Td ×R), then µx ∈ Pa2 (R) for almost every x ∈ Td. Consequently,

if ν ∈ PL
2 (Td × R), then Opt(µx, νx) = {(IdR,T

νx
µx)#µ

x} for some Tνx
µx ∈ L2(µx) for almost

every x ∈ Td (cf. [127, 10.42]). Hence, OptL(µ, ν) = {(IdR,T
νx
µx)#µ

x dx}.

Lemma III.1 Let µ ∈ PL,a
2 (Td × R) and ν ∈ PL

2 (Td × R). Then there exists a unique map
Tν
µ ∈ L2(µ) such that

• Tν
µ(x, θ) = Tνx

µx(θ) for almost every x ∈ Td,

• WL(µ, ν) = ‖p2 − Tν
µ‖L2(µ).

In the following we call Tν
µ the L-optimal map between µ and ν.

Proof. Let π ∈ OptL(µ, ν). Define a linear map L : L2(µ)→ R by

L(g) :=

∫
Td×R×R

g(x, θ)(θ − θ′)dπ(x, θ, θ′). (III.1.11)

Due to the monotone-class theorem and the fact that x 7→ πx is Borel-measurable, the inte-
grand is measurable. Next we apply the Cauchy-Schwartz inequality to obtain

|L(g)| ≤ ‖g‖L2(π)W
L(µ, ν) = ‖g‖L2(µ)W

L(µ, ν). (III.1.12)

Hence, the Riesz representation theorem yields the existence of a unique element f ∈ L2(µ)
such that L(g) =

∫
fg dµ for all g ∈ L2(µ). Thus∫
Td×R

fg dµ = L(g) =

∫
Td×R×R

g(x, θ)(θ − θ′)dπxdx

=

∫
Td×R×R

g(x, θ)(θ − Tνx

µx(θ))dµ.

(III.1.13)

Hence, f(x, θ) = θ − Tνx
µx(θ) µ-a.e. Defining Tν

µ := p2 − f yields the desired results. �
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Stability of L-couplings and L-optimal plans. First we want to show that a se-
quence of L-couplings converges weakly if the corresponding sequences of marginals converge.
For K,L ⊂ML

1 (Td × R), define

CplL(K,L) :=
{
γ ∈M1(Td × R× R)

∣∣ ∃µ ∈ K, ν ∈ L : γ ∈ CplL(µ, ν)
}
. (III.1.14)

Lemma III.2 (i) If K and L are both tight subsets of ML
1 (Td × R), then CplL(K,L) is a

tight subset of M1(Td × R× R).

(ii) If K and L are both compact with respect to the weak topology in ML
1 (Td × R), then

CplL(K,L) is compact with respect to the weak topology in M1(Td × R× R).

Proof. We skip this proof as it is a straightforward modification of the analogous result in the
setting of the Kantorovich problem; see e.g. [127, 4.4]. �

We prove the analogous result for L-optimal plans only in the following special case.

Lemma III.3 Let (µn)n∈N ⊂ PL
2 (Td×R) and µ ∈ PL

2 (Td×R) be such that for all subsequences
(µk)k, there exists a subsequence (µkl)l and a LebTd-null-set Nk such that

µxkl ⇀ µx for all x ∈ Td \ Nk. (III.1.15)

Let πn ∈ OptL(µn, µ) for all n. Then,

πn ⇀ (IdR, IdR)#µ
xdx. (III.1.16)

Proof. Let (µk)k be a subsequence. From the assumptions and from the stability of optimal
plans in (P2(R),W2) ([127, 5.21]) and since Opt(µx, µx) = {(IdR, IdR)#µ

x}, we have that

πxkl ⇀ (IdR, IdR)#µ
x for all x ∈ Td \ Nk. (III.1.17)

Let f ∈ Cb(Td × R× R). Then the dominated convergence theorem yields

lim
l→∞

∫
Td×R×R

f dπkl =

∫
Td

lim
l→∞

∫
R×R

fdπxkldx =

∫
Td

∫
R×R

f d(IdR, IdR)#µ
xdx (III.1.18)

Hence, πkl ⇀ (IdR, IdR)#µ
xdx. And since the weak topology inM1(Td×R×R) is metrizable,

we infer the weak convergence of the whole sequence (πn)n towards (IdR, IdR)#µ
xdx. �

Weak lower semi-continuity of WL. In the following lemma we show that WL is
lower semi-continuous with respect to weak convergence. Recall that we have extended the
definition of WL to the whole space ML

1 (Td × R).

Lemma III.4 Let (µn)n, (νn)n ⊂ML
1 (Td × R) and µ, ν ∈ ML

1 (Td × R) be such that µn ⇀ µ
and νn ⇀ ν. Then,

lim inf
n→∞

WL(µn, νn) ≥WL(µ, ν). (III.1.19)
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Proof. Consider a subsequence such that limk→∞WL(µk, νk) = lim infn→∞WL(µn, νn). Let
πk ∈ OptL(µk, νk) for all k. Lemma III.2 yields the existence of a subsequence (πkl)l such that
πkl ⇀ π for some π ∈ CplL(µ, ν). Then

lim inf
n→∞

WL(µn, νn)2 = lim
l→∞

WL(µkl , νkl)
2 = lim

l→∞

∫
Td×R×R

|θ − θ′|2 dπkl

≥
∫
Td×R×R

|θ − θ′|2 dπ ≥ WL(µ, ν),

(III.1.20)

where the first inequality is due to a standard lower semi-continuity result for integrals (see
e.g. [3, 5.1.7]) and the second inequality is due to (III.1.5). �

Characterization of convergence in (PL
2 (Td × R),WL). Convergence with re-

spect to the Wasserstein distance can be characterized by weak convergence plus convergence
of the moments; see (I.2.16). A similar fact is true for convergence in (PL

2 (Td × R),WL).

Proposition III.5 Let (µn)n ⊂ PL
2 (Td×R) and µ ∈ PL

2 (Td×R). Then limn→∞WL(µn, µ) =
0 if and only if

(i) limn→∞
∫
Td×R |θ|2dµn =

∫
Td×R |θ|2dµ, and

(ii) for all subsequences (µk)k, there exists a subsequence (µkl)l and a LebTd-null-set Nk such
that

µxkl ⇀ µx for all x ∈ Td \ Nk. (III.1.21)

Proof. Assume that limn→∞WL(µn, µ) = 0. (i) is a simple consequence of the triangle in-
equality for WL, which we prove below in Lemma III.6. Indeed,∣∣∣∣∣

(∫
Td×R

|θ|2dµn
) 1

2

−
(∫

Td×R
|θ|2dµ

) 1
2

∣∣∣∣∣ =
∣∣WL(µn, δ0 ⊗ LebTd)−WL(µ, δ0 ⊗ LebTd)

∣∣
≤WL(µn, µ) −→ 0. (III.1.22)

To show (ii), let (µk)k be a subsequence. Note that the function x 7→ W2(µxk, µ
x) converges

to 0 in L2(Td). Hence, there exists a further subsequence (µkl)l and a LebTd-null-set Nk such
that

lim
l→∞

W2(µxkl , µ
x) = 0 for all x ∈ Td \ Nk. (III.1.23)

This yields (III.1.21), since Wasserstein convergence implies weak convergence.

Conversely, assume (i) and (ii). Let πn ∈ OptL(µn, µ) for all n. Lemma III.3 shows that
(ii) implies

πn ⇀ (IdR, IdR)#µ
xdx. (III.1.24)

It is a simple consequence of (ii), the dominated convergence theorem and the metrizability
of weak convergence that

µn ⇀ µ. (III.1.25)

Proceeding exactly as in the Wasserstein case (see e.g. the last part of the proof of [127, 6.9]),
we can show that (i), (III.1.24) and (III.1.25) imply limn→∞WL(µn, µ) = 0. Again, we skip
the details as there will be no new insights. �



III.1. GRADIENT FLOW REPRESENTATION 89

(PL
2 (Td × R),WL) is a Polish space. Here we show that (PL

2 (Td × R),WL) is a
complete and separable metric space.

Lemma III.6 (PL
2 (Td × R),WL) is a metric space.

Proof. WL is well-defined on PL
2 (Td × R), since for all µ, ν ∈ PL

2 (Td × R)

WL(µ, ν)2 ≤
∫
Td

(W2(µx, δ0) +W2(δ0, ν
x))2dx ≤ 4

∫
Td

(W2(µx, δ0)2 +W2(δ0, ν
x)2)dx

= 4

∫
Td×R

|θ|2dµ+ 4

∫
Td×R

|θ|2dν <∞. (III.1.26)

WL is symmetric, since the Wasserstein distance on R is symmetric. Let µ, ν ∈ PL
2 (Td × R).

If µ = ν, then µx = νx for a.e. x ∈ Td by the uniqueness claim in the disintegration theorem,
and therefore WL(µ, ν) = 0. And if WL(µ, ν) = 0, then necessarily W2(µx, νx) = 0 for a.e.
x ∈ Td. This implies that µx = νx for a.e. x ∈ Td, and hence µ = ν. It remains to show the
triangle inequality. Let µ, ν, σ ∈ PL

2 (Td × R). Then

WL(µ, ν) =

(∫
Td
W2(µx, νx)2dx

) 1
2

≤
(∫

Td
(W2(σx, µx) +W2(σx, νx))2dx

) 1
2

(III.1.27)

≤
(∫

Td
W2(σx, µx)2dx

) 1
2

+

(∫
Td
W2(σx, νx)2dx

) 1
2

= WL(σ, µ) + WL(σ, ν),

where we have used the triangle inequality for the Wasserstein distance and Minkowski’s
inequality. �

Lemma III.7 (PL
2 (Td × R),WL) is complete.

Proof. Let (µn)n be a Cauchy sequence in (PL
2 (Td ×R),WL). Let ε > 0. There exists Nε > 0

such that WL(µn, µm) < ε for all n,m ≥ Nε. Then if n ≥ Ne(∫
Td×R

|θ|2dµn
) 1

2

≤WL(µn, µNε) + WL(µNε , δ0 ⊗ LebTd)

≤ ε+ max
i≤Nε

(∫
Td×R

|θ|2dµi
) 1

2

.

(III.1.28)

Therefore,

sup
n∈N

(∫
Td×R

|θ|2dµn
) 1

2

≤ ε+ max
i≤Nε

(∫
Td×R

|θ|2dµi
) 1

2

<∞, (III.1.29)

and we infer the existence of a weakly converging subsequence (µk)k with limit point µ̂ ∈
ML

1 (Td × R). The weak lower semi-continuity of ν 7→
∫
|θ|2dν and (III.1.29) imply that even

µ̂ ∈ PL
2 (Td × R). Finally, the weak lower semi-continuity of WL yields

lim
n→∞

WL(µn, µ̂) ≤ lim
n→∞

lim inf
k→∞

WL(µn, µk) = 0, (III.1.30)

since (µn)n is Cauchy. Thus (µn)n is a converging sequence in (PL
2 (Td × R),WL). �
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Lemma III.8 (PL
2 (Td × R),WL) is separable.

Proof. To simplify the notation, we only give the proof for the case d = 1. Let D ⊂ P2(R)
be countable and dense with respect to W2. Let for all n ∈ N and k ≤ 2n − 1, Ak,n =
[k2−n, (k + 1)2−n). Define

D :=
⋃
n∈N

⋃
{νnk }k=0,...,2n−1⊂D

{
2n−1∑
k=0

1Ak,n(x) νnk dx

}
(III.1.31)

Then D is countable and D ⊂ PL
2 (T × R). In the following we show that D is dense in

(PL
2 (T× R),WL).

Define for all n, the operator Sn : PL
2 (T× R)→ PL

2 (T× R) by

Sn(µ) :=
2n−1∑
k=0

1Ak,n(x)Sk,n(µ) dx, µ ∈ PL
2 (T× R), (III.1.32)

where for all k ≤ 2n− 1, Sk,n : PL
2 (T×R)→ P2(R) is the operator that sends µ ∈ PL

2 (T×R)
to the averaged measure Sk,n(µ) = 2n

∫
Ak,n

dµxdx defined by∫
R
f dSk,n(µ) = 2n

∫
Ak,n

∫
R
f dµxdx, for all measurable, bounded f : R −→ R.(III.1.33)

Let µ ∈ PL
2 (T× R). The proof of this lemma consists of showing the following two facts.

(i) For all ε > 0 and n ∈ N there exists νn ∈ D such that WL(Sn(µ), νn) < ε.

(ii) limn↑∞WL(Sn(µ), µ) = 0.

Indeed, statements (i) and (ii) imply that for any µ, there exists a sequence (νn)n ⊂ D such
that WL(νn, µ)→ 0, that is, D is dense in PL

2 (T× R).

We now show statement (i). Since D is dense in P2(R), there exists νk,n ∈ D such that

W2(νk,n, Sk,n(µ)) < ε for all k ≤ 2n − 1. Set νn =
∑2n−1

k=0 1Ak,n(x)νk,n dx. We immediately

observe that WL(Sn(µ), νn) < ε.

Next we prove (ii). In view of Proposition III.5, it is enough to show that

(A)
∫
|θ|2dSn(µ) =

∫
|θ|2dµ for all n, and

(B) Sn(µ)x ⇀ µx for almost every x ∈ T.

(A) is a simple consequence of (III.1.33). It remains to show (B), which is done in six steps.
The main problem is to avoid the non-separability of the space Cb(R). We do this in a standard
way, which was done e.g. in the proof of [54, 11.4.1]. This means, we push the measures down
from T×R to a bounded set. Consider h(θ) = arctan(θ) and abbreviate O := (π/2, π/2). Set
σ = (p1, h)#µ. Consequently, σ is supported in T × O. Let BL(O) be the set of real-valued
bounded Lipschitz functions on O.

Step 1.
[
∀f ∈ BL(O) ∃null-set N f :

∫
f dSn(σ)x →

∫
f dσx ∀x ∈ T \ N f .

]
Let T \ N f be the set of Lebesgue-points of x 7→

∫
R fdσ

x ∈ L1(T). For each x ∈ T, let
kx(n) = bx2nc. Hence, x ∈ Akx(n),n for each n. Denote by B(x, 2−n) the ball of radius 2−n

around x ∈ T. Then we observe that for each x ∈ T \ N f
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∣∣∣∣∫
O
fdSn(σ)x −

∫
O
fdσx

∣∣∣∣ =

∣∣∣∣∫
O
fdSkx(n),n(σ)−

∫
O
fdσx

∣∣∣∣
≤ 2n

∫
Akx(n),n

∣∣∣∣∫
O
fdσy −

∫
O
fdσx

∣∣∣∣ dy
≤ 2

LebT(B(x, 2−n))

∫
B(x,2−n)

∣∣∣∣∫
O
fdσy −

∫
O
fdσx

∣∣∣∣ dy
−→ 0 as n→∞,

(III.1.34)

since x is a Lebesgue point.

Step 2.
[
Let ι : O → Ō be the canonical inclusion, then

∀f̄ ∈ BL(Ō) ∃null-set N f̄ :
∫
f̄ dι#Sn(σ)x →

∫
f dι#σ

x ∀x ∈ T \ N f̄ .
]

f̄ has the representation

f̄(θ) = inf
ϑ∈Ō

f̄(ϑ) + Lip(f̄) |θ − ϑ| = inf
ϑ∈O

f̄(ϑ) + Lip(f̄) |θ − ϑ|, (III.1.35)

where Lip(f̄) is the Lipschitz-constant of f̄ . Define f ∈ BL(O) by f(θ) := infϑ∈O f̄(ϑ) +
Lip(f̄) |θ−ϑ|. Then f̄ = f on O. Set N f̄ := N f , where N f is the null-set from Step 1. Then,
since ι#Sn(σ) and ι#σ are supported on O, we obtain that for all x ∈ T \ N f̄

lim
n→∞

∫
Ō
f̄ dι#Sn(σ)x = lim

n→∞

∫
O
f dι#Sn(σ)x = lim

n→∞

∫
O
f dSn(σ)x

=

∫
O
f dσx =

∫
Ō
f̄ dι#σ

x.

(III.1.36)

Step 3.
[
∃null-set N :

∫
f̄ dι#Sn(σ)x →

∫
f dι#σ

x ∀x ∈ T \ N ∀f̄ ∈ BL(Ō).
]

BL(Ō) is separable, i.e. there exists a countable set E ⊂ BL(Ō), which is dense with respect

to ‖ · ‖∞. Set N := ∪f̄∈EN f̄
k . Since E is dense in BL(Ō), this concludes the claim.

Step 4.
[
∃null-set N :

∫
f dSn(σ)x →

∫
f dσx ∀x ∈ T \ N ∀f ∈ BL(O).

]
Using [54, 6.1.1] we know that there exists f̄ ∈ BL(Ō) such that f̄ = f on O. Now the claim
follows immediately from Step 3.

Step 5.
[
∃null-set N :

∫
f dSn(σ)x →

∫
f dσx ∀x ∈ T \ N ∀f ∈ Cb(O).

]
The claim follows from Step 4 and [54, 11.3.3].

Step 6.
[
∃null-set N :

∫
f dSn(µ)x →

∫
f dµx ∀x ∈ T \ N ∀f ∈ Cb(R).

]
Note that Sn(σ)x = (h−1)#Sn(µ)x and σx = (h−1)#µ

x for all x ∈ T \ N . Hence, the claim
follows from the continuous mapping theorem (see e.g. [3, 5.2.1]). This concludes the proof.

�

III.1.2 Curves in (PL
2 (Td × R),WL)

In this subsection we analyse geodesics and absolutely continuous curves in (PL
2 (Td×R),WL).

For the latter we show that these curves are characterized by weak solutions of some type of
continuity equation and we introduce a notion of tangent velocity at these curves (cf. Lemma
I.3). This fact is the key ingredient later to represent weak solutions of (I.5.10) as gradient
flows in (PL

2 (Td × R),WL) (see Theorem III.41).
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Geodesics. Let T ∈ (0,∞). A curve (µt)t∈[0,T ] in a metric space (X,d) is called
geodesic (between µ0 and µT ) if d(µs, µt) = (t− s)/T for all 0 ≤ s ≤ t ≤ T . In the following
we show that (PL

2 (Td × R),WL) is a geodesic space, i.e. between each pair of measures there
exists a geodesic.

Proposition III.9 Let µ0, µT ∈ PL
2 (Td × R). Let π ∈ OptL(µ0, µT ). Define the curve

(µt)t∈[0,T ] by

µt := (p1
Td×R×R , (1− t)p2

Td×R×R + tp3
Td×R×R)#π, t ∈ [0, T ]. (III.1.37)

Then (µt)t is a geodesic. Moreover, if in addition µ0 � LebTd×R, then µt = (p1
Td×R, (1 −

t)p2
Td×R + tTµT

µ0 )#µ0 and we also have that µt � LebTd×R for all t ∈ (0, T ).

Proof. Note that for each t, the disintegration of µt with respect to LebTd is given by µxt =
((1− t)p1

R×R + tp2
R×R)#π

x for almost every x ∈ Td. Hence, we know that (µxt )t is a geodesic
in (P2(R),W2) for almost every x (see e.g. [3, 7.2.2]). We infer

WL(µs, µt)
2 =

(t− s)2

T 2

∫
Td
W2(µx0 , µ

x
T )2dx =

(t− s)2

T 2
WL(µ0, µT )2. (III.1.38)

The second claim follows from the observation that π = (p1
Td×R,p

2
Td×R,T

µT
µ0 )#µ0. The third

claim follows from the analogue statement in the Wasserstein space (see e.g. [4, 2.4]). �

Absolutely continuous curves. Let I be an open and bounded (or unbounded) in-
terval. A curve (µt)t∈I in a metric space (X,d) is called absolutely continuous and we write
(µt)t ∈ AC(I;X) if there exists m ∈ L2(I) (or m ∈ L2

loc(I) if I is unbounded) such that

d(µs, µt) ≤
∫ t

s
m(r)dr ∀ s, t ∈ I, s ≤ t. (III.1.39)

If (X,d) is a Polish space, [3, 1.1.2] yields the existence of the metric derivative |µ′| ∈ L2(I)
(or |µ′| ∈ L2

loc(I) if I is unbounded) defined by

|µ′|(t) = lim
s→t

d(µs, µt)

|s− t| for almost every t ∈ I. (III.1.40)

In the following we analyse absolutely continuous curves in (PL
2 (Td ×R),WL) and show that

some analogous results as in Wasserstein spaces (cf. Lemma I.3) hold true.

Proposition III.10 (A) Let T ∈ (0,∞) (or T = ∞) and (µt)t ∈ AC((0, T );PL
2 (Td × R)).

Then there exists v : (0, T )× Td × R→ R jointly measurable such that

(i) ∂tµt + ∂θ(µt v) = 0 in (0, T ) × Td × R in the sense of distributions, i.e. for all
ϕ ∈ C∞c ((0, T )× Td × R),∫

(0,T )×Td×R

(
∂tϕt(x, θ) + ∂θϕt(x, θ) v

x
t (θ)

)
dµt(x, θ)dt = 0, (III.1.41)

(ii) ‖vt‖L2(µt) ≤ |µ′|(t) for almost every t,
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(iii) vt ∈ {∂θϕ |ϕ ∈ C∞c (Td × R)}L
2(µt)

for almost every t,

(iv) vxt ∈ {ϕ′ |ϕ ∈ C∞c (R)}L
2(µxt )

for almost every t and x,

(B) Conversely, let (µt)t∈(0,T ) ⊂ PL
2 (Td × R) and let v ∈ L2((0, T ) × Td × R ; µtdt) (or

t 7→ ‖vt‖L2(µt) ∈ L2
loc((0, T )) if T = ∞). Suppose that (III.1.41) holds. Then (µt)t ∈

AC((0, T );PL
2 (Td × R)) and ‖vt‖L2(µt) ≥ |µ′|(t) for almost every t.

Proof. Without restriction we can assume that T <∞, since otherwise we can exhaust (0,∞)
with bounded intervals.

We now show (A). We proceed analogously to the proof of [3, 8.3.1]. Let T = {∂θϕ |ϕ ∈
C∞c ((0, T )× Td × R)}. Define a linear map L : T → R by

L(∂θϕ) :=

∫
(0,T )×Td×R

∂tϕdµt dt. (III.1.42)

Performing the very same steps as in the proof of [3, 8.3.1], we obtain

|L(∂θϕ)| ≤ ‖ |µ′| ‖L2((0,T )) ‖∂θϕ‖L2((0,T )×Td×R ;µtdt), (III.1.43)

which resembles equation (8.3.10) in [3]. Note that we have tacitly used Lemma III.3. Let
T denote the closure of T with respect to ‖ · ‖L2((0,T )×Td×R ;µtdt). Then, using the Riesz

representation theorem, (III.1.43) implies that there exists a unique v ∈ T such that

L(w) =

∫
(0,T )×Td×R

v w dµt dt ∀w ∈ T . (III.1.44)

In particular, since we can take w = ∂θϕ for ϕ ∈ C∞c ((0, T ) × Td × R), (III.1.44) yields (i).
Again, using the same arguments as in [3, 8.3.1], we obtain that for all intervals J ⊂ (0, T )∫

J
‖vt‖2L2(µt)

dt ≤
∫
J
|µ′|2(t)dt, (III.1.45)

which is equation (8.3.13) in [3]. As J was arbitrary, this implies (ii). To show (iii), take
(ϕn)n ⊂ C∞c ((0, T ) × Td × R) such that ∂θϕn → v in L2((0, T ) × Td × R ; µtdt). Hence, the
function t 7→ ‖∂θϕn(t, ·)− vt‖L2(Td×R ;µt) converges to 0 in L2((0, T ) ; dt). This yields that, up
to subsequences, t 7→ ‖∂θϕn(t, ·)−vt‖L2(Td×R ;µt) converges to 0 point-wise almost everywhere.

Since ϕn(t, ·) ∈ C∞c (Td × R) for all t, we conclude the proof of (iii). In the same way, one
proves the claim (iv).

Next we prove (B). Let D ⊂ C∞c ((0, T )×R) be countable and dense with respect to ‖·‖∞.
Let ϕ ∈ D. Then (III.1.41) implies that∫

Td
ζ(x)

∫
(0,T )×R

(∂tϕ+ ∂θϕv
x)dµxt dt dx = 0 ∀ ζ ∈ C∞c (Td). (III.1.46)

Hence, there exists a LebTd-null-set Nϕ such that∫
(0,T )×R

(∂tϕ+ ∂θϕv
x)dµxt dt = 0 ∀x ∈ Td \ Nϕ. (III.1.47)
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Set N ′ = ∪ϕ∈DNϕ. Moreover, the assumption that t 7→ ‖vt‖L2(µt) ∈ L2((0, T )) assures that
there exists a further null-set N ′′ such that∫

(0,T )×R
|vx|2dµxt dt <∞ ∀x ∈ Td \ N ′′. (III.1.48)

Using that D is dense, the dominated convergence theorem yields that∫
(0,T )×R

(∂tϕ+ ∂θϕv
x)dµxt dt = 0 ∀ϕ ∈ C∞c ((0, T )× R) ∀x ∈ Td \ (N ′ ∪N ′′). (III.1.49)

Therefore, for each x ∈ Td \ (N ′ ∪ N ′′), the pair
(
(µxt )t, (v

x
t )t
)

fulfils the assumptions of the
converse implication of [59, 2.5]. In particular, we obtain

W2(µxs , µ
x
t )2 ≤ (t− s)

∫ t

s
‖vxr ‖2L2(µxr ) dr ∀ 0 < s ≤ t < T ∀x ∈ Td \ (N ′ ∪N ′′). (III.1.50)

This inequality was shown at the end of the proof of [59, 2.5]. (III.1.50) easily implies that
for all 0 < s ≤ t < T

WL(µs, µt)
2 ≤ (t− s)

∫ t

s
‖vr‖2L2(µr)

dr ≤
(∫ t

s
max{1, ‖vr‖2L2(µr)

} dr
)2

. (III.1.51)

We infer that (µt)t∈(0,T ) is an absolutely continuous curve in (PL
2 (Td × R),WL). Finally, the

first inequality in (III.1.51) shows that ‖vt‖L2(µt) ≥ |µ′|(t) almost everywhere. �

The previous result introduced a few important objects that have to emphasized.

Definition III.11 Let µ ∈ PL
2 (Td × R), T ∈ (0,∞) (or T = ∞) and suppose that (µt)t ∈

AC((0, T );PL
2 (Td × R)). Define

(i) TanµPL
2 (Td × R) := {∂θϕ |ϕ ∈ C∞c (Td × R)}L

2(µ)
, the tangent space at µ,

(ii) TanµxP2(R) := {ϕ′ |ϕ ∈ C∞c (R)}L
2(µx)

for x ∈ Td,

(iii) v : (0, T )× Td × R→ R is called tangent velocity for (µt)t if

• v ∈ L2((0, T )× Td × R ; µtdt) (or t 7→ ‖vt‖L2(µt) ∈ L2
loc((0, T )) if T =∞),

• ∂tµt + ∂θ(µt v) = 0 in (0, T )× Td × R in the sense of distributions,

• vt ∈ TanµtPL
2 (Td × R) for almost every t.

The following lemma is an easy consequence of the above definition and can be proven
exactly as in [3, Chapter 8.4].

Lemma III.12 (i) TanµPL
2 (Td × R) = {w ∈ L2(µt) | ∂θ(wµ) = 0}⊥ for µ ∈ PL

2 (Td × R),
where ∂θ is meant in the sense of distributions.

(ii) v ∈ TanµPL
2 (Td×R) if and only if ‖v‖L2(µ) = inf{‖v+w‖L2(µ) |w ∈ L2(µ), ∂θ(wµ) = 0}.

(iii) Let µ ∈ PL
2 (Td×R), v ∈ TanµPL

2 (Td×R) and w ∈ L2(µ) be such that ∂θ(wµ) = 0. Then
‖v‖L2(µ) = ‖v + w‖L2(µ) if and only if ‖w‖L2(µ) = 0.
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We can summarize the previous results in the following statement.

Corollary III.13 Let T ∈ (0,∞]. (µt)t∈(0,T ) is absolutely continuous in (PL
2 (Td×R),WL) if

and only if there exists a tangent velocity v for (µt)t. Moreover, ‖vt‖L2(µt) = |µ′|(t) for almost
every t and v is uniquely determined Leb(0,T )-a.e.

Proof. Obviously, Proposition III.10 shows each claim except of the uniqueness result. Let
w be an other tangent velocity for (µt)t. Note that ∂θ((wt − vt)µt) = 0 for almost every t.
Therefore, Lemma III.12 (ii) implies that ‖wt‖L2(µt) ≤ ‖wt + (vt − wt)‖L2(µt) = ‖vt‖L2(µt)

for almost every t. Analogously, applying Lemma III.12 (ii) for v shows that ‖vt‖L2(µt) =
‖wt‖L2(µt) = ‖vt + (wt − vt)‖L2(µt) for almost every t. Using Lemma III.12 (iii), this yields
that ‖wt − vt‖L2(µt) = 0 for almost every t. �

L-optimal maps vs. TanµPL
2 (Td × R). In the following we show that, if ν ∈ PL

2 (Td×
R) and µ ∈ PL,a

2 (Td×R), then Tν
µ−p2 ∈ TanµPL

2 (Td×R). This will be a consequence of the
following observation.

Lemma III.14 Let µ ∈ PL
2 (Td × R) and w ∈ L2(µ). Then w ∈ TanµPL

2 (Td × R)⊥ if and
only if w(x, ·) ∈ TanµxP2(R)⊥ for almost every x ∈ Td.

Proof. The proof relies on Lemma III.12 (i). Note that the same statements as in Lemma
III.12 also hold for TanµxP2(R) ([3, Chapter 8.4]). Therefore, the “if”-part is trivial. To show
the “only if”-part, we apply the same arguments as in the proof of Proposition III.10 (B) to
obtain a LebTd−null-set N such that for all x ∈ Td \ N∫

R
ϕ′ w(x, ·) dµx = 0 ∀ϕ ∈ C∞c (R). (III.1.52)

We conclude that w(x, ·) ∈ {w ∈ L2(µt) | ∂θ(wµ) = 0} = TanµxP2(R)⊥ for almost every
x ∈ Td. �

Corollary III.15 Let µ ∈ PL,a
2 (Td×R) and ν ∈ PL

2 (Td×R). Then Tν
µ−p2 ∈ TanµPL

2 (Td×R).

Proof. It is enough to show that for all w ∈ TanµPL
2 (Td × R)⊥∫

Td×R
(Tν

µ − p2)w dµ = 0. (III.1.53)

[3, 8.5.2] states that Tν
µ(x, ·) − p2 = Tνx

µx − IdR ∈ TanµxP2(R) for almost every x ∈ Td.
Therefore, Lemma III.14 implies that

∫
R(Tν

µ − p2)(x, ·)w(x, ·)dµx = 0 for almost every x,
which immediately implies (III.1.53). �

AC((0, T );PL
2 (Td × R)) vs. AC((0, T );P2(R)). Here we show that a curve (µt)t

is absolutely continuous in (PL
2 (Td × R),WL) if and only if (µxt )t is absolutely continuous in

(P2(R),W2) for almost every x.
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Lemma III.16 Let T ∈ (0,∞) or T = ∞, (µt)t∈(0,T ) ⊂ PL
2 (Td × R) and v ∈ L2((0, T ) ×

Td × R ; µtdt) (or t 7→ ‖vt‖L2(µt) ∈ L2
loc((0, T )) if T = ∞). Then (µt)t ∈ AC((0, T );PL

2 (Td ×
R)) and v is the tangent velocity for (µt)t if and only if for almost every x ∈ Td, (µxt )t ∈
AC((0, T );P2(R)) and vx is the tangent velocity for (µxt )t in the Wasserstein sense, i.e. there
exists a Leb(0,T )-null-set Nx such that

(i) vx ∈ L2((0, T )× R ; µxt dt) (or t 7→ ‖vxt ‖L2(µxt ) ∈ L2
loc((0, T )) if T =∞),

(ii) ∂tµ
x
t + ∂θ(µ

x
t v

x) = 0 in (0, T )× R in the sense of distributions,

(iii) vxt ∈ Tanµxt P2(R) for all t ∈ (0, T ) \ Nx.

In particular, |µ′|2(t) = ‖vt‖2L2(µt)
=
∫
Td ‖vxt ‖2L2(µxt )dx =

∫
Td |(µx)′|2(t) dx for almost every t.

Proof. Assume (µt)t ∈ AC((0, T );PL
2 (Td × R)) with tangent velocity v. (i) follows from the

corresponding integrability condition on v being the tangent velocity of (µt)t. (ii) was shown
in the proof of Proposition III.10 (B). (iii) follows from Proposition III.10 (A). By [59, 2.5],
these facts imply that

(µxt )t ∈ AC((0, T );P2(R)) and ‖vxt ‖L2(µxt ) = |(µx)′|(t) for almost every t. (III.1.54)

Conversely, it is an easy observation that (ii) implies that ∂tµt + ∂θ(µt v) = 0 in the sense
of distributions. Hence, Proposition III.10 (B) yields that (µt)t ∈ AC((0, T );PL

2 (Td × R))
and ‖vt‖L2(µt) ≥ |µ′|(t) for almost every t. It remains to show that v is the tangent velocity
for (µt)t. An easy application of Fubini’s theorem shows that (iii) can be reformulated as
follows: For almost every t, there exists a LebTd-null-set Nt such that vxt ∈ Tanµxt P2(R) for
all x ∈ Td \ Nt. Using this formulation, we can argue in the same way as in Corollary III.15
to conclude that vt ∈ TanµtPL

2 (Td × R) for a.e. t, which shows that v is the tangent velocity
for (µt)t. �

Infinitesimal behaviour. The goal of this paragraph is to show differentiability of
WL along absolutely continuous curves. We start with the following observation, which, again,
is also true in the analogue setting of the Wasserstein distance.

Lemma III.17 Let T ∈ (0,∞] and (µt)t ∈ AC((0, T );PL
2 (Td × R)) with tangent velocity v.

Suppose that (µt)t ⊂ PL,a
2 (Td × R). Then

lim
h→0

∥∥∥∥1

h
(T

µt+h
µt − p2)− vt

∥∥∥∥
L2(µt)

= 0 for almost every t ∈ (0, T ). (III.1.55)

Proof. Let sth := 1
h(T

µt+h
µt − p2). By Lemma III.16, we have that (µxt )t ∈ AC((0, T );P2(R))

with Wasserstein tangent velocity vx for almost every x. Therefore, we can apply [3, 8.4.6] to
see that for almost every x there exists a null-set Nx such that

lim
h→0

∥∥sth(x, ·)− vxt
∥∥

L2(µxt )
= 0 for all t ∈ (0, T ) \ Nx. (III.1.56)

As above, using Fubini’s theorem, we can reformulate (III.1.56) in such a way that for almost
every t, there exists a null-set Nt such that

lim
h→0

∥∥sth(x, ·)− vxt
∥∥

L2(µxt )
= 0 for all x ∈ Td \ Nt. (III.1.57)
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In particular, this shows that for almost every t, x 7→ ‖sth(x, ·)‖2L2(µxt ) converges to x 7→
‖vxt ‖2L2(µxt ) point-wise almost everywhere. However, since for almost every t∫

Td

∥∥sth(x, ·)
∥∥2

L2(µxt )
dx =

1

h2
WL(µt, µt+h) −→ |µ′|2(t) =

∫
Td
‖vxt ‖2L2(µxt )dx, (III.1.58)

we even have that x 7→ ‖sth(x, ·)‖2L2(µxt ) converges to x 7→ ‖vxt ‖2L2(µxt ) in L1(Td) for almost

every t. Hence, for each h, the function x 7→ ‖sth(x, ·)− vxt ‖2L2(µxt ) is majorized by the function

x 7→ 4(‖sth(x, ·)‖2L2(µxt ) + ‖vxt ‖2L2(µxt )), which is a converging sequence in L1(Td). Therefore, we

can apply the (generalized) dominated convergence theorem to obtain that for almost every t

lim
h→0

∥∥sth − vt∥∥2

L2(µt)
= lim

h→0

∫
Td

∥∥sth(x, ·)− vxt
∥∥2

L2(µxt )
dx =

∫
Td

lim
h→0

∥∥sth(x, ·)− vxt
∥∥2

L2(µxt )
dx = 0,

(III.1.59)
which concludes the proof of this lemma. �

Proposition III.18 Let T ∈ (0,∞] and (µt)t ∈ AC((0, T );PL
2 (Td×R)) with tangent velocity

v. Let (µt)t ⊂ PL,a
2 (Td × R) and σ ∈ PL

2 (Td × R). Then

d

dt
WL(µt, σ)2 = 2

∫
Td×R

(p2 − Tσ
µt) vt dµt for almost every t ∈ (0, T ). (III.1.60)

Proof. As above, the proof relies on the analogous result for (µxt )t and the dominated conver-
gence theorem. Let for all t ∈ (0, T ) and h > 0

f th : x 7→ 1

h2
W2(µxt , µ

x
t+h)2 + 4(W2(µxt , σ

x)2 +W2(µxt+h, σ
x)2). (III.1.61)

It will turn out that f th is the majorizing sequence that we need. Thus, we need to show
that (f th)h converges in L1(Td) for a.e. t. Indeed, we observe that as h → 0 (again, after an
application of Fubini’s theorem) for almost every t

f th(x) −→ |(µx)′|2(t) + 8W2(µxt , σ
x)2) =: f t(x) for almost every x ∈ Td. (III.1.62)

Moreover, for almost every t

‖f th‖L1(Td) =
1

h2
WL(µt, µt+h)2 + 4(WL(µt, σ)2 + WL(µt+h, σ)2)

−→ |µ′|2(t) + 8WL(µt, σ)2 = ‖f t‖L1(Td).
(III.1.63)

(III.1.62) and (III.1.63) show that limh→0 f
t
h = f t in L1(Td) for a.e. t.

Note that from [3, 8.4.7] we get that for almost every t and x

d

dt
W2(µxt , σ

x)2 = 2

∫
R

(IdR − Tσx

µxt
) vxt dµ

x
t . (III.1.64)

Further, as a consequence of the triangle inequality and Young’s inequality, we observe that
for all t, h and x

1

h2
(W2(µxt+h, σ

x)2 −W2(µxt , σ
x)2) ≤ 1

2
f th(x). (III.1.65)

Therefore, the dominated convergence theorem yields (III.1.60). �
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III.1.3 Gradient flows in (PL
2 (Td × R),WL) for λ-convex functionals

In this subsection we introduce the notion of a subdifferential for a certain class of functionals
in PL

2 (Td × R). Then we define gradient flows in PL
2 (Td × R) for such functionals and prove

in Theorem III.27 their existence, uniqueness and some properties.

In this chapter, we only consider functionals that satisfy the following convexity property
(cf. [3, 4.0.1]).

Definition III.19 Let (X,d) be a Polish space. Then φ : X → (−∞,∞] is called strongly
λ-convex if λ ∈ R and for all σ, µ0, µ1 ∈ D(φ) there exists a curve (γt)t∈[0,1] with γ0 = µ0,

γ1 = µ1 such that for all 0 < τ < 1
λ− (with the convention that 1/0 =∞), the functional

Φ(τ, σ; ·) :=
1

2τ
d(·, σ)2 + φ(·) (III.1.66)

is ( 1
τ + λ)-convex along (γt)t, i.e. for all t ∈ [0, 1]

Φ(τ, σ; γt) ≤ (1− t)Φ(τ, σ; γ0) + tΦ(τ, σ; γ1)− 1

2

(
1

τ
+ λ

)
t(1− t) d(µ0, µ1)2. (III.1.67)

However, in most of the cases, it suffices to demand the following weaker form of convexity.

Definition III.20 φ : X → (−∞,∞] is called λ-convex (along geodesics) if λ ∈ R and for
all µ0, µ1 ∈ D(φ) there exists a geodesic (µt)t∈[0,1] such that φ is λ-convex along (µt)t.

In our case, i.e. if X = PL
2 (Td × R), (µt)t∈[0,1] will always be the geodesic induced by some

π ∈ OptL(µ0, µ1) as in (III.1.37).

Subdifferential calculus. As we already motivated in Section I.2, instead of working
with gradients in PL

2 (Td × R), we prefer to work with (strong) subdifferentials.

Definition III.21 Let φ : PL
2 (Td × R) → (−∞,∞] be proper1, λ-convex and WL-l.s.c. Let

µ ∈ D(φ) ∩PL,a
2 (Td ×R) and ξ ∈ L2(µ). Then we say that ξ belongs to the subdifferential of

φ at µ and we write ξ ∈ ∂φ(µ) if

φ(ν)− φ(µ) ≥
∫
Td×R

ξ (Tν
µ − p2) dµ+

λ

2
WL(µ, ν)2 ∀ ν ∈ D(φ). (III.1.68)

Further, we say that ξ ∈ ∂φ(µ) is a strong subdifferential of φ at µ if

φ((p1, T )#µ)−φ(µ) ≥
∫
Td×R

ξ (T−p2) dµ+o(‖T−p2‖L2(µ)) as ‖T−p2‖L2(µ) → 0. (III.1.69)

Lemma III.22 Let φ : PL
2 (Td × R) → (−∞,∞] be proper, λ-convex and WL-l.s.c. Let

µ ∈ D(φ)∩PL,a
2 (Td×R) and ξ ∈ ∂φ(µ)∩TanµPL

2 (Td×R). Then ξ is a strong subdifferential
of φ at µ.

1This means that φ(µ) > −∞ for all µ ∈ PL
2 (Td×R) and there exists µ ∈ PL

2 (Td×R) such that φ(µ) <∞.
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Proof. The proof follows the same lines as in the Wasserstein case (see [59, 3.2]). Therefore,
we omit the details. �

Definition III.23 Let (X,d) be a Polish space. Let φ : X → (−∞,∞] be proper and d-l.s.c.
Then the metric slope |∂φ| : D(φ)→ [0,∞] is defined by

|∂φ|(µ) = lim sup
ν→µ

(φ(µ)− φ(ν))+

d(µ, ν)
. (III.1.70)

Next we show that λ-convex functionals are differentiable almost everywhere along curves
in AC((0, T );PL

2 (Td × R)) and compute the derivative.

Lemma III.24 Let φ : PL
2 (Td × R) → (−∞,∞] be proper, λ-convex and WL-l.s.c. Let

T ∈ (0,∞] and (µt)t ∈ AC((0, T );PL
2 (Td × R)) with tangent velocity v. Suppose that∫ t

s
|∂φ|(µr)|µ′|(r) dr <∞ ∀0 < s < t < T. (III.1.71)

Then

(i) t 7→ φ(µt) is absolutely continuous,

(ii) there exists a Leb(0,T )-null-set N such that for all ξ ∈ ∂φ(µt)

d

dt
φ(µt) =

∫
Td×R

ξ vt dµt for all t ∈ (0, T ) \ N . (III.1.72)

Proof. (i) is the content of [3, 2.4.10]. To show (ii), let N be such that for all t ∈ (0, T ) \ N ,
(III.1.55) holds, d

dtφ(µt) exists and |∂φ|(µt) <∞. From here we proceed as in [3, 10.3.18]. �

Gradient flows in (PL
2 (Td×R),WL). We are now able to define the notion of gradient

flows in (PL
2 (Td × R),WL).

Definition III.25 Let φ : PL
2 (Td × R) → (−∞,∞] be proper, λ-convex and WL-l.s.c. Let

T ∈ (0,∞] and (µt)t ∈ AC((0, T );PL
2 (Td × R)) with tangent velocity v. Then (µt)t is called

gradient flow for φ, if

− vt ∈ ∂φ(µt) for almost every t ∈ (0, T ). (III.1.73)

Further, µ0 ∈ PL
2 (Td × R) is called initial value of (µt)t if limt→0 WL(µt, µ0) = 0.

Let us first note that, as in the Wasserstein case, gradient flows in (PL
2 (Td × R),WL) are

equivalent to the solutions of a system of evolution variational inequalities (E.V.I.).

Lemma III.26 Let φ : PL
2 (Td × R) → (−∞,∞] be proper, λ-convex and WL-l.s.c. Let

T ∈ (0,∞] and (µt)t ∈ AC((0, T );PL
2 (Td×R)). Then (µt)t is a gradient flow for φ if and only

if for all ν ∈ D(φ) there exists a Leb(0,T )-null-set Nν such that for all t ∈ (0, T ) \ Nν

1

2

d

dt
WL(µt, ν)2 ≤ φ(ν)− φ(µt)−

λ

2
WL(µt, ν)2. (III.1.74)
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Proof. Again, the proof consists of adapting the analogous proof in the Wasserstein case (see
[3, 11.1.4]), which is based on Proposition III.18. We omit the details. �

In the following theorem we obtain the existence of gradient flows and further properties
such as uniqueness, an energy identity and a regularisation estimate. The result is limited to
the case, when the functional φ is proper, strongly λ-convex, WL-l.s.c and coercive, where we
say that a functional φ : X → (−∞,∞] on a Polish space (X,d) is coercive if there exists
µ∗ ∈ X and r∗ > 0 such that

inf{φ(ν) | ν ∈ X , d(ν, µ∗) ≤ r∗} > −∞ (cf. [3, (2.4.10)]). (III.1.75)

Theorem III.27 Let T ∈ (0,∞] and φ : PL
2 (Td×R)→ (−∞,∞] be proper, strongly λ-convex,

WL-l.s.c and coercive. Then:

(i) (Existence) For each µ0 ∈ D(φ), there exists a gradient flow for φ with initial value µ0.

(ii) (λ-contraction and uniqueness) Let (µt)t and (νt)t be gradient flows for φ with initial
value µ0 ∈ D(φ) and ν0 ∈ D(φ), respectively. Then, for all t ∈ (0, T )

WL(µt, νt) ≤ e−λtWL(µ0, ν0). (III.1.76)

In particular, for each µ0 ∈ D(φ), the gradient flow for φ with initial value µ0 is unique.

(iii) (Energy identity) Let (µt)t be the gradient flow for φ with initial value µ0 ∈ D(φ), then
for all t ∈ (0, T )

φ(µt)− φ(µ0) +
1

2

∫ t

0

(
|∂φ|2(µs) + |µ′|2(s)

)
ds = 0. (III.1.77)

(iv) (Monotonicity along gradient flows) Let (µt)t be the gradient flow for φ with initial value
µ0 ∈ D(φ), then for almost every t ∈ (0, T )

d

dt
φ(µt) = −‖vt‖2L2(µt)

. (III.1.78)

(v) (Regularization estimate) Let (µt)t be the gradient flow for φ with initial value µ0 ∈ D(φ),
then for all t ∈ (0, T ) and all ν ∈ D(φ)

φ(µt) ≤
{
φ(ν) + λ

2(eλt−1)
WL(µ0, ν)2 : λ 6= 0,

φ(ν) + 1
2tW

L(µ0, ν)2 : λ = 0.
(III.1.79)

Proof. Again, we benefit from the work that was done in [3].

For µ0 ∈ D(φ), we introduce the following implicit Euler scheme. Let τ > 0. Define
recursively: µ

τ
0 := µ0,

µτn ∈ argmin
ν∈PL

2 (Td×R)

(
φ(ν) + 1

2τWL(µτn−1, ν)2
)

for n ∈ N. (III.1.80)
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[3, 2.2.2] shows that this scheme is well-defined. Define the piecewise constant interpolating
trajectory (µ̄τt )t∈[0,T ] by{

µ̄τ0 := µ0,

µ̄τt := µτn for t ∈ ((n− 1)τ, nτ ] for all n ∈ N such that nτ ≤ T.
(III.1.81)

Then [3, 4.0.4] yields the convergence of this scheme with respect to WL towards a curve
(µt)t ∈ AC((0, T );PL

2 (Td × R)) with initial value µ0, which solves (III.1.74) and satisfies (ii).
In addition, Lemma III.26 yields (i).

[3, 4.0.4] shows that the gradient flow (µt)t is a so-called minimizing movement (see [3,
2.0.6] for the definition). Hence, [3, 2.3.3] implies (iii). (Note that in our case the object |∂−φ|
from this theorem is just |∂φ| and that the assumption that |∂φ| is a strong upper gradient is
also fulfilled by [3, 2.4.10].)

(iv) follows from the chain rule given in Lemma III.24.

(v) follows from [3, 4.3.2]2 and [3, (3.1.1)]. �

III.1.4 Local McKean-Vlasov equation

In this subsection we apply Theorem III.27 to a functional F that is of the form

F(µ) := S(µ) +W(µ) + V(µ), (III.1.82)

where S,W and V are called entropy, interaction energy and potential energy, respectively. In
order to apply Theorem III.27 for F , we show separately that each of its summands S,W and
V are well-defined, proper, strongly λ-convex, WL-l.s.c and coercive in the Lemmas III.28,
III.30 and III.32, respectively. (It will turn out that F is trivially proper.) Moreover, we
compute a directional derivative of F (Proposition III.36), analyse the subdifferential of F
(Proposition III.38) and derive a variational characterisation of gradient flows for F (Theorem
III.40), which will be a key fact in the forthcoming sections (cf. Lemma I.8 and Lemma I.11).
Finally, we show in Theorem III.41 the equivalence of the gradient flow for F and the weak
solution to the partial differential equation (I.5.10).

Entropy. Define the entropy S : PL
2 (Td × R)→ (−∞,∞] by

S(µ) :=

{∫
Td×R log(ρ)dµ : µ� LebTd×R, µ = ρLebTd×R,

∞ : else.
(III.1.83)

A very useful observation is that for each µ ∈ PL
2 (Td × R)

S(µ) =

∫
Td×R

S1(µx)dx, (III.1.84)

where S1 : P2(R)→ (−∞,∞] is the entropy functional on P2(R), i.e.

S1(µx) :=

{∫
R log(ρx)dµx : µx � LebR, µ

x = ρx LebR,

∞ : else.
(III.1.85)

This fact simplifies our analysis, since we benefit from the already known results for S1; see
e.g. in [3]. In the following lemma we show that Theorem III.27 is applicable for S.

2Note that there is a typo in [3, (4.3.2)]: It must be eλT−1
λ

instead of eλT−1
T

.
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Lemma III.28 (i) (Well-defined) Let µ ∈ PL
2 (Td×R) and ε > 0. Then there exists Cε > 0

such that S(µ) ≥ −Cε − ε
∫
|θ|2dµ (> −∞).

(ii) (Coercivity) For all r > 0 we have

inf

{
S(ν)

∣∣∣ ν ∈ PL
2 (Td × R) ,

∫
|θ|2dν ≤ r

}
> −∞. (III.1.86)

In particular, S is coercive.

(iii) (WL-l.s.c) Let (µn)n∈N be such that supn
∫
|θ|2dµn < ∞ and µn ⇀ µ ∈ PL

2 (Td × R).
Then

lim inf
n→∞

S(µn) ≥ S(µ). (III.1.87)

In particular, S is WL-l.s.c.

(iv) (Strong 0-convexity) S is strongly 0-convex.

Proof. The corresponding statement for S1 (see [83, (29)]) and (III.1.84) imply (i).

(ii) is an immediate consequence of (i).

To show (iii), set ν := e−|θ|−βdθdx ∈ PL
2 (Td×R), where β > 0 is a normalization constant.

Recall the definition of the relative entropy given in (III.0.3). Then for µ ∈ PL
2 (Td × R)

S(µ) = H(µ | ν)− Ṽ(µ), (III.1.88)

where Ṽ(µ) :=
∫

(|θ|+ β) dµ. Since supn
∫
|θ|2dµn <∞, [3, 5.1.7] implies that

lim
n→∞

Ṽ(µn) = Ṽ(µ). (III.1.89)

And by the dual representation of H (see [3, 9.4.4]), we have that H(· | ν) is the supremum
of functionals that are continuous with respect to weak convergence. Hence, H(· | ν) is lower
semi-continuous with respect to weak convergence. This fact together with (III.1.89) yields
(iii).

It remains to prove (iv). Let σ, µ0, µ1 ∈ D(S) and Φ be as in (III.1.66) for the functional
S. Analogously, define Φ1(τ, σx; ·) = 1

2τW2(σx, ·) + S1(·). Then we observe that for all
µ ∈ PL

2 (Td × R)

Φ(τ, σ;µ) =

∫
Td

Φ1(τ, σx;µx) dx. (III.1.90)

Moreover, we show at the end of this proof that there exits a measure ω ∈ML
1 (Td×R3) such

that for almost every x ∈ Td

(p1,2
R3 )#ω

x ∈ Opt(σx, µx0) and (p1,3
R3 )#ω

x ∈ Opt(σx, µx1). (III.1.91)

Set for all t ∈ [0, 1]

γt =
(
(1− t) p2

R3 + tp3
R3

)
#
ωx dx ∈M1(Td × R× R). (III.1.92)

Then, [3, 9.3.9] and [3, 9.2.7] show that for almost every x ∈ Td and for all t ∈ [0, 1]

Φ1(τ, σx; γxt ) ≤ (1− t)Φ1(τ, σx; γx0 ) + tΦ1(τ, σx; γx1 )− 1

2τ
t(1− t)W2(µx0 , µ

x
1)2. (III.1.93)
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Using (III.1.90), this implies that S is strongly 0-convex. It remains to show the existence of
the measure ω. Let π0 ∈ OptL(σ, µ0) and π1 ∈ OptL(σ, µ1). Using the disintegration theorem,
we obtain the existence of Borel measurable families (πx,m0 )x∈Td,m∈R, (π

x,m
1 )x∈Td,m∈R ⊂M1(R)

such that

π0 = πx,m0 dσx(m) dx and π1 = πx,m1 dσx(m) dx. (III.1.94)

Using the measurable selection lemma ([127, 5.22]), we know that there exists a family
(ωx,m)x∈Td,m∈R ⊂M1(R2) such that

ωx,m ∈ Opt(πx,m0 , πx,m1 ) and (x,m) 7→ ωx,m is measurable. (III.1.95)

Define ω := ωx,m dσx(m) dx ∈M1(Td ×R3). It is easy to see that ω fulfils (III.1.91). Indeed,
for all Borel-measurable M,A ⊂ R

ωx(M ×A× R) =

∫
M
ωx,m(A× R) dσx(m) =

∫
M
πx,m0 (A) dσx(m) = πx0 (M ×A). (III.1.96)

Therefore, (p1,2
R3 )#ω

x ∈ Opt(σx, µx0), since we chose π0 ∈ OptL(σ, µ0). Analogously, one can

show that (p1,3
R3 )#ω

x ∈ Opt(σx, µx1). �

Interaction energy. Define the interaction energy W : PL
2 (Td × R)→ (−∞,∞] by

W(µ) :=
1

2

∫
Td×R

∫
Td×R

W (x, x̄, θ, θ̄) dµ(x, θ)dµ(x̄, θ̄), (III.1.97)

where W ∈ C0,0,1,1(Td × Td × R× R) satisfies the following assumptions.

Assumption III.29 (1) W (x, x̄, θ, θ̄) ≥ −α(|(θ, θ̄)|2 + 1) for some α > 0.

(2) There exists λ̄ ∈ R such that for all (x, x̄) ∈ Td × Td, (θ, θ̄) 7→ W (x̄, x, θ, θ̄) is λ̄-convex,
i.e. for all (θ1, θ̄1), (θ2, θ̄2) ∈ R2

W (x, x̄, (1− t)θ1 + tθ2, (1− t)θ̄1 + tθ̄2) ≤(1− t)W (x, x̄, θ1, θ̄1) + tW (x, x̄, θ2, θ̄2)

− λ̄
2 t(1− t)

∣∣(θ1, θ̄1)− (θ2, θ̄2)
∣∣2. (III.1.98)

Lemma III.30 Suppose that Assumption III.29 is satisfied. ThenW is well-defined, coercive,
strongly λ̄-convex and WL-l.s.c.

Proof. Assumption III.29 (1) implies that W(µ) ≥ −α
∫
|θ|2dµ − α for all µ ∈ PL

2 (Td × R).
This shows that W is well-defined and coercive.

Let (µn)n and µ ∈ PL
2 (Td×R) be such that limn→∞WL(µn, µ) = 0. From [26, Theorem 2.8]

and Lemma III.5, we obtain that µn⊗µn ⇀ µ⊗µ and limn→∞
∫
|θ|2d(µn⊗µn) =

∫
|θ|2d(µ⊗

µ). Therefore, by Assumption III.29 (1), it is straightforward to see that W− is uniformly
integrable with respect to (µn)n. Hence, [3, 5.1.7] implies that lim infn→∞W(µn) ≥ W(µ).

It remains to show the strong λ̄-convexity. Let σ, µ0, µ1 ∈ D(W) and Φ be as in (III.1.66)
for the functional W. Let ω ∈ ML

1 (Td × R3) and (γt)t∈[0,1] be as in the proof of Proposition
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III.28 (iv). Since
(
p1
R3 , (1− t) p2

R3 + tp3
R3

)
#
ωx is a coupling of σx and γxt for almost every

x ∈ Td and using (III.1.91), we obtain that for all t ∈ [0, 1]∫
Td
W2(σx,γxt )2 dx ≤

∫
Td

∫
R3

|(1− t)θ2 + t θ3 − θ1|2dωx(θ1, θ2, θ3) dx

= (1− t)WL(σ, µ0)2 + tWL(σ, µ1)2 − t(1− t)
∫
Td

∫
R3

|θ2 − θ3|2dωx dx.
(III.1.99)

Moreover, Assumption III.29 (2) implies that

W(γt) =
1

2

∫
(Td×R3)2

W (x, x̄, (1− t)θ2 + tθ3, (1− t)θ̄2 + tθ̄3)dω(x, θ1, θ2, θ3)dω(x̄, θ̄1, θ̄2, θ̄3)

≤ (1− t)W(µ0) + tW(µ1)− λ̄

2
t(1− t)

∫
Td×R3

|θ2 − θ3|2 dω(x, θ1, θ2, θ3). (III.1.100)

(III.1.99) and (III.1.100) yield that for all τ ∈ (0, 1
λ̄−

) and for all t ∈ [0, 1]

Φ(τ, σ; γt) ≤ (1− t)Φ(τ, σ; γ0) + tΦ(τ, σ; γ1)−
(

1

2τ
+
λ̄

2

)
t(1− t)

∫
Td×R3

|θ2 − θ3|2 dω

≤ (1− t)Φ(τ, σ; γ0) + tΦ(τ, σ; γ1)−
(

1

2τ
+
λ̄

2

)
t(1− t)WL(µ0, µ1), (III.1.101)

which is also a consequence of (III.1.91). This concludes the proof. �

Potential energy. Define the potential energy V : PL
2 (Td × R)→ (−∞,∞] by

V(µ) :=

∫
Td×R

V dµ, (III.1.102)

where V ∈ C0,1(Td × R) satisfies the following assumptions.

Assumption III.31 (1) V (x, θ) ≥ −α(|θ|2 + 1) for some α > 0.

(2) There exists λ̂ ∈ R such that for all x ∈ Td, θ 7→ V (x, θ) is λ̂-convex.

It turns out that under these assumptions, the potential energy is just the special case of the
interaction energy, when W (x, x̄, θ, θ̄) = V (x, θ) + V (x̄, θ̄). Therefore, all the results for the
interaction energy carry over to the potential energy and we have nothing to prove here.

Lemma III.32 Suppose that Assumption III.31 is satisfied. Then, V is well-defined, coercive,
strongly λ̂-convex and WL-l.s.c.

The McKean-Vlasov-functional F . From now on, we specify the functionals W
and V as follows.

Assumption III.33 (1) W (x, x̄, θ, θ̄) = −J(x− x̄) θ θ̄, where J : Td → R is continuous and
symmetric. It is easy to see that Assumption III.29 is satisfied. Indeed, as an immediate
consequence of Young’s inequality, Assumption III.29 (2) is satisfied for λ̄ := −‖J‖∞.
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(2) V (x, θ) = Ψ(θ), where Ψ : R → R is assumed to be a polynomial of degree 2` for some
` ∈ N, and it is such that Assumption III.31 (2) is satisfied for some λ̂ ∈ R, and

Ψ(θ) ≥ CΨθ
2` + C ′Ψθ

2 − C ′′Ψ for all θ ∈ R, (III.1.103)

for some CΨ, C
′′
Ψ ≥ 0 and C ′Ψ > ‖J‖∞.

For example, if Ψ is a polynomial of degree 2`, then Ψ satisfies Assumption III.33 if the
coefficient of degree 2` is positive.

Assumption III.33 implies that F has the form

F(µ) =

∫
Td×R

log(ρ)dµ+

∫
Td×R

Ψ dµ− 1

2

∫
Td×R

∫
Td×R

J(x− x̄)θθ̄dµ(x, θ)dµ(x̄, θ̄)

(III.1.104)

if µ has a density ρ with respect to LebTd×R, and F(µ) =∞ otherwise. Note that F is proper
(e.g. F(exp(−θ2/2)(2π)−1/2dθdx) < ∞). Furthermore, the definition of F can be naturally
extended to M1(Td × R). We observe the following lower bound on F .

Lemma III.34 We have, for some constant C ′′ > 0,

F(µ) ≥
∫
Td×R

(
CΨ |θ|2`+(C ′Ψ−‖J‖∞) |θ|2

)
dµ−C ′′ for all µ ∈M1(Td × R). (III.1.105)

In particular, there exists µ ∈ PL
2 (Td×R) such that infσ∈M1(Td×R)F(σ) = F(µ) and D(F) ⊂

{µ ∈M1(Td × R) |
∫
|θ|2 dµ <∞}.

Proof. Let µ ∈ M1(Td × R) and assume that µ has a density ρ, since otherwise the claim is
trivial. Notice that we can rewrite F as

F(µ) = H
(
µ
∣∣∣ e− 1

2
Ψ(θ)dθdx

)
+

1

2

∫
(Td×R)2

(
1

2

(
Ψ(θ) + Ψ(θ̄)

)
− J(x− x̄)θθ̄

)
dµdµ.

(III.1.106)

Then, since

H
(
µ
∣∣∣ e− 1

2
Ψ(θ)dθdx

)
≥ − log

∫
T×R

e−
1
2

Ψ(θ)dθdx, (III.1.107)

and by Young’s inequality and (III.1.103),

1

2

(
Ψ(θ) + Ψ(θ̄)

)
− J(x− x̄)θθ̄ ≥ 1

2
CΨ(θ2` + θ̄2`) +

1

2
(C ′Ψ − ‖J‖∞)(θ2 + θ̄2)− C ′′Ψ,

(III.1.108)

we infer (III.1.105).

For the second claim, note that (III.1.105) implies the weak compactness of the level sets
of F and that Theorem III.35 below shows the weak lower semi-continuity of F . Therefore,
the direct method of the calculus of variation is applicable and we infer the existence of a
minimizer. �

As a consequence of the observations on S,V and W, we obtain the following result for
F .
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Theorem III.35 F is well-defined, proper, coercive, (λ̄ + λ̂)-convex, strongly λ-convex for
some λ ∈ R and lower semi-continuous with respect to weak convergence. In particular, F is
WL-l.s.c. Therefore, Theorem III.27 is applicable for F .

Proof. It remains to show that F is weakly lower semi-continuous. Let (µn)n∈N ⊂M1(Td×R)
and µ ∈ M1(Td × R) be such that µn ⇀ µ. Without restriction suppose that F(µ) < ∞.
We show the lower semi-continuity for both summands on the right-hand side of (III.1.106)
separately. In the proof of Lemma III.28 we have already seen that the functional H

(
·∣∣ 1

αe−
1
2

Ψ(θ)dθdx
)

is weakly lower semi-continuous, where α =
∫

e−
1
2

Ψ(θ)dθdx. Therefore,

lim inf
n→∞

H
(
µn
∣∣∣ e− 1

2
Ψ(θ)dθdx

)
= lim inf

n→∞
H
(
µn
∣∣∣ 1
αe−

1
2

Ψ(θ)dθdx
)
− log(α)

≥ H
(
µ
∣∣∣ 1
αe−

1
2

Ψ(θ)dθdx
)
− log(α) = H

(
µ
∣∣∣ e− 1

2
Ψ(θ)dθdx

)
.

(III.1.109)

Moreover, the integrand of the second summand in (III.1.106) is lower semi-continuous and
bounded from below due to (III.1.108). Therefore, [3, 5.1.7] yields

lim inf
n→∞

∫
(Td×R)2

(1

2

(
Ψ(θ) + Ψ(θ̄)

)
− J(x− x̄)θθ̄

)
d(µn ⊗ µn)

≥
∫

(Td×R)2

(
1

2

(
Ψ(θ) + Ψ(θ̄)

)
− J(x− x̄)θθ̄

)
d(µ⊗ µ),

(III.1.110)

which concludes the proof. �

Directional derivative. In order to find a characterisation of the (strong) subdiffer-
ential of F , it is useful to study the infinitesimal behaviour of F along curves that are pushed
along smooth functions. This is the content of the following proposition.

Proposition III.36 Let µ ∈ D(F) and β ∈ C2
c (Td × R ; R). For all t ∈ R define

µt,β = (p1,p2 + t β)#µ. (III.1.111)

Then

d

dt

∣∣∣∣
t=0

F(µt,β) =

∫
Td×R

(
β(x, θ)

[
Ψ′(θ)−

∫
Td×R

J(x− x̄)θ̄ dµ(x̄, θ̄)

]
− ∂θβ(x, θ)

)
dµ(x, θ).

(III.1.112)

Proof. We compute the derivative for each summand separately. We begin with S. Again,
the proof is similar to the Wasserstein case. Indeed, if we consider the function β̂ = (0, β) ∈
C2
c (Td ×R ; Td ×R), then µt,β = (IdTd×R + t β̂)#µ for all t ∈ R. Then, [83, (38)] implies that

d

dt

∣∣∣∣
t=0

S(µt,β) = −
∫
Td×R

divβ̂ dµ = −
∫
Td×R

∂θβ dµ. (III.1.113)

To compute the directional derivative of W, observe that

d

dt

∣∣∣∣
t=0

W(µt,β) = −1

2

d

dt

∣∣∣∣
t=0

∫
Td×R

∫
Td×R

J(x− x̄)(θ + tβ(x, θ))(θ̄ + tβ(x̄, θ̄))dµ(x, θ)dµ(x̄, θ̄)

= −1

2

∫
Td×R

∫
Td×R

J(x− x̄)
d

dt

∣∣∣∣
t=0

(θ + tβ(x, θ))(θ̄ + tβ(x̄, θ̄))dµ(x, θ)dµ(x̄, θ̄)

= −
∫
Td×R

∫
Td×R

J(x− x̄) θ̄ β(x, θ) dµ(x, θ) dµ(x̄, θ̄), (III.1.114)
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where we have used the symmetry of the integrand. To exchange differentiation and inte-
gration, we have used the Leibniz-integral-rule, which is applicable, since all functions are
continuous and β has compact support. In the same way, one computes that

d

dt

∣∣∣∣
t=0

V(µt,β) =

∫
Td×R

βΨ′ dµ. (III.1.115)

�

Subdifferential of F . Note that for all µ ∈ PL
2 (Td × R), (x, θ) 7→

∫
Td×R J(x −

x̄)θ̄ dµ(x̄, θ̄) ∈ L2(µ). This observation is important in order to compute an element of the
subdifferential of F in the following proposition.

Lemma III.37 Let µ ∈ D(F). Therefore, µ has a density ρ with respect to LebTd×R. Suppose

that ∂θρ exists weakly in L1
loc(Td × R) and ∂θρ

ρ + Ψ′ ∈ L2(µ). Then(
(x, θ) 7→ ∂θρ(x, θ)

ρ(x, θ)
+ Ψ′(θ)−

∫
Td×R

J(x− x̄)θ̄ dµ(x̄, θ̄)

)
∈ ∂F(µ) (III.1.116)

Proof. We first show that
(

(x, θ) 7→ −
∫
Td×R J(x− x̄)θ̄ dµ(x̄, θ̄)

)
∈ ∂W(µ). Note that for all

(θ1, θ̄1), (θ2, θ̄2) ∈ R2

−J(x− x̄)
(
θ1θ̄1 − θ2θ̄2

)
= −J(x− x̄)

(
θ̄2(θ1 − θ2) + θ2(θ̄1 − θ̄2) + (θ1 − θ2)(θ̄1 − θ̄2)

)
≥ −J(x− x̄)

(
θ̄2(θ1 − θ2) + θ2(θ̄1 − θ̄2)

)
+
λ̄

2

∣∣(θ1, θ̄1)− (θ2, θ̄2)
∣∣2 (III.1.117)

This yields for all ν ∈ D(F) ⊂ D(W)

W(ν)−W(µ) =
1

2

∫
(Td×R)2

−J(x− x̄)
(

Tν
µ(x, θ)Tν

µ(x̄, θ̄)− θθ̄
)
d(µ⊗ µ)

≥1

2

∫
(Td×R)2

−J(x− x̄)θ̄(Tν
µ(x, θ)− θ)d(µ⊗ µ)

+
1

2

∫
(Td×R)2

−J(x− x̄)θ(Tν
µ(x̄, θ̄)− θ̄)d(µ⊗ µ) (III.1.118)

+
λ̄

4

∫
(Td×R)2

∣∣∣(Tν
µ(x, θ),Tν

µ(x̄, θ̄))− (θ, θ̄)
∣∣∣2d(µ⊗ µ)

=

∫
Td×R

(
−
∫
Td×R

J(x− x̄)θ̄dµ(x̄, θ̄)

)
(Tν

µ(x, θ)− θ) dµ(x, θ) +
λ̄

2
WL(µ, ν)2.

It remains to show that ∂θρ/ρ+ Ψ′ ∈ ∂(S + V). Notice that θ 7→ Ψ(θ)− 1
2 λ̂|θ|2 is convex.

Set Ṽ (θ) := Ψ(θ) − 1
2 λ̂|θ|2 + β, where β ∈ R is such that exp(−Ṽ (θ))dθ is a probability

measure. Define Ṽ(µ) :=
∫
Ṽ dµ. Then, similarly as in (III.1.88) and (III.1.84), we have that

S(µ) + Ṽ(µ) = H
(
µ
∣∣∣ e−Ṽ (θ)dθdx

)
=

∫
Td×R

H
(
µx
∣∣∣ e−Ṽ (θ)dθ

)
dx. (III.1.119)
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This fact allows us to use the results from the Wasserstein case. By taking a compact ex-
haustion of R, one can see immediately that there exists a null-set N ⊂ Td such that for all
x ∈ Td \ N

ρ(x, ·) ∈W1,1
loc(R),

∂θρ(x, ·)
ρ(x, ·) + Ψ′ ∈ L2(µx) and

∫
R
|θ|2dµx <∞. (III.1.120)

Moreover, if we set σx(θ) = ρ(x, θ) exp(Ṽ (θ)), then (III.1.120) implies that

σx ∈W1,1
loc(R) and

∂θσ
x

σx
∈ L2(µx) for almost every x. (III.1.121)

Therefore, [3, 10.4.9] is applicable and we obtain that for all ν ∈ D(F)

H
(
νx
∣∣∣ e−Ṽ (θ)dθ

)
−H

(
µx
∣∣∣ e−Ṽ (θ)dθ

)
≥
∫
R

∂θσ
x

σx
(Tνx

µx − IdR) dµx for a.e. x. (III.1.122)

Using (III.1.119), this implies that

(S + Ṽ)(ν)− (S + Ṽ)(µ) ≥
∫
Td×R

(∂θρ
ρ

+ Ψ′ − λ̂p2
)

(Tν
µ − p2) dµ. (III.1.123)

Since WL(µ, ν) = ‖Tν
µ − p2‖L2(µ), we infer

(S + V)(ν)− (S + V)(µ) ≥
∫
Td×R

(∂θρ
ρ

+ Ψ′
)

(Tν
µ − p2) dµ+

λ̂

2
WL(µ, ν), (III.1.124)

which concludes the proof. �

Proposition III.38 Let µ = ρLebTd×R ∈ D(F). Then the following statements are equiva-
lent.

(i) |∂F|(µ) <∞,

(ii) ∂θρ exists weakly in L1
loc(Td × R) and there exists w ∈ L2(µ) such that ∂θρ(x, θ) =

ρ(x, θ)(w(x, θ)−Ψ′(θ) +
∫
Td×R J(x− x̄)θ̄ dµ(x̄, θ̄)).

Moreover, in this case, w ∈ TanµPL
2 (Td×R) ∩ ∂F(µ), |∂F|(µ) = ‖w‖L2(µ) and w is the µ-a.e.

unique strong subdifferential at µ.

Proof. Again, the proof is very similar to the Wasserstein case (cf. [59, 4.3]). However, here
we include the details, since the statement and the proof will become very crucial for the
remainder of this chapter.

(ii) ⇒ (i). Lemma III.37 shows that under the conditions of (ii), w ∈ ∂F(µ). Hence,
|∂F|(µ) ≤ ‖w‖L2(µ) <∞ , which is an immediate consequence of the definition of the metric
slope (cf. [3, 10.3.10]).

(i)⇒ (ii). Define a linear operator L : C∞c (Td × R)→ R by

L(β) :=

∫
Td×R

(
β(x, θ)

[
Ψ′(θ)−

∫
Td×R

J(x− x̄)θ̄ dµ(x̄, θ̄)

]
− ∂θβ(x, θ)

)
dµ(x, θ).

(III.1.125)
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Let β ∈ C∞c (Td×R) and (µt,β)t be as in Proposition III.36. Using the representation (III.1.5)
and that (p1,p2 + tβ,p2)#µ ∈ CplL(µt,β, µ), it is easy to see that WL(µt,β, µ) ≤ |t| · ‖β‖L2(µ).
Then, as in [59, p. 13, l. 12], via Proposition III.36, we observe that if L(β) > 0,

L(β) = lim
t↓0

(F(µ)−F(µ−t,β))+

t
≤ lim sup

t↓0

(F(µ)−F(µt,−β))+

WL(µt,−β, µ)
‖β‖L2(µ)

≤ |∂F|(µ) ‖β‖L2(µ),

(III.1.126)

and if L(β) < 0,

L(β) = lim
t↓0

(F(µ)−F(µt,β))+

−t ≥ − lim inf
t↓0

(F(µ)−F(µt,β))+

WL(µt,β, µ)
‖β‖L2(µ)

≥ −|∂F|(µ) ‖β‖L2(µ).

(III.1.127)

Thus, |L(β)| ≤ |∂F|(µ) ‖β‖L2(µ). Extending L to the L2(µ)-closure of C∞c (Td×R), the Riesz
representation theorem yields the existence of a unique w ∈ L2(µ) such that

•
∫
wβρ dθdx =

∫ (
β
[
Ψ′ −

∫
J(· − x̄)θ̄ dµ

]
− ∂θβ

)
ρ dθdx for all β ∈ C∞c (Td × R), and

• |∂F|(µ) ≥ ‖w‖L2(µ).

This shows that the weak derivative ∂θρ exists and equals ρ(w − Ψ′ +
∫
Td×R J(x − x̄)θ̄ dµ),

which clearly belongs to L1
loc(Td × R). We infer (ii).

It remains to show the other claims. Let pTan denote the orthogonal projection onto
TanµPL

2 (Td×R). Then pTan(w) ∈ ∂F(µ), since w ∈ ∂F(µ). Indeed, this follows immediately
from the definition of the subdifferential and Corollary III.15. Hence, by Lemma III.12

|∂F|(µ) ≤ ‖pTan(w)‖L2(µ) ≤ ‖pTan(w)+w−pTan(w)‖L2(µ) = ‖w‖L2(µ) ≤ |∂F|(µ), (III.1.128)

which, again by Lemma III.12, shows that w ∈ TanµPL
2 (Td × R) and |∂F|(µ) = ‖w‖L2(µ).

Finally, let z be another strong subdifferential of F at µ. Then, for all β ∈ C∞c (Td × R)∫
wβ dµ = L(β) =

d

dt

∣∣∣∣
t=0

F(µt,β) = lim
t↓0

F(µt,β)−F(µ)

t
≥
∫
zβ dµ, (III.1.129)

since z is a strong subdifferential. Considering limt↑0, we obtain the other inequality. There-
fore,

∫
wβ dµ =

∫
zβ dµ, for all β ∈ C∞c (Td × R), which implies that z = w µ-a.e. �

Corollary III.39 Let µ ∈ D(F). Then

|∂F|(µ) = sup
β∈C∞c (Td×R), ‖β‖L2(µ)>0

∣∣∣∫Td×R (β [Ψ′ − ∫Td×R J(· − x̄)θ̄ dµ(x̄, θ̄)
]
− ∂θβ

)
dµ
∣∣∣

‖β‖L2(µ)
.

(III.1.130)
Moreover, if (µn)n∈N is such that supn

∫
|θ|2dµn <∞ and µn ⇀ µ ∈ PL

2 (Td × R), then

lim inf
n→∞

|∂F|(µn) ≥ |∂F|(µ). (III.1.131)
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Proof. If |∂F|(µ) <∞, then (III.1.130) follows from the proof of Proposition III.38, since the
right-hand side of (III.1.130) equals ‖w‖L2(µ). Here we have used that the extension of the
operator L from (III.1.125) has the same operator norm as L. And if the right-hand side of
(III.1.130) is finite, then L is bounded. Therefore, repeating the above arguments, we infer
part (ii) of Proposition III.38, which leads to |∂F|(µ) <∞ and finally to (III.1.130).

The proof of (III.1.131) is a straightforward consequence of (III.1.130), the fact that
β ∈ C∞c (Td × R), and [3, 5.1.7]. �

Characterisation as curves of maximal slope. The following characterisation of
gradient flows for F is a key fact in order to apply the Fathi-Sandier-Serfaty approach, which
we introduced in Section I.3. We motivated this statement already in Lemma I.8 by the
analogous Wasserstein setting.

Theorem III.40 Let T ∈ (0,∞). Define J : C([0, T ] ; M1(T× R))→ [0,∞] by

J [(νt)t] := F(νT )−F(ν0) +
1

2

∫ T

0

(
|∂F|2(νt) + |ν ′|2(t)

)
dt, (III.1.132)

if (νt)t ∈ AC((0, T );PL
2 (Td × R)) and J [(νt)t] = ∞ else. Let µ0 ∈ D(F). For any curve

(µt)t ∈ AC((0, T );PL
2 (Td × R)) such that limt→0 WL(µt, µ0) = 0 we have that J [(µt)t] ≥ 0.

Equality holds if and only if (µt)t is the gradient flow for F with initial value µ0.

Proof. Since F is (λ̄+ λ̂)-convex, we can apply [3, 2.4.10] to see that

F(µε)−F(µT ) ≤
∫ T

ε
|∂F|(µt) |µ′|(t) dt for all ε ∈ (0, T ). (III.1.133)

Thus, Young’s inequality and the WL-l.s.c. of F yield the first claim. The “if”-part of the
second claim is the content of Theorem III.27 (iii). To show the “only if”-part, assume that
J [(µt)t] = 0. Hence, |∂F|(µt) < ∞ for almost every t and Proposition III.38 is applicable.
Let (vt)t be the tangent velocity of (µt)t and (ρt)t be the curve of the probability densities of
(µt)t. Recall that ‖vt‖2L2(µt)

= |µ′|(t) for a.e. t. Then, using the chain rule from Lemma III.24
and the characterisation of the metric slope from Proposition III.38, we obtain that

1

2

∫ T

0

∥∥∥∥vt +
∂θρt
ρt

+ Ψ′ −
∫
Td×R

J(· − x̄)θ̄ dµt

∥∥∥∥2

L2(µt)

dt = J [(µt)t] = 0, (III.1.134)

which, again by Proposition III.38, implies that −vt ∈ ∂F(µt) for a.e. t. Therefore, (µt)t is
the gradient flow for F . �

Local McKean-Vlasov equation. Now we are able to build the bridge to (I.5.10) in
the following theorem. See also Lemma I.9 for the analogous Wasserstein setting.

Theorem III.41 Let µ0 ∈ D(F). Let T ∈ (0,∞) and (µt)t∈[0,T ] ⊂ PL
2 (Td × R) be such that

limt→0 WL(µt, µ0) = 0. Then (µt)t is the gradient flow for F if and only if

(i) µt = ρt LebTd×R for all t ∈ [0, T ],
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(ii) the curve of densities (ρt)t is a weak solution to

∂tρt(x, θ) = ∂2
θθρt(x, θ) + ∂θ

(
ρt(x, θ)

(
Ψ′(θ)−

∫
J(x− x̄)θ̄ρt(x̄, θ̄) dθ̄dx̄

))
,

(III.1.135)

(iii)
∫ T

0 |∂F|2(µt) dt <∞.

Proof. If (µt)t is the gradient flow for F , then Theorem III.27 (v) and (iii) imply the claims
(i) and (iii), respectively. Claim (ii) follows immediately from Proposition III.38 and the fact
that (µt)t satisfies the continuity equation.

Conversely, assume (i)–(iii). (iii) implies that |∂F|(µt) <∞ for almost every t. Therefore,
Proposition III.38 is applicable and we obtain that for almost every t, ∂θρt exists weakly and

wt :=
∂θρt
ρt

+ Ψ′ −
∫
J(· − x̄)θ̄ dµt(x̄, θ̄) ∈ TanµtPL

2 (Td × R) ∩ ∂F(µt). (III.1.136)

Moreover, (ii) shows that (µt)t solves the continuity equation with respect to (−wt)t. And
since (iii) also shows that w ∈ L2((0, T ) × Td × R;µtdt), we infer via Proposition III.10 (B)
that (µt)t ∈ AC((0, T );PL

2 (Td × R)) with tangent velocity −w. And since wt ∈ ∂F(µt) for
almost every t, we conclude that (µt)t must be the gradient flow for F with initial value µ0.

�

III.2 Large deviation principle

In this section we derive the large deviation principle for the system introduced in Subsection
I.5.1. First, in Subsection III.2.1, we rigorously introduce the model and state some properties.
Then we define in Subsection III.2.2 the empirical measure map and in Subsection III.2.3 we
state the main result and its proof. The proof of the lower bound and the recovery sequence
are moved to Subsection III.2.4 and Subsection III.2.5, respectively. For convenience purposes,
from now on we restrict to the case d = 1. Throughout the remaining part of this chapter
suppose Assumption III.33 and let T ∈ (0,∞).

III.2.1 The microscopic system

Let N ∈ N. Recall that the microscopic Hamiltonian HN : RN → R is given by

HN (Θ) =

N−1∑
i=0

Ψ
(
θi
)
− 1

2N

N−1∑
j=0

J

(
i− j
N

)
θiθj

 . (III.2.1)

Define HN : P2(RN )→ (−∞,∞] by

HN (·) := H(· | exp(HN )LebRN ). (III.2.2)

Analogously to (III.1.132), define J N : C([0, T ];M1(RN ))→ [0,∞] by

J N [(νNt )t] := HN (νNT )−HN (νN0 ) +
1

2

∫ T

0

(
|∂HN |2(νNt ) + |(νN )′|2(t)

)
dt (III.2.3)

if (νNt )t ∈ AC((0, T ) ; P2(RN )) and J N [(νNt )t∈[0,T ]] =∞ else.
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Lemma III.42 Recall the parameters from Assumption III.33, Lemma III.34 and Theorem
III.35. Then,

(i) HN is proper, (λ̄+ λ̂)-convex, strongly λ-convex, W2-l.s.c. and coercive,

(ii) for all νN ∈M1(RN ), for some constant C ′′ > 0,

1

N
HN (νN ) ≥ 1

N

∫
RN

(
CΨ

N−1∑
i=0

|θi|2` + (C ′Ψ − ‖J‖∞) |Θ|2
)
dνN (Θ)− C ′′, (III.2.4)

(iii) for all µN0 ∈ D(HN ), there exists a unique curve (µNt )t ∈ AC((0, T ) ; P2(RN )) such that
limt→0W2(µNt , µ

N
0 ) = 0 and J N [(µNt )t] = 0. We call (µNt )t the Wasserstein gradient

flow for HN with initial value µN0 ,

(iv) there exists QN ∈M1(C([0, T ];RN )) such that (et)#Q
N = µNt for all t ∈ [0, T ] and QN

is the law of the trajectories on [0, T ] of a solution to

dΘN
t = −∇HN (ΘN

t ) dt+
√

2 dBN
t and ΘN

0 ∼ µN0 . (III.2.5)

Proof. (i) follows from [3, 9.3.9], [3, 9.3.2] and [3, 9.2.7].

To show (ii), let, without restriction, νN ∈M1(RN ) be such that HN (νN ) <∞. Then,

1

N
HN (νN ) =

1

N
H
(
µN

∣∣∣∣∣ exp

(
−1

2

N−1∑
k=0

Ψ(θk)

)
dΘ

)

+
1

2N2

N−1∑
k,j=0

∫
RN

(
1

2
Ψ(θk) +

1

2
Ψ(θj)− J

(
k − j
N

)
θkθj

)
dνN (Θ).

(III.2.6)

Proceeding as in the proof of Lemma III.34 yields part (ii).

(iii) is a consequence of [3, 11.2.1] and part (i).

(iv) follows from [105, 3.3]. �

For technical reasons we have to restrict the choice of the sequence (µN0 )N of initial values
in the following way.

Assumption III.43 For all N ∈ N, µN0 ∈M1(RN ) is given by dµN0 (Θ) = ρN0 (Θ) dΘ, where

ρN0 (Θ) :=
N−1∏
k=0

κ
(
k
N , θ

k
)

e−Ψ(θk) , (III.2.7)

where κ : T× R→ [0,∞) is upper semi-continuous and such that

•
∫
R κ(x, θ) e−Ψ(θ) dθ = 1 for each x ∈ T,

• the restriction κ : {κ > 0} → (0,∞) is a continuous map, where {κ > 0} := {(x, θ) ∈
T× R |κ(x, θ) > 0},

• κ(x, θ) ≤ Cκ exp(1
8CΨ θ

2` + 1
8(C ′Ψ − ‖J‖∞)θ2) for some Cκ > 0, and

• either κ(x, θ) ≥ c′κ exp(−cκΨ(θ)) on {κ > 0} for some cκ, c
′
κ > 0, or x 7→ κ(x, θ) is

constant for all θ ∈ R.
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III.2.2 The empirical measure map.

For all N ∈ N, define the empirical measure map KN : RN →M1(T× R) by

KN (Θ) =
1

N

N−1∑
k=0

δ( kN ,θk)
. (III.2.8)

Moreover, let KN
T : C([0, T ] ; RN )→ C([0, T ] ; M1(T× R)) be defined by

KN
T ((Θt)t∈[0,T ]) = (KN (Θt))t∈[0,T ]. (III.2.9)

For technical reasons it is sometimes useful to consider a modification of KN defined by

LN : RN →ML
1 (T× R)

Θ 7→
N−1∑
k=0

LebAk,N ⊗ δθk ,
(III.2.10)

where (Ak,N )N−1
k=0 is a partition of T given by

Ak,N = [kN, (k + 1)N), k = 0, . . . , N − 1. (III.2.11)

In the following lemma we show that LN is indeed just a small modification of KN .

Lemma III.44 (i) Let N ∈ N and Θ ∈ RN . Then W2(KN (Θ), LN (Θ)) ≤ 1
N .

(ii) Let W̃ denote the Wasserstein distance on M1(M1(T× R)) induced by the distance W̃
on M1(T× R). Then

W̃
(
(LN )#µ

N , (KN )#µ
N
)
≤ 1

N
∀µN ∈M1(RN ). (III.2.12)

Proof. Define G : T× R→ T× R by

G(x, θ) =
N−1∑
k=0

1Ak,n(x)

(
k

N
, θ

)
. (III.2.13)

Then (G, IdT×R)#L
N (Θ) ∈ Cpl(KN (Θ), LN (Θ)). Estimating W2(KN (Θ), LN (Θ)) by the cost

with respect to this coupling yields (i). Finally, (ii) follows immediately from part (i). �

III.2.3 The large deviation principle.

Definition III.45 Let (X,d) be a Polish space. Let (Πn)n∈N be a family of probability mea-
sures on X and let I : X → [0,∞] be d-l.s.c. Then (Πn)n is said to satisfy a large deviation
principle (LDP) on X with rate function I if

(i) for any closed set C ⊂ X, lim supn→∞
1
n logΠn(C) ≤ − infx∈C I(x), and

(ii) for any open set O ⊂ X, lim infn→∞
1
n logΠn(O) ≥ − infx∈O I(x).
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Recall that M1(T × R) is equipped with the metric W̃ . Let C([0, T ] ; M1(T × R)) be

equipped with the supremum norm induced by W̃ . Theorem III.47 below states the LDP
result for the sequence {(KN

T )#Q
N}N on C([0, T ] ; M1(T× R)), where, for all N ∈ N, QN is

the measure from Lemma III.42 (iv). The rate function will be given by

I[(νt)t] =

{
1
2J [(νt)t] +H(ν0 |µ0) if (νt)t ∈ AC([0, T ] ; PL

2 (T× R)),

∞ else,
(III.2.14)

where µ0 = ρ0 LebT×R ∈ PL
2 (T× R) with ρ0(x, θ) = κ(x, θ) e−Ψ(θ). Before we state and prove

the LDP result, we need to show the lower semi-continuity of I.

Lemma III.46 (νt)t 7→ I[(νt)t] is lower semi-continuous in C([0, T ] ; M1(T× R)).

Proof. Let limm→∞(νmt )t = (νt)t in C([0, T ] ; M1(T × R)). In particular, νmt ⇀ νt for all
t ≥ 0. Without restriction assume that lim infm→∞ I[(νmt )t] < ∞, since otherwise, the claim
is trivial. Moreover, by considering appropriate subsequences, we can even suppose that
supm∈N I[(νmt )t] < ∞. In particular, supm∈N J [(νmt )t], supm∈NH(νm0 |µ0) < ∞, since both
terms are non-negative. The proof is divided into seven steps.

Step 1. [ infm∈NH(νm0 |µ0)− 1
2F(νm0 ) > −∞. ]

Note that, since supm∈NH(νm0 |µ0) <∞, κ is strictly positive inside the support of νm0 . Then,
similarly as in the proof of Theorem III.35

H(νm0 |µ0)− 1
2F(νm0 ) =

1

2
H
(
νm0

∣∣∣ e− 1
2

Ψ(θ)dθ
)

(III.2.15)

+
1

4

∫
(T×R)2

(
1
2Ψ(θ) + 1

2Ψ(θ̄) + J(x− x̄)θθ̄ − 2 log κ(x, θ)− 2 log κ(x̄, θ̄)
)
d(νm0 ⊗ νm0 ).

By using Assumption III.33 and Assumption III.43, we have that

H
(
νm0

∣∣∣ e− 1
2

Ψ(θ)dθ
)
≥ − log

∫
e−

1
2

Ψ(θ)dθ, and (III.2.16)

1
2Ψ(θ) + 1

2Ψ(θ̄) + J(x− x̄)θθ̄ − 2 log κ(x, θ)− 2 log κ(x̄, θ̄) ≥ −C ′′Ψ − 4 log(Cκ). (III.2.17)

Combining (III.2.15), (III.2.16) and (III.2.17) concludes the claim of Step 1.

Step 2. [ supm∈N
∫ T

0 |(νm)′|2(r) dr <∞ and supm∈N
∫ T

0 |∂F|2(νmr ) dr <∞. ]

Using Step 1, the fact that supm∈N I[(νmt )t] <∞, and Lemma III.34, we infer the claim.

Step 3. [ supm∈N supt∈[0,T ]F(νmt ) <∞ and supm∈N supt∈[0,T ]

∫
T×R |θ|2 dνm <∞. ]

Since |∂F| is a so-called strong upper gradient ([3, 1.2.1 and 2.4.10]), we infer that

sup
m∈N

sup
t∈[0,T ]

F(νmt ) ≤ sup
m∈N

sup
t∈[0,T ]

∫ T

t
|∂F|(νmr ) |(νm)′|(r) dr + F(νmT ) <∞, (III.2.18)

where we used Step 2 in the last step. The second claim is shown by combining (III.2.18)
with Lemma III.34.

Step 4. [ lim infm→∞

(
F(νmT ) + 1

2

∫ T
0 |∂F|2(νmt ) dt

)
≥ F(νT ) + 1

2

∫ T
0 |∂F|2(νt) dt. ]

The claim follows from a combination of Theorem III.35, Fatou’s lemma, Step 3 and Corollary
III.39.
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Step 5. [ lim infm→∞H(νm0 |µ0)− 1
2F(νm0 ) ≥ H(νm0 |µ0)− 1

2F(νm0 ). ]

Recall (III.2.15), and recall that we have already seen in the proof of Theorem III.35 that

lim inf
m→∞

1

2
H
(
νm0

∣∣∣ e− 1
2

Ψ(θ)dθ
)
≥ 1

2
H
(
ν0

∣∣∣ e− 1
2

Ψ(θ)dθ
)
. (III.2.19)

The integrand in the second term on the right-hand side of (III.2.15) is lower semi-continuous
and bounded from below by Assumption III.33 and Assumption III.43. Therefore, analogously
to (III.1.110), [3, 5.1.7] yields the lower semi-continuity of this term.

Step 6. [ (νt)t ∈ AC([0, T ] ; PL
2 (T× R)). ]

According to [96, Lemma 1], it suffices to show that

sup
0<h<T

∫ T−h

0

1

h2
WL(νt, νt+h)2 dt <∞ and

∫ T

0
WL(νt, δ0 ⊗ LebT)2 dt <∞. (III.2.20)

Since WL(νt, δ0⊗LebT)2 =
∫
|θ|2 dνt, Step 3 and [3, 5.1.7] imply the second claim in (III.2.20).

In order to show the first claim in (III.2.20), note that (νmt )t ∈ AC([0, T ] ; PL
2 (T× R)) for all

m. Then, using Fatou’s lemma and Lemma III.4, we obtain that

sup
0<h<T

∫ T−h

0

1

h2
WL(νt, νt+h)2 dt ≤ sup

0<h<T
lim inf
m→∞

∫ T−h

0

1

h2
WL(νmt , ν

m
t+h)2 dt

≤ sup
0<h<T

lim inf
m→∞

∫ T−h

0

1

h

∫ t+h

t
|(νm)′|2(r) dr dt (III.2.21)

≤ lim inf
m→∞

∫ T

0
|(νm)′|2(r) dr <∞,

where we have used Fubini’s theorem in the last step.

Step 7. [
∫ T

0 |ν ′|2(t) dt ≤ lim infm→∞
∫ T

0 |(νm)′|2(r) dr. ]

Let ε ∈ (0, T/2). Then, repeating the arguments from (III.2.21),∫ T−ε

0
|ν ′|2(t) dt ≤ lim inf

h↓0,h<ε

∫ T−ε

0

1

h2
WL(νt, νt+h)2 dt ≤ lim inf

m→∞

∫ T

0
|(νm)′|2(r) dr. (III.2.22)

Letting ε ↓ 0 concludes the proof. �

Theorem III.47 Let (µN0 )N satisfy Assumption III.43. For all N ∈ N, let (µNt )t∈[0,T ] be

the Wasserstein gradient flow for HN with initial value µN0 and (QN )N be the corresponding
representation measures from Lemma III.42 (iv). Then the sequence {(KN

T )#Q
N}N satisfies

a large deviation principle on C([0, T ] ; M1(T× R)) with rate function I.

Proof. In [100, Theorem 3.4 and Theorem 3.5], it is shown that the above LDP result for
{(KN

T )#Q
N}N is true if and only if the following three conditions are satisfied.

(i) The family {(KN
T )#Q

N}N is exponentially tight, i.e. for all s > 0 there exists a compact
set Ks ⊂ C([0, T ] ; M1(T× R)) such that

lim sup
N→∞

1

N
log
(

(KN
T )#Q

N (Kcs)
)
≤ −s. (III.2.23)



116 CHAPTER III. GRADIENT FLOWS AND LOCAL MEAN-FIELD SPIN SYSTEMS

(ii) For all (νt)t ∈ C([0, T ] ; M1(T × R)) and for all (ΓN )N ⊂ M1(C([0, T ];M1(T × R)))
that converge to δ(νt)t weakly in M1(C([0, T ] ; M1(T× R)) ), it holds

lim inf
N→∞

1

N
H
(
ΓN

∣∣∣ (KN
T )#Q

N
)
≥ I[(νt)t]. (III.2.24)

(iii) For all (νt)t ∈ C([0, T ] ; M1(T×R)) there exists (ΓN )N ⊂M1(C([0, T ] ; M1(T×R)) )
such that (ΓN )N converges to δ(νt)t weakly in M1(C([0, T ] ; M1(T× R)) ) and

lim sup
N→∞

1

N
H
(
ΓN

∣∣∣ (KN
T )#Q

N
)
≤ I[(νt)t]. (III.2.25)

Fact (i) was proven in [105, 3.29].

To prove (ii), note that if the left-hand side of (III.2.24) is infinite, the claim is trivial.
Therefore, we assume without restriction that

H
(
ΓN

∣∣∣ (KN
T )#Q

N
)
<∞ for all N ∈ N. (III.2.26)

This implies in particular that ΓN is absolutely continuous with respect to (KN
T )#Q

N for all
N . Since the map KN

T is injective, we infer that for all N there is a PN ∈M1(C([0, T ] ; RN ) )
such that ΓN = (KN

T )#P
N . Moreover,

H
(

(KN
T )#P

N
∣∣∣ (KN

T )#Q
N
)

= H
(
PN

∣∣∣QN) for all N ∈ N, (III.2.27)

which is again a consequence of the injectivity of KN
T . Now we can use [70, 4.1.(i)] to observe

that

H
(
PN

∣∣∣QN) ≥ 1

2
J N [(νNt )t] +H

(
νN0

∣∣∣µN0 ) for all N ∈ N, (III.2.28)

where νNt := (et)#P
N for all t. In particular, the right-hand side in (III.2.28) is finite, which

implies that (νNt )t ∈ AC([0, T ];P2(RN )). Hence, in order to prove (ii), it is enough to show
that

lim inf
N→∞

1

N

(
1

2
J N [(νNt )t] +H

(
νN0

∣∣∣µN0 )) ≥ I[(νt)t], (III.2.29)

whenever ((KN )#ν
N
t )N converges to δνt weakly in M1(M1(T × R)) for all t, where (νNt )t ∈

AC([0, T ];P2(RN )) for all N . This is the content of Proposition III.48 below.

It remains to prove (iii). If I[(νt)t] = ∞, we take ΓN = δ(νt)t for all N and (III.2.25)

is trivially satisfied. So assume that I[(νt)t] < ∞. In particular, (νt)t ∈ AC([0, T ];PL
2 (T ×

R)). Proposition III.56 below shows that there exists (νNt )t ∈ C([0, T ];M1(RN )) such that
((KN )#ν

N
t )N converges to δνt weakly in M1(M1(T× R)) for all t and

lim sup
N→∞

1

N

(
1

2
J N [(νNt )t] +H(νN0 |µN0 )

)
≤ I[(νt)t]. (III.2.30)

Further, for all N , [70, 4.1.(ii)] yields the existence of P̃N ⊂M1(C([0, T ] ; RN ) ) such that

1

2
J N [(νNt )t] +H(νN0 |µN0 ) = H

(
P̃N

∣∣∣QN) (III.2.31)

and νNt = (et)#P̃
N for all t. Hence, in order to prove (iii), it only remains to show that

( (KN
T )#P̃

N )N converges to δ(νt)t weakly in M1(C([0, T ] ; M1(T× R)) ).
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Since ((KN )#ν
N
t )N converges to δνt weakly inM1(M1(T×R)) for all t, it suffices to show

that ( (KN
T )#P̃

N )N is tight. Let ε > 0. Let K be the compact set from part (i) according
to the choice s = I[(νt)t]/ε. Then, via the entropy inequality (see e.g. [100, (3.7)]), (III.2.23),
(III.2.27), (III.2.30) and (III.2.31), we obtain

lim sup
N→∞

(KN
T )#P̃

N (Kc ) ≤ lim sup
N→∞

log 2 +H
(

(KN
T )#P̃

N
∣∣∣ (KN

T )#Q
N
)

log
(
1 + 1/(KN

T )#QN (Kc )
)

≤ lim sup
N→∞

1
NH

(
(KN

T )#P̃
N
∣∣∣ (KN

T )#Q
N
)

− 1
N log

(
(KN

T )#QN (Kc )
) ≤ ε,

(III.2.32)

which implies the tightness of ( (KN
T )#P̃

N )N . �

III.2.4 Lower Bound

Proposition III.48 Let (νt)t ∈ C([0, T ];M1(T × R)) and (νNt )t ∈ AC([0, T ];P2(RN )) for
all N ∈ N. Suppose that ((KN )#ν

N
t )N converges to δνt weakly in M1(M1(T × R)) for all

t ∈ [0, T ]. Then

lim inf
N→∞

1

N

(
1

2
J N [(νNt )t] +H(νN0 |µN0 )

)
≥ 1

2
J [(νt)t] +H(ν0 |µ0). (III.2.33)

Proof. Assume that the left-hand side of (III.2.33) is finite. Otherwise, the claim is trivial. In
particular, since both summands are non-negative, we have

lim inf
N→∞

1

N
J N [(νNt )t] <∞ and lim inf

N→∞

1

N
H(νN0 |µN0 ) <∞. (III.2.34)

Under this assumption, we show (III.2.33) for each part separately in the forthcoming para-
graphs. Hence, the claim follows from the Lemmas III.52–III.55. �

Preliminaries. We first list some consequences of (III.2.34) in the following lemma.

Lemma III.49 Under the same assumptions as in Proposition III.48 and under (III.2.34),
we have

lim inf
N→∞

1

N

∫ T

0
|(νN )′|2(t) dt <∞. (III.2.35)

Moreover, (νt)t is an absolutely continuous curve in PL
2 (T× R).

Proof. Step 1.
[

infN∈N
1
N

(
H(νN0 |µN0 )− 1

2HN (νN0 )
)
> −∞.

]
Analogously to (III.2.15) and in view of (III.2.6) and (III.2.17) we observe that for all N ∈ N
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1

N

(
H(νN0 |µN0 )− 1

2HN (νN0 )
)

=
1

2N
H
(
νN0

∣∣∣ exp
(
− 1

2

N−1∑
k=0

Ψ(θk)
)
dΘ
)

+
1

4

∫
M1(T×R)

∫
(T×R)2

(
1
2Ψ(θ) + 1

2Ψ(θ̄) + J(x− x̄)θθ̄

− 2 log κ(x, θ)− 2 log κ(x̄, θ̄)
)
dγ dγ d(KN )#ν

N
0 (γ) (III.2.36)

≥ 1

2N
H
(
νN0

∣∣∣ exp
(
− 1

2

N−1∑
k=0

Ψ(θk)
)
dΘ
)
− 1

4
C ′′Ψ − log(Cκ)

≥ −1

2
log

∫
e−

1
2

Ψ(θ)dθ − 1

4
C ′′Ψ − log(Cκ) > −∞.

Step 2.
[

lim infN→∞
1
N

∫ T
0 |(νN )′|2(t) dt <∞.

]
Step 1, Lemma III.42 (ii) and the finiteness of the left-hand side of (III.2.33) yield the claim.

Step 3.
[

lim infN→∞
1
N

∫
RN (|Θ|2 +

∑N−1
i=0 |θi|2`) dνN0 <∞.

]
By a similar computation as in Step 1, (III.2.34) yields that

∞ > lim inf
N→∞

1

N
H(νN0 |µN0 ) = lim inf

N→∞

1

N
H
(
νN0

∣∣∣ exp
(
− 1

2

N−1∑
k=0

Ψ(θk)
)
dΘ
)

+ lim inf
N→∞

1

N

N−1∑
k=0

(
−
∫
RN

log κ( kN , θ
k)dνN0 +

1

2

∫
RN

Ψ(θk)dνN0

)

≥ C +
1

4
lim inf
N→∞

1

N

∫
RN

N−1∑
k=0

Ψ(θk) dνN0

(III.2.37)

for some C ∈ R. Finally, (III.1.103) implies Step 3.

Step 4.
[

lim infN→∞
1
N supt∈[0,T ]

∫
RN |Θ|2 dνNt <∞.

]
Step 2 and 3 imply that

lim inf
N→∞

1

N
sup
t∈[0,T ]

∫
RN
|Θ|2 dνNt ≤ lim inf

N→∞
4

1

N

(
sup
t∈[0,T ]

W2(νNt , ν
N
0 )2dt+

∫
RN
|Θ|2 dνN0

)

≤ lim inf
N→∞

4
1

N

(
T

∫ T

0
|(νN )′|2(t)dt+

∫
RN
|Θ|2 dνN0

)
<∞. (III.2.38)

Step 5.
[

supt∈[0,T ]

∫
T×R |θ|2 dνt(x, θ) <∞.

]
Using that ((KN )#ν

N
t )N converges to δνt weakly in M1(M1(T × R)), and using [3, 5.1.7],

Fatou’s lemma and Step 4 we obtain that

sup
t∈[0,T ]

∫
T×R
|θ|2 dνt ≤ lim inf

N→∞
sup
t∈[0,T ]

∫
M1(T×R)

∫
T×R
|θ|2 dγ d(KN )#ν

N
t (γ) <∞. (III.2.39)

Step 6.
[
νt ∈ML

1 (T× R) for all t ∈ [0, T ].
]

Since ((KN )#ν
N
t )N converges to δνt weakly inM1(M1(T×R)), we have that for all f ∈ Cb(T)
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∫
T×R

f(x) dνt(x, θ) = lim
N→∞

∫
M1(T×R)

∫
T×R

f(x) dγ(x, θ) d(KN )#ν
N
t (γ)

= lim
N→∞

∫
T×R

f

(bxNc
N

)
dx =

∫
T×R

f (x) dx.

(III.2.40)

Step 7.
[
t 7→ νt is absolutely continuous.

]
Analogously to the proof of Lemma III.46, it suffices to show that

sup
0<h<T

∫ T−h

0

1

h2
WL(νt, νt+h)2 dt <∞ and

∫ T

0

∫
T×R
|θ|2 dνt(x, θ) dt <∞. (III.2.41)

The second claim was shown in Step 5. The first claim in (III.2.41) follows from similar
arguments as in (III.2.21). Indeed, using Lemma III.44 and the Lemmas III.50 and III.51
below, we observe that

sup
0<h<T

∫ T−h

0

1

h2
WL(νt, νt+h)2dt ≤ sup

0<h<T

∫ T−h

0
lim inf
N→∞

1

h2
WL
(

(LN )#ν
N
t , (LN )#ν

N
t+h

)2
dt

≤ sup
0<h<T

∫ T−h

0
lim inf
N→∞

1

h2N
W2(νNt , ν

N
t+h)2 dt (III.2.42)

≤ lim inf
N→∞

1

N

∫ T

0
|(νN )′|2(r) dr <∞,

where we have used Fatou’s lemma, Fubini’s theorem and Step 2. We conclude the proof. �

Lemma III.50 Let WL denote the Wasserstein distance on M1(ML
1 (T × R)) induced by

WL. Let (AN )N , (B
N )N ⊂ M1(ML

1 (T × R)) and A,B ∈ M1(ML
1 (T × R)) be such that AN

converges to A and BN converges to B weakly in M1(ML
1 (T× R)). Then

lim inf
N→∞

WL(AN , BN ) ≥WL(A,B). (III.2.43)

Proof. In view of Lemma III.4, the claim is an application of [127, 4.3]. �

Lemma III.51 Let µN , νN ∈ P2(RN ). Then

WL
(

(LN )#µ
N , (LN )#ν

N
)
≤ 1√

N
W2(µN , νN ). (III.2.44)

Proof. Let πN ∈ Opt(µN , νN ). Define

GN : RN × RN →ML
1 (T× R)×ML

1 (T× R)

(Θ, Θ̄) 7→
(
LN (Θ), LN (Θ̄)

)
.

(III.2.45)

Set γN = (GN )#π
N ∈M1(ML

1 (T×R)×ML
1 (T×R)). Then γN has (LN )#µ

N and (LN )#ν
N

as marginals. Therefore,

WL
(

(LN )#µ
N , (LN )#ν

N
)2
≤
∫

(ML
1 (T×R))2

WL(σ, σ̄)2 dγN (σ, σ̄)

=

∫
(RN )2

1

N

N−1∑
k=0

W2(δθk , δθ̄k)2 dπN (Θ, Θ̄) =
1

N
W2(µN , νN )2,

(III.2.46)

which concludes the proof. �
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McKean-Vlasov-functional. Here we can even show a more general statement which
will be useful in the next section.

Lemma III.52 Let µN ∈ P2(RN ) for all N ∈ N and let A ∈M1(M1(T×R)). Assume that
((KN )#µ

N )N converges weakly in M1(M1(T× R)) to A. Then

lim inf
N→∞

1

N
HN (µN ) ≥

∫
M1(T×R)

F(γ) dA(γ). (III.2.47)

Proof. Recall (III.2.6). Then we observe that

1

N
HN (µN ) =

1

N
H
(
µN

∣∣∣∣∣ exp

(
−1

2

N−1∑
k=0

Ψ(θk)

)
dΘ

)
(III.2.48)

+
1

2

∫
M1(Td×R)

∫
(Td×R)2

(
1

2

(
Ψ(θ) + Ψ(θ̄)

)
− J(x− x̄)θθ̄

)
dγdγ d(KN )#µ

N (γ).

Similar arguments as in the proof of Theorem III.35 show that

lim inf
N→∞

∫
M1(Td×R)

∫
(Td×R)2

(
1

2

(
Ψ(θ) + Ψ(θ̄)

)
− J(x− x̄)θθ̄

)
dγdγ d(KN )#µ

N (γ)

≥
∫
M1(Td×R)

∫
(Td×R)2

(
1

2

(
Ψ(θ) + Ψ(θ̄)

)
− J(x− x̄)θθ̄

)
dγdγ dA(γ).

(III.2.49)

It remains to show that

lim inf
N→∞

1

N
H
(
µN

∣∣∣∣∣ exp

(
−1

2

N−1∑
k=0

Ψ(θk)

)
dΘ

)
≥
∫
M1(Td×R)

H
(
γ
∣∣∣ e− 1

2
Ψ(θ)dθ

)
dA(γ).

(III.2.50)

Let α :=
∫

e−
1
2

Ψ(θ)dθ and for all n ∈ N, set

BN := (KN )#

(
1

αN
exp

(
−1

2

N−1∑
k=0

Ψ(θk)

)
dΘ

)
and AN := (KN )#µ

N . (III.2.51)

Since the map KN is injective, we have that

H
(
AN |BN

)
= H

(
µN

∣∣∣∣∣ 1

αN
exp

(
−1

2

N−1∑
k=0

Ψ(θk)

)
dΘ

)
. (III.2.52)

It is an easy adaptation of Sanov’s theorem that (BN )N satisfies a large deviation principle

with rate function H
(
·
∣∣∣α−1e−

1
2

Ψ(θ)dθ
)

; see e.g. [113, Theorem 17] for the details. Therefore,

[100, 3.5] implies that

lim inf
N→∞

1

N
H
(
AN

∣∣∣BN
)
≥
∫
M1(Td×R)

H
(
γ
∣∣∣α−1e−

1
2

Ψ(θ)dθ
)
dA(γ). (III.2.53)

(III.2.53) and (III.2.52) yield (III.2.50). This concludes the proof. �
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Initialization.

Lemma III.53 Under the same assumptions as in Proposition III.48 and under (III.2.34),
we have

lim inf
N→∞

1

N

(
H(νN0 |µN0 )− 1

2
HN (νN0 )

)
≥ H(ν0 |µ0)− 1

2
F(ν0). (III.2.54)

Proof. Similarly as in the proof of Lemma III.46 and in Step 1 of the proof of Lemma III.49,
we observe that

lim inf
N→∞

1

N

(
H(νN0 |µN0 )− 1

2HN (νN0 )
)

≥ lim inf
N→∞

1

N
H
(
νN0

∣∣∣ exp
(
− 1

2

N−1∑
k=0

Ψ(θk)
)
dΘ
)

(III.2.55)

+
1

2

∫
(T×R)2

(
1
2Ψ(θ) + 1

2Ψ(θ̄) + J(x− x̄)θθ̄ − 2 log κ(x, θ)− 2 log κ(x̄, θ̄)
)
dν0dν0,

where we have used (III.2.17) and [3, 5.1.7]. Combining (III.2.55) with (III.2.50) yields
(III.2.54). �

Metric derivative. Also here we can show directly a more general statement.

Lemma III.54 Let (ct)t∈[0,T ] ⊂M1(PL
2 (T×R)) be absolutely continuous with respect to the

metric WL from Lemma III.50. Let (νNt )t ∈ AC([0, T ];P2(RN )) for all N ∈ N. Suppose that
((KN )#ν

N
t )N converges to ct weakly in M1(M1(T× R)) for all t ∈ [0, T ]. Then,

lim inf
N→∞

1

N

∫ T

0
|(νN )′|2(t) dt ≥

∫ T

0
|c′|2(t) dt. (III.2.56)

Proof. Similarly as in (III.2.22) and in (III.2.42), we obtain that for all ε ∈ (0, T/2)∫ T−ε

0
|c′|2(t) dt ≤ lim inf

h↓0,h<ε

∫ T−ε

0

1

h2
WL(ct, ct+h)2 dt

≤ lim inf
h↓0,h<ε

∫ T−ε

0
lim inf
N→∞

1

h2
WL
(

(LN )#ν
N
t , (LN )#ν

N
t+h

)2
dt (III.2.57)

≤ lim inf
N→∞

1

N

∫ T

0
|(νN )′|2(r) dr.

Letting ε ↓ 0 concludes the proof. �

Metric slope. Here we postpone the more general statement to Section III.3.

Lemma III.55 Under the same assumptions as in Proposition III.48 and under (III.2.34),
we have

lim inf
N→∞

1

N

∫ T

0
|∂HN |2(νNt ) dt ≥

∫ T

0
|∂F|2(νt) dt. (III.2.58)
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Proof. Similarly as in Corollary III.39 one can show that (cf. [59, 4.3] or [3, 10.4.9])

|∂HN |(νNt ) = sup
ϕ∈C∞c (RN ;RN ), ‖ϕ‖

L2(νNt )
>0

∣∣∫
RN
(
ϕ∇HN − divϕ

)
dνNt

∣∣
‖ϕ‖L2(νNt )

(III.2.59)

for almost every t ∈ [0, T ]. Let ϕ(Θ) = (β( kN , θk))N−1
k=0 for some arbitrary β ∈ C∞c (T × R)

such that ‖β‖L2(νt) > 0. This is admissible, since

‖ϕ‖2
L2(νNt )

= N

∫
M1(T×R)

‖β‖2L2(γ) d(KN )#ν
N
t (γ) (III.2.60)

and the right-hand side is greater than zero for N large enough, since ((KN )#ν
N
t )N converges

to δνt weakly in M1(M1(T× R)). We obtain

lim inf
N→∞

1

N
|∂HN |2(νNt )

≥ lim inf
N→∞

(∫
M1(T×R)

∫ (
β
[
Ψ′ −

∫
J(· − x̄)θ̄ dγ

]
− ∂θβ

)
dγ d(KN )#ν

N
t (γ)

)2∫
M1(T×R)

∫
β2dγ d(KN )#ν

N
t (γ)

(III.2.61)

=
1

‖β‖2
L2(νt)

(∫ (
β

[
Ψ′ −

∫
J(· − x̄)θ̄ dνt

]
− ∂θβ

)
dνt

)2

.

Here we used [3, 5.1.7] in the last step, and that, in view of Step 4 of the proof of Lemma
III.49,

lim sup
k→∞

lim inf
N→∞

∣∣∣∣∣
∫
M1(T×R)

−
∫ ∫

βJ(· − x̄)
(
(θ̄ ∨ (−k)) ∧ k − θ̄

)
dγdγ d(KN )#ν

N
t (γ)

∣∣∣∣∣
≤ lim sup

k→∞
lim inf
N→∞

‖β · J‖∞
∫
M1(T×R)

∫
|θ|≥k

(|θ̄| − k)dγ d(KN )#ν
N
t (γ) (III.2.62)

≤ lim sup
k→∞

lim inf
N→∞

1

k
‖β · J‖∞

∫
M1(T×R)

∫
|θ̄|2dγ d(KN )#ν

N
t (γ) = 0.

Then, taking the supremum over β in (III.2.61), we get via Corollary III.39

lim inf
N→∞

1

N
|∂HN |2(νNt ) ≥ |∂F|2(νt). (III.2.63)

Finally, Fatou’s lemma yields (III.2.58). �

III.2.5 Recovery sequence

Proposition III.56 Let (νt)t∈[0,T ] ∈ AC([0, T ];PL
2 (T × R)) be such that I[(νt)t] < ∞. Then

for all N ∈ N there exists (νNt )t∈[0,T ] ∈ C([0, T ];M1(RN )) such that ((KN )#ν
N
t )N converges

to δνt weakly in M1(M1(T× R)) for all t ∈ [0, T ] and

lim sup
N→∞

1

N

(
1

2
J N [(νNt )t] +H(νN0 |µN0 )

)
≤ 1

2
J [(νt)t] +H(ν0 |µ0). (III.2.64)
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Proof. First, we observe that, since I[(νt)t] <∞, we also have that

J [(νt)t] <∞ and H(ν0 |µ0) <∞. (III.2.65)

The recovery sequence is given as follows. Recall the partition (Ak,N )N−1
k=0 of T introduced in

(III.2.11). Then define, for all N ∈ N and for all t ∈ [0, T ], νNt ∈M1(RN ) by

dνNt (Θ) =

N−1∏
k=0

Nνt(Ak,N × dθk). (III.2.66)

Lemma III.57 below shows that ((KN )#ν
N
t )N converges to δνt weakly inM1(M1(T×R)) for

all t. We show (III.2.64) for each part separately. Hence, the claim follows from the Lemmas
III.58–III.61 and Lemma III.52. �

Preliminaries. First we note that (III.2.65) implies that ν0 has a density f0 with
respect to LebT×R. Moreover, a similar computation as in (III.2.15) shows that

H(ν0 |µ0)− 1

2
F(ν0) > −∞. (III.2.67)

Together with Lemma III.34 and (III.2.65), this yields that∫ T

0

(
|ν ′|2(t) + |∂F|2(νt)

)
dt <∞ and F(νT ) <∞. (III.2.68)

Since |∂F| is a strong upper gradient ([3, 1.2.1 and 2.4.10]), from (III.2.68) we infer that

sup
t∈[0,T ]

F(νt) ≤ sup
t∈[0,T ]

∫ T

t
|∂F|(νr) |ν ′|(r) dr + F(νT ) <∞. (III.2.69)

Therefore, for all t, νt has a density ft with respect to LebT×R. And combining (III.2.69) with
the lower bound on F (Lemma III.34), we infer that

sup
t∈[0,T ]

∫
T×R

(|θ|2 + |θ|2`) dνt <∞. (III.2.70)

Finally, Lemma III.34 and (III.2.67) yield that
∫

(|θ|2 + |θ|2`)dν0 <∞.

Convergence.

Lemma III.57 Under the same setting as in the proof of Proposition III.56, we have that
for all t ∈ [0, T ]

(KN )#ν
N
t converges to δνt weakly in M1(M1(T× R)). (III.2.71)

Proof. For all N ∈ N and t ∈ [0, T ] let ΥN
t = (ϑk,Nt )k=0,...,N−1 be a random variable with law

νNt on a common probability space (Ω,F ,P).

Step 1.
[

Let f ∈ Cb(T× R), then limN→∞
∫
f d(KN (ΥN

t )) =
∫
fdνt a.s.

]
The proof is a standard application of Kolmogorov’s maximum inequality [54, 9.7.4]. For the
sake of completeness, we provide the details. Let ε > 0 and set for all N ∈ N
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1

N
SN :=

1

N

N−1∑
k=0

(
f( kN , ϑ

k,N
t )− E

[
f( kN , ϑ

k,N
t )

])
. (III.2.72)

Then∑
p∈N

P
[

max
2p−1+1≤n≤2p

|Sn| > nε

]
≤
∑
p∈N

P
[
max
n≤2p

|Sn| > 2p
ε

2

]
≤
∑
p∈N

4

ε222p
Var[S2p ]

≤
∑
p∈N

4

ε22p
‖f‖2∞ <∞.

(III.2.73)

Hence, the Borel-Cantelli Lemma yields that limN→∞ SN/N = 0 a.s. Finally,∫
f dKN (ΥN

t ) =
1

N
SN +

1

N

N−1∑
k=0

E
[
f( kN , ϑ

k,N
t )

]
=

1

N
SN +

N−1∑
k=0

∫
Ak,N

∫
R
f( kN , ϑ)dνt

=
1

N
SN +

∫
T×R

f
(
bxNc
N , ϑ

)
dνt(x, ϑ) −→

∫
T×R

f dνt a.s.

(III.2.74)

Step 2.
[
P
[
limN→∞ W̃ (KN (ΥN

t ), νt) = 0
]

= 1.
]

The claim follows from Step 1 once we apply the same arguments as in the proof of [54, 11.4.1].
Recall that we have used those arguments already to prove Lemma III.8.

Step 3.
[

(KN )#ν
N
t converges to δνt weakly in M1(M1(T× R)).

]
Step 2 and [54, 9.2.1] yield that limN→∞ P

[
W̃ (KN (ΥN

t ), νt) > ε
]

= 0 for all ε > 0. Hence,

[54, 9.3.5] implies the claim. This concludes the proof. �

McKean-Vlasov-functional.

Lemma III.58 Under the same setting as in the proof of Proposition III.56 and under
(III.2.65), we have

lim sup
N→∞

1

N
HN (νNt ) ≤ F(νt) for all t ∈ [0, T ]. (III.2.75)

In particular, (III.2.75) holds true for t = 0 and t = T .

Proof. Let t ∈ [0, T ]. Recall that νt has a density ft and
∫
|θ|2dνt <∞. We observe that

1

N
HN (νNt ) =

1

2

N−1∑
k,j=0

∫
Ak,N

∫
Aj,N

∫
R

∫
R
J
(
k−j
N

)
θθ̄ dνt(x̄, θ̄) dνt(x, θ) +O

(
1

N

)

+
1

N

N−1∑
k=0

∫
R

log

(∫
Ak,N

ft(x, θ)e
Ψ(θ)Ndx

) ∫
Ak,N

ft(x, θ)Ndxdθ

=
1

2

∫
(T×R)2

J
(
bxNc−bx̄Nc

N

)
θθ̄ dνt(x̄, θ̄) dνt(x, θ) +O

(
1

N

) (III.2.76)

+
1

N

N−1∑
k=0

∫
R

log

(∫
Ak,N

ft(x, θ)e
Ψ(θ)Ndx

) ∫
Ak,N

ft(x, θ)e
Ψ(θ)Ndx e−Ψ(θ)dθ.
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Since N · LebAk,N is a probability measure and s 7→ s log s is convex on (0,∞), Jensen’s
inequality yields

1

N

N−1∑
k=0

∫
R

log

(∫
Ak,N

ft(x, θ)e
Ψ(θ)Ndx

) ∫
Ak,N

ft(x, θ)e
Ψ(θ)Ndx e−Ψ(θ)dθ

≤
N−1∑
k=0

∫
R

∫
Ak,N

log
(
ft(x, θ)e

Ψ(θ)
)
ft(x, θ) dx dθ =

∫
T×R

log
(
ft eΨ

)
dνt.

(III.2.77)

Moreover, the continuity of J , the fact that
∫
|θ|2dνt < ∞ and the dominated convergence

theorem yield

lim
N→∞

1

2

∫
(T×R)2

J
(
bxNc−bx̄Nc

N

)
θθ̄ dνt dνt =

1

2

∫
(T×R)2

J (x− x̄) θθ̄ dνt dνt. (III.2.78)

Lastly, (III.2.76), (III.2.77) and (III.2.78) yield (III.2.75). �

Initialization.

Lemma III.59 Under the same setting as in the proof of Proposition III.56 and under
(III.2.65), we have

lim sup
N→∞

1

N
H(νN0 |µN0 ) ≤ H(ν0 |µ0) for all t ∈ [0, T ]. (III.2.79)

Proof. Set ρ0(x, θ) := e−Ψ(θ)κ(x, θ). Then, as in the proof of Lemma III.58, we observe that

1

N
H(νN0 |µN0 ) =

1

N

N−1∑
k=0

∫
R

log

(∫
Ak,N

f0(x, θ)ρ0( kN , θ)
−1Ndx

) ∫
Ak,N

f0(x, θ)Ndxdθ

≤
∫
T×R

log
(
f0(x, θ)ρ0( bxNcN , θ)−1

)
f0(x, θ) dx dθ. (III.2.80)

Under Assumption III.43, we either have that ρ0( bxNcN , θ) ≥ c′κ e−(cκ+1)Ψ(θ) on the set {ρ0 > 0}
or that ρ0( bxNcN , θ) = ρ0(x, θ) for all (x, θ) ∈ T × R. In the latter case, we trivially obtain
(III.2.79). In the former case, the integrand on the right-hand side of (III.2.80) is bounded
from above by g := log(f0 exp((cκ + 1)Ψ)/c′κ)f0, which is integrable. Indeed, from (III.2.67)
and (III.2.70) we infer that H(ν0 | e−Ψ(θ)dxdθ) is finite. Combined with (III.2.70) and the fact
that Ψ is a polynomial of degree 2`, this immediately implies the integrability of g. Hence,
we can apply the dominated convergence theorem to interchange the integral and the limit.
Finally, the regularity assumptions on ρ0 from Assumption III.43 lead to (III.2.79). �

Metric derivative.

Lemma III.60 Under the same setting as in the proof of Proposition III.56 and under
(III.2.65), we have that for all N ∈ N

1√
N
|(νN )′|(t) ≤ |ν ′|(t) for almost every t ∈ [0, T ]. (III.2.81)
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Proof. Let s < t. Let π ∈ OptL(νs, νt) and define γ ∈ P2(RN × RN ) by

dγ(Θ, Θ̄) =
N−1∏
k=0

Nπ(Ak,N × dθk × dθ̄k). (III.2.82)

It is readily checked that γ ∈ Cpl(νNs , ν
N
t ). Therefore,

W2(νNs , ν
N
t )2 ≤

∫
RN×RN

|Θ − Θ̄|2dγ(Θ, Θ̄) = NWL(νs, νt)
2, (III.2.83)

which immediately implies (III.2.81). �

Metric slope.

Lemma III.61 Under the same setting as in the proof of Proposition III.56 and under
(III.2.65), we have

lim sup
N→∞

1

N

∫ T

0
|∂HN |2(νNt ) dt ≤

∫ T

0
|∂F|2(νt) dt. (III.2.84)

Proof. Recalling the definition of the weak derivative, one can easily show that for all k ≤ N−1

∂θ

∫
Ak,N

ft(x, θ) dx =

∫
Ak,N

∂θft(x, θ) dx for almost every t and θ. (III.2.85)

Let fNt be the density of νNt with respect to LebRN . In view of (III.2.85), we observe that

1

N

∫ T

0

∫
RN

∣∣∣∣∇fNt (Θ)

fNt (Θ)
+∇HN (Θ)

∣∣∣∣2 dνNt (Θ) dt

=
1

N

N−1∑
k=0

∫ T

0

∫
RN

N ∫Ak,N ∂θft(x, θk) dx
N
∫
Ak,N

ft(x, θk) dx
+ Ψ′(θk)− 1

2N

N−1∑
j=0

J
(
k−j
N

)
θj

2

dνNt dt

=
1

N

N−1∑
k=0

∫ T

0

∫
RN

(
N
∫
Ak,N

∂θft(x, θ
k) dx

N
∫
Ak,N

ft(x, θk) dx
+ Ψ′(θk)

)2

dνNt dt (III.2.86)

− 1

N

N−1∑
k=0

∫ T

0

∫
RN

(
N
∫
Ak,N

∂θft(x, θ
k) dx

N
∫
Ak,N

ft(x, θk) dx
+ Ψ′(θk)

)
1

N

N−1∑
j=0

J
(
k−j
N

)
θj dνNt dt (III.2.87)

+
1

N

N−1∑
k=0

∫ T

0

∫
RN

 1

2N

N−1∑
j=0

J
(
k−j
N

)
θj

2

dνNt dt. (III.2.88)

We treat each term (III.2.86)–(III.2.88) separately. First, we compute

(III.2.86) =
1

N

N−1∑
k=0

∫ T

0

∫
R

(
N
∫
Ak,N

(
∂θft(x, θ) + Ψ′(θ)ft(x, θ)

)
dx
)2

N
∫
Ak,N

ft(x, θ) dx
dθ dt. (III.2.89)
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In the same way as in the proof of [3, 8.1.10], we are allowed to apply Jensen’s inequality for
the integrand, since the function (x, z) 7→ x2/z is convex on R× (0,∞). Hence,

(III.2.86) ≤
N−1∑
k=0

∫ T

0

∫
R

∫
Ak,N

(
∂θft(x, θ) + Ψ′(θ)ft(x, θ)

)2

ft(x, θ)
dx dθ dt

=

∫ T

0

∫
T×R

(
∂θft(x, θ)

ft(x, θ)
+ Ψ′(θ)

)2

dνt dt.

(III.2.90)

Next, we observe that (III.2.87) is equal to

−
N−1∑
k,j=0

∫ T

0

∫
R2

∫
Ak,N

∫
Aj,N

(
∂θft(x, θ) + Ψ′(θ)ft(x, θ)

)
J
(
k−j
N

)
θ̄ft(x̄, θ̄) dx̄ dx dθ̄ dθdt

= −
∫ T

0

∫
T×R

(
∂θft(x, θ)

ft(x, θ)
+ Ψ′(θ)

)∫
T×R

J
(
bxNc−bx̄Nc

N

)
θ̄ dνt(x̄, θ̄) dνt(x, θ)dt (III.2.91)

−→
∫ T

0

∫
T×R

(
∂θft(x, θ)

ft(x, θ)
+ Ψ′(θ)

)∫
T×R

J (x− x̄) θ̄ dνt(x̄, θ̄) dνt(x, θ)dt,

where we have used the continuity of J and the dominated convergence theorem, which is
applicable, since by Young’s inequality, (III.2.68) and (III.2.70)(

∂θft(x, θ)

ft(x, θ)
+ Ψ′(θ)

)∫
T×R

J (x− x̄) θ̄ dνt(x̄, θ̄)

≤ 1

2

(
∂θft(x, θ)

ft(x, θ)
+ Ψ′(θ)

)2

+
‖J‖∞

2

∫
T×R

θ̄2 dνt ∈ L1([0, T ]× T× R ; νtdt).

(III.2.92)

For the term (III.2.88), we apply similar arguments to obtain that

(III.2.88) =
1

4

N−1∑
k,j,l=0

∫ T

0

∫
R3

∫
Ak,N

∫
Aj,N

∫
Al,N

J
(
k−j
N

)
θ̄ J
(
k−l
N

)
θ̂ dνtdνtdνtdt+O

(
1

N

)

=

∫ T

0

∫
T×R

(
1

2

∫
T×R

J
(
bxNc−bx̄Nc

N

)
θ̄ dνt(x̄, θ̄)

)2

dνt(x, θ)dt+O

(
1

N

)
(III.2.93)

−→
∫ T

0

∫
T×R

(
1

2

∫
T×R

J (x− x̄) θ̄ dνt(x̄, θ̄)

)2

dνt(x, θ)dt.

Hence, (III.2.90), (III.2.91), (III.2.93) and Proposition III.38 show that

lim sup
N→∞

1

N

∫ T

0

∫
RN

∣∣∣∣∇fNtfNt +∇HN

∣∣∣∣2 dνNt dt ≤
∫ T

0
|∂F|2(νt) dt. (III.2.94)

Finally, it is known that (see for instance, [3, 10.4.9]) since the right-hand side (and hence
also the left-hand side) of (III.2.94) is finite, we have

lim sup
N→∞

1

N

∫ T

0

∫
RN

∣∣∣∣∇fNtfNt +∇HN

∣∣∣∣2 dνNt dt = lim sup
N→∞

1

N

∫ T

0
|∂HN |2(νNt ) dt. (III.2.95)

(III.2.94) and (III.2.95) conclude the proof. �
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III.3 Law of large numbers

In this section we derive a law of large numbers for the system introduced in Subsection III.2.1.

Theorem III.62 For all N ∈ N, let (µNt )t∈[0,T ] be the Wasserstein gradient flow for HN with

initial value µN0 . Assume either

a) Assumption III.43 on the sequence of initial data {µN0 }N and let µ0 = ρ0 LebT×R with
ρ0(x, θ) = κ(x, θ) e−Ψ(θ), or

b) µ0 ∈ D(F) and {µN0 }N is such that ((KN )#µ
N
0 )N converges to δµ0 weakly in M1(M1(T×

R)) and limN→∞
1
NHN (µN0 ) = F(µ0).

Let (µt)t be the gradient flow for F with initial value µ0. Then,

lim
N→∞

sup
t∈[0,T ]

W̃((KN )#ν
N
t , δνt) = 0 and (III.3.1)

lim
N→∞

1

N
HN (µNt ) = F(µt) for all t ∈ [0, T ], (III.3.2)

where W̃ was defined in Lemma III.44. (Recall that W̃ metrizes the weak convergence in
M1(M1(T× R)).). Moreover, in the situation of b) and if CΨ > 0 and ` ≥ 2 in Assumption
III.33, then we even have that

lim
N→∞

sup
t∈[0,T ]

W2((KN )#ν
N
t , δνt) = 0, (III.3.3)

where W2 denotes the Wasserstein distance on P2

(
(P2(T× R),W2)

)
induced by W2.

Proof. In the situation of a), the proof follows immediately from Theorem III.47, since the
corresponding rate function in the LDP result has a unique minimum at (µt)t by Theorem
III.40. So assume b). First notice that

sup
N∈N

1

N

∫ T

0
|(µN )′|2(t) dt, sup

N∈N

1

N

∫ T

0
|∂HN |2(µNt ) dt, sup

N∈N

1

N
HN (µNT ) <∞, (III.3.4)

since J N [(µNt )t] = 0 for all N , limN→∞
1
NHN (µN0 ) = F(µ0) and by Lemma III.42 (ii).

Moreover, arguing as in (III.2.69), we infer that

sup
N∈N

1

N
sup
t∈[0,T ]

HN (µNt ) ≤ sup
N∈N

1

N

(
sup
t∈[0,T ]

∫ T

t
|∂HN |(µNr ) · |(µN )′|(r) dr +HN (µNT )

)
<∞.

(III.3.5)
By Lemma III.42 (ii) this implies that

sup
N∈N

1

N
sup
t∈[0,T ]

∫
RN

N−1∑
i=0

|θi|2` dµNt (Θ) <∞. (III.3.6)

Step 1.
[

Compactness.
]

Lemma III.63 yields the existence of a subsequence {(µnt )t}n and a continuous curve (ct)t ∈
C([0, T ] ; M1(M1(T× R))) such that

lim
n→∞

sup
t∈[0,T ]

W̃((Kn)#ν
n
t , ct) = 0, (III.3.7)
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and if ` ≥ 2 in Assumption III.33,

lim
n→∞

sup
t∈[0,T ]

W2((Kn)#ν
n
t , ct) = 0. (III.3.8)

Step 2.
[

Superposition.
]

Lemma III.64 below shows that there exists a measure Υ ∈ M1(AC([0, T ];PL
2 (T× R))) such

that (et)#Υ = ct for all t ∈ [0, T ].

Step 3.
[

Lower semi-continuity.
]

Assumption b) and the Lemmas III.52, III.54 and III.65 show that∫
AC([0,T ];PL

2 (T×R))
1µ0(η0) ·J [ (ηt)t ] dΥ ((ηt)t) ≤ lim inf

n→∞

1

n
J n[ (µnt )t ]. (III.3.9)

Step 4.
[

Convergence towards δµt for all t ∈ [0, T ].
]

Step 3 shows that ∫
AC([0,T ];PL

2 (T×R))
1µ0(η0) ·J [ (ηt)t ] dΥ ((ηt)t) ≤ 0. (III.3.10)

Since the integrand on the left-hand side is non-negative (see Theorem III.40), this implies
that 1µ0(η0) ·J [ (ηt)t ] = 0 for Υ -a.e. (ηt)t. Thus, by the uniqueness claim in Theorem III.40,
we infer that Υ must be concentrated on (µt)t. Together with Step 2, this shows that ct = δµt
for all t ∈ [0, T ]. Therefore, (δµt)t is the unique limit point of the sequence {((KN )#ν

N
t )T }N .

Combining this fact with Step 1 yields (III.3.1) and (III.3.3), respectively.

Step 5.
[

Proof of (III.3.2).
]

From the previous steps, we infer that limN→∞
1
NJ N [ (µNt )t ] = J [ (µt)t ]. Using again the

Lemmas III.52, III.54 and III.65 and Assumption b), this easily implies that

lim
N→∞

1

N
HN (µNT ) = F(µT ). (III.3.11)

We can now replace T by some arbitrary t ∈ (0, T ) and repeat the above proof to obtain
(III.3.2). �

Lemma III.63 (Compactness) Let (µNt )t ∈ AC([0.T ] ; P2(RN )) for all N ∈ N. Assume
that

sup
N∈N

1

N

∫ T

0
|(µN )′|2(t) dt <∞ and

sup
N∈N

1

N

∫
RN

N−1∑
i=0

|θi|2` dµNt (Θ) <∞ ∀ t ∈ [0, T ].

(III.3.12)

Then, there exists a subsequence {(µnt )t}n and a curve (ct)t ∈ C([0, T ];M1(M1(T×R))) such
that

lim
n→∞

sup
t∈[0,T ]

W̃((Kn)#µ
n
t , ct) = 0. (III.3.13)

Moreover, if ` ≥ 2 in Assumption III.33, we even have that

lim
n→∞

sup
t∈[0,T ]

W2((Kn)#µ
n
t , ct) = 0. (III.3.14)
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Proof. In view of Lemma III.44, it is equivalent to show the claim with LN replacing KN .
The proof uses the Arzelá-Ascoli theorem ([86, Chapter 7, Theorem 17]). Hence, we have to
show that

(i) the sequence {((LN )#µ
N
t )t}N is equi-continuous with respect to W2 and W̃,

(ii) for fixed t ∈ [0, T ], the sequence {(LN )#µ
N
t }N is compact with respect to W̃, and

(iii) if ` ≥ 2 in Assumption III.33, for fixed t ∈ [0, T ], the sequence {(LN )#µ
N
t }N is compact

with respect to W2.

We first show claim (i). Recall the definition of WL from Lemma III.50. In Lemma III.51
we have seen that

WL
(

(LN )#µ
N
s , (LN )#µ

N
t

)
≤ 1√

N
W2(µNs , µ

N
t ) for all 0 ≤ s < t ≤ T . (III.3.15)

Using (III.3.12) and that both W2 and W̃ are dominated by WL, this implies the equi-

continuity with respect to both W2 and W̃.

Next we show part (ii). Note that by (III.3.12),

sup
N∈N

∫
M1(T×R)

∫
T×R
|θ|2` dγ d(LN )#µ

N
t (γ) = sup

N∈N

1

N

∫
RN

N−1∑
i=0

|θi|2` dµNt (Θ) <∞. (III.3.16)

Since the map γ 7→
∫
T×R |θ|2` dγ has compact sublevels in M1(T × R), this implies part (ii)

(cf. [3, 5.1.5]).

It remains to show part (iii). From part (ii) we know that there exists a converging
subsequence {(Ln)#µ

n
t }n. Let ct ∈M1(M1(T×R)) denote the limit. By using [127, 6.8 (iii)],

it suffices to show that

lim
R→∞

lim sup
n→∞

∫
W2(δ0,γ)≥R

W2(δ0, γ)2 d(Ln)#µ
n
t (γ) = 0. (III.3.17)

But if ` ≥ 2, we have that by Jensen’s inequality and the fact that |x| ≤ 1 for all x ∈ T,

lim
R→∞

lim sup
n→∞

∫
W2(δ0,γ)≥R

W2(δ0, γ)2 d(Ln)#µ
n
t (γ)

≤ lim
R→∞

lim sup
n→∞

1

R2`−2

∫
W2(δ0,γ)≥R

W2(δ0, γ)2` d(Ln)#µ
n
t (γ)

= lim
R→∞

lim sup
n→∞

1

R2`−2

∫
W2(δ0,γ)≥R

(∫
T×R

(|x|2 + |θ|2) dγ

)2`−2

d(Ln)#µ
n
t (γ)

≤ lim
R→∞

lim sup
n→∞

1

R2`−2

∫
M1(T×R)

∫
T×R

(1 + |θ|2)2`−2dγ d(Ln)#µ
n
t (γ)

≤ lim
R→∞

lim sup
n→∞

1

R2`−2

∫
M1(T×R)

∫
T×R

22`−2(1 + |θ|2`)dγ d(Ln)#µ
n
t (γ)

= 0,

(III.3.18)

where we used the uniform boundedness (III.3.16) in the last step. This shows part (iii). �
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Lemma III.64 (Superposition) Consider the same setting as in Lemma III.63 and assume
in addition that

sup
N∈N

1

N

∫ T

0

∫
RN
|Θ|2 dµNt (Θ) dt <∞. (III.3.19)

Then (ct)t is absolutely continuous with respect to WL, and there exists a measure Υ ∈
M1(AC([0, T ];PL

2 (T× R))) such that

(et)#Υ = ct for all t ∈ [0, T ] and

∫
|η′|2(t) dΥ ((ηt)t) = |c′|2(t) for a.e. t ∈ [0, T ]. (III.3.20)

Proof. Note thatML
1 (T×R) is a closed subspace ofM1(T×R). Therefore, the Portmanteau

theorem ([54, 11.1.1]) yields that for almost every t ∈ [0, T ]

ct(ML
1 (T× R)) ≥ lim sup

n→∞
(Ln)#µ

n
t (ML

1 (T× R)) = 1. (III.3.21)

Hence, ct is supported in ML
1 (T × R) for almost every t. Moreover, (III.3.12) and [3, 5.1.7]

show that ct is supported in PL
2 (T×R) for all t. To show the absolute continuity of (ct)t with

respect to WL we proceed as in the proofs of the Lemmas III.46 and III.49. We have that

sup
0<h<T

∫ T−h

0

1

h2
WL(ct, ct+h)2dt ≤ sup

0<h<T

∫ T−h

0
lim inf
n→∞

1

h2
WL
(

(Ln)#µ
n
t , (Ln)#µ

n
t+h

)2
dt

≤ lim inf
n→∞

1

n

∫ T

0
|(µn)′|2(r) dr <∞. (III.3.22)

Moreover, by (III.3.19),∫ T

0
WL(ct, δδ0⊗LebT)2dt =

∫ T

0

∫
PL

2 (T×R)
WL(γ, δ0 ⊗ LebT)2 dct(γ)dt

=

∫ T

0

∫ ∫
|θ|2dγ dct(γ)dt

≤ lim inf
n→∞

∫ T

0

∫
PL

2 (T×R)

∫
T×R
|θ|2dγ d(Ln)#µ

n
t (γ) dt

= lim inf
n→∞

1

n

∫ T

0

∫
Rn
|Θ|2 dµnt (Θ) dt <∞.

(III.3.23)

By [96, Lemma 1], (III.3.22) and (III.3.23) yield the absolute continuity of (ct)t. Finally, [96,
Theorem 5] shows that this already implies the second claim. �

Lemma III.65 (Lower semi-continuity, metric slope) Let µn ∈ P2(Rn)∩D(Hn) for all
n ∈ N. Assume that (Kn)#µ

n ⇀ c for some c ∈M1(M1(T× R)), and that

lim inf
n→∞

1

n

∫
Rn
|Θ|2 dµn(Θ) dt <∞. (III.3.24)

Then

lim inf
n→∞

1

n
|∂Hn|2(µn) ≥

∫
M1(T×R)

|∂F|2(σ) dc(σ). (III.3.25)
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Proof. We use the same strategy as in the proof of [100, 3.5]. From [100, 3.9], we know that

there exists a sequence {(Eiδ,l)
Nδ,l
i=0 }δ>0,l∈N of subsets of M1(T× R) such that

1) liml→∞ c
(
∪Nδ,li=1E

i
δ,l

)
= 1 and ∪Nδ,li=0E

i
δ,l =M1(T× R) ,

2) Eiδ,l ∩ E
j
δ,l = ∅ if j 6= i,

3) W̃ (σ, η) < δ for all σ, η ∈ Eiδ,l and i = 1, . . . , Nδ,l,

4) c(∂Eiδ,l) = 0 for all i = 1, . . . , Nδ,l,

5) each Eiδ,l has non-empty interior,

6) (Eiδ,l)
Nδ,l
i=0 is finer than (Eiδ′,l′)

Nδ′,l′
i=0 if δ ≤ δ′ and l ≥ l′.

Assume that the left-hand side of (III.3.25) is finite, since the claim would be trivial otherwise.
Let (µm)m be a subsequence such that

lim
m→∞

1

m
|∂Hm|2(µm) = lim inf

n→∞

1

n
|∂Hn|2(µn) and sup

m∈N

1

m
|∂Hm|2(µm) <∞. (III.3.26)

In particular, by [3, 10.4.9], this implies that

|∂Hm|2(µm) =

∫
Rm

∣∣∣∣∇ρmρm +∇Hm

∣∣∣∣2 dµm, (III.3.27)

where for all m, ρm denotes the density of µm with respect to LebRm . For each m, δ, l, i, define
the measure µm,δ,l,i ∈ P2(Rn) by∫

Rm
f dµm,δ,l,i =

1

(Km)#µm(Eiδ,l)

∫
(Km)−1(Eiδ,l)

f dµm (III.3.28)

for all measurable and bounded f : RN → R. Then,

lim
m→∞

1

m
|∂Hm|2(µm)

= lim
m→∞

Nδ,l∑
i=0

1

m

∫
(Km)−1(Eiδ,l)

∣∣∣∣∇ρm,δ,l,iρm,δ,l,i
+∇Hm

∣∣∣∣2 dµm,δ,l,i · (Km)#µ
m(Eiδ,l)

=

Nδ,l∑
i=0

lim
m→∞

1

m
|∂Hm|2(µm,δ,l,i) · c(Eiδ,l),

(III.3.29)

where we have used property 4). If we define a piecewise constant function Iδ,l by

Iδ,l(γ) = lim
m→∞

1

m
|∂Hm|2(µm,δ,l,i), if γ ∈ Eiδ,l (III.3.30)

and use Fatou’s Lemma, we obtain that

lim
m→∞

1

m
|∂Hm|2(µm) ≥

∫
M1(T×R)

lim inf
l→∞

lim inf
δ→0

Iδ,l(γ) dc(γ). (III.3.31)

By a straightforward modification of the proof of Lemma III.55, we can show that for c-a.e. γ

lim inf
l→∞

lim inf
δ→0

Iδ,l(γ) ≥ |∂F|2(γ). (III.3.32)

This concludes the proof. �
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On the convergence with respect to WL. We conclude this chapter with the fol-
lowing remark. Theorem III.62 leads to the question, whether the convergence can also hold
with respect to the distance WL that we used in Lemma III.63. The answer to this question
is negative. The reason is the following lemma.

Lemma III.66 Let µN ∈ P2(RN ) for all N ∈ N. Let µ ∈ PL
2 (Td × R). Suppose that

(LN )#µ
N converges to δµ weakly in M1(PL2 (Td × R)). (III.3.33)

Then, µ = δθx dx for some family (θx)x ⊂ R.

In particular, the convergence result from Theorem III.62 can not hold true inM1(PL2 (Td×
R)).

Proof. Let (ZN )N be PL2 (Td × Θ)-valued random variables on a common probability space
(P,Ω,F) such that for all N , (LN )#µ

N is the law of ZN . Then, combining (III.3.33), [54, p.
297, Problem 6] and [54, 9.2.1] implies that (ZN )N converges almost sure along a subsequence.
That is, there exists a subsequence (Zm)m such that

lim
m→∞

WL(Zm(ω), µ) = 0 for almost all ω ∈ Ω. (III.3.34)

In view of Proposition III.5, this yields that for almost all ω ∈ Ω, there exists a further
subsequence (Zmk(ω))k and a null-set Nm,ω such that

Zmk(ω)x ⇀ µx for all x ∈ Td \ Nm,ω. (III.3.35)

However, since (Lmk)#µ
mk is the law of Zmk , we have that for all k and for all x ∈ Td \ Nm,

Zmk(ω)x = δθmk,x,ω for some θmk,x,ω ∈ Θ. (III.3.36)

Therefore, for all x ∈ Td \ Nm, µx is also concentrated on a single point, since it is the weak
limit of a sequence of Dirac measures; see for instance [3, 5.1.8]. This concludes the proof. �
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Chapter IV

Metastability in a continuous
mean-field model

The results of the present chapter were established in joint work with Georg Menz (UCLA),
and are contained in the preprint [14].

Recall Section I.6, where we provide a motivation and a first formulation of the main
results of this chapter. This chapter is organized as follows. First we introduce some notation.
Then, in Chapter IV.1, we show Kramers’ law for the system defined in Subsection I.6.1 in
the low-temperature regime and under the assumption that J > 1. In Chapter IV.2 we
compute estimates on the average transition time in the high-temperature regime. Finally,
in the appendix, we state some general properties of Legendre transforms, compute certain
asymptotic integrals by using Laplace’s method, and provide the proofs of the local Cramér
theorem and the equivalence of ensembles, which are the key ingredients in this chapter.

Notation

• In this chapter, x is always an element of RN for N ∈ N, and its components are denoted
by xi. z and m are always elements of R.

• Let K,A,B ∈ B(R), where B(R) is the Borel σ-algebra on R. Let f : A×B → [0,∞). In
this chapter, OK(f(ε,N)) always stands for a function, whose absolute value is bounded
by f uniformly in K. That is, OK(f(ε,N)) = RK(m, ε,N) for some function RK :
K×A×B → [0,∞) such that |RK(m, ε,N)| ≤ CK f(ε,N) for all (m, ε,N) ∈ K×A×B
for some constant CK > 0.
If, in addition, we have that cK f(ε,N) ≤ |RK(m, ε,N)| for some cK > 0, we write
ΩK(f(ε,N)) instead of OK(f(ε,N)).

• Similarly, O(f(ε,N)) stands for a function R : A×B → [0,∞) such that O(f(ε,N)) =
R(ε,N) and there exists a constant C ′ > 0 such that |R(ε,N)| ≤ C f(ε,N). Finally,
we define Ω(f(ε,N)) analogously as ΩK(f(ε,N)).

• Let (S, d) be a metric space, ρ > 0 and s ∈ S. Then, define Bρ(s) = {r ∈ S | d(s, r) < ρ}.
• Let Y be an Euclidean space. Then we say that µ ∈ M1(Y ) satisfies the Poincaré

inequality with constant % if for all f ∈ H1(µ),

Varµ (f) :=

∫ ∣∣∣∣f − ∫ fdµ

∣∣∣∣2 dµ ≤ 1

%

∫
|∇f |2 dµ, (IV.0.1)

where ∇ denotes the gradient determined by the Euclidean structure of Y .
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IV.1 The Eyring-Kramers formula at low temperature

In order to simplify the notation, we omit in this section the superscripts N and ε. For
example, we abbreviate x = xN,ε, µ = µN,ε and H = HN,ε (cf. (I.6.2), (I.6.4) and (I.6.5)).
Moreover, we rewrite the microscopic Hamiltonian H as

H(x) =
1

ε

N−1∑
i=0

ψJ(xi)−
1

ε

J

2N

N−1∑
i,j=0

xixj , (IV.1.1)

where the (effective) single-site potential ψJ : R→ R is defined by

ψJ(z) = ψ(z) +
J

2
z2 =

1

4
z4 +

J − 1

2
z2. (IV.1.2)

Recall that, for the strength of the interaction part in this model, we assume that

J > 1. (IV.1.3)

The outline of this section is given after Theorem I.22 in Subsection I.6.3.

IV.1.1 Preliminaries

Local Cramér theorem. In this paragraph we extend the results from [80, Proposi-
tion 31] or [101, Section 3]. The goal is to find an asymptotic representation for the measure
µ̄ = P#µ.

The first observation is that we can disintegrate µ with respect to µ̄ explicitly using the
co-area formula ([68, Section 3.4.2]). Indeed, as in [80, p. 306], we obtain that∫

RN
f(x) dµ(x) =

∫
R

∫
P−1(m)

f(x) dµm(x) dµ̄(m) (IV.1.4)

for all bounded and measurable f : RN → R, where the conditional measures (or fluctuation
measures) µm are given by

dµm(x) = 1P−1(m)(x) e−
1
ε

∑N−1
i=0 ψJ (xi) dHN−1(x) eNϕN,ε(m), (IV.1.5)

and ϕN,ε : R 7→ R is defined by

ϕN,ε(m) = − 1

N
log

∫
P−1(m)

e−
1
ε

∑N−1
i=0 ψJ (xi) dHN−1(x). (IV.1.6)

Moreover, for µ̄, we obtain the representation

dµ̄(m) =
1

Zµ̄
e−NϕN,ε(m)+ 1

ε
N J

2
m2
dm (IV.1.7)

for some normalization constant Zµ̄.

It turns out that the asymptotic behaviour of µ̄ will be determined by the Cramér trans-
form ϕε of the measure e−

1
ε
ψJ (z)dz, which is defined as the Legendre transform of the function

R 3 σ 7→ ϕ∗ε(σ) = log

∫
R

eσz−
1
ε
ψJ (z) dz ∈ R. (IV.1.8)
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That is,

ϕε(m) = sup
σ∈R

(σm− ϕ∗ε(σ)) . (IV.1.9)

Moreover, for σ ∈ R, we define the probability measure µε,σ ∈M1(R) by

dµε,σ(z) = e−ϕ
∗
ε(σ)+σz− 1

ε
ψJ (z) dz =

eσz−
1
ε
ψJ (z)∫

R eσz̄−
1
ε
ψJ (z̄) dz̄

dz. (IV.1.10)

µε,σ is closely related to ϕ∗ε and ϕε. This can be seen in Section IV.A.1 in the appendix, where
we list several properties of the Cramér transform that are used in this chapter. In particular,
we have that ϕ∗ε and ϕε are strictly convex and smooth, and hence, ϕ′′ε(m)

1
2 is well defined

for all m ∈ R.

In the following proposition we state the local Cramér theorem. (Recall that in Subsection
I.6.2 we explain why this result is called like that.) Very similar versions of this result are
already known in the literature; see for instance [80, Proposition 31] or [101, Section 3]. The
main novelty here is that the result is uniform in ε� 1.

Proposition IV.1 (Local Cramér theorem) Suppose (IV.1.3). Let K ⊂ R be compact.
Then, there exist NK ∈ N and εK > 0 such that, for all ε < εK , N ≥ NK and m ∈ K,

e−NϕN,ε(m) = e−Nϕε(m)

√
ϕ′′ε(m)√

2π

(
1 +OK

(
1√
N

))
. (IV.1.11)

In particular, this implies that

dµ̄(m) =
1

Zµ̄
e−NH̄ε(m)

√
ϕ′′ε(m)√

2π

(
1 +OK

(
1√
N

))
dm, (IV.1.12)

where

H̄ε(z) = ϕε(z) −
1

ε

J

2
z2. (IV.1.13)

Proof. The proof is postponed to Section IV.A.4 in the appendix. �

Analysis of the energy landscape. Proposition IV.1 indicates that the graph of H̄ε

determines the macroscopic energy landscape of our system under the order parameter P (see
also Subsection I.6.2 for more comments). This suggests to study the analytic properties of
H̄ε, which is the content of the following lemma.

Lemma IV.2 Suppose that J > 0. Then,

(i) lim|t|7→∞
1
t2
ϕε(t) = ∞, lim|t|7→∞

1
t2
H̄ε(t) = ∞, and

(ii) for all ε > 0 small enough, H̄ε has exactly three critical points located at −m?
ε, 0 and m?

ε

for some m?
ε = 1 + Ω(ε). Moreover, H̄ ′′ε (0) < 0, H̄ ′′ε (m?

ε) > 0 and H̄ ′′ε (−m?
ε) > 0. That

is, H̄ε has a local maximum at 0, and the two global minima of H̄ε are located at ±m?
ε.



138 CHAPTER IV. METASTABILITY IN A CONTINUOUS MEAN-FIELD MODEL

Proof. Part (i) follows from a simple argument, which is based on the fact that ψJ is super-
quadratic at infinity and on Hölder’s inequality. For instance, a proof can be found in [106,
III.2.6] for a slightly more general setting.

To show part (ii), first note that by Lemma IV.A.1, the condition H̄ ′ε(m) = 0 is equivalent
to

m = (ϕ∗ε)
′
(

1

ε
Jm

)
=

∫
R
z e−ϕ

∗
ε( 1

ε
Jm)+ 1

ε
Jzm− 1

ε
ψJ (z) dz. (IV.1.14)

We know from [82, 3.1 and 3.2] that, for ε small enough, there exist exactly three solutions
±m?

ε and 0 for (IV.1.14), where m?
ε = 1 + Ω(ε).

We now show that H̄ ′′ε (0) < 0 in the case J > 1. Using that ϕ′ε(0) = 0, Lemma IV.A.1
and Corollary IV.A.3 yield that

H̄ ′′ε (0) =

(∫
R
z2 dµε,0(z)

)−1

− 1

ε
J =

J − 1

ε
(1 + Ω(ε)) − 1

ε
J < 0 (IV.1.15)

for ε small enough. In the case J < 1, we have by standard Laplace asymptotics that for ε
small enough, H̄ ′′ε (0) = Ω(1) − 1

εJ < 0. The same result holds also for the case J = 1, since
H̄ ′′ε (0) depends continuously on J (cf. Step 5.3 in the proof of [82, 3.2]).

By the symmetry of H̄ε, it only remains to show that H̄ ′′ε (m?
ε) > 0. First note that, since

m?
ε = 1+Ω(ε), for all J > 0, the function z 7→ ψJ(z)−Jm?z admits a unique global minimum

at some point zε = 1 + Ω(ε). Indeed, in the case J > 1, this follows by simply observing
that ψ′J is invertible, and in the case J ≤ 1, we have to apply Cardano’s formula (see [23,
Chapter 1 and 2]). (We omit the details in the latter case, since we do not use the claim of
this lemma for the case J ≤ 1 in the remaining part of this chapter.) Then, as above, using
Lemma IV.A.1, Corollary IV.A.3 and that ϕ′ε(m

?
ε) = Jm?

ε implies that for ε small enough,

H̄ ′′ε (m?
ε) =

(∫
R

(
z −

∫
R
z̄ dµε,Jm

?
ε (z̄)

)2

dµε,Jm
?
ε (z)

)−1

− 1

ε
J

=
1

ε
ψ′′J (zε)

(
1 +O

(
ε
√

log(ε−1)3
))
− 1

ε
J

=
1

ε

(
3z2
ε − 1

) (
1 +O

(
ε
√

log(ε−1)3
))

> 0,

(IV.1.16)

which concludes the proof. �

Remark IV.3 In the remaining part of this section, we suppose that ε is small enough such
that [−m?

ε,m
?
ε] ⊂ [−2, 2].

Potential-theoretic approach to metastability. In this paragraph, we quickly re-
view the key ingredients form the potential-theoretic approach to metastability that we need
in our setting. We follow [32, Chapter 2], where all the omitted details can be found.

The generator of the stochastic process (x(t))t∈(0,∞) introduced in Subsection I.6.1 is given
by

L = ε eH
(
∇ e−H∇

)
, (IV.1.17)

where H is the microscopic Hamiltonian (recall (IV.1.1)). We need the following definitions.
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Definition IV.4 Let A,D ⊂ RN be open and regular and such that A∩D = ∅ and (A∪D)c

is connected. For any B ⊂ RN , we write TB = inf{t > 0 |x(t) ∈ B }.

(i) The equilibrium potential between A and D, f∗A,D, is defined as the unique solution to
the Dirichlet problem

(−Lf)(x) = 0, for x ∈ (A ∪D)c,

f(x) = 1, for x ∈ A,
f(x) = 0, for x ∈ D.

(IV.1.18)

For x ∈ (A ∪D)c, we have the probabilistic interpretation that f∗A,D = Px[TA < TD].

(ii) The equilibrium measure, eA,D, is defined as the unique measure on ∂A such that

f∗A,D(x) =

∫
∂A
GDc(x, y) eA,D(dy) for x ∈ (A ∪D)c, (IV.1.19)

where GDc is the Green function corresponding to L on Dc (cf. [32, (2.2)]).

(iii) The capacity, Cap(A,D), of the capacitor (A,D) is defined by

Cap(A,D) =

∫
∂A

e−H(y) eA,D(dy). (IV.1.20)

(iv) The last-exit biased distribution on A, νA,D, is the probability measure on ∂A defined
by

νA,D(dy) =
e−H(y) eA,D(dy)

Cap(A,D)
. (IV.1.21)

Using these notions, one can rewrite the average hitting time of B in the case that the
initial condition is randomly chosen according to the last-exit distribution. This is the content
of the following lemma.

Lemma IV.5 Consider the same setting as in Definition IV.4. Then,

EνA,D [TD] :=

∫
∂A

Ey[TD] νA,D(dy) =

∫
Dc f

∗
A,D(y) e−H(y) dy

Cap(A,D)
. (IV.1.22)

Proof. The proof can be found in [29, 7.30]. See also [32, (2.27)]. �

As we already mentioned, the main advantage to use Lemma IV.5 is the availability of
variational principles for the capacity. In this chapter, we use the so-called Dirichlet principle,
which is stated in the following lemma.

Lemma IV.6 (Dirichlet principle) Consider the same setting as in Definition IV.4. Let

HA,D =
{
f ∈ H1(RN ; e−H(x) dx)

∣∣∣ f |A = 1, f |D = 0, ∀x ∈ RN : f(x) ∈ [0, 1],
}
,

(IV.1.23)
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and define the Dirichlet form on (A ∪D)c, E(A∪D)c : HA,D → [0,∞], by

E(A∪D)c(f) = ε

∫
(A∪D)c

|∇f(x)|2 e−H(x) dx for f ∈ HA,D. (IV.1.24)

Then,

Cap(A,D) = inf
f∈HA,D

E(A∪D)c(f) = E(A∪D)c(f
∗
A,D). (IV.1.25)

Proof. The proof can be found in [29, 7.33]. See also [32, (2.15)]. �

IV.1.2 The Eyring-Kramers formula

We have now collected all the notions that we need to formulate the main result in this
chapter. Recall that, under (IV.1.3) and for ε small enough, the macroscopic Hamiltonian
admits exactly two global minima ±m?

ε. We therefore consider the hyperplanes P−1(−m?
ε)

and P−1(m?
ε) as the metastable sets in our system.

The goal in this chapter is to use the potential-theoretic setting to compute the average
transition time from P−1(−m?

ε) to P−1(m?
ε) for the stochastic process (x(t))t∈(0,∞) introduced

in Subsection I.6.1. However, due to technical reasons, we have to modify this goal in two
ways.

First, instead of considering P−1(−m?
ε) and P−1(m?

ε) as the metastable sets, we rather
consider P−1(−m?

ε + η) and P−1(m?
ε − η), where

η =

√
2√

NH̄ ′′ε (−m?
ε)

√
log(Nε−1). (IV.1.26)

(By using (IV.1.16), we have that η = Ω(
√

log(N)/N
√
ε log(ε−1)).) Heuristically, the reason

for this shift is the following. In the proof of our main result, we have to compute the
integral in the numerator on the right-hand side of (IV.1.22). Using the disintegration (IV.1.4),
Proposition IV.1 and the fact that H̄ε has its global minima at −m?

ε and m?
ε, we see that this

integral is concentrated on the sets {x |Px ∈ [±m?
ε − η,±m?

ε + η] }. Hence, in order to apply
Laplace’s method, we need that the equilibrium potential is equal to 1 or equal to 0 on these
sets, respectively.

Second, instead of running the system from some specific point in P−1(−m?
ε+η), we rather

have to initialise our system randomly according to the last-exit biased distribution νB−,B+ ,
where B−, B+ ⊂ RN are defined by

B− = { x ∈ RN | Px ≤ −m?
ε + η } and

B+ = { x ∈ RN | Px ≥ m?
ε − η }.

(IV.1.27)

Note that νB−,B+ is a probability measure supported on ∂B− = P−1(−m?
ε + η). The main

reason for the choice of this initial distribution is that we can exploit the formula (IV.1.22).
However, in a finite-dimensional setting, such as in [32], we could also obtain an asymptotic
expression for Ey[TB+ ] for y ∈ ∂B−. This is done by using Harnack inequalities. But since
these inequalities depend on the dimension of the base space, we are not able to transfer the
strategy used in [32] to our high-dimensional setting.

In the following theorem we formulate the first main result of this chapter.
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Theorem IV.7 Suppose (IV.1.3), and recall the definition of B− and B+ in (IV.1.27). Then,
for N large enough and ε small enough,

EνB−,B+ [TB+ ] =
2π
√
ϕ′′ε(−m?

ε)e
N(H̄ε(0)−H̄ε(−m?ε))

ε
√
H̄ ′′ε (−m?

ε) |H̄ ′′ε (0)|ϕ′′ε(0)

(
1 +O

(√
log(N)3

N

)
+O (ε)

)
.

(IV.1.28)

Proof. Combining (IV.1.22) with the Propositions IV.8, IV.9 and IV.12 concludes the proof.
�

IV.1.3 Upper bound on the capacity

Proposition IV.8 Consider the same setting as in Theorem IV.7. Then, for N large enough
and ε small enough,

Cap(B−, B+) ≤ ε
1

2π
e−NH̄ε(0)

√
|H̄ ′′ε (0)|

√
ϕ′′ε(0)

(
1 +O

(√
log(N)3

N

))
. (IV.1.29)

Proof. We will obtain the upper bound by using the Dirichlet principle (Lemma IV.6). That
is, we introduce a suitable test function and show that the corresponding Dirichlet form is
asymptotically given by the right-hand side of (IV.1.29).

Step 1. [Choice of the test function f .]
Let

ρ =
1√

N |H̄ ′′ε (0)|
√

log(N) and h∗(m) =

∫ ρ
m ϕ

′′
ε(z)

− 1
2 eNH̄ε(z) dz∫ ρ

−ρ ϕ
′′
ε(z)

− 1
2 eNH̄ε(z) dz

, (IV.1.30)

which is well-defined, since ϕε is strictly convex. Then, h∗ is the equilibrium potential corre-
sponding to the invariant measure 1(−ρ,ρ)(z)ϕ

′′
ε(z)

1
2 e−NH̄ε(z) dz; see [29, Section 7.2.5]. The

test function that we use in this proof is given by

f(x) =


1 if Px ≤ −ρ,
0 if Px ≥ ρ,

h∗(Px) if Px ∈ (−ρ, ρ).

(IV.1.31)

Step 2. [Estimation of the Dirichlet form of f .]
Using Lemma IV.6 and (IV.1.4), we have the following upper bound for the capacity.

1

Zµ
Cap(B−, B+) ≤ ε

∫
{x∈RN |Px∈(−ρ,ρ)}

N−1∑
i=0

∣∣∣∣∣∂ih∗
(

1

N

N−1∑
i=0

xi

)∣∣∣∣∣
2

dµ

= ε
1

N

∫
{x∈RN |Px∈(−ρ,ρ)}

|(h∗)′(Px)|2 dµ

= ε
1

N

∫ ρ

−ρ

∫
P−1(m)

|(h∗)′(m)|2 dµmdµ̄(m).

(IV.1.32)
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Applying Proposition IV.1 for K = [−2, 2] and the definition of h∗ yields that

1

Zµ
Cap(B−, B+) ≤ ε√

2π

1

N

1

Zµ̄

∫ ρ

−ρ
|(h∗)′(m)|2

√
ϕ′′ε(m) e−NH̄ε(m) dm

(
1 +O

(
1√
N

))

=
ε√
2π

1

N

1

Zµ̄

(∫ ρ

−ρ

1√
ϕ′′ε(m)

eNH̄ε(m) dm

)−1 (
1 +O

(
1√
N

))
. (IV.1.33)

In Step 4 and 5 of this proof we show that for m ∈ [−ρ, ρ],

√
ϕ′′ε(m) =

√
ϕ′′ε(0)

(
1 +OK

(√
ε log(N)

N

))
, and (IV.1.34)

H̄ε(m) = H̄ε(0) +
1

2
m2H̄ ′′ε (0) +OK

(
√
ε

√
log(N)

N

3)
. (IV.1.35)

And since, by the co-area formula, Zµ̄
√
N = Zµ, (IV.1.34) and (IV.1.35) imply that

Cap(B−, B+) ≤ ε
√
ϕ′′ε(0) e−NH̄ε(0)

√
2π
√
N

(∫ ρ

−ρ
e

1
2
Nm2H̄′′ε (0) dm

)−1
(

1 +O

(√
log(N)3

N

))
.

(IV.1.36)

Combining this with the fact that∫ ρ

−ρ
e

1
2
Nm2H̄′′ε (0) dm ≥

√
2π

N |H̄ ′′ε (0)|
(

1− e
1
2
Nρ2H̄′′ε (0)

) 1
2

=

√
2π

N |H̄ ′′ε (0)|

(
1 +O

(
1√
N

))
,

(IV.1.37)

concludes the proof of (IV.1.29).

Step 3. [Some a priori estimates.]
Before we show (IV.1.34) and (IV.1.35), we collect some a priori estimates. First, we use
(IV.A.5) and Lemma IV.A.4 (iii) to see that there exists c > 0 such that for all m ∈ K and
ε small enough,

|ϕ′′ε(m)| = ϕ′′ε(m) =
1

(ϕ∗ε)
′′(ϕ′ε(m))

∈
[
c−1

ε
,
c

ε

]
. (IV.1.38)

Moreover, recall that in the proof of Lemma IV.2, we have seen that |H̄ ′′ε (0)| = 1/ε(1+O(ε)).
Therefore, for ε small enough, |H̄ ′′ε (0)| ≥ 1/(4ε). Next, we recall the definition of µε,σ in
(IV.1.10) and use Lemma IV.A.1, (IV.1.38) and Corollary IV.A.3 to see that there exists
c′ > 0 such that for all m ∈ [−ρ, ρ] ⊂ K,

|ϕ′′′ε (m)| =

∣∣∣∣ (ϕ∗ε)
′′′(ϕ′ε(m))

(ϕ∗ε)
′′(ϕ′ε(m))3

∣∣∣∣ =

∣∣∣∣∫
R

(z −m)3 dµε,ϕ
′
ε(θm)(z)

∣∣∣∣ ϕ′′ε(m)3

∈
[

(c′)−1

ε
,
c′

ε

]
.

(IV.1.39)
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Step 4. [Proof of (IV.1.34).]
By Taylor’s formula, we have for some θ ∈ [0, 1],

√
ϕ′′ε(m) =

√
ϕ′′ε(0)

(
1 + m

ϕ′′′ε (θm)

2
√
ϕ′′ε(0)

√
ϕ′′ε(θm)

)
. (IV.1.40)

Then, by the estimates from Step 3,∣∣∣∣∣m ϕ′′′ε (θm)

2
√
ϕ′′ε(0)

√
ϕ′′ε(θm)

∣∣∣∣∣ ≤ 1

2
ρ c c′ =

1

2

√
log(N)

N

c c′√
|H̄ ′′ε (0)|

≤ c c′
√
ε log(N)

N
.

(IV.1.41)

In combination with (IV.1.40), this yields (IV.1.34).

Step 5. [Proof of (IV.1.35).]
Again by Taylor’s formula, for some θ′ ∈ [0, 1],

H̄ε(m) = H̄ε(0) +
1

2
m2H̄ ′′ε (0) +

1

6
m3H̄ ′′′ε (θ′m). (IV.1.42)

Similarly as in Step 4, we have that

∣∣m3H̄ ′′′ε (θ′m)
∣∣ ≤ ρ3

∣∣ϕ′′′ε (θ′m)
∣∣ ≤ √

log(N)

N

3
1√

|H̄ ′′ε (0)|3
c′

ε

≤ 8 c′
√
ε

√
log(N)

N

3

,

(IV.1.43)

which concludes the proof of (IV.1.35). �

IV.1.4 Lower bound on the capacity

In this section, we prove the lower bound on the capacity. The proof is inspired by the two-scale
approach, which was initiated in [80]. Moreover, we use that by the Bakry-Émery theorem
(see for instance [101, A.3] or [80, p. 305] combined with [102, Remark 1.2]), µm satisfies the
Poincaré inequality (recall (IV.0.1) from the introduction) with constant (J − 1)/ε. That is,
for all N ∈ N, m ∈ R and f ∈ H1(µm),

Varµm (f) :=

∫ ∣∣∣∣f − ∫ fdµm

∣∣∣∣2 dµm ≤ ε

J − 1

∫ ∣∣(id−NP tP )∇f
∣∣2 dµm, (IV.1.44)

where P tm = (1/N)(m, . . . ,m) ∈ RN for m ∈ R.

Proposition IV.9 Consider the same setting as in Theorem IV.7. Then, for N large enough
and ε small enough,

Cap(B−, B+) ≥ ε

2π
e−NH̄ε(0)

√
|H̄ ′′ε (0)|

√
ϕ′′ε(0)

(
1 +O

(√
log(N)3

N

)
+O (ε)

)
. (IV.1.45)
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Proof. Let f = f∗B−,B+(x) (recall Definition IV.4 and Lemma IV.6) and, for m ∈ K :=

[−2, 2], let

f̄(m) =

∫
P−1(m)

f dµm. (IV.1.46)

As in [80, Section 2.1], we split the gradient ∇f into its fluctuation part (id−NP tP )∇f
and its macroscopic part NP tP∇f . Note that∣∣(id−NP tP )∇f

∣∣2 +
∣∣NP tP∇f ∣∣2 = |∇f |2 . (IV.1.47)

Using (IV.1.4), the fact that |NP tPx|2 = N |Px|2 for all x ∈ RN , Jensen’s inequality
and [80, Lemma 21], we obtain that∫ ∣∣NP tP∇f ∣∣2 dµ ≥ N ∫ m?ε−ηε

−m?ε+ηε

∫
P−1(m)

|P∇f |2 dµm dµ̄(m)

≥ N
∫ m?ε−ηε

−m?ε+ηε

∣∣∣∣∣
∫
P−1(m)

P∇f dµm
∣∣∣∣∣
2

dµ̄(m)

= N

∫ m?ε−ηε

−m?ε+ηε

∣∣∣∣ f̄ ′(m)

N
+ PCovµm (f,∇H)

∣∣∣∣2 dµ̄(m),

(IV.1.48)

where H is the microscopic Hamiltonian defined in (IV.1.1), and, for two functions g, h ∈
L1(µm),

Covµm (g, h) =

∫
g

(
h−

∫
hdµm

)
dµm. (IV.1.49)

Then, using Young’s inequality, we have that for all τ ∈ [0, 1],∫ ∣∣NP tP∇f ∣∣2 dµ ≥ (1− τ)
1

N

∫ m?ε−ηε

−m?ε+ηε

∣∣f̄ ′(m)
∣∣2 dµ̄(m)

+

(
1− 1

τ

)
N

∫ m?ε−ηε

−m?ε+ηε

|PCovµm (f,∇H)|2 dµ̄(m).

(IV.1.50)

Later in this proof we show that

1

N

∫ m?ε−ηε

−m?ε+ηε

∣∣f̄ ′(m)
∣∣2 dµ̄(m) ≥ e−NH̄ε(0)

2π Zµ

√
|H̄ ′′ε (0)|

√
ϕ′′ε(0)

(
1 +O

(√
log(N)3

N

))
,

(IV.1.51)

and that for some constant c > 0, which is independent of ε and N ,∫ m?ε−ηε

−m?ε+ηε

|PCovµm (f,∇H)|2 dµ̄(m) ≤ c

N

(
ε+

1√
N

)∫ ∣∣(id−NP tP )∇f
∣∣2 dµ

×
(

1 +O(ε) +O

(
1√
N

))
.

(IV.1.52)
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Combining Lemma IV.6 with (IV.1.50), (IV.1.51), (IV.1.52) and (IV.1.47), and choosing

τ =
c
(
ε+ 1√

N

)
1 + c

(
ε+ 1√

N

) , (IV.1.53)

yields (IV.1.45). It only remains to show (IV.1.51) and (IV.1.52).

Proof of (IV.1.51). Note that by Proposition IV.1,

1

N

∫ m?ε−ηε

−m?ε+ηε

∣∣f̄ ′(m)
∣∣2 dµ̄(m)

=
1

NZµ̄

∫ m?ε−ηε

−m?ε+ηε

|f̄ ′|2
√
ϕ′′ε(m)√

2π
e−NH̄ε(m) dm

(
1 +O

(√
log(N)3

N

))
.

(IV.1.54)

Then, by the fact that 1 = f̄(−m?
ε + ηε) = 1 − f̄(m?

ε − ηε) and by our knowledge on one-
dimensional capacities (see for instance [29, Section 7.2.5]),

∫ m?ε−ηε

−m?ε+ηε

|f̄ ′|2
√
ϕ′′ε(m)√

2π
e−NH̄ε(m) dm

≥ inf
h:

h(−m?ε+ηε)=1,
h(m?ε−ηε)=0

∫ m?ε−ηε

−m?ε+ηε

|h′|2
√
ϕ′′ε(m)√

2π
e−NH̄ε(m) dm

=
1√
2π

(∫ m?ε−ηε

−m?ε+ηε

√
ϕ′′ε(r)

−1
eNH̄ε(r) dr

)−1

.

(IV.1.55)

Recalling that maxm∈[−m?ε+ηε,m?ε−ηε] H̄ε(m) = H̄ε(0) and
√
NZµ̄ = Zµ by the co-area formula,

we conclude (IV.1.51) from standard Laplace asymptotics.

Proof of (IV.1.52). Since µm is supported on P−1(m), we have that

PCovµm (f,∇H) =
1

ε

1

N
Covµm

(
f,

N−1∑
i=0

x3
i

)
, (IV.1.56)

Then, using Hölder’s inequality and (IV.1.44),

|PCovµm (f,∇H)|2 ≤ 1

ε2

1

N2
Varµm (f) Varµm

(
N−1∑
i=0

x3
i

)

≤ 1

(J − 1)2N2

∫ ∣∣(id−NP tP )∇f
∣∣2 dµm ∫ ∣∣∣∣∣(id−NP tP )∇

N−1∑
i=0

x3
i

∣∣∣∣∣
2

dµm.

(IV.1.57)

It remains to show that the second integral on the right-hand side of (IV.1.57) is bounded
from above by c′(εN +

√
N) for some constant c′ > 0, which is independent of ε and N .
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First we observe that by symmetry,

∫ ∣∣∣∣∣(id−NP tP )∇
N−1∑
i=0

x3
i

∣∣∣∣∣
2

dµm =

∫ N−1∑
i=0

∣∣∣∣∣∣3x2
i −

1

N

N−1∑
j=0

3x2
j

∣∣∣∣∣∣
2

dµm

= 9N

∫ ∣∣∣∣∣∣x2
0 −

1

N

N−1∑
j=0

x2
j

∣∣∣∣∣∣
2

dµm

= 9N

∫
x4

0 dµm − 18

N−1∑
j=0

∫
x2

0x
2
jdµm +

9

N

N−1∑
l=0

∫ N−1∑
j=0

x2
l x

2
jdµm

= 9(N − 1)

∫
x4

0 dµm − 9(N − 1)

∫
x2

0x
2
1 dµm.

(IV.1.58)

Then, applying Proposition IV.11, the right-hand side of (IV.1.58) is lower or equal to

9(N − 1)

∫ ∣∣∣∣z2 −
∫
z2 dµε,ϕ

′
ε(m)

∣∣∣∣2 dµε,ϕ′ε(m) + OK

(√
N
)
. (IV.1.59)

It remains to show that∫ ∣∣∣∣z2 −
∫
z2 dµε,ϕ

′
ε(m)

∣∣∣∣2 dµε,ϕ′ε(m) = OK (ε) . (IV.1.60)

In order to show (IV.1.60), we again apply the Bakry-Émery theorem (see e.g. [80, p. 305]
and [102, Remark 1.2]) to observe that the measure µε,ϕ

′
ε(m) satisfies the Poincaré inequality

(see (IV.0.1)) with constant (J − 1)/ε. Hence,∫ ∣∣∣∣z2 −
∫
z2 dµε,ϕ

′
ε(m)

∣∣∣∣2 dµε,ϕ′ε(m) = Var
µε,ϕ

′
ε(m)

(
z2
)

≤ 4ε

J − 1

∫
z2dµε,ϕ

′
ε(m).

(IV.1.61)

A simple computation using Lemma IV.A.4 (ii) and Corollary IV.A.3 from the appendix
shows that the integral on the right-hand side of (IV.1.61) is uniformly bounded in m ∈ K
and for ε small enough. This concludes the proof of (IV.1.52). �

Remark IV.10 The proof of (IV.1.52) is the main reason for the assumption (IV.1.3). In-
deed, in this step, we use that, under (IV.1.3), the (effective) single-site is strictly convex so
that we can apply the Bakry-Émery theorem, which in turn yields that we have a good con-
trol on the covariance term PCovµm (f,∇H) in (IV.1.52) for small ε. Note that, intuitively,
the quantity PCovµm (f,∇H) describes the microscopic fluctuation of the system around the
hyperplane P−1(m).

In (IV.1.59) we use that we can pass from expectations with respect to µm to expectations
with respect to ⊗Ni=1µ

ε,ϕ′ε(m). Such a statement is known in the literature as the equivalence
of observables (see [91]). The result in our setting is formulated in the following proposition.
The proof is postponed to the appendix.
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Proposition IV.11 (Equivalence of observables) Let K ⊂ R be compact. Let ` ∈ N,
and let b : R` → R be such that

sup
m∈K

∫
R`
|b(z0, . . . , z`)|2 dµε,ϕ

′
ε(m),`(zε, . . . , z`) < ∞, (IV.1.62)

where µε,ϕ
′
ε(m),` = ⊗`i=1µ

ε,ϕ′ε(m). Then, there exist Cb,K,`, εb,K,` > 0, Nb,K,` ∈ N such that for
all N ≥ Nb,K,`,

sup
0<ε<εb,K,`

sup
m∈K

∣∣∣∣∣
∫
P−1(m)

b(x0, . . . , x`) dµm −
∫
R`
b(z0, . . . , z`) dµ

ε,ϕ′ε(m),`

∣∣∣∣∣ ≤ Cb
1√
N
.

(IV.1.63)

Proof. The proof is postponed to Section IV.A.5. �

IV.1.5 The mass of the equilibrium potential

Proposition IV.12 Consider the same setting as in Theorem IV.7. Then, for ε small
enough,∫

(B+)c
f∗B−,B+(y) e−H(y) dy =

e−NH̄ε(−m
?
ε)√

H̄ ′′ε (−m?
ε)

√
ϕ′′ε(−m?

ε)

(
1 +O

(√
log(N)3

N

))
. (IV.1.64)

Proof. In this proof, C denotes a varying positive constant, which is independent of ε and N .

Step 1. [Splitting into four regions.]
Recall the definition of η in (IV.1.26). Let R > 2 be a positive number, which is independent of
N , ε and m ∈ K, and whose precise value is chosen later in Step 3. Using that f∗B−,B+(y) = 1

for y ∈ B−, we split the left-hand side of (IV.1.64) according to this R in the following way.∫
(B+)c

f∗B−,B+(y) e−H(y) dy

=

∫
{P ∈ [−m?ε−η,−m?ε+η]}

e−H(y) dy +

∫
{P ∈ [−m?ε+η,m?ε−η)}

f∗B−,B+(y) e−H(y) dy

+

∫
{P ∈ [−R,−m?ε−η]}

e−H(y) dy +

∫
{x∈RN |Px<−R}

e−H(y) dy

=: I + II + III + IV.

(IV.1.65)

In Step 2 we compute the asymptotic value of the term I, and in Step 3 and 4 we show that
the terms II, III and IV are of lower order than I.

Step 2. [Estimation of the term I.]
Note that, using the same arguments as in Step 4 and Step 5 of the proof of Proposition IV.8,
for all m ∈ [−m?

ε − η,−m?
ε + η],

√
ϕ′′ε(m) =

√
ϕ′′ε(−m?

ε)

(
1 +OK

(√
ε log(Nε−1)

N

))
, and

H̄ε(m) = H̄ε(−m?
ε) +

1

2
(m+m?

ε)
2H̄ ′′ε (−m?

ε) +OK

(
√
ε

√
log(Nε−1)

N

3)
.

(IV.1.66)
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Then, using the co-area formula in the same way that we did in (IV.1.4)–(IV.1.7) and applying
Proposition IV.1 for the compact set [−R,R], we observe that

I =
√
N

∫ −m?ε+η

−m?ε−η
e−NϕN,ε(m)+ 1

ε
N J

2
m2
dm

=
√
N

∫ −m?ε+η

−m?ε−η
e−NH̄ε(m)

√
ϕ′′ε(m)√

2π
dm

(
1 +O

(
1√
N

))
.

(IV.1.67)

Using (IV.1.66) and arguing as in the proof of Proposition IV.8, we have that for ε small
enough,

I =

√
N√
2π

e−NH̄ε(−m
?
ε)
√
ϕ′′ε(−m?

ε)

∫ η

−η
e−NH̄

′′
ε (−m?ε)m

2

2 dm

(
1 +O

(√
log(N)3

N

))

=
e−NH̄ε(−m

?
ε)√

H̄ ′′ε (−m?
ε)

√
ϕ′′ε(−m?

ε)

(
1 +O

(√
log(N)3

N

))
. (IV.1.68)

Step 3. [Estimation of the terms II and III.]
We only consider the term II. The term III can be estimated in the same way. By using
that |f∗B−,B+ | ≤ 1 and by applying the co-area formula and Proposition IV.1 as in Step 1, we
have that

|II| ≤ C
√
N

∫ m?ε−η

−m?ε+η
e−NH̄ε(m)

√
ϕ′′ε(m) dm. (IV.1.69)

Note that, by (IV.1.16), we have that |H̄ ′′ε (−m?
ε)| = Ω(1/ε). Together with (IV.1.38), this

shows that I = Ω(e−NH̄ε(−m
?
ε)). In the following we prove that II = O(e−NH̄ε(−m

?
ε)
√
N
−1

),
which shows that II is of lower order than I. Since H̄ε is symmetric and has its two global
minima at ±m?

ε, we have that

inf
m∈[−m?ε+η,m?ε−η]

H̄ε(m) = H̄ε(−m?
ε + η). (IV.1.70)

Then, by (IV.1.38), (IV.1.66) and the definition of η (see (IV.1.26)),

|I2| ≤
C
√
N√
ε

e−NH̄ε(−m
?
ε+η) ≤ C

√
N√
ε

e−N(H̄ε(−m?ε)+H̄′′ε (−m?ε) η
2

2
)

=
C
√
ε√
N

e−NH̄ε(−m
?
ε).

(IV.1.71)

Step 4. [Estimation of the term IV .]
Using Jensen’s inequality, we have that

∑N−1
i=0 x4

i ≥ N(Px)4. Then, via the co-area formula,

|IV | ≤
∫
{x∈RN |Px<−R}

e−
1
ε

∑N−1
i=0

J−1
2
y2
i e−

1
ε
N 1

4
(Py)4+ 1

ε
N J

2
(Py)2

dy

=
√
N

∫ −R
−∞

e−
1
ε
N 1

4
m4+ 1

ε
N J

2
m2

∫
P−1(m)

e−
1
ε

∑N−1
i=0

J−1
2
y2
i dHN−1 dm.

(IV.1.72)

In Lemma IV.A.6, we show that for all m ∈ R,∫
P−1(m)

e−
1
ε

∑N−1
i=0

J−1
2
y2
i dHN−1 = e−N

1
ε
J−1

2
m2+N 1

2
log(2π ε (J−1)−1)

√
J − 1

ε 2π
. (IV.1.73)
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Therefore, by [28, 1.1], we have that for ε small enough,

|IV | ≤
√
N

∫ −R
−∞

e−
1
ε
N 1

4
m4+ 1

ε
N 1

2
m2

dm

√
J − 1

ε 2π
≤
√
N

∫ −R
−∞

e−
1
ε
N 1

2
(R

2

2
−1)m2

dm

√
J − 1

ε 2π

= C

∫ −R√N
ε

(R
2

2
−1)

−∞
e−

1
2
m2
dm ≤ C

√
ε

N
e−

1
2
N
ε

(R
2

2
−1)R2

. (IV.1.74)

Note that H̄ε(−m?
ε) ≤ c

ε for some c > 0. Indeed, by Lemma IV.A.4 (ii), we have that for
some bounded function τε,

|ϕε(−m?
ε)| =

∣∣∣∣∣−
∫ 0

−m?ε
ϕ′ε(m) dm + ϕε(0)

∣∣∣∣∣ =

∣∣∣∣∣−1

ε

∫ 0

−m?ε
τε(m) dm + ϕε(0)

∣∣∣∣∣
≤ 1

ε
‖τε‖L∞(K ; dm)m

?
ε + |ϕε(0)|,

(IV.1.75)

and by (IV.A.4) and (IV.A.7),

ϕε(0) = −ϕ∗ε(0) = log

∫
R

e−
1
ε
ψJ (z) dz ≤ 1

2
log (Cε) . (IV.1.76)

Combining (IV.1.75) and (IV.1.76) with the definition of H̄ε, shows that H̄ε(−m?
ε) ≤ c

ε for
some c > 0. Then, choosing R large enough, the estimate (IV.1.74) implies that IV =

O(e−NH̄ε(−m
?
ε)
√
N
−1

). This shows that the term IV is of lower order than I. �

IV.2 Rough estimates at high temperature

In this section, we consider the same system as in Chapter IV.1, but with two key differences.
First, we do not consider the low-temperature regime here, that is, throughout this section,
we suppose that ε = 1. The second difference is that, instead of ψ(z) = z4/4 − z2/2, we
consider here a class of single-site potentials given by functions of the form z 7→ Ψ(z)− J

2 z
2,

where Ψ : R 7→ R satisfies Assumption IV.13 below.

Hence, the microscopic Hamiltonian HN,1 : RN 7→ R in this section is given by

HN,1(x) =
N−1∑
i=0

(
Ψ(xi)−

J

2
x2
i

)
+

J

4N

N−1∑
i,j=0

(xi − xj)2

=

N−1∑
i=0

Ψ(xi)−
J

2N

N−1∑
i,j=0

xixj ,

(IV.2.1)

where J > 0. We make the following assumptions on the single-site potential Ψ.

Assumption IV.13 (1) There is a splitting Ψ = Ψc + Ψb for some Ψc,Ψb ∈ C2(R), and
there are constants 0 < c, c′ <∞ such that Ψ′′c (z) ≥ c and |Ψb|C2 ≤ c′.

(2) Ψ(z) = Ψ(−z) for all z ∈ R.

(3) z 7→ Ψ′(z) is convex on [0,∞).
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(4) If Ψc is a quadratic function of the form Ψc(x) = cΨx
2+c′Ψx+c′′Ψ for some cΨ, c

′
Ψ, c
′′
Ψ ∈ R,

then we suppose that cΨ > J .

(5) 1/J <
∫
R z

2 e−Ψ(z) dz/(
∫

e−Ψ(z) dz).

(6) σ 7→
∫
R(Ψ′′(z))2 e−Ψ(z)+σz dz/(

∫
e−Ψ(z)+σz dz) is locally bounded on R.

Remark IV.14 If Ψ = Ψc is a quadratic function, then Assumption IV.13 is not fulfilled
for any choice of J . However, we do not expect that Kramers’ law holds true in this case,
since the macroscopic Hamiltonian H̄1 is not of double-well form, where H̄1 is defined as in
(IV.1.13) with ψ being replaced by the function z 7→ Ψ(z)− J

2 z
2 and with ε = 1. Indeed, from

(IV.A.60), we see that H̄1 is a quadratic function and hence not of double-well form.

This section is organized similarly as Chapter IV.1. That is, in Subsection IV.2.1 we
introduce the local Cramér theorem and show that the macroscopic Hamiltonian has a double-
well structure. In Subsection IV.2.2 we formulate the main result of this section, which
provides rough estimates on the average transition time between the metastable sets, where
the metastable sets are defined analogously to Chapter IV.1. The only thing left to prove for
this result is the lower bound on the capacity. This is done in Subsection IV.2.3.

IV.2.1 Preliminaries

Local Cramér Theorem. Replacing ψ by the function z 7→ Ψ(z) − J
2 z

2 and setting
ε = 1, we define the Gibbs measure µN,1 by (I.6.4), and introduce a disintegration of µN,1 as
µN,1(dx) = µN,1m (dx)µ̄N,1(dm) as in (IV.1.4)–(IV.1.7). Analogously, we define the quantities
ϕN,1, ϕ∗1, ϕ1 and µ1,σ by (IV.1.6), (IV.1.8), (IV.1.9) and (IV.1.10), respectively, by replacing
ψ by the function z 7→ Ψ(z)− J

2 z
2 and setting ε = 1. Then, the local Cramér theorem in this

section is given as follows.

Proposition IV.15 (Local Cramér theorem) Suppose Assumption IV.13. Then, for N
large enough,

e−NϕN,1(m) = e−Nϕ1(m)

√
ϕ′′1(m)√

2π

(
1 +O

(
1√
N

))
. (IV.2.2)

In particular,

dµ̄N,1(m) =
1

Zµ̄N,1
e−NH̄1(m)

√
ϕ′′1(m)√

2π

(
1 +O

(
1√
N

))
dm. (IV.2.3)

Proof. Using the same notation and proceeding as in the proof of Proposition IV.1, we observe
that it suffices to show that ∣∣∣∣gN,m(0)− 1√

2π

∣∣∣∣ = O

(
1√
N

)
. (IV.2.4)

However, this was already shown in [101, Proposition 3.1 and Lemma 3.2]. �
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IV.2.1.1 Analysis of the energy landscape. In the following lemma we show that the
macroscopic Hamiltonian H̄1 has the form of a double-well function with at least quadratic
growth at infinity.

Lemma IV.16 Suppose Assumption IV.13. If Ψc is a quadratic function, then let cΨ denote
the leading order coefficient. Otherwise, let cΨ =∞. Then, we have that

(i) lim inf |t|→∞
ϕ1(t)
t2
≥ cΨ, lim inf |t|→∞

H̄1(t)
t2

≥ cΨ − J/2,

(ii) there exists KJ > 0 and δ > 0 such that ϕ′1(t) ≥ (J + δ)t for all t ≥ KJ and ϕ′1(t) ≤
(−J − δ)t for all t ≤ −KJ , and

(iii) H̄1 has exactly three critical points located at −m?
1, 0 and m?

1 for some m?
1 > 0. Moreover,

H̄ ′′1 (0) < 0, H̄ ′′1 (m?
1) > 0 and H̄ ′′1 (−m?

1) > 0. That is, H̄1 has a local maximum at 0, and
the two global minima of H̄1 are located at ±m?

1.

Proof. Since ϕ1(t) = ϕ1(−t) for all t ∈ R, it suffices to prove all claims only on [0,∞).

(i). As in Lemma IV.2, this statement follows from a simple argument given in [106,
III.2.6].

(ii). From part (i) and Assumption IV.13 (4), we know that there exist K ′ > 0 and δ′ > 0
such that ϕ1(t) ≥ (J + δ′)t2 for all t ≥ K ′. Using that t 7→ ϕ′1(t) is increasing (since ϕ1 is
strictly convex) we obtain that for all t ≥ K ′,

(J + δ′) t2 ≤ ϕ1(t) =

∫ t

0
ϕ′1(r) dr + ϕ1(0) ≤ ϕ′1(t)t+ ϕ1(0), (IV.2.5)

which concludes the claim.

(iii). Before we show the claims, note that the function z 7→ ϕ′1(z) is convex on [0,∞).
Indeed, from [58, Theorem 1.2 c)], we know that Assumption IV.13 yields that z 7→ (ϕ∗1)′(z)
is concave on [0,∞) (cf. [106, IV.0.4]). Hence, for w > z, we have that (ϕ∗1)′′(ϕ′1(w)) ≤
(ϕ∗1)′′(ϕ′1(z)), since, due to the convexity of ϕ1, we have that ϕ′1(w) ≥ ϕ′1(z). Therefore,

ϕ′′1(w) =
1

(ϕ∗1)′′(ϕ′1(w))
≥ 1

(ϕ∗1)′′(ϕ′1(z))
= ϕ′′1(z), (IV.2.6)

which shows that z 7→ ϕ′1(z) is convex.

To show that H̄1 admits a local maximum at 0, we observe that, since ϕ′1(0) = 0, we
have that H̄ ′1(0) = 0. Moreover, Assumption IV.13 implies that (ϕ∗1)′′(0) > 1/J . Therefore,
ϕ′′1(0) < J and H̄ ′′1 (0) < 0.

It remains to show that there exists a unique point m?
1 ∈ (0,∞) such that H̄ ′1(m?

1) = 0
and H̄ ′′1 (m?

1) > 0. Using again that ϕ′′1(0) < J , we infer that for z > 0 small enough,

ϕ′1(z) =

∫ z

0
ϕ′′1(r) dr < Jz. (IV.2.7)

Moreover, by part (ii), we know that there exists m?
1 > z > 0 such that

ϕ′1(m?
1) = Jm?

1 and ϕ′1(z) < Jz for all z ∈ (0,m?
1). (IV.2.8)
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However, the mean value theorem implies that there exists z′ ∈ (0,m?
1) such that ϕ′′1(z′) > J .

Together with the fact that ϕ′′1 is non-decreasing, this implies that ϕ′′1(z) > J for all z ≥ m?
1.

This is in turn yields that

ϕ′1(z) > Jz for all z > m?
1 and H̄ ′′1 (m?

1) > 0. (IV.2.9)

Combining (IV.2.8) and (IV.2.9) shows that, at m?
1, there is the unique global minimum of

H̄1 on [0,∞). �

IV.2.2 Rough estimates on the average transition time

In this section we formulate the main result of this section. Most of its proof is omitted, since
it is a straightforward adaptation from the proof of Theorem IV.7. However, the proof of
the lower bound on the capacity is modified, since the (effective) single-site potential is not
convex in this section. The new proof is given in Subsection IV.2.3.

Theorem IV.17 Let ±m?
1 be the two global minimisers of the macroscopic Hamiltonian H̄1.

Let η1 > 0 and B−1 , B
+
1 ⊂ RN be defined by (IV.1.26) and (IV.1.27) with ε = 1. Then, for

some a > 0, which is independent of N , and for N large enough,

Eν
B−1 ,B

+
1

[TB+
1

] ≥ 2π
√
ϕ′′1(−m?

1) eN(H̄1(0)−H̄1(−m?1))√
H̄ ′′1 (−m?

1) |H̄ ′′1 (0)|ϕ′′1(0)

(
1 +O

(√
log(N)3

N

))
, and

(IV.2.10)

Eν
B−1 ,B

+
1

[TB+
1

] ≤ (1 + a)
2π
√
ϕ′′1(−m?

1) eN(H̄1(0)−H̄1(−m?1))√
H̄ ′′1 (−m?

1) |H̄ ′′1 (0)|ϕ′′1(0)

(
1 +O

(√
log(N)3

N

))
.

(IV.2.11)

Proof. As in the proof of Theorem IV.7, the starting point is the formula (IV.1.22). Then,
proceeding exactly as in the proofs of Proposition IV.8 and Proposition IV.12, we can show
that

Cap(B−1 , B
+
1 ) ≤ 1

2π
e−NH̄(0)

√
|H̄ ′′(0)|

√
ϕ′′1(0)

(
1 +O

(√
log(N)3

N

))
, and (IV.2.12)

∫
(B+

1 )c
f∗
B−1 ,B

+
1

(y) e−H(y) dy =
e−NH̄1(−m?1)√
H̄ ′′1 (−m?

1)

√
ϕ′′1(−m?

1)

(
1 +O

(√
log(N)3

N

))
, (IV.2.13)

which yields (IV.2.10). Finally, (IV.2.11) follows from combining (IV.2.13) with Proposition
IV.18. This concludes the proof of this theorem. �

IV.2.3 Rough lower bound on the capacity

In this section we prove the rough lower bound on the capacity. We proceed as in the proof of
Proposition IV.9. Recall that the critical estimate in the proof of Proposition IV.9 is given by
(IV.1.52), where we apply the Poincaré inequality for the fluctuation measure with a constant
which is of order 1/ε (see (IV.1.44)). By using the strict convexity of the (effective) single-site
potential, (IV.1.44) is a consequence of the Bakry-Émery theorem. Since the (effective) single-
site potential is not assumed to be strictly convex in this section, the Bakry-Émery theorem
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is not applicable here. However, instead, we can apply [101, 1.6], where it is shown that for
all N ∈ N and m ∈ R, µN,1m satisfies the Poincaré inequality with a constant % > 0, which is
independent of N and m. That is, for all N ∈ N and m ∈ R and for all f ∈ H1(µN,1m ),

Var
µN,1m

(f) =

∫ ∣∣∣∣f − ∫ fdµN,1m

∣∣∣∣2 dµN,1m ≤ 1

%

∫ ∣∣(id−NP tP )∇f
∣∣2 dµN,1m , (IV.2.14)

where P tm = (1/N)(m, . . . ,m) ∈ RN for m ∈ R. This is the main ingredient of the proof of
the following proposition.

Proposition IV.18 Consider the same setting as in Theorem IV.17. Let

a =
1

ρ2
max

m∈[−m?1,m?1]

∫ ∣∣∣∣Ψ′′ − ∫ Ψ′′dµ1,ϕ′1(m)

∣∣∣∣2 dµ1,ϕ′1(m), (IV.2.15)

which is finite due to Assumption IV.13. Then, for N large enough,

Cap(B−1 , B
+
1 ) ≥ 1

1 + a

1

2π
e−NH̄(0)

√
|H̄ ′′(0)|

√
ϕ′′1(0)

(
1 +O

(√
log(N)3

N

))
. (IV.2.16)

Proof. Let f = f∗
B−1 ,B

+
1

(x). We proceed exactly as in the proof of Proposition IV.9, and

obtain that for all τ ∈ [0, 1],∫ ∣∣NP tP∇f ∣∣2 dµN,1 ≥ (1− τ)
e−NH̄(0)

2π ZµN,1

√
|H̄ ′′(0)|

√
ϕ′′1(0)

(
1 +O

(√
log(N)3

N

))

+

(
1− 1

τ

)
N

∫ m?1−η1

−m?1+η1

∣∣∣PCov
µN,1m

(f,∇H)
∣∣∣2 dµ̄N,1(m).

(IV.2.17)

Therefore, choosing τ = a/(1 + a) it remains to show that∫ m?1−η1

−m?1+η1

∣∣∣PCov
µN,1m

(f,∇H)
∣∣∣2 dµ̄N,1(m) ≤ a

N

∫ ∣∣(id−NP tP )∇f
∣∣2 dµN,1(1 +O

(
1√
N

))
.

(IV.2.18)

In order to show (IV.2.18), note that as in (IV.1.57),∣∣∣PCov
µN,1m

(f,∇H)
∣∣∣2 ≤ 1

N2
Var

µN,1m
(f) Var

µN,1m

(
N−1∑
i=0

Ψ′(xi)

)

≤ 1

%2N2

∫ ∣∣(id−NP tP )∇f
∣∣2 dµN,1m

∫ ∣∣∣∣∣(id−NP tP )∇
N−1∑
i=0

Ψ′(xi)

∣∣∣∣∣
2

dµN,1m .

(IV.2.19)

Then, we proceed analogously to (IV.1.58) to observe that by the equivalence of ensembles
(Proposition IV.19),∫ ∣∣∣∣∣(id−NP tP )∇

N−1∑
i=0

Ψ′(xi)

∣∣∣∣∣
2

dµN,1m

≤ N max
m∈[−m?1,m?1]

∫ ∣∣∣∣Ψ′′ − ∫ Ψ′′dµ1,ϕ′1(m)

∣∣∣∣2 dµ1,ϕ′1(m)

(
1 +O

(
1√
N

))
.

(IV.2.20)
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This concludes the proof of (IV.2.18). �

It remains to show the equivalence of observables, which was used in (IV.2.20). This is
done in the following proposition.

Proposition IV.19 (Equivalence of observables) Let ` ∈ N, and let b : R` → [0,∞) be
such that

sup
m∈[−m?1,m?1]

∫
R`
|b(z1, . . . , z`)|2 dµ1,ϕ′1(m),`(z1, . . . , z`) <∞, (IV.2.21)

where µ1,ϕ′1(m),` = ⊗`i=1µ
1,ϕ′1(m). Then there exists Cb ∈ (0,∞) such that for N large enough,

sup
m∈[−m?1,m?1]

[∫
P−1(m)

b(x1, . . . , x`) dµ
N,1
m −

∫
R`
b(z1, . . . , z`) dµ

1,ϕ′1(m),`

∣∣∣∣∣ ≤ Cb 1√
N
. (IV.2.22)

Proof. Proceeding exactly as in the proof of Proposition IV.11, we observe that the claim is
proven once we show that

(i) the local Cramér theorem holds true in this setting,

(ii) supm∈R
∑3

k=1

∫
R

∣∣∣ z−ms1(m)

∣∣∣k dµ1,ϕ′1(m)(z) < ∞, where s1(m) = ϕ′′1(m)
1
2 , and

(iii) there exists c > 0 such that supm∈R

∣∣∣∫R eizξdµ1,ϕ′1(m)(z)
∣∣∣ ≤ c|s1(m)ξ|−1 for all ξ ∈ R.

Claim (i) is shown in Proposition IV.15, and claim (ii) and (iii) are shown in [101, 3.2]. This
concludes the proof of this proposition. �

IV.A Appendix

This appendix is organized as follows. In Subsection IV.A.1 we collect several properties of
Cramér transforms and the cumulant generating functions. In Subsection IV.A.2 we derive
asymptotic expressions for certain integrals by using standard Laplace asymptotics. Then,
in Subsection IV.A.3 we apply these results to estimate the moments and the Fourier trans-
forms of the measure µε,ϕ

′
ε(m) (see (IV.1.10)) for small ε. Finally, in Subsection IV.A.4 and

Subsection IV.A.5 we prove the local Cramér theorem (Proposition IV.1) and the equivalence
of observables (Proposition IV.11), respectively.

We note that the proofs in Subsection IV.A.4 and Subsection IV.A.5 remain true if we
replace the effective single-site potentials ψJ by some general strictly convex function.

IV.A.1 Properties of the Cramér transform

Lemma IV.A.1 Let W ∈ C∞(R) be such that lim inf |z|→∞ W ′′(z) > 0. Let

χ∗(σ) = log

∫
R

eσz−W (z) dz, for σ ∈ R, (IV.A.1)
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and let χ denote its Legendre transform, i.e.

χ(m) = sup
σ∈R

(σm− χ∗(σ)) . (IV.A.2)

For all σ ∈ R, define µσ ∈M1(R) by

dµσ(z) = e−χ
∗(σ)+σz−W (z) dz =

eσz−W (z)∫
R eσz̄−W (z̄) dz̄

dz. (IV.A.3)

Then, the following statements hold true.

(i) χ∗ and χ are strictly convex and smooth. If W is even, then χ∗ and χ are also even.

(ii) For m ∈ R, we have that

χ(m) = χ′(m)m− χ∗(χ′(m)) and (χ∗)′(χ′(m)) = m. (IV.A.4)

In particular,

χ′′(m) =
1

(χ∗)′′(χ′(m))
and χ′′′(m) =

−(χ∗)′′′(χ′(m))

(χ∗)′′(χ′(m))3
. (IV.A.5)

(iii) For all σ ∈ R,

(χ∗)′ (σ) =

∫
R z eσz−W (z) dz∫
R eσz−W (z) dz

=

∫
R
z dµσ(z),

(χ∗)′′ (σ) =

∫
R

(
z − (χ∗)′ (σ)

)2
dµσ(z),

(χ∗)′′′ (σ) =

∫
R

(
z − (χ∗)′ (σ)

)3
dµσ(z),

(χ∗)(4) (σ) + 3 (χ∗)′′ (σ)2 =

∫
R

(
z − (χ∗)′ (σ)

)4
dµσ(z).

(IV.A.6)

Proof. These are standard results that follow from some elementary computations. We refer
to [106, III.2.5] and [80, Lemma 41] for more details. �

IV.A.2 Some asymptotic integrals

The main result in this subsection is the following lemma, which is based on Laplace asymp-
totics. In the proof we use the same strategy as in [82, A.3].

Lemma IV.A.2 Let K ⊂ R be a compact set. Let U ∈ C0,∞(K × R), and for m ∈ K, let
Um(z) = U(m, z). Suppose that there exists α > 0 and R > 0 such that, for all m ∈ K, Um
admits a unique global minimum at some point zm ∈ R with U ′′m(zm) > R−1 and such that
Um(z) ≥ αz2 for all z ∈ [−R,R]c. Furthermore, we assume that the map m 7→ zm is bounded
on K. Then, for each k ∈ N0 and for each m ∈ K,∫

R
(z − zm)2k e−

1
ε
Um(z) dz = e−

1
ε
Um(zm)

√
2π (2k − 1)!! εk+ 1

2

U ′′m(zm)k+ 1
2

(
1 + OK

(√
ε log(ε−1)3

))
,

(IV.A.7)
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where for n ∈ N, n!! denotes the double factorial, and we make the convention that (−1)!! := 1.
Moreover,∫

R
(z − zm)2k+1 e−

1
ε
Um(z) dz

= − e−
1
ε
Um(zm)

√
2π(2k + 3)!!U ′′′m(zm)εk+ 3

2

6U ′′m(zm)k+ 5
2

(
1 +OK

(√
ε log(ε−1)3

))
.

(IV.A.8)

Proof. Fix m ∈ K. In this proof, let C denote a varying positive constant, which is indepen-
dent of ε and m.

Step 1. [Proof of (IV.A.7).]
Let ρ =

√
2(k + 1) ε log(ε−1)/

√
U ′′m(zm) and Ūm(z) = Um(z+zm). Let R̄ ≥ R+supm∈K(|zm|+√

|Um(zm)|/α) be such that, for some ι > 0, y2k ≤ eιUm(y) for all y ∈ [−R̄, R̄]c. Then,∫
R

(z − zm)2k e−
1
ε
Um(z) dz =

∫
R
y2k e−

1
ε
Ūm(y) dy

=

∫ ρ

−ρ
y2k e−

1
ε
Ūm(y) dy +

∫
BR̄(0)c

y2k e−
1
ε
Ūm(y) dy +

∫
BR̄(0)\Bρ(0)

y2k e−
1
ε
Ūm(y) dy

=: I + II + III. (IV.A.9)

In the following we show that I provides the main contribution and that II and III are
negligible.

Step 1.1. [Estimation of the term I.]
Note that by Taylor’s formula, for some θ ∈ [0, 1],

Ūm(y) = Um(zm) +
1

2
y2 U ′′m(zm) +

1

6
y3 Ū ′′′m(θy). (IV.A.10)

By using that Ū ′′′m is locally bounded (uniformly in m ∈ K), we see that there exists some
c > 0 such that |Ū ′′′m(θy)| ≤ c for all y ∈ [−ρ, ρ]. Therefore,

e
−cρ3

6ε ≤
∫ ρ
−ρ y

2k e−
1
ε
Ūm(y) dy

e−
1
ε
Um(zm)

∫ ρ
−ρ y

2k e−
1
ε

1
2
y2 U ′′m(zm) dy

≤ e
cρ3

6ε . (IV.A.11)

Thus, by using the definition of ρ and by some standard Gaussian computations applied to
the denominator in (IV.A.11), we infer that

I =

√
2πε

U ′′m(zm)
e−

1
ε
Um(zm)

(
εk

(2k − 1)!!

U ′′m(zm)k
+ OK

(
εk+ 1

2

√
log(ε−1)3

))
. (IV.A.12)

Step 1.2. [Estimation of the term II.]
We know that Ūm(y) ≥ αy2 and y2k ≤ eιUm(y) for all y ∈ [−R̄, R̄]c. Hence, by [28, 1.1],

II ≤ 2

∫ ∞
R̄

e−(αε−ι)y
2
dy ≤ C e−

α
ε
R̄2
. (IV.A.13)

Since αR̄2 > |Um(zm)|, this shows that

II = e−
1
ε
Um(zm)OK

(
εk+1

√
log(ε−1)3

)
. (IV.A.14)
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Step 1.3. [Estimation of the term III.]
Since Ūm has its unique minimum in 0, we have that infy∈BR̄(0)\Bρ(0) Ūm(y) = Ūm(ρ)∧Ūm(−ρ)
for ε small enough. Without restriction, we suppose that Ūm(ρ) ≤ Ūm(−ρ). Then, by using
(IV.A.10) and the arguments from Step 1.1,

|III| ≤ 2R̄ R̄2k e−
1
ε
Um(zm+ρ) ≤ C e−

1
ε
Um(zm) e−

1
ε
U ′′m(zm) 1

2
ρ2
. (IV.A.15)

Using the definition of ρ, we have shown that

III = e−
1
ε
Um(zm)OK

(
εk+1

√
log(ε−1)3

)
. (IV.A.16)

Step 2. [Proof of (IV.A.8).]
(IV.A.8) follows by proceeding exactly as in Step 1 (with ρ̄ =

√
2(k + 2) ε log(ε−1)/

√
U ′′m(zm)

replacing ρ) but with the only difference that here we estimate the leading order term I in
the following way. The idea is based on Step 2.3 of the proof of [82, A.3]. First, by adding
one more term in the Taylor expansion in (IV.A.10), we have that for some θ ∈ [0, 1],

Ūm(y) = U0
m +

1

2
y2 U2

m +
1

6
y3 U3

m +
1

24
y4 Ū (4)

m (θy), (IV.A.17)

where for i = 0, 1, 2, 3, we abbreviate U im := U
(i)
m (zm). Then,

e
1
ε
Um(zm)I = e

1
ε
U0
m

∫ ρ̄

−ρ̄
y2k+1 e−

1
ε
Ūm(y) dy =

∫ ρ̄

−ρ̄
y2k+1 e−

1
ε

( y
2

2
U2
m+ y3

6
U3
m+ y4

24
Ū

(4)
m (θy)) dy

= − 1

6ε
U3
m

∫ ρ̄

−ρ̄
y2k+4 e−

1
ε

1
2
y2 U2

m dy − 1

24ε

∫ ρ̄

−ρ̄
y2k+5 Ū (4)

m (θy) e−
1
ε
y2

2
U2
m dy

+

∫ ρ̄

−ρ̄
y2k+1 e−

1
ε
y2

2
U2
m

(
e−

1
ε

( y
3

6
U3
m+ y4

24
Ū

(4)
m (θy)) − 1 +

y3

6ε
U3
m +

y4

24ε
Ū (4)
m (θy)

)
dy

(IV.A.18)

=: I1 + I2 + I3.

We now show that the term I1 provides the dominant contribution and that I2 and I3 are of
lower order than I1. Concerning I1, simple Gaussian computations as in Step 1.1 yield that

I1 = −1

6
U3
m

√
2πε

U ′′m(zm)

(
εk+1 (2k + 3)!!

U ′′m(zm)k+2
+ OK

(
εk+1+ 1

2

√
log(ε−1)3

))
. (IV.A.19)

For I2 we use that Ū
(4)
m is locally bounded to obtain that

|I2| ≤ C
1

ε

∫ ρ̄

−ρ̄
|y|2k+5 e−

1
ε
y2

2
U2
m dy ≤ Cεk+2. (IV.A.20)

Finally, to estimate the term I3, note that y4 ≤ y3 for y ∈ [−ρ̄, ρ̄], Ū
′′′
m and Ū

(4)
m are locally

bounded, and that ρ̄3/ε ≤ C
√
ε log(ε−1). Then, by using the inequality |e−x−1+x| ≤ |x|2e|x|,

|I3| ≤
∫ ρ̄

−ρ̄
|y|2k+1 e−

1
ε
y2

2
U2
m e|

1
ε

( y
3

6
U3
m+ y4

24
Ū

(4)
m (θy))|

(
y3

6ε
U3
m +

y4

24ε
Ū (4)
m (θy)

)2

dy

≤ C

ε2
eC

ρ̄3

ε

∫ ρ̄

−ρ̄
|y|2k+1 e−

1
ε
y2

2
U2
m |y|6 dy ≤ Cεk+2.

(IV.A.21)

This concludes the proof of (IV.A.8). �
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Corollary IV.A.3 Consider the same setting as in Lemma IV.A.2. Then,∫
R (z − zm)2k e−

1
ε
Um(z) dz∫

R e−
1
ε
Um(z) dz

= εk
(2k − 1)!!

U ′′m(zm)k
+ OK

(
εk+ 1

2

√
log(ε−1)3

)
, (IV.A.22)

and ∫
R(z − zm)2k+1 e−

1
ε
Um(z) dz∫

R e−
1
ε
Um(z) dz

= −(2k + 3)!!U ′′′m(zm)εk+1

6U ′′m(zm)k+2
+OK

(
εk+ 3

2

√
log(ε−1)3

)
.

(IV.A.23)

Moreover,

∫
R

(
z̄ −

∫
R z e−

1
εUm(z) dz∫

R e−
1
εUm(z) dz

)2k

e−
1
ε
Um(z̄) dz̄∫

R e−
1
ε
Um(z) dz

= εk
(2k − 1)!!

U ′′m(zm)k
+OK

(
εk+1

√
log(ε−1)3

)
, (IV.A.24)

and∫
R

(
z̄ −

∫
R z e−

1
εUm(z) dz∫

R e−
1
εUm(z) dz

)2k+1

e−
1
ε
Um(z̄) dz̄∫

R e−
1
ε
Um(z) dz

= −2k(2k + 1)!!U ′′′m(zm)εk+1

6U ′′m(zm)k+2
+OK

(
εk+ 3

2

√
log(ε−1)3

)
.

(IV.A.25)

Proof. To show (IV.A.22), similarly as in Step 5 in the proof of [82, A.3], we apply (IV.A.7)
both to the numerator and to the denominator on the left-hand side of (IV.A.22). Analogously,
we apply (IV.A.8) to the numerator and (IV.A.7) to the denominator to show (IV.A.23).

To show (IV.A.24), we first introduce the measure dν(z) = e−
1
ε
Um(z̄)/(

∫
R e−

1
ε
Um(z) dz) dz̄.

Then, the left-hand side of (IV.A.24) is equal to∫
R

(z − zm)2k dν(z) +

2k−1∑
`=0

(
2k

`

)(∫
R

(z − zm) dν(z)

)2k−` ∫
R

(z − zm)` dν(z). (IV.A.26)

Using (IV.A.22) and (IV.A.23), it is easy to see that for each ` = 0, . . . , 2k − 1,(∫
R

(z − zm) dν(z)

)2k−` ∫
R

(z − zm)` dν(z) = OK

(
ε2k−`+d `

2
e
)
≤ OK

(
εk+1

)
. (IV.A.27)

Combining (IV.A.26), (IV.A.27) and (IV.A.22) yields (IV.A.24).

It remains to show (IV.A.25). Similarly as in (IV.A.26), we have that the left-hand side
of (IV.A.25) is equal to∫

R
(z − zm)2k+1 dν(z) + (2k + 1)

∫
R

(z − zm) dν(z)

∫
R

(z − zm)2k dν(z) (IV.A.28)

+

2k−1∑
`=0

(
2k

`

)(∫
R

(z − zm) dν(z)

)2k+1−` ∫
R

(z − zm)` dν(z). (IV.A.29)

As above, we observe that all the summands in (IV.A.29) are of lower order. Then, using
(IV.A.22) and (IV.A.23) for the two terms in (IV.A.28), we infer (IV.A.25). �
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IV.A.3 A priori estimates for the measure µε,ϕ
′
ε(m)

For the proof of the local Cramér theorem and the equivalence of observables we need some
estimates on certain moments and Fourier transforms of µε,ϕ

′
ε(m).

Lemma IV.A.4 Recall the definition of ψJ , ϕ∗ε, ϕε and µε,σ given in (IV.1.2), (IV.1.8),
(IV.1.9) and (IV.1.10). Notice that the inverse (ψ′J)−1 of ψ′J exists.

(i) Let K̃ ⊂ R be compact. Then, for all λ ∈ K̃, (ϕ∗ε)
′ (1
ελ
)

= (ψ′J)−1(λ) + ΩK̃(ε).

(ii) For all compact intervals K ⊂ R there exists a function τε : K → R and εK > 0 such
that sup0<ε<εK supm∈K |τε(m)| <∞ and ϕ′ε(m) = 1

ετε(m) for all m ∈ K and ε < εK .

(iii) For m ∈ R, let

sε(m) = (ϕ∗ε)
′′(ϕ′ε(m))

1
2 . (IV.A.30)

Note that sε is well-defined, since ϕ∗ε is strictly convex (see Lemma IV.A.1). Then, for
each compact interval K ⊂ R, there exist CK > 0 and εK > 0 such that for all m ∈ K
and for all ε < εK ,

sε(m)2 = ΩK(ε) and

4∑
k=1

∫
R

∣∣∣∣z −msε(m)

∣∣∣∣k dµε,ϕ
′
ε(m)(z) ≤ CK . (IV.A.31)

Proof. (i). Note that for all λ ∈ K̃, the function U(λ, z) = ψJ(z)−λz satisfies the same con-
ditions as the function U from Corollary IV.A.3. In particular, Uλ admits a unique global min-
imum at (ψ′J)−1(λ). Thus, part (i) follows immediately from Lemma IV.A.1 and (IV.A.23).

(ii). Let K = [a, b] for some a, b ∈ R with a < b. Set F (m) = (ϕ∗ε)
′ (ψ′J(m)/ε). From part

(i), we know that for ε small enough,

F (a− 1) = a− 1 + Ω[a−1,b+1](ε) < a, and

F (b+ 1) = b+ 1 + Ω[a−1,b+1](ε) > b.
(IV.A.32)

Therefore, by the continuity of F and the mean value theorem, F ([a − 1, b + 1]) ⊃ K. We
also know that F : [a− 1, b+ 1]→ F ([a− 1, b+ 1]) is bijective, since F is strictly increasing.
Setting now τε(m) = ψ′J(F−1(m)) for m ∈ K yields that

(ϕ∗ε)
′
(

1

ε
τε(m)

)
= m for all m ∈ K. (IV.A.33)

Since ϕ′ε = ((ϕ∗ε)
′)−1 (cf. (IV.A.4)), this concludes the proof of part (ii).

(iii). Let U(m, z) = ψJ(z)− τε(m)z. Then, using part (ii), Lemma IV.A.1 and (IV.A.24),
we know that for k = 2, 4 and for all m ∈ K,

∫
R
|z −m|k dµε,ϕ′ε(m)(z) =

∫
R

(
z̄ −

∫
R z e−

1
εUm(z) dz∫

R e−
1
εUm(z) dz

)k
e−

1
ε
Um(z̄) dz̄∫

R e−
1
ε
Um(z) dz

= ε
k
2

(k − 1)!!

ψ′′J((ψ′J)−1(τε(m)))
k
2

+ OK

(
ε
k+1

2

√
log(ε−1)3

)
.

(IV.A.34)
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The dependence on ε of τε is of no problem here due to its uniform boundedness stated in part
(ii). Then, for k = 2, the left-hand side of (IV.A.34) equals sε(m)2 (cf. Lemma IV.A.1). Thus,
(IV.A.34) proves the first claim in (IV.A.31), since the map (m, ε) 7→ ψ′′J((ψ′J)−1(τε(m)) is
locally bounded. Moreover, due to Hölder’s inequality, to show the second claim in (IV.A.31),
it suffices to show that there exists ε′K > 0 such that

sup
0<ε<ε′K

sup
m∈K

∫
R

∣∣∣∣z −ms(m)

∣∣∣∣4 dµε,ϕ
′
ε(m)(z) < ∞. (IV.A.35)

However, combining (IV.A.34) for k = 4 and the first claim in (IV.A.31), already implies
(IV.A.35). This conclude the proof of part (iii). �

Lemma IV.A.5 Consider the same setting as in Lemma IV.A.4. Let K ⊂ R be compact,
and abbreviate ẑ(m) = (z −m)/s(m). Then, there exists CK , εK > 0 such that for all ξ̂ ∈ R,

sup
0<ε<εK

sup
m∈K

∣∣∣∣∫
R

eiẑ(m)ξ̂ dµε,ϕ
′
ε(m)(z)

∣∣∣∣ ≤ CK

|ξ̂|
. (IV.A.36)

Proof. Fix m ∈ K. In this proof C ∈ (0,∞) denotes a constant, which is independent of ε
and m, and may change every time it appears.

Let Um(z) = ψJ(z) − τε(m)z, where τε(m) is introduced in Lemma IV.A.4. Then, by
partial integration (as in [101, p. 37]) and by (IV.A.31),∣∣∣∣∫

R
eiẑ(m)ξ̂ dµε,ϕ

′
ε(m)(z)

∣∣∣∣ =
sε(m)

|ξ̂|
1

ε

∣∣∣∣∣
∫
R eiẑ(m)ξ̂ U ′m(z) e−

1
ε
Um(z) dz∫

R e−
1
ε
Um(z) dz

∣∣∣∣∣
≤ C

|ξ̂| √ε

∫
R |U ′m(z)| e− 1

ε
Um(z) dz∫

R e−
1
ε
Um(z) dz

.

(IV.A.37)

Let zm be the unique global minimum of Um, and let ρ = C ′
√
ε log(ε−1) for some C ′ > 0

large enough. Then, using the same arguments as in the proof of Lemma IV.A.2, we see
that the integral in the numerator on the right-hand side of (IV.A.37) is concentrated around
Bρ(zm), i.e.∫

R
|U ′m(z)| e− 1

ε
Um(z) dz =

∫ ρ

−ρ
|U ′m(zm + z)| e− 1

ε
Um(zm+z) dz +OK(ε2 e−

1
ε
Um(zm)). (IV.A.38)

Moreover, by Taylor’s formula for some θ, θ′ ∈ [0, 1] (cf. (IV.A.10)),∫ ρ

−ρ
|U ′m(zm + z)| e− 1

ε
Um(zm+z) dz

= e−
1
ε
Um(zm)

∫ ρ

−ρ
|zU ′′m(zm + θz)| e− 1

ε
U ′′m(zm) 1

2
z2− 1

ε
U ′′′m (zm+θ′z) 1

6
z3
dz

≤ C e−
1
ε
Um(zm)

∫ ρ

−ρ
|z| e− 1

ε
U ′′m(zm) 1

2
z2
dz ≤ C e−

1
ε
Um(zm) ε.

(IV.A.39)

Combining (IV.A.37), (IV.A.38) and (IV.A.39) and applying (IV.A.7) to the denominator in
the right-hand side of (IV.A.37) yields (IV.A.36). This concludes the proof. �
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IV.A.4 Proof of the local Cramér theorem

In this subsection we prove the local Cramér theorem (Proposition IV.1). The main ideas of
the proof are the same as in [80, Proposition 31] or [101, Section 3]. The main difficulty here
is to show that the estimates are uniform in ε� 1.

Proof of Proposition IV.1. Fix m ∈ K. In this proof C ∈ (0,∞) denotes a varying constant,
which is independent of N , ε and m, but may depend on K.

Let sε(m) be defined by (IV.A.30). In order to simplify the presentation here, for any
function f : R→ R and for all z ∈ R, we abbreviate

〈f〉 =

∫
R
f(z) dµε,ϕ

′
ε(m)(z) and ẑ =

z −m
sε(m)

. (IV.A.40)

Step 1. [New representation of e−NϕN,ε(m).]
Let (Xi)i be a sequence of random variables that are independent and identically distributed
with common law µε,ϕ

′
ε(m). Let

S̃ε,m,N =
1√
N

N−1∑
i=0

(Xi −m), (IV.A.41)

and let g̃ε,m,N denote the Lebesgue density of the distribution of S̃ε,m,N . As in [101, (31)],
using the co-area formula, we have that

g̃ε,m,N (0) = eNϕε(m)−NϕN,ε(m). (IV.A.42)

Moreover, let gε,m,N be the Lebesgue density of the distribution of

Sε,m,N =
1√
N

N−1∑
i=0

Xi −m
sε(m)

. (IV.A.43)

Then, by Lemma IV.A.1,

gε,m,N (0) = g̃ε,m,N (0) sε(m) = g̃ε,m,N (0)ϕ′′ε(m)−
1
2 . (IV.A.44)

Therefore, it suffices to show that for ε small enough,∣∣∣∣gε,m,N (0)− 1√
2π

∣∣∣∣ = OK

(
1√
N

)
. (IV.A.45)

We show (IV.A.45) by mimicking the arguments of the proof of [101, 3.1]. Therefore, as in
[101, (44)], we apply the inverse Fourier transform to obtain that

2π gε,m,N (0) =

∫
R

〈
e
i 1√

N
ẑξ̂
〉N

dξ̂, (IV.A.46)

and we split this integral according to some δ > 0 (which is chosen in Step 2) as∫
R

〈
e
i 1√

N
ẑξ̂
〉N

dξ̂ =

∫
{| ξ̂√

N
|≤δ}

〈
e
i 1√

N
ẑξ̂
〉N

dξ̂ +

∫
{| ξ̂√

N
|>δ}

〈
e
i 1√

N
ẑξ̂
〉N

dξ̂

=: I + II.

(IV.A.47)
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In the following we compute the asymptotic value of I, and show that II is of lower order
than I.

Step 2. [Estimation of the term I.]
From Lemma IV.A.4 we know that there exists εK > 0 such that

sup
0<ε<εK

sup
m∈K

3∑
k=1

〈|ẑ|k〉 ≤ C. (IV.A.48)

Then, as in [101, (46)], applying Taylor’s formula to the functions ξ̂ 7→ h(ξ̂) and ξ̂ 7→
〈

eiẑξ̂
〉

shows that there exist δ̂, cK > 0, and a complex-valued function h such that for all |ξ̂| ≤ δ̂
and all ε < εK , 〈

eiẑξ̂
〉

= e−h(ξ̂) and

∣∣∣∣h(ξ̂)− 1

2
ξ̂2

∣∣∣∣ ≤ cK |ξ̂|3. (IV.A.49)

As a consequence, by choosing δ < δ̂, we have that

I =

∫
{| ξ̂√

N
|≤δ}

e
−Nh

(
ξ̂√
N

)
dξ̂. (IV.A.50)

Moreover, by arguing similarly as in [101, (69)], (IV.A.49) yields that for δ < δ̂ small enough,

Re

(
Nh

(
ξ̂√
N

))
≥ |ξ̂|

2

2
− cK δ |ξ̂|2 ≥

|ξ̂|2
4
. (IV.A.51)

This in turn implies that, by proceeding as in [101, p. 32],∣∣∣∣e−Nh( ξ̂√
N

)
− e−

1
2
ξ̂2

∣∣∣∣ ≤ e−
1
4
ξ̂2
cK
|ξ̂|3√
N
, (IV.A.52)

which yields, as in [101, p. 32], to the estimate∣∣∣I −√2π
∣∣∣ ≤ C√

N
. (IV.A.53)

Step 3. [Estimation of the term II.]
It remains to show that the term II is negligible. Recall from Lemma IV.A.4 and Lemma
IV.A.5 that there exist ε′K , c

′
K > 0 such that for all ξ̂ ∈ R,

sup
0<ε<ε′K

sup
m∈K

〈|ẑ|〉 ≤ c′K and sup
0<ε<ε′K

sup
m∈K

∣∣∣〈eiẑξ̂
〉∣∣∣ ≤ c′K

|ξ̂|
. (IV.A.54)

Then, following the proof of [101, 3.4], the estimates in (IV.A.54) (which are the analogues of
[101, (52)] and [101, (53)]) imply that for all δ < δ̂ there exists λK,δ < 1 (which depends only
on c′K and δ) such that

sup
0<ε<ε′K

sup
m∈K

∣∣∣〈eiẑξ̂
〉∣∣∣ ≤ λK,δ for all |ξ̂| ≥ δ. (IV.A.55)
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Finally, applying the same arguments as in [101, p. 32] shows that

|II| ≤ C NλN−2
K,δ . (IV.A.56)

Hence, |II| ≤ C/
√
N for N large enough. This concludes the proof. �

As a simple consequence of the ideas from the proof of Proposition IV.1, we can state the
result in a more precise way in the trivial case that the (effective) single-site potential is a
quadratic function. The result is given in the following lemma.

Lemma IV.A.6 Let V (z) = α
2 z

2 for some α > 0. Let χ∗ε, χε, µ
ε,χ′ε(m) be defined by (IV.A.1),

(IV.A.2) and (IV.A.3), respectively, with W replaced by 1
εV . Let χN,ε : R 7→ R be defined by

ϕN,ε(m) = − 1

N
log

∫
P−1(m)

e−
1
ε

∑N−1
i=0 V (xi) dHN−1(x). (IV.A.57)

Then, for all m ∈ R,

e−NχN,ε(m) = e−Nχε(m)

√
ϕ′′ε(m)√

2π
. (IV.A.58)

Proof. Using the same notation and the same arguments as in Step 1 of the proof of Propo-
sition IV.1, we see that it suffices to show that

gε,m,N (0) =
1√
2π
. (IV.A.59)

Note that by a simple computation, for all σ,m ∈ R,

χε(m) =
α

2ε
m2 − 1

2
log
(

2π
ε

α

)
and µε,χ

′
ε(m)(z) = e−

α
2ε

(z−m)2 1√
2π εα

dz. (IV.A.60)

In particular, µε,χ
′
ε(m)(z) is a Gaussian measure. Therefore, the claim (IV.A.59) is a simple

consequence of the stability of Gaussian measures under convolution. �

IV.A.5 Proof of the equivalence of observables

In this subsection we prove the equivalence of observables, which is stated in Proposition
IV.11. The proof is similar to the proof of Proposition IV.1 and combines the ideas from [91]
and [101].

Proof of Proposition IV.11. For simplicity, we only consider the case ` = 1. A straightforward
modification of the following proof yields the claim also in the case ` ∈ N.

Fix m ∈ K = [−2, 2]. In this proof, let C denote a varying positive constant, which does
not depend on N, ε and m, but may depend on b and K.

Step 1. [Cramér’s representation.]
Proceeding as in [91], we use the so-called Cramér representation in order to rewrite the
left-hand side of (IV.1.63) in terms of the density of a certain random variable.

Let µε,ϕ
′
ε(m),N = ⊗Ni=1µ

ε,ϕ′ε(m), and let, for σ ∈ R, the measure µσ,ε,ϕ
′
ε(m),N ∈ M1(RN )

be defined by

µσ,ε,ϕ
′
ε(m),N (dx) =

1

Z
exp

(
ϕ′ε(m)

N−1∑
i=0

xi + σb(x0)−
N−1∑
i=0

ψJ(xi)

)
dx, (IV.A.61)
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where Z denotes the normalization constant. Note that µ0,ε,ϕ′ε(m),N = µε,ϕ
′
ε(m),N . Let

(Yi)i=1,...,N be a random vector distributed according to µσ,ε,ϕ
′
ε(m),N , and let

Sσ,ε,m,N =
1√
N

N−1∑
i=0

(Yi −m). (IV.A.62)

Let g̃σ,ε,m,N denote the Lebesgue density of the distribution of Sσ,ε,m,N . Note that g̃0,ε,m,N =
g̃ε,m,N , where g̃ε,m,N is defined in Step 1 of the proof of Proposition IV.1. Using the same
arguments as in [91, Lemma 5 and Lemma 6], we observe that∣∣∣∣∣

∫
RN

b(x0) dµε,ϕ
′
ε(m),N −

∫
P−1(m)

b(x0) dµm

∣∣∣∣∣ =

∣∣∣∣∣ ddσ
∣∣
σ=0

g̃σ,ε,m,N (0)

g̃0,ε,m,N (0)

∣∣∣∣∣ . (IV.A.63)

Hence, in order to show (IV.1.63), It suffices to show that there exist εb,K > 0 and Nb,K ∈ N
such that for all N ≥ Nb,K , ε < εb,K and m ∈ K,∣∣∣∣ ddσ

∣∣∣∣
σ=0

g̃σ,ε,m,N (0)

∣∣∣∣ ≤ C

sε(m)
√
N

(IV.A.64)

|g̃0,ε,m,N (0)| ≥ 1

sε(m)
√

2π

(
1 + OK

(
1√
N

))
, (IV.A.65)

where sε(m) is defined in (IV.A.30).

Step 2. [Proof of (IV.A.65).]
Using the same arguments as in Step 1 of the proof of Proposition IV.1, we observe that

g̃0,ε,m,N (0) = eNϕε(m)−NϕN,ε(m). (IV.A.66)

Then, Proposition IV.1 yields (IV.A.65).

Step 3. [Proof of (IV.A.64).]
Recall the abbreviations from (IV.A.40). Let (Xi)i=1,...,N be a random vector distributed
according to µε,ϕ

′
ε(m),N , and let X be a random variable distributed according to µε,ϕ

′
ε(m). By

[91, Lemma 7], we have that

2π
d

dσ

∣∣∣∣
σ=0

g̃σ,ε,m,N (0) =

∫
R
E
µε,ϕ

′
ε(m),N

[
(b(X0)− 〈b〉)ei

1√
N

∑N−1
i=0 (Xi−m)ξ

]
dξ

=

∫
R
E
µε,ϕ

′
ε(m)

[
(b(X)− 〈b〉)ei

1√
N

(X−m)ξ
]
E
µε,ϕ

′
ε(m)

[
e
i 1√

N
(X−m)ξ

]N−1
dξ

= sε(m)−1

∫
R

〈
(b− 〈b〉)ei

1√
N
ẑξ̂
〉〈

e
i 1√

N
ẑξ̂
〉N−1

dξ̂.

(IV.A.67)

It remains to show that for N large enough,∣∣∣∣∣
∫
R

〈
(b− 〈b〉)ei

ξ̂√
N
ẑ
〉〈

e
i ξ̂√

N
ẑ
〉N−1

dξ̂

∣∣∣∣∣ ≤ C√
N
. (IV.A.68)

In order to show (IV.A.68), we proceed as in the proof of [101, 3.1] and Proposition IV.1.
Let δ̂ > 0 and h be given as in Step 2 of the proof of Proposition IV.1. We split the integral
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on the left-hand side in (IV.A.68) according to some δ < δ̂ (which is chosen in Step 3.1) as∫
{| ξ̂√

N
|≤δ}

〈
(b− 〈b〉)ei

ξ̂√
N
ẑ
〉

e
−(N−1)h

(
ξ̂√
N

)
dξ̂ +

∫
{| ξ̂√

N
|>δ}

〈
(b− 〈b〉)ei

ξ̂√
N
ẑ
〉〈

e
i ξ̂√

N
ẑ
〉N−1

dξ̂

=: I + II. (IV.A.69)

We now show that |I|+ |II| ≤ C/
√
N .

Step 3.1. [Estimation of the term I.]
This step is very similar to Step 2 of the proof of Proposition IV.1. Using (IV.A.49), we have
that there exists cK > 0 such that∣∣∣∣∣(N − 1)h

(
ξ̂√
N

)
− 1

2
ξ̂2

∣∣∣∣∣ ≤ cK
|ξ̂|3√
N

+
|ξ̂|2
2N

. (IV.A.70)

Similarly as in (IV.A.51), this inequality yields that for N ≥ 4 and for δ small enough,

Re

(
(N − 1)h

(
ξ̂√
N

))
≥ |ξ̂|

2

2
−
(
cK δ +

1

8

)
|ξ̂|2 ≥ |ξ̂|

2

4
, (IV.A.71)

and hence, as in (IV.A.52),∣∣∣∣e−(N−1)h
(

ξ̂√
N

)
− e−

1
2
ξ̂2

∣∣∣∣ ≤ e−
1
4
ξ̂2

∣∣∣∣∣cK |ξ̂|3√N +
|ξ̂|2
N

∣∣∣∣∣ . (IV.A.72)

This implies that∣∣∣∣∣I −
∫
{| ξ̂√

N
|≤δ}

〈
(b− 〈b〉)ei

ξ̂√
N
ẑ
〉

e−
ξ̂2

2 dξ̂

∣∣∣∣∣ ≤ C

∫
{| ξ̂√

N
|≤δ}

∣∣∣∣∣ |ξ̂|3√N +
|ξ̂|2
N

∣∣∣∣∣ e− ξ̂24 dξ̂
≤ C√

N
,

(IV.A.73)

since, in view of (IV.1.62),∣∣∣∣〈(b− 〈b〉)ei
ξ̂√
N
ẑ
〉∣∣∣∣ ≤ sup

m∈K
〈|b− 〈b〉|〉 < ∞. (IV.A.74)

Moreover, by Taylor’s formula, for some θ ∈ [0, 1],∫
{| ξ̂√

N
|≤δ}

〈
(b− 〈b〉)ei

ξ̂√
N
ẑ
〉

e−
|ξ̂|2

2 dξ̂

≤ 0 +

∣∣∣∣∣ 1√
N

∫
{| ξ̂√

N
|≤δ}

〈
ẑ(b− 〈b〉)eiθ

ξ̂√
N
ẑ
〉
iξ̂e−

|ξ̂|2
2 dξ̂

∣∣∣∣∣
≤ 1√

N

∣∣∣∣〈ẑ(b− 〈b〉)eiθ ξ̂√
N
ẑ
〉∣∣∣∣ ∫

R
|ξ̂| e−

|ξ̂|2
2 dξ̂ ≤

〈
|ẑ|2
〉 〈
|b|2
〉 C√

N
.

(IV.A.75)

Using (IV.1.62) and that
∑3

k=1〈|ẑ|k〉 ≤ C implies that |I| ≤ C/
√
N .
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Step 3.2. [Estimation of the term II.]
First note that by using (IV.A.74) it only remains to show that∫

{| ξ̂√
N
|≥δ}

〈
e
i ξ̂√

N
ẑ
〉N−1

dξ̂ ≤ C√
N
. (IV.A.76)

Then, a straightforward adaptation of the arguments in Step 3 of the proof of Proposition
IV.1 yields the claim. �



Chapter V

On the basin of attraction of
McKean-Vlasov paths

The results of the present chapter are contained in the preprint [12].

Recall Section I.7, where we provide a motivation and a first formulation of the main results
of this chapter. This chapter is organized as follows. First, we state the main assumption of
this chapter, and introduce some notation. Then, in Section V.1, we provide three ingredients
that we need for the proof of Theorem V.8. Namely, the relation between the functional F from
Chapter III and the functional H̄1 from Chapter IV (see Lemma V.2), a symmetry property
of the gradient flows for F (Lemma V.3), and a useful characterization of the corresponding
stationary measures (Lemma V.4). In Section V.2 we first show some compactness property
of the gradient flows for F , and then use this property to prove Proposition I.25. In Section
V.3 we prove the main part of Proposition I.26. Then, we state and prove the main result of
this chapter in Section V.4. We conclude this chapter with some immediate consequences for
the basin of µ0.

The results of this chapter are subject to the following assumption.

Assumption V.1 Suppose Assumption IV.13 and suppose that Assumption III.33 (ii) is true
with ` ≥ 2.

As an immediate consequence of this assumption, we observe that the McKean-Vlasov func-
tional from Chapter III, F : P2(R)→ (−∞,∞], which is given in the present setting by

F(µ) =

{∫
R log(ρ)dµ+

∫
R Ψ dµ− J

2

(∫
R zdµ(z)

)2
if µ ∈ P2(R) has a Lebesgue density ρ,

∞ else,

(V.0.1)

is strongly λ-convex in the sense of Definition III.19 for some λ < 0, and that there exists
c > 0 such that

F(µ) ≥ c

(∫
R
|x|4 dµ(x)− 1

)
for all µ ∈ P2(R). (V.0.2)

See Lemma III.34 and Theorem III.35 for more details on these facts.
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Notation

• We use the same notation here as in Chapter IV. In particular, recall the definition of
the objects ϕ∗1, ϕ1, H̄1 and µ1,σ.

• For all µ ∈ P2(R) and δ > 0, let Bδ(µ) = {ν ∈ P2(R) |W2(µ, ν) < δ}.

• We denote by m[µ] =
∫
R zdµ(z) the mean of a probability measure µ ∈ P2(R).

• The stationary measures µ−, µ0 and µ+ are defined by

µ− := µ1,ϕ′1(−m?1), µ0 := µ1,ϕ′1(0) and µ+ := µ1,ϕ′1(m?1). (V.0.3)

• We know from [3, 11.2.8] that, for all µ ∈ D(F) = P2(R), there exists a unique Wasser-
stein gradient flow for F (see also Section I.2 and Theorem III.35), and we denote it by
(S[µ](t))t∈(0,∞). This curve is often called McKean-Vlasov path in the literature.

V.1 Preliminaries

We have the following relation1 between the free energy functionals F and H̄.

Lemma V.2 Suppose Assumption V.1. Then, for all m ∈ R, we have that

F(µ) > F(µ1,ϕ′1(m)) for all µ ∈ P2(R) such that m[µ] = m and µ 6= µ1,ϕ′1(m). (V.1.1)

Moreover,

H̄1(m) = min
µ∈P2(R),m[µ]=m

F(µ) = F(µ1,ϕ′1(m)). (V.1.2)

In particular, F admits exactly two global minima, one at µ− = µ1,ϕ′1(−m?) and one at µ+ =
µ1,ϕ′1(m?), and we have that F(µ−) = F(µ+) < F(µ0).

Proof. If F(µ) =∞, then (V.1.1) is trivially satisfied. So assume that F(µ) <∞. Recall the
definition of the relative entropy in (III.0.3). Then, by denoting the Lebesgue density of µ by
ρ,

F(µ) =

∫
R

log(ρ eψ)dµ− J

2
m2 = H(µ |µ1,ϕ′1(m)) + ϕ′1(m)m− ϕ∗1(ϕ′1(m))− J

2
m2

> H̄1(m) = F(µ1,ϕ′1(m)),

(V.1.3)

since H(µ |µ1,ϕ′1(m)) > 0 if µ 6= µ1,ϕ′1(m), and ϕ′1(m)m − ϕ∗1(ϕ′1(m)) = ϕ1(m) (see Lemma
IV.A.1). This shows (V.1.1). Finally, a simple computation shows that H̄1(m) = F(µ1,ϕ′1(m)).
This concludes the proof. �

The following lemma shows that gradient flows for F admit a useful symmetry property.

Lemma V.3 Let ς : R→ R be defined by ς(z) = −z, and let µ ∈ P2(R). Then,

S[ς#µ](t) = ς#S[µ](t) for all t ∈ (0, T ). (V.1.4)
1See also [106, Section IV.2] for a more general result.
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Proof. First note that

F(ν) = F(ς#ν) for all ν ∈ P2(R), (V.1.5)

and therefore,

|∂F|(ν) = |∂F|(ς#ν) for all ν ∈ P2(R). (V.1.6)

Moreover, for all ν ∈ AC((0, T );P2(R)) and 0 < s < t < T ,

W2(νs, νt) = W2(ς#(ς#νs), ς#(ς#νt)) ≤ W2(ς#νs, ς#νt) ≤ W2(νs, νt). (V.1.7)

Therefore, W2(νs, νt) = W2(ς#νs, ς#νt), and we have that the metric derivatives coincide, i.e.,

|ν ′|(t) = |(ς#ν)′|(t) for almost every t ∈ (0, T ) and for all ν ∈ AC((0, T );P2(R)). (V.1.8)

Suppose first that µ ∈ D(F). Then, using the characterization of (S[µ](t))t as a curve of
maximal slope (see Lemma I.8) and (V.1.5), (V.1.6) and (V.1.8), we have that

0 = F(S[µ](T ))−F(µ) +
1

2

∫ T

0

(
|∂F|2(S[µ](t)) + |(S[µ])′|2(t)

)
dt

= F(ς#S[µ](T ))−F(ς#µ) +
1

2

∫ T

0

(
|∂F|2(ς#S[µ](t)) + |(ς#S[µ])′|2(t)

)
dt

(V.1.9)

for all T ∈ (0,∞). Hence, (ς#S[µ](t))t is the unique gradient flow for F with initial value ς#µ.
This shows (V.1.4) for all µ ∈ D(F). Combined with the regularization estimate ((III.1.79)
or [3, 4.3.2]), this also yields (V.1.4) for all µ ∈ P2(R) \D(F). �

We next characterize the stationary points of the McKean-Vlasov evolution2, where we
say that µ ∈ P2(R) is stationary if

S[µ](t) = µ for all t ∈ (0, T ), (V.1.10)

or equivalently,

|(S[µ])′|(t) = 0 for almost every t ∈ (0,∞). (V.1.11)

Lemma V.4 Suppose Assumption V.1. Let µ ∈ P2(R). Then, the following statements are
equivalent.

(i) µ is stationary.

(ii) |∂F|(µ) = 0.

(iii) µ ∈ {µ−, µ0, µ+}.

Proof. (i) ⇒ (ii). Suppose that µ is stationary. Recall from [3, 2.4.15] that |(S[µ])′|(t) =
|∂F|(S[µ](t)) for almost every t ∈ (0,∞). Then, (V.1.11) implies part (ii).

2See also [82] for similar results.
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(ii)⇒ (iii). Using Proposition III.38 (or [3, 10.4.13]), we have that the Lebesgue density,
ρ, of µ belongs to the Sobolev space W 1,1

loc (R). Suppose that ρ is continuous3, and let m = m[µ].
Then, by using again Proposition III.38,

|∂F|(µ) =

∫
R

∣∣∣∣∂zρ(z)

ρ(z)
+ Ψ′(z)− Jm

∣∣∣∣2 dµ(z) =

∫
R

∣∣∣∣∣∂z
(
ρ(z)eΨ(z)−Jmz)
ρ(z)eΨ(z)−Jmz

∣∣∣∣∣
2

dµ(z). (V.1.12)

Since |∂F|(µ) = 0, (V.1.12) implies that for µ−a.e. z ∈ R,

ρ(z) = ρ(0) eΨ(0) e−Ψ(z)+Jmz = e−Ψ(z)+Jmz−ϕ∗1(Jm), (V.1.13)

where we used in the last step the definition of ϕ∗1 and that µ is a probability measure.
In particular, (V.1.13) yields that m = (ϕ∗1)′(Jm), or equivalently, by Lemma IV.A.1, that
H̄ ′1(m) = 0. However, in Lemma IV.16 we have seen that there are only three solutions to
this equation. This implies that

m ∈ {−m?, 0,m?}. (V.1.14)

Combining (V.1.13) and (V.1.14) yields part (iii).

(iii) ⇒ (ii). Combining the representation (V.1.12) with the definition of the measures
µ−, µ0 and µ+ yields part (ii).

(ii)⇒ (i). From [3, 2.4.15], we have that for all t > 0,

|∂F|(S[µ](t)) ≤ e−λt|∂F|(µ) = 0. (V.1.15)

Again, using that |(S[µ])′|(t) = |∂F|(S[µ](t)) for almost every t ∈ (0,∞), (V.1.15) yields part
(i). �

V.2 Convergence in the valleys

In this section we first show some compactness property of the McKean-Vlasov paths in
Lemma V.5. Then we use this result to show in Proposition V.6 that inside the valleys of the
set {µ ∈ P2(R) | F(µ) ≤ F(µ0)} the convergence of (S[µ](t))t∈[0,∞) is determined by the sign
of m[µ].

Lemma V.5 Suppose Assumption V.1. Let µ ∈ D(F). Then, there exist a sequence (tk)k
and µ∗ ∈ {µ−, µ0, µ+} such that limk→∞ tk =∞,

lim
k→∞

W2(S[µ](tk), µ
∗) = 0 and lim

t→∞
F(S[µ](t)) = F(µ∗). (V.2.1)

Proof. In the following let µt = S[µ](t). We prove this lemma in three steps.

Step 1. [There exists a subsequence (tn)n such that limn→∞ |∂F|(µtn) = 0.]

Note that the sequence (F(µt))t∈[0,∞) is a continuous, monotone and bounded sequence of
real numbers by (V.0.2) and Lemma III.24 (or [3, 2.4.15]). Therefore, it converges, as t→∞,
to a number L∗ ∈ R. In particular, by Lemma III.24,∫ ∞

0
|∂F|(µr) dr = −

∫ ∞
0

d

dr
F(µr) dr = −L∗ + F(µ) < ∞. (V.2.2)

3Recall that there exists a continuous representative for each element in W 1,1
loc (R).
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This implies the claim of Step 1.

Step 2. [limk→∞W2(µtnk , µ
∗) for some µ∗ ∈ {µ−, µ0, µ+} and a subsubsequence (tnk)k.]

By (V.0.2), the monotonicity of t 7→ F(µt) and the fact that µ0 = µ ∈ D(F), we have that

sup
n∈N

∫
R
|x|4 dµtn(x) ≤ sup

n∈N

(
1

c
F(µtn) + 1

)
≤ 1

c
F(µ) + 1 < ∞. (V.2.3)

Using (I.2.18) (or [127, 6.8 (iii)]), this implies that there exist a further subsequence (tnk)k
and µ∗ ∈ P2(R) such that limk→∞W2(µtnk , µ

∗). It remains to show that µ∗ ∈ {µ−, µ0, µ+}.
In order to do this, we use the lower semi-continuity of |∂F| ([3, 4.3.2]]) and Step 1 to observe
that

|∂F|(µ∗) ≤ lim inf
k→∞

|∂F|(µtnk ) = 0. (V.2.4)

Combining this with Lemma V.4 yields the claim of Step 2.

Step 3. [limt→∞F(µt) = F(µ∗).]

First note that by the lower semi-continuity of F (Theorem III.35 or [3, Section 9.3]]), we
have that

L∗ = lim
t→∞
F(µt) = lim

k→∞
F(µtnk ) ≥ F(µ∗). (V.2.5)

To show the other inequality, we use [3, 2.4.9], and observe that for all k ∈ N,

|∂F|(µtnk ) ≥
(
F(µtnk )−F(µ∗)

W2(µtnk , µ
∗)

+
λ

2
W2(µtnk , µ

∗)

)+

, (V.2.6)

which is equivalent to

W2(µtnk , µ
∗) |∂F|(µtnk ) ≥

(
F(µtnk )−F(µ∗) +

λ

2
W 2

2 (µtnk , µ
∗)

)+

. (V.2.7)

Taking the limit as k →∞ on both sides, and using Step 1 and Step 2, this implies that

0 ≥ (L∗ −F(µ∗))+ . (V.2.8)

We conclude that L∗ ≤ F(µ∗). �

Proposition V.6 Suppose Assumption V.1. Let µ ∈ P2(R) be such that
∫
R z dµ(z) 6= 0 and

F(µ) ≤ F(µ0). Then,

lim
t→∞
F(S[µ](t)) = F(µ−) = F(µ+), (V.2.9)

and

lim
t→∞

W2(S[µ](t), µ−) = 0 if

∫
R
z dµ(z) < 0 and (V.2.10)

lim
t→∞

W2(S[µ](t), µ+) = 0 if

∫
R
z dµ(z) > 0. (V.2.11)
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Proof. In the following let µt = S[µ](t). It suffices to consider only the case that m[µ] < 0.
We know from Lemma V.5 that there exists a subsequence (µtk)k such that

lim
k→∞

W2(µtk , µ
∗) = 0 and lim

t→∞
F(µt) = F(µ∗) for some µ∗ ∈ {µ−, µ0, µ+}. (V.2.12)

We first show that µ∗ = µ− (which implies (V.2.9)), and then show that limt→∞W2(µt, µ
−) =

0 (which implies (V.2.10)).

Step 1. [ µ∗ = µ−. ]

We show that the cases µ∗ = µ+ or µ∗ = µ0 lead to contradictions. First suppose that
µ∗ = µ+. Since the map t 7→ m[µt] is continuous and since m[µ0] = m[µ] < 0, we have that
there exists t′ ∈ (0,∞) such that m[µt′ ] = 0. Then, by the monotonicity of t 7→ F(µt) and by
Lemma V.2,

F(µ0) ≥ F(µ) ≥ F(µt′) ≥ F(µ0). (V.2.13)

Hence, F(µt′) = F(µ), which implies that µ is stationary. Moreover, (V.2.13) yields that
F(µ0) = F(µ). By Lemma V.2, we infer that µ = µ0. This contradicts the fact that m[µ] < 0.
The case µ∗ = µ0 is treated analogously.

Step 2. [ limt→∞W2(µt, µ
−) = 0. ]

Let (µsn)n∈N be any subsequence of (µt)t∈[0,∞). Using the same compactness argument from
Step 2 of the proof of Lemma V.5, we know that there exists a further subsequence (µsnk )k∈N
such that limk→∞W2(µsnk , µ

′) = 0 for some µ′ ∈ P2(R). In order to show the claim of Step
2, it remains to show that µ′ = µ−. If m[µ′] ≥ 0, we infer a contradiction by repeating the
same arguments from Step 1. So we have that m[µ′] < 0. Moreover, we have that

F(µ′) ≤ lim inf
k→∞

F(µsnk ) = lim
t→∞
F(µt) = F(µ−). (V.2.14)

In view of Lemma V.2, this implies that µ′ = µ− or µ′ = µ+. The latter case is not possible,
since m[µ′] < 0. This yields the claim of Step 2. �

V.3 Basin of attraction

Proposition V.7 Suppose Assumption V.1. Recall the definition of B− and B+ from (I.7.7).
Then, B− and B+ are open subsets of P2(R).

Proof. In view of Lemma V.3, it suffices to show the claim only for B−. Let ν ∈ B−. We
abbreviate ∆ := F(µ0)−F(µ−). Let t′ > 0 be such that for all t ≥ t′,
• W2(S[ν](t), µ−) ≤ 1

4m
?,

• F(S[ν](t)) ≤ F(µ−) + 1
4∆, and

• eλt = e−|λ|t ≤ 1
2 .

It is easy to see that such a number t′ exists by using Lemma V.5 and the fact that ν ∈ B−.
Set

δ := min

{
e2λt′ m

?

4
,

√
e2λt′

1

|λ|
∆

4

}
. (V.3.1)

We now show that Bδ(ν) ⊂ B−. Let µ ∈ Bδ(ν). We have to show that limt→∞ S[µ](t) = µ−.
In view of Proposition V.6, it suffices to show that
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(i) m[S[µ](2t′)] < 0, and that

(ii) F(S[µ](2t′)) ≤ F(µ0).

In order to show (i), note that by the contraction property ((III.1.76) or [3, 11.2.1]) and the
definition of t′ and δ,

W2(S[µ](2t′), µ−) ≤ W2(S[ν](2t′), µ−) + e−2λt′δ ≤ m?

2
. (V.3.2)

This implies claim (i). To show claim (ii), we use the regularization estimate ((III.1.79) or [3,
4.3.2]), and obtain that

F(S[µ](2t′)) ≤ F(S[ν](t′)) + |λ|W2(S[ν](t′), S[µ](t′))2

≤ F(µ−) +
1

4
∆ +

1

4
∆ < F(µ0).

(V.3.3)

This concludes the proof of claim (ii). �

V.4 The ergodic theorem

Theorem V.8 Suppose Assumption V.1. Let µ ∈ P2(R). Then, there exists a measure
µ∗ ∈ {µ−, µ0, µ+} such that

lim
t→∞

W2(S[µ](t), µ∗) = 0 and lim
t→∞
F(S[µ](t)) = F(µ∗). (V.4.1)

Proof. Applying the semigroup property of the McKean-Vlasov path and the regularization
estimate ((III.1.79) or [3, 4.3.2]), we can assume without restriction that µ ∈ D(F).

We know from Lemma V.5 that there exists a subsequence (µtk)k and µ∗ ∈ {µ−, µ0, µ+}
such that

lim
k→∞

W2(µtk , µ
∗) = 0 and lim

t→∞
F(µt) = F(µ∗). (V.4.2)

Let (µsn)n∈N be a subsequence of (µt)t∈[0,∞). As in Step 2 of the proof of Lemma V.5, we
infer the existence of a further subsequence, still denoted by (µsn)n∈N, such that

lim
n→∞

W2(µsn , ν
∗) = 0 for some ν∗ ∈ P2(R). (V.4.3)

It remains to show that ν∗ = µ∗. We divide the proof into the three cases µ∗ = µ−, µ∗ = µ0

and µ∗ = µ+.

Case 1. [ µ∗ = µ−. ]

As in (V.2.14), we infer that F(ν∗) ≤ F(µ−). By Lemma V.2, this implies that either
ν∗ = µ− = µ∗ or ν∗ = µ+. It remains to show that the latter case leads to a contradiction.
Note that by (V.4.2) and (V.4.3),

• there exists T > 0 such that F(µt) ∈ [F(µ−),F(µ0)) for all t ≥ T ,

• there exists N ∈ N such that sn ≥ T and m[µsn ] > 0 for all n ≥ N , and
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• there exists K ∈ N such that tk > sN and m[µtk ] < 0 for all k ≥ K.

In particular, we have that

F(µt) < F(µ0) for all t ∈ [sN , tK ], m[µsN ] > 0, and m[µtK ] < 0. (V.4.4)

Hence, there exists t′ ∈ [sN , tK ] such that F(µt′) < F(µ0) and m[µt′ ] = 0. This contradicts
Lemma V.2.

Case 2. [ µ∗ = µ+. ]

This case is treated in the same way as Case 1.

Case 3. [ µ∗ = µ0. ]

In this case we have that F(ν∗) ≤ F(µ0). There are three subcases given by m[ν∗] = 0,
m[ν∗] > 0 and m[ν∗] < 0.

Case 3.1. [ m[ν∗] = 0. ]

By Lemma V.2, the combination of F(ν∗) ≤ F(µ0) and m[ν∗] = 0 yields that ν∗ = µ0 = µ∗.

Case 3.2. [ m[ν∗] < 0. ]

From Proposition V.6 we know that ν∗ ∈ B−. Hence, by Proposition V.7, there exists δ > 0
such that Bδ(ν

∗) ⊂ B−. In particular, by (V.4.3), there exists N ∈ N such that µsN ∈ B−.
This contradicts (V.4.2). Indeed, the fact that µsN ∈ B− implies that

lim
t→∞

µsN+t = lim
t→∞

S[µsN ](t) = µ− in P2(R), (V.4.5)

which contradicts the fact that

lim
k→∞

µtk = µ∗ = µ0 in P2(R). (V.4.6)

Case 3.3. [ m[ν∗] > 0. ]

This case is treated in the same way as Case 3.2. �

We conclude this chapter with some immediate consequences of Theorem V.8 on certain
properties of the set B0.

Corollary V.9 (i) B0 is closed,

(ii) B0 ⊃ { µ ∈ P2(R) | µ is symmetric, i.e. ς#µ = µ }, and

(iii) µ0 ∈ ∂B0.

Proof. To show part (i), we simply use Proposition V.7 and that P2(R) = B− ∪ B0 ∪ B+.
Part (ii) is a straightforward consequence of Theorem V.8 and Lemma V.3. Finally, to show
part (iii), we use that

• by Proposition V.6 and Lemma V.2, µ1,ϕ′1(−η) ∈ B− and µ1,ϕ′1(η) ∈ B+ for all η > 0, and
that

• limη→0 µ
1,ϕ′1(−η) = µ0 and limη→0 µ

1,ϕ′1(η) = µ0 in P2(R).

This concludes the proof. �



Bibliography

[1] S. Adams, N. Dirr, M. A. Peletier, and J. Zimmer. From a large-deviations principle
to the Wasserstein gradient flow: a new micro-macro passage. Comm. Math. Phys.,
307(3):791–815, 2011.

[2] L. Ambrosio and N. Gigli. A users guide to optimal transport. In Modelling and
optimisation of flows on networks, pages 1–155. Springer, 2013.
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Probab. Stat., 50(3):920–945, 2014.

[61] M. Erbar. A gradient flow approach to the Boltzmann equation. Preprint,
arxiv:1603.0540v4, 2016.



BIBLIOGRAPHY 179
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[114] M. A. Peletier, G. Savaré, and M. Veneroni. Chemical reactions as Γ-limit of diffusion
[revised reprint of mr2679596]. SIAM Rev., 54(2):327–352, 2012.

[115] E. Sandier and S. Serfaty. Gamma-convergence of gradient flows with applications to
Ginzburg-Landau. Comm. Pure Appl. Math., 57(12):1627–1672, 2004.

[116] R. H. Schonmann. Slow droplet-driven relaxation of stochastic Ising models in the
vicinity of the phase coexistence region. Comm. Math. Phys., 161(1):1–49, 1994.

[117] I. Seo and P. Tabrizian. Asymptotics for scaled Kramers–Smoluchowski equations in
several dimensions with general potentials. Calc. Var. Partial Differential Equations,
59(1):Paper No. 11, 2020.

[118] S. Serfaty. Gamma-convergence of gradient flows on Hilbert and metric spaces and
applications. Discrete Contin. Dyn. Syst., 31(4):1427–1451, 2011.

[119] M. Slowik. Contributions to the potential theoretic approach to metastability with
applications to the random field Curie-Weiss-Potts model. PhD thesis, Technische Uni-
versität Berlin, 2012.
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