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Summary

The first part of this thesis deals with gluing together several copies of an open sub-
set of a metric measure space along the complement. This construction results in a
metric measure space. We identify the Cheeger energy and the heat flow on the glued
space in terms of the corresponding objects of the underlying space. Surprisingly,
the heat flow on the glued space can be expressed by using the heat flow on the
underlying space and the heat flow on the open subset with homogeneous Dirichlet
boundary conditions. This yields a possibility to deal with the Dirichlet heat flow
in terms of optimal transport theory. When the glued space satisfies a lower bound
on the Ricci curvature, we can infer a gradient estimate and an equivalent Bochner
inequality for the Dirichlet heat flow.
As the Dirichlet heat flow does not preserve mass, we have to deal with measures
of unequal masses. This makes the usual Kantorovich-Wasserstein metric useless.
Instead, using a new heuristic particle interpretation for the Dirichlet heat flow that
also uses antiparticles, we can assume the sum of particles and antiparticles to be
constant and use the Kantorovich-Wasserstein metric on such sums. However, this
only yields a semi-metric (i.e. the triangle inequality might not be satisfied). There
is a standard way to define an induced metric from this, and we will even go a step
further and define the induced length metric from it.
Another related metric is obtained by studying the one-point completion of the open
subset; the added point will serve as a cemetery which makes it possible to view a
subprobability measure on the open set as a probability on the one-point completion
and thus using the Kantorovich-Wasserstein metric on this space.
Deriving some representation formulas in terms of other transport costs, we can com-
pare these metrics and also clarify the relationship to weak convergence of measures.
The most precise results are obtained in the case p = 1. Again under the assumption
that the glued space has a lower bound on the Ricci curvature, we get contraction
results in various of these new metrics.
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Chapter 1

Introduction

The theory of optimal transportation has seen an explosive growth both in content
and popularity over the last 15 years. This is due to close connections with geometry,
analysis, and stochastic processes. Out of these connections in classical settings
like Euclidean spaces and Riemannian manifolds, a synthetic theory of analysis and
geometry in metric measure spaces has evolved.

In this thesis we construct a metric measure space by gluing together several
copies of a given subset of a space and identify its heat flow in terms of heat flows on
the underlying space. This in turn will be used to get a description of the heat flow
with homogeneous Dirichlet boundary conditions on the underlying space. Assuming
a Ricci curvature bound on the glued space, we can infer gradient estimates and
contraction results for this heat flow.

As the heat flow with Dirichlet boundary conditions is not mass preserving, for
the latter we need to introduce a metric between measures of unequal mass. A large
part of this thesis is devoted to study a number of (generalized) metrics on the space
of subprobability measures.

Major results of this thesis appear in the preprint [PS18].
The rest of this chapter will give an informal overview of the involved subjects

and our main results.

1.1 Analysis in Metric Measure Spaces

Among the possible approaches to analysis in metric measure spaces, we focus on
the one by Ambrosio, Gigli & Savaré which was developed in the last ten years (see
[AGS14a,AGS14b]) in the course of studying Ricci curvature bounds in these spaces.
It is built on work by Cheeger [Che99]. Thanks to the works of Gigli [Gig15,Gig18]
it is by now a very elaborate theory that encompasses a full first-order calculus
in metric measure spaces, and a second-order calculus on spaces satisfying a Ricci
curvature bound. We will not need this full apparatus and instead stick to the more
basic notions that have been around since [AGS14a,AGS14b].

Our setting will be the one of a metric measure space (X, d,m) consisting of a
complete, separable metric space and a Borel measure which satisfies an integrability
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1 Introduction

condition so that it is in particular finite on bounded subsets. Starting from difference
quotients of Lipschitz functions, a relaxation procedure yields the so-called Cheeger
energy, which mimics the L2-norm of the gradient of a function. Those L2-functions
whose Cheeger energy is finite will constitute the Sobolev space W 1,2. They admit
an integral representation

Ch(f) =
1

2

ˆ
X
|∇f |2 dm

of the Cheeger energy with the weak gradient |∇f |. This weak notion of a modulus
of the gradient coincides with the usual one in Euclidean space and Riemannian
manifolds, and it satisfies a set of rough calculus rules. However, in general the
Cheeger energy is not a quadratic form, and the Sobolev space equipped with the
norm

‖f‖W 1,2 =
√
‖f‖2

L2 + 2 Ch(f)

will only be a Banach and not a Hilbert space. Still, this is enough to define a
Laplacian ∆ by means of convex analysis (as the element of minimal L2-norm in the
subdifferential of Ch). Subsequently, the theory of gradient flows in Hilbert spaces
provides us with a heat flow Pt, given as the L2-gradient flow of the Cheeger energy.
The lack of Ch being a quadratic form now carries over to the Laplacian and heat flow
not being linear. While for many purposes in connection with studying curvature-
dimension bounds on metric measure spaces this poses no problem, for us it will be
necessary to restrict to spaces whose Cheeger energies are quadratic forms. Those
spaces will be called infinitesimally Hilbertian. In this situation, the quadratic form
E = 2 Ch can be polarized, yielding a strongly local, quasi-regular Dirichlet formD(E) = W 1,2,

E(f, g) =

ˆ
X
∇f · ∇g dm for f, g ∈W 1,2.

The theory of Dirichlet forms provides now close explicit connection between the
form E , the Laplacian ∆ and the semigroup Pt. For instance, the Laplacian is then
a self-adjoint, non-positive linear operator, connected to E via integration by parts

E(f, g) = −
ˆ
X
f∆g dm,

and the heat flow is the linear semigroup Pt = et∆.
If we consider now an open subset Y ⊂ X, we can also study the Dirichlet

heat flow P 0
t on Y , i.e. the semigroup associated to the Dirichlet form obtained by

restricting E to functions that vanish on X \Y . Both heat flows enjoy nice regularity
properties; through the existence of (sub-)Markovian kernels we can define dual heat
flows for measures, Pt corresponding to Pt, and P0

t corresponding to P 0
t . In the

classical setting of a manifold with boundary, taking Y as the interior, P 0
t would be

the heat flow with Dirichlet boundary conditions while Pt would be the heat flow
with Neumann boundary conditions.

2



1.2 Optimal Transport and Ricci Curvature Bounds

1.2 Optimal Transport and Ricci Curvature Bounds

The other ingredient for doing geometric analysis in metric measure spaces is optimal
transport. The theory of optimal transport dates back to 1781, when Gaspard Monge
published the article “Mémoire sur la théorie des déblais et des remblais” [Mon81]
and discussed how to optimally transport soil to a factory. In modern terms the
problem is formulated in the following way: Given a complete, separable metric
space (X, d) and a cost function c : X × X → R telling us how expensive it is to
transport mass from a place x ∈ X to a place y ∈ X, and two probability measures
µ, ν ∈ P(X) representing the pile of soil and its destination, we want to minimize
the transportation cost ˆ

X
c(x, T (x)) dµ(x)

over all maps T : X → X transporting µ to ν, which means that the push-forward
defined by T#µ(A) = µ(T−1(A)) satisfies T#µ = ν. This problem is not particularly
well-posed as it is for instance impossible to transport a Dirac mass µ = δx to
something that is not a Dirac, so for instance to ν = 1

2δy + 1
2δz with y, z 6= x. This

is because a transport map T cannot describe how to split mass.
It took quite a while for the theory to grow up and overcome this obstruction.

Monge’s problem got a satisfactory solution only in 1942, when Leonid Kantorovich
relaxed the problem in a way that one easily obtains existence of minimizers (see
[Kan58] for the English translation of the original Russian [Kan42]). The idea is
to allow mass to split, i.e. the mass given at a point x is allowed to split and be
transported to different points y and z. This however cannot be described by a func-
tion, which to every x associates only one point y. Instead, one takes a probability
measure q on the product space X × X and requires it to have as marginals the
measures µ and ν, i.e. q(A ×X) = µ(A) and q(X × A) = ν(A) for measurable sets
A ⊂ X. Then one wants to minimizeˆ

X×X
c(x, y) dq(x, y)

over all such couplings q of µ and ν. As a minimization problem it has much better
properties than the original problem of Monge. First of all, the product measure
µ⊗ν is a coupling, so the set of admissible couplings is non-empty. Furthermore the
problem is linear in q with linear constraints, while the constraint on the transport
map T was nonlinear. Together with Prokhorov’s theorem (i.e. compactness in the
space of probability measures) this makes it easy to prove the existence of minimizers
by use of the direct method of the calculus of variations. Kantorovich’s problem is a
relaxation of Monge’s problem in the sense that each transport map T in the Monge
problem induces a coupling (id, T )#µ between µ and T#µ.

Cost functions of particular interest are powers of the distance function, dp with
p ∈ [1,∞). They yield the so-called Kantorovich-Wasserstein distances on the set of
probability measures:

Wp(µ, ν) = inf
q∈P(X×X)

q(·×X)=µ,q(X×·)=ν

(ˆ
X×X

dp(x, y) dq(x, y)

) 1
p

.
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1 Introduction

To get a finite metric and not just an extended metric, we have to restrict to
probability measures of finite pth moment, the space Pp(X). The metric space
(Pp(X),Wp) (known as p-Wasserstein space) is a complete, separable metric space
and Wp metrizes the weak convergence in Pp(X), i.e. the weak convergence of the
measures plus the convergence of their pth moments. Furthermore, the Wasserstein
space shares some properties of the underlying space; for instance it is a compact
space if and only if X is. For us the basic metric geometry of the space is of im-
portance. A metric space X is said to be a geodesic space, if for any two points
x, y ∈ X there exists a constant-speed, minimizing geodesic connecting them, i.e. a
curve γ : [0, 1]→ X such that γ0 = x, γ1 = y and

d(γs, γt) = |s− t|d(x, y) (1.2.1)

for every s, t ∈ [0, 1]. It turns out that the Wasserstein space is a geodesic space if
and only if X is. There is a useful characterization of geodesics in the Wasserstein
space which allows to express them via measures on the space of geodesics on X,
which in turn lets us use (1.2.1) in integrals involving the optimal coupling.

From the point of view of geometry, the special choice p = 2 is the most im-
portant. In Euclidean space and Riemannian manifolds, optimal couplings for the
W2-metric are characterized quite precisely, and for measures µ, ν absolutely contin-
uous with respect to the Lebesgue or Riemannian volume measure, respectively, such
optimal couplings are indeed given by transport maps which are induced by a gradi-
ent of a potential ϕ. Given a Riemannian manifold (M, g, vol), viewing P2(M) as a
formal Riemannian manifold whose Riemannian distance is given by the Kantorovich-
Wasserstein distance, a geodesic µt in P2(M) is characterized by two equations, once
the continuity equation

∂tµt + div(µt∇ϕt) = 0

(understood in a distributional sense) telling us that we actually have a continuous
curve of probability measures, and then a Hamilton-Jacobi equation

∂tϕt +
1

2
|∇ϕt|2 = 0

for the potential (or “tangent vector field”) which means that the curve is a geodesic
in the Wasserstein space. Doing formal Riemannian calculations while completely
ignoring integrability and regularity issues, one can easily compute derivatives of
functionals defined on P2(M). This way one can guess for instance that certain
classes of partial differential equations can be described as gradient flows on the
Wasserstein space. A gradient flow is an ordinary differential equation of the form

∂tu = −∇E(u)

for some energy (or entropy) functional E, see for instance [AG13,AGS08,Ott01].
Heuristically speaking, a gradient flow curve moves in a direction that minimizes the
energy (as the gradient points in the direction of steepest descent). Basic existence
results for gradient flows can be obtained if the functional E is (K-)convex. In that
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1.2 Optimal Transport and Ricci Curvature Bounds

case one can also deduce useful contraction results.
The first (and for us most important) result in this direction was the description of
the heat equation as gradient flow of the relative entropy

Ent(f dvol) =

ˆ
M
f log f dvol

obtained in [JKO98]. If the entropy is convex, then the heat flow exists, and in fact
it is the flow Pt that one obtains by duality from the heat flow Pt connected to a
quadratic Cheeger energy.
Convexity can be formulated in abstract geodesic metric spaces, but assuming this
formal Riemannian structure of P(X), one can heuristically compute the Hessian of
the functional by taking a second derivative along a geodesic µt with corresponding
potential ϕt, getting

Hess(Ent)(µt)(ϕt, ϕt) =
d2

dt2
Ent(µt) =

ˆ
M
‖Hess ϕt‖2 + Ric(∇ϕt,∇ϕt) dvol .

The occurrence of the Ricci curvature shows the close connection of the relative
entropy to the Ricci curvature of the underlying manifold. We see in particular that
the entropy is K-convex, K ∈ R, if the Ricci curvature is bounded below by K. In
the seminal paper [vRS05], the authors showed that the K-convexity of the entropy
is actually equivalent to a lower bound on the Ricci curvature. The big advantage is
that the K-convexity can simply be formulated as

Ent(µt) ≤ (1− t) Ent(µ0) + tEnt(µ1)− K

2
t(1− t)W2(µ0, µ1)2

for everyW2-geodesic µt, not using any sort of differentiability, but only the geodesics
of the Wasserstein space and the reference measure to define the entropy. One can use
this now as a definition for lower Ricci curvature bounds in metric measure spaces,
the so-called CD(K,∞) condition (“CD” for curvature-dimension). This was done
independently in [Stu06a] and [LV09]. Many geometric and analytic results valid for
Riemannian manifolds whose Ricci curvature satisfies Ric ≥ K have been shown to
hold also in metric measure spaces satisfying the CD(K,∞) condition. By using other
entropy functionals, and a more complex notion of convexity, one can also incorporate
an upper bound on the dimension of the space, resulting in more precise estimates.
This was initiated in [Stu06b]. We will not need the dimensional bound in this
thesis, but instead we will use a different reinforcement of the curvature-dimension
condition by adding the assumption that the space is infinitesimally Hilbertian; this
will be called the RCD(K,∞) condition (“R” for Riemannian), and it appeared first
in [AGS14b]. While the class of CD(K,∞) spaces contains also Finsler manifolds
(whose tangent spaces are equipped with norms instead of scalar products as for
Riemannian manifolds), the latter excludes those and enforces the spaces to behave
more Riemannian.

Under some weak technical assumptions, the RCD(K,∞) condition is equivalent
to a number of useful inequalities, namely the Bochner inequality

1

2
∆|∇f |2 −∇f · ∇∆f ≥ K|∇f |2,

5



1 Introduction

which has to be understood in a weak sense (and which has been the starting point
of defining synthetic Ricci curvature bounds in the setting of Dirichlet forms in the
80s, see [BÉ85]), gradient estimates

|∇Ptf |2 ≤ e−2KPt
(
|∇f |2

)
,

and Wasserstein contraction results

W2(Ptµ,Ptν) ≤ e−KW2(µ, ν)

for the heat flows. One of our goals will be to get similar statements for the heat
flow with Dirichlet boundary conditions.

1.3 Gluing of Metric Measure Spaces

Once these basics are settled, one can try to study the corresponding objects on
related spaces, like weighted spaces (i.e. taking a weighted measure e−Vm) [AGS14a],
products [AGS14b], quotients [GGKMS18], warped products [Ket13], cones [Ket15],
conformal changes [Stu18, Han19]. Expecting things to be similar to the case of
Riemannian manifolds, the aim is to see if curvature bounds are inherited in the
sense that one can estimate a lower bound of the Ricci curvature of the resulting
space in terms of the lower bound of the original space(s). For this it might be
necessary to identify objects like the Cheeger energy or Laplacian in terms of the
underlying space.

We will be concerned with gluing together spaces. Gluing together topological
spaces along subsets is a well-known construction. Beginning with Alexandrov in the
40s, gluing has been studied in connection with curvature bounds a number of times,
but mostly in Alexandrov spaces (i.e. metric spaces with a synthetic lower bound on
the sectional curvature), see [Ale55, “Verheftungssatz” Kap. IX, §3], [Pog73, Chapter
I, §11], [Per91, §5], [Pet97, Theorem 2.1]. When gluing together smooth Riemannian
manifolds, the resulting space is no longer a manifold of the same kind, since the
resulting glued metric will in general only be continuous across the gluing edge,
and not smooth. One can view this space as an Alexandrov space, and indeed this
idea has been exploited to deal with manifolds with boundary, see [Kos02, Theorem
1.1]. More recently, Schlichting [Sch14,Sch12] applied the method of [Kos02] to show
preservation of various curvature bounds (among them Ricci curvature) on manifolds
in an approximate sense which we will use later to give the Riemannian case as an
example. See also [PV16] for a similar result. In [Pau05], metric measure spaces
equipped with Dirichlet forms are glued together and the doubling property of the
glued measure and the Poincaré inequality on the glued space are studied. Apart from
curvature bounds, the doubling of manifolds with boundary has also been applied by
other communities to produce a related manifold without boundary, see for instance
[AB64].

Unlike for Alexandrov spaces and Riemannian manifolds, in metric measure
spaces there is as of yet no notion of boundary. Hence, there is no natural sub-
set at which we can glue together these spaces. Instead, given two metric measure
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1.3 Gluing of Metric Measure Spaces

⊂Y X

Figure 1.1: Gluing two copies of a triangle along a “bad” boundary

spaces, we have to choose isometric subsets at which to glue them together. The
resulting space can easily be turned into a metric measure space. As simple exam-
ples show, it is however not possible to preserve synthetic Ricci curvature bounds
when gluing together metric measure spaces. Take for instance a triangle X in R2

and view it as an abstract metric measure space endowed with the Euclidean dis-
tance and Lebesgue measure. As a convex subset in the Euclidean plane it has Ricci
curvature bounded below by 0. Taking as an open subset Y everything but one of
the sides, the gluing of two copies along X \ Y has Ricci curvature bounded below
by 0 if and only if it is convex. Thus, an example as in Figure 1.1 shows that the
curvature bound is in general not preserved. Also, a recent preprint by Rizzi shows
that gluing in “smooth” metric measure spaces does not preserve the dimension in
the measure-contraction property [Riz18]. We will focus on the special case of gluing
together two copies of the same space along the complement of an open subset. This
allows us to identify the heat flow on the glued space in terms of heat flows on the
separate copies. Let us give a few details.

X+

Y⊂X open︷ ︸︸ ︷

X−
X̂

Figure 1.2: Gluing two copies of Y

It is easy to see that gluing together metric measure spaces results naturally in a
metric measure space: Given a space (X, d,m) and an open subset Y ⊂ X, consider
two exact copies of this, named X+, Y + and X−, Y −. Then the doubling of Y is the
space X̂ = X+tX−/ ∼ where we identify points in X+ \Y + with the corresponding
points in X− \ Y −, see Figure 1.2. A distance on this space is given by

d̂(x, y) =

{
d(x, y), if x, y ∈ Xi

infz∈X\Y d(x, z) + d(z, y), if x ∈ Xi, y ∈ Xj , i 6= j.

As a measure we define, for a measurable subset A ⊂ X̂,

m̂(A) =
1

2
m+(A ∩X+) +

1

2
m−(A ∩X−).

7



1 Introduction

Being a metric measure space, it possesses a Cheeger energy Ĉh and the related
Laplacian ∆̂ and heat semigroup P̂t. Our first main result will be a characterization
of the heat flow in terms of the heat flows on the single copies X. It will turn out
that the Cheeger energy on X̂ is a quadratic form because the one of X is, and for
a function u : X̂ → R, its heat flow will be

P̂tu =

{
1
2Pt(u

+ + u−) + 1
2P

0
t (u+ − u−), on X+

1
2Pt(u

+ + u−) + 1
2P

0
t (u− − u+), on X−.

(1.3.1)

Ultimately this formula will help us to study the heat flow with Dirichlet boundary
conditions. The occurrence of the heat flow with Dirichlet boundary values on the
glued space may be surprising at first. It is due to the fact that the mass on the
separate copies does not need to be preserved, since it can move to another copy.
There is the following heuristic explanation for this formula in terms of a particle
interpretation. Recall that the heat equation with Neumann boundary conditions
is related to Brownian particles reflected at the boundary, whereas the one with
Dirichlet boundary conditions corresponds to particles killed at the boundary. In
the glued space Ŷ there is no boundary any more, so the heat equation is related to
a Brownian particle in the glued space, which means for instance, if it starts on the
upper half Y + and approaches the boundary ∂Y +, then it can either “return” and
stay on this upper half or it can change to the lower half, meaning it is killed on the
upper half. On the upper copy, this behavior is captured by the terms

1

2
Ptu

+ +
1

2
P 0
t u

+.

But there are also particles on the lower copy which are killed there and move to the
upper copy; those are represented by

1

2
Ptu
− − 1

2
P 0
t u
−.

1.4 Transportation Metrics for Subprobabilities

There is an equivalent way to express this intuition, namely instead of having two
copies of the space we can consider two kinds of particles. We will call them particle
and antiparticle. They can change their type when they hit the boundary of Y ⊂ X;
half the time they continue with their type, and half the time they change to the
other type. The total number of particles plus antiparticles will stay constant, and
particles and antiparticles staying in the same site will annihilate. To describe such
an ensemble of particles and antiparticles, we consider charged probabilities, couples
(σ+, σ−) of subprobability measures σi that coincide when restricted to X \ Y , and
the sum of which is a probability.

We will define a “Kantorovich-Wasserstein” metric W̃p on the space of charged
probabilities and show that there is an isometry between this space and the Wasser-
stein space (Pp(X̂), Ŵp) over the doubled space. This metric will be the starting
point in our journey to defining a metric on the space of subprobabilities. Along
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1.4 Transportation Metrics for Subprobabilities

x

y

Y

Figure 1.3: Geodesic in one-point completion Y ′

the way, there will appear numerous almost-metrics. A first attempt to define such
a distance is the following: Given subprobability measures µ and ν on Y ⊂ X (not
necessarily with the same mass), we consider charged probabilities σ and τ such that
their effective measures σ0 = σ+ − σ− and τ0 = τ+ − τ− equal µ and ν, and as
distance between µ and ν we take

W 0(µ, ν) = inf
σ,τ

W̃ (σ, τ)

where the infimum is over all such charged probabilities. Unfortunately, W 0 does
not satisfy the triangle inequality. To overcome this difficulty, we introduce the
biggest metric below W 0, called W [, and further pass to its induced length metric
W ]. For all these functions, we derive various representations that make it possible
to compare them. We will often focus on the case p = 1 since then it is possible to
get more precise results. For instance, we will show that

W 0
1 (µ, ν) = inf

{
W1(µ1, ν1)+

1

2
W ∗1 (µ0, µ0)+

1

2
W ∗1 (ν0, ν0)

∣∣∣µ = µ1 + µ0, ν = ν1 + ν0,

(µ+ ν0)(X) ≤ 1,

(ν + µ0)(X) ≤ 1
}
,

where W ∗1 (µ0, µ0) is the annihilation cost given by the optimal transport problem
with the reflection distance d∗(x, y) = infz∈X\Y d(x, z) + d(z, y). This auxiliary cost
measures the distance that is needed to annihilate an ensemble of particles because
they have to travel via the boundary to become antiparticles. Similarly we will get
that

W ]
1(µ, ν) = inf

{
W1(µ1, ν1)+

1

2
W ∗1 (µ0, µ0)+

1

2
W ∗1 (ν0, ν0)

∣∣∣µ = µ1+µ0, ν = ν1+ν0

}
.

The proof of this requires more auxiliary costs, and a comparison to the Kantorovich-
Wasserstein metric W ′p on the so-called one-point completion Y ′ = Y ∪ {∂} of Y .
Intuitively the idea is to contract the topological boundary of the open set Y to one
extra point and define a metric that decides whether it’s shorter to move inside Y
or to move through the “boundary point”, see Figure 1.3. This point will serve as
a cemetery, enabling us to keep the “lost” mass and thus deal with subprobability
measures on Y via probability measures on the one-point completion. In the case
p = 1, the metricW ′1 interpreted as a metric on the space of subprobability measures

9



1 Introduction

on Y will equal the above-mentioned metrics W [
1 and W ]

1 , while in the case p > 1

we get the ordering W ′1 ≤W [
p ≤W

]
p ≤W ′p. A consequence will be that for compact,

geodesic spaces X, the metric W ]
p metrizes the vague convergence of subprobability

measures on Y .

The idea of adding mass at the boundary like we do with W ′p has also been used
in [FG10] in the setting of open, bounded subsets of Rn, where the authors allow to
create and destroy mass at the boundary. While we add up mass to get probability
measures, they more generally allow to create and destroy mass to get measures of
equal mass. They obtain a gradient flow description of the heat equation with strictly
positive, constant Dirichlet boundary conditions. However, it does not apply to the
study of the heat flow with vanishing Dirichlet boundary conditions. See Remark
4.4.4 for more related to their metric. Other approaches to metrics on the space of
finite Radon measures have been taken in [LMS18,PR14,KMV16,Mai11].

1.5 The Heat Flow with Dirichlet Boundary Conditions

Finally we want to use the previous results to infer some information about the heat
flow with homogeneous Dirichlet boundary conditions.

For this we will from then on assume that the glued space is an RCD(K,∞)
space. This immediately provides us with a gradient estimate and a Wasserstein
contraction for the heat flow on X̂. Through formula (1.3.1), from this we can
deduce corresponding inequalities involving the heat flow with Dirichlet boundary
conditions, however also using the “usual” heat flow Pt. The gradient estimate for a
function f ∈W 1,2(X) with f = 0 on X \ Y is

|∇P 0
t f |2 ≤ e−2KtPt(|∇f |2) m-a.e. in X.

This gradient estimate is equivalent to the following weak Bochner inequality: for f
in the domain of the Dirichlet Laplacian ∆0 and such that ∆0f ∈ W 1,2 with f = 0
on X \ Y , and for a bounded, non-negative ϕ in the domain of ∆:

1

2

ˆ
∆ϕ|∇f |2 dm−

ˆ
ϕ∇f · ∇∆0f dm ≥ K

ˆ
ϕ|∇f |2 dm.

Thanks to the self-improvement property of the Bochner inequality as shown by
[Sav14], both inequalities actually hold in a p-version for every p ∈ [1,∞).

A related aim is to get Wasserstein-contraction-like results for the heat flow with
Dirichlet boundary values. Again, the lower Ricci curvature bound on the glued
space directly supplies the Wasserstein contraction for the heat flow P̃ in the metric
W̃ . This lets us deduce contraction results with the same coefficients for the heat
flow with Dirichlet boundary condition in the previously introduced semi-metricW 0

p :
given subprobability measures µ and ν, their Dirichlet heat flows satisfy

W 0
p (P0

t µ,P
0
t ν) ≤ e−Kpt W 0

p (µ, ν),

and the same with the metrics W [
p , W

]
p and W ′p.

10



1.6 Outline of the Thesis

1.6 Outline of the Thesis

In Chapter 2 we collect basic definitions and well-known facts concerning analysis
in metric measure spaces and optimal transport theory. Moreover, we prove basic
results concerning the one-point completion Y ′, regularity properties of the heat
semigroups, and the existence of W1-geodesics that are supported on geodesics.

Chapter 3 discusses the gluing of k ∈ N copies of the same metric measure
space, and identifies the Cheeger energy and hence also the heat flow in terms of the
Dirichlet and Neumann heat flows on the underlying space.

The following Chapter 4 starts the discussion on transport metrics for subprob-
ability measures. First, by introducing a sort of “Wasserstein” space of charged
measures (which will be equivalent to the Wasserstein space of the doubled space),
and then by successively going to W 0

p , W [
p , W

]
p , W ′p and studying in detail the con-

nections between those functions.
Finally Chapter 5 discusses the implications of a curvature condition on the dou-

bled space, in particular the consequences for the heat flow with Dirichlet boundary
conditions.

11



1 Introduction

1.7 Table of Metrics and Heat Flows

As we will encounter as much as 9 generalized “W -metrics”, let us give a short
overview where to find the definitions:

- Wp usual Kantorovich-Wasserstein metric on Pp(X), (2.5.2)

- W̃p transportation metric on P̃p(Y |X), Def. 4.1.2

- W 0
p transportation-annihilation pre-metric on Psubp (Y ), Def. 4.2.1

- W [
p pseudo-metric on Psubp (Y ), (4.3.1)

- W ]
p transportation-annihilation metric on Psubp (Y ), Def. 4.3.2

- W ′p Kantorovich-Wasserstein metric on Pp(Y ′), based on shortcut metric d′,
Def. 4.4.1

- W †p transportation cost “over the boundary” on measures on Y of the same
mass, Def. 4.4.1

- W ∗p annihilation cost; meta-metric on measures on X of the same mass, Def.
4.2.3

- Ŵp Kantorovich-Wasserstein metric on Pp(X̂)

Since a similar number of heat flows is turning up, we give an overview; their defini-
tions can be found in Section 2.3:

- Pt heat flow for functions on X with “Neumann boundary conditions”

- Pt heat flow for measures with “Neumann boundary conditions”

- P 0
t heat flow on Y with “Dirichlet boundary conditions”

- P0
t heat flow for measures “with Dirichlet boundary conditions”

- P̂t heat flow for functions on the glued space

- P̂t heat flow for measures on the glued space

- P̃t heat flow for charged measures

12



Chapter 2

Preliminaries

In this chapter we introduce the main objects of study, and give the main properties.
Furthermore we collect some technical results.

2.1 Length Spaces

We start with the study of length and geodesic spaces. They are a natural starting
point for doing geometry in an abstract setting because they allow to measure dis-
tances by the length of curves, and curves are needed to study convexity which in
turn is at the basis of defining synthetic curvature bounds. After introducing some
general notions connected to metric spaces we turn to length and geodesic spaces
and prove some equivalent characterizations of the definitions. Anything not proven
here can be found for instance in [BBI01,BH99] (note however that our definitions
sometimes differ from those in [BBI01] who for instance allow the value +∞ for a
metric).

A metric space is a set together with a function giving distances between points.
The following definition specifies this.

Definition 2.1.1. Let X be a set. A function d : X ×X → R is a metric if for all
x, y, z ∈ X:

Positivity: d(x, y) ≥ 0,

Vanishing diagonal: d(x, x) = 0,

Definiteness: d(x, y) > 0 if x 6= y,

Symmetry: d(x, y) = d(y, x),

Triangle inequality: d(x, y) ≤ d(x, z) + d(z, y).

Then (X, d) is called a metric space. The metric d will also be called distance.
Among the possible variations of this definition we will encounter:

Extended metric: Also the value +∞ may be attained.
Pseudo-metric: May vanish also outside the diagonal.
Meta-metric: Not necessarily vanishing on the diagonal.
Semi-metric: Does not need to satisfy the triangle inequality.

13



2 Preliminaries

In Chapter 4, while attempting to define a metric on the space of subprobability
measures, we will encounter a function that does not satisfy the triangle inequality.
There is the following elementary way of producing a metric out of it.

Lemma 2.1.2. Consider a set X and a semi-metric d : X ×X → R that might also
vanish off the diagonal (so it is also a pseudo-metric). Then the function d[ : X×X →
R defined by

d[(x, y) := inf

{
n∑
i=1

d(zi−1, zi)
∣∣∣ n ∈ N, (zi)ni=1 ⊂ X, z0 = x, zn = y

}

is a pseudo-metric on X. Furthermore, it is the biggest pseudo-metric below d.

Proof. Obviously d[ ≥ 0, d[(x, y) = d[(y, x) and d[(x, x) = 0. For the triangle
inequality observe that the infimum only gets worse when restricting to paths forced
to visit a third point: Given x, y, v ∈ X,

d[(x, y) = inf

{
n∑
i=1

d(zi−1, zi)
∣∣∣ n ∈ N, (zi)ni=1 ⊂ X, z0 = x, zn = y

}

≤ inf

{
j∑
i=1

d(zi−1, zi) +
n∑

i=j+1

d(zi−1, zi)
∣∣∣ n ∈ N, (zi)ni=1 ⊂ X,

z0 = x, zn = y, zj = v for some j ∈ {1, . . . n− 1}

}

≤ inf

{
n∑
i=1

d(zi−1, zi)
∣∣∣ n ∈ N, (zi)ni=1 ⊂ X, z0 = x, zn = v

}

+ inf

{
n∑
i=1

d(zi−1, zi)
∣∣∣ n ∈ N, (zi)ni=1 ⊂ X, z0 = v, zn = y

}
= d[(x, v) + d[(v, y).

The maximality is a consequence of two easy facts:

1. Given a (pseudo-)metric d, the above construction yields the same (pseudo-
)metric, i.e. d[ = d. Indeed, trivially d[ ≤ d. The other inequality is a
consequence of the triangle inequality: Given ε > 0, there are zi such that
z0 = x, zn = y and d[(x, y) + ε ≥

∑n
i=1 d(zi−1, zi) ≥ d(x, y).

2. This construction preserves order, i.e. if d1 ≤ d2, then

d[1(x, y) = inf
x=z0,...,zn=y

{
n∑
i=1

d1(zi−1, zi)

}

≤ inf
x=z0,...,zn=y

{
n∑
i=1

d2(zi−1, zi)

}
= d[2(x, y).

14
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Hence, for a function d lacking a triangle inequality and a metric d̃ with d[ ≤ d̃ ≤ d,
by applying the construction to these three functions, we get

d[ = (d[)[ ≤ (d̃)[︸︷︷︸
=d̃

≤ d[.

Some of the most common (topological and metric) properties we will often im-
pose on a metric space are the following:

Separability: There exists a countable dense subset of X.
Completeness: Every Cauchy sequence converges.
Local compactness: Every point has a compact neighborhood.
Properness: Every closed ball Br(x) is compact.
total boundedness: For every ε > 0 there is a finite cover of X

by open balls of radius ε.

Let us now turn to more geometric notions. Given two metric spaces (X, dX),
(Z, dZ), a function ϕ : X → Z is an isometry if dZ(ϕ(x), ϕ(y)) = dX(x, y) for every
x, y ∈ X. Unless otherwise stated, by a curve we mean a continuous map γ : [a, b]→
X, and we will usually parametrize it to be defined on [a, b] = [0, 1]. Sometimes we
will denote by γ : x  y a curve γ : [0, 1] → X with γ0 = x and γ1 = y. The space
C0([0, 1], X) of continuous curves equipped with the supremum-norm d∞(γ1, γ2) :=
supt∈[0,1] d(γ1

t , γ
2
t ) is complete and separable. A curve γ : [0, 1] → X is a constant-

speed geodesic if for every s, t ∈ [0, 1]:

d(γs, γt) = |s− t|d(γ0, γ1).

The space of constant-speed geodesics in X is denoted by Geo(X). It is a closed
subset of C0([0, 1], X). We call a metric space (X, d) geodesic (or strictly intrinsic),
if for every two points x, y ∈ X there is a constant-speed geodesic γ : [0, 1] → X
such that γ0 = x and γ1 = y. A generalization of this is given by length spaces. To
introduce them, we need to define the length of curves.

Definition 2.1.3. Let γ : [a, b]→ X be a curve. Its length is

Ld(γ) := sup

{
k∑
i=1

d(γti−1 , γti)

∣∣∣∣∣ k ∈ N, a = t0 ≤ t1 ≤ . . . ≤ tk = b

}
∈ [0,∞].

A curve is called rectifiable if Ld(γ) is finite. In case there is no possibility of confu-
sion, we simply use L(γ) to denote the length of γ.

The length functional L : C0([a, b], X)→ [0,∞] has several properties one might
intuitively expect.

Proposition 2.1.4. Let (X, d) be a metric space and γ : [0, 1]→ X a curve. Then

i) For every a ∈ [0, 1] we have L(γ) = L(γ|[0,a]) + L(γ|[a,1]).
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2 Preliminaries

ii) For a rectifiable curve γ, the map [0, 1] 3 t 7→ L(γ|[0,t]) is continuous and
non-decreasing.

iii) L is invariant under reparametrizations of the curve, i.e. given a homeomor-
phism ϕ : [a, b]→ [0, 1], then L(γ ◦ ϕ) = L(γ).

iv) L(γ) ≥ d(γ0, γ1).

v) L is lower semicontinuous, i.e. given a sequence of curves γn ∈ C0([0, 1], X)
converging to γ as n→∞ with respect to d∞, then L(γ) ≤ lim infn→∞ L(γn).

Connected to the length of a curve γ : [0, 1]→ X is its metric speed, defined by

|γ̇t| := lim sup
h→0

d(γt+h, γt)

|h|
.

This limit for instance exists almost everywhere for Lipschitz curves (which can be
achieved for every rectifiable continuous curve by reparametrization). One can then
compute the length of the curve also by

L(γ) =

ˆ 1

0
|γ̇t|dt.

An important class of metric spaces are those in which the distance between points
can actually be recovered by the length of curves.

Definition 2.1.5. i) A metric space (X, d) is a length space if for every x, y ∈ X

d(x, y) = inf
{
L(γ)

∣∣ γ ∈ C0([0, 1], X), γ0 = x, γ1 = y
}
.

Given ε > 0, a curve is called an ε-geodesic (between its endpoints), if

|L(γ)− d(γ0, γ1)| ≤ ε.

ii) Given a metric space (X, d), its induced length space is (X, dL) with

dL(x, y) := inf
{
L(γ)

∣∣ γ ∈ C0([0, 1], X), γ0 = x, γ1 = y
}
.

Remark 2.1.6. In the case of a geodesic space, minimizing curves exist and up to
reparametrization they are geodesics in the sense defined above. Thus, in particular
we can choose them to have constant speed, meaning that they are parametrized
proportional to arc length. In fact, one can reparametrize every curve proportional
to arc length by using as a homeomorphism the map

ϕ : [a, b]→ [0, 1], ϕ(r) :=
L(γ|[a,r])
L(γ)

,

getting the constant-speed curve γ̃ : [0, 1] → X, γ̃r := γ ◦ ϕ−1(r). Given a constant-
speed curve γ : [0, 1] → X and s, t ∈ [0, 1], the length of the restriction satisfies
L(γ|[s,t]) = |s− t|L(γ).
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Convention: In the following we will always assume our curves to be parametrized
proportional to arc length.

The following lemma shows that constant-speed almost-geodesics are close to a
geodesic also locally.

Lemma 2.1.7. Let ε > 0 and γ : [0, 1] → X be an ε-geodesic. Then for every
s, t ∈ [0, 1], s ≤ t,

|L(γ|[s,t])− |s− t|d(γ0, γ1)| ≤ |s− t|ε (2.1.1)

as well as
|d(γs, γt)− |s− t|d(γ0, γ1)| ≤ |s− t|ε. (2.1.2)

Proof. Knowing how to compute the length of a restriction of a constant-speed curve,
and using the definition of ε-geodesic, we get

|L(γ|[s,t])− |s− t|d(γ0, γ1)| = |s− t| · |L(γ)− d(γ0, γ1)| ≤ |s− t|ε.

This then also entails

d(γs, γt) ≤ L(γ|[s,t]) = |s− t|L(γ) ≤ |s− t|d(γ0, γ1) + |s− t|ε.

Since in general |s− t|d(γ0, γ1) ≤ d(γs, γt), we also get the other inequality, so that
finally

|d(γs, γt)− |s− t|d(γ0, γ1)| ≤ |s− t|ε.

Remark 2.1.8. Observe that conversely a constant-speed curve satisfying either of
(2.1.1) or (2.1.2) is an ε-geodesic in the sense of Def. 2.1.5.

Under the assumption of completeness there are useful characterizations of length
and geodesic spaces in terms of midpoints.

Proposition 2.1.9. Let (X, d) be a complete metric space.

i) X is a geodesic space if and only if midpoints exist, i.e. if for every x, y ∈ X
there is z ∈ X such that d(x, z) = 1

2d(x, y) = d(z, y).

ii) X is a length space if and only if for every ε > 0 and x, y ∈ X there exist an
ε-midpoint, i.e. a point z ∈ X such that∣∣∣∣d(x, z)− 1

2
d(x, y)

∣∣∣∣ ≤ ε and
∣∣∣∣d(y, z)− 1

2
d(x, y)

∣∣∣∣ ≤ ε.
The idea is that for one direction you can take (almost) minimizing curves and

their midpoints, and for the other one you take midpoints and bisect further, getting a
countable number of midpoints of midpoints and by completeness you can extend this
to a curve. Another equivalent definition of (ε-)midpoints is given in the following
lemma.

Lemma 2.1.10. Let (X, d) be a complete metric space.
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2 Preliminaries

i) X is a geodesic space if and only if for every couple of points x, y ∈ X there
exists a point z ∈ X such that:

d(x, z) = d(y, z) (2.1.3)

and

d(x, z) + d(y, z) = d(x, y). (2.1.4)

ii) X is a length space if and only of for every ε > 0 and x, y ∈ X there exists a
point z ∈ X such that:

|d(x, z)− d(y, z)| ≤ ε (2.1.5)

and

d(x, z) + d(y, z) ≤ d(x, y) + ε. (2.1.6)

Proof. We will show the equivalence to the midpoint-characterization of geodesic
and length spaces.

i) Recall that a midpoint z by definition satisfies d(x, z) = 1
2d(x, y) = d(y, z).

Thus we also have d(x, z) + d(y, z) = d(x, y).
Conversely, the two properties in the statement imply

d(x, y) = d(x, z) + d(y, z) = 2d(x, z),

so that we recover the original definition of a midpoint.
ii) From the definition of ε-midpoints we see that

|d(x, z)− d(y, z)| ≤
∣∣∣∣d(x, z)− 1

2
d(x, y)

∣∣∣∣+

∣∣∣∣d(y, z)− 1

2
d(x, y)

∣∣∣∣ ≤ 2ε,

and d(x, z) + d(y, z) ≤ 1
2d(x, y) + ε+ 1

2d(x, y) + ε ≤ d(x, y) + 2ε.
For the other direction, let us start with observing that (2.1.5) implies

d(x, z) ≤ d(y, z) + ε and d(y, z) ≤ d(x, z) + ε.

Inserting this in (2.1.6), we get

d(x, y) + ε ≥ d(x, z) + d(y, z) ≥ d(x, z) + d(x, z)− ε,

so that d(x, z)− 1
2d(x, y) ≤ ε. By triangle inequality and again (2.1.5), we get

1

2
d(x, y) ≤ 1

2
d(x, z) +

1

2
d(y, z) ≤ 1

2
d(x, z) +

1

2
d(x, z) +

ε

2
,

so that we also have 1
2d(x, y)− d(x, z) ≤ ε.

Remark 2.1.11. It is worth noticing that a complete, locally compact length space is
a geodesic space (see [BBI01, Thm. 2.5.23]).
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2.2 One-point completion

To deal with non-complete situations and for instance the loss of mass in a flow of
measures it is sometimes useful to pass to the compactification of a set, introducing a
cemetery. But instead of using the one-point compactification (which needs a locally
compact space to begin with and a priori is a topological and not necessarily a metric
space), we will use a one-point completion of an open subset of a complete space. In
Chapter 4 we will compare the Kantorovich-Wasserstein metric over it with metrics
on the space of subprobabilities on the open set.

Definition 2.2.1. Let (X, d) be a metric space and Y ⊂ X be an open and non-
trivial subset, where by non-trivial we mean Y 6= ∅, X. Then we define the one-point
completion of Y as Y ′ := Y ∪ {∂} with the shortcut metric

d′(∂, ∂) := 0,

d′(x, ∂) := d′(∂, x) := inf
z∈X\Y

d(x, z),

d′(x, y) := min
{
d(x, y), d′(x, ∂) + d′(y, ∂)

}
for x, y ∈ Y . We will further denote

d†(x, y) := d′(x, ∂) + d′(y, ∂), (2.2.1)

so that d′ = min{d, d†}.

Remark 2.2.2. Observe that in the cases of trivial subsets we get: d′ = 0 for Y = ∅,
and d′ = d on Y and d′(·, ∂) = +∞ for Y = X.

By abuse of notation we will often call X \ Y the boundary of Y .

Lemma 2.2.3. Let (X, d) be a complete, separable space, and let Y ⊂ X be open
and non-trivial. Then (Y ′, d′) is a complete, separable metric space.

Proof. Symmetry and non-negativity are clear from the definition.

Definiteness: d′(∂, ∂) = 0 by definition and d′(x, x) ≤ d(x, x) = 0 for x ∈ Y . Let
now x, y ∈ Y ′ with d′(x, y) = 0.
Case 1: y = ∂: Then 0 = d′(x, y) = d′(x, ∂) = infz∈X\Y d(x, z). Assume x ∈ Y .
Since Y is d-open in X, there is r > 0 such that the d-ball Br(x) is contained in
Y . In particular, Br(x) ∩ (X \ Y ) = ∅ and therefore for every z ∈ X \ Y we have
d(x, z) ≥ r. This contradicts infz∈X\Y d(x, z) = 0. Hence x = ∂.
Case 2: x, y ∈ Y . Then 0 = d′(x, y) = d(x, y) because otherwise we would have
0 = d′(x, y) = d′(x, ∂) + d′(y, ∂) which would imply x = ∂ = y by Case 1. Hence, by
the definiteness of d we conclude that x = y.
In order to prove the triangle inequality, first observe that x 7→ d′(x, ∂) is d-Lipschitz:

|d′(y, ∂)− d′(x, ∂)| ≤ d(x, y).

Indeed, let zk ∈ X \Y such that d′(x, ∂)+ε > d(x, zk). Then d′(y, ∂) ≤ d(y, zk) and,
by the triangle inequality of d,

d′(y, ∂)− d′(x, ∂) ≤ ε+ d(y, zk)− d(x, zk) ≤ ε+ d(x, y).
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Now we deal with the different cases for the triangle inequality of d′ separately. The
cases where x = y = z = ∂, or x = y = ∂, or x = z = ∂, or z = ∂, are trivial. So, let
x = ∂, y, z ∈ Y . By the Lipschitz continuity, we have

d′(y, ∂)− d′(z, ∂) ≤ d(y, z).

Together with d′(y, ∂)− d′(z, ∂) ≤ d′(y, ∂) + d′(z, ∂) we thus have

d′(y, ∂)− d′(z, ∂) ≤ min{d(y, z), d′(y, ∂) + d′(z, ∂)} = d′(y, z).

The remaining case is x, y, z ∈ Y :
If d′(x, z) = d(x, z) and d′(z, y) = d(z, y), then d′(x, y) ≤ d(x, y) ≤ d(x, z) + d(z, y).
If d′(x, z) = d(x, z) and d′(z, y) = d′(z, ∂) + d′(y, ∂), then – using the Lipschitz
continuity again –

d′(x, y) ≤ d′(x, ∂) + d′(y, ∂) ≤ d′(z, ∂) + d(x, z) + d′(y, ∂).

The case d′(x, z) = d′(x, ∂) + d′(z, ∂) and d′(z, y) = d(z, y) is analogous.
Finally, if d′(x, z) = d′(x, ∂) + d′(z, ∂) and d′(z, y) = d′(z, ∂) + d′(y, ∂), then

d′(x, y) ≤ d′(x, ∂) + d′(y, ∂) ≤ d′(x, ∂) + d′(z, ∂) + d′(z, ∂) + d′(y, ∂).

Separability: This is a direct consequence of the separability of X. Let A := {zi} be
the countable dense subset of X. Given x ∈ Y , there is a sequence (zik)k∈N ⊂ A∩Y
such that d(zik , x) → 0 as k → ∞. Then also d′(zik , x) ≤ d(zik , x) → 0 as k → ∞.
For the boundary point ∂, let (zik)k∈N ⊂ A∩ Y be any sequence converging to some
boundary point z ∈ ∂Y with respect to d. But then d′(zik , ∂) ≤ d(zik , z)→ 0.

Completeness: Let (xn) ⊂ Y ′ be a d′-Cauchy sequence. Then there is either a
subsequence such that d′(xnk

, ∂) ≥ c > 0, or d′(xnk
, ∂) → 0. In the latter case,

by definition xnk
→ ∂ with respect to d′, and hence the whole sequence converges.

In the former case, there is k∗ ∈ N such that for every k, ` > k∗: d′(xnk
, xn`

) =
d(xnk

, xn`
)→ 0. Since X is complete, there exists a limit in X \Bc(X \Y ) ⊂ Y .

Locally in Y , d′ and d coincide.

Lemma 2.2.4. Let x ∈ Y Then there is r > 0 such that for every y, z ∈ Bd
r (x)

d′(y, z) = d(y, z).

Proof. Since Y is open, there is r∗ > 0 such that Bd
r∗(x) ⊂ Y . But then, given

y, z ∈ Br∗/2(x), we have

d(y, z) ≤ r∗ and d′(y, ∂) + d′(z, ∂) ≥ r∗,

and hence d′(y, z) = d(y, z).

In general, a subset of a geodesic space is geodesic if and only if it is convex.
However, the one-point completion is intuitively speaking always geodesic.
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Lemma 2.2.5. Assume X is complete and geodesic, Y ⊂ X open and non-trivial,
and X \ Y is proper. Then (Y ′, d′) is geodesic.

Proof. We will show the existence of midpoints. Depending on which expression the
distance d′(x, y) takes, this means that we are either taking a midpoint in X and
showing that it is also one in Y ′, or using geodesics in X and putting them together
to a curve in Y ′ and taking its midpoint as a candidate for a midpoint with respect
to d′.

Case 1: d′(x, y) = d(x, y)
Let z ∈ X be a midpoint between x and y with respect to d. If z ∈ Y , then

d′(x, z) ≤ d(x, z) and d′(y, z) ≤ d(y, z), (2.2.2)

so that

d′(x, y) ≤ d′(x, z) + d′(y, z) ≤ d(x, z) + d(y, z) = d(x, y) = d′(x, y).

Hence we have equality everywhere, which together with (2.2.2) implies that

d′(x, z) = d(x, z) =
1

2
d′(x, y) = d(y, z) = d′(y, z).

Now, if z 6∈ Y , then z ∈ X \ Y and in this case ∂ is a midpoint between x and y
with respect to d′. Indeed, following the same strategy as before, we have that by
definition

d′(x, ∂) ≤ d(x, z) and d′(y, ∂) ≤ d(y, z)

and
d′(x, y) ≤ d′(x, ∂) + d′(y, ∂) ≤ d(x, z) + d(y, z) = d(x, y) = d′(x, y).

Again, this being an equality implies

d′(x, ∂) = d(x, z) =
1

2
d(x, y) =

1

2
d′(x, y).

Case 2: d′(x, y) = d′(x, ∂) + d′(y, ∂)
Let zk, wk ∈ X \ Y be minimizing sequences for d′(x, ∂) and d′(y, ∂) respectively.
They can be chosen such that d(x, zk) and d(y, wk) are monotonically non-increasing.
In particular they are bounded sequences in X \ Y , so by the properness there are
converging subsequences zk` → z∗ and wk` → w∗. SinceX\Y is closed, z∗, w∗ ∈ X\Y
and

d′(x, ∂) = lim
`→∞

d(x, zk`) = d(x, z∗)

and
d′(y, ∂) = lim

`→∞
d(y, wk`) = d(y, w∗).

Let γ1 be a d-geodesic (in X) connecting x and z∗, and γ2 a d-geodesic connecting
w∗ and y, see Figure 2.1. They have d-length d(x, z∗) and d(y, w∗) respectively. Let

M :=
1

2
d′(x, y) =

1

2
(d(x, z∗) + d(y, w∗)).
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x

y
γ2

γ1

w∗

z∗γ1t∗

Figure 2.1: Geodesics γ1 and γ2 in Case 2

Without loss of generality assume that d(x, z∗) ≥ d(y, w∗), so that M ≤ d(x, z∗).
Let t∗ ∈ [0, 1] be such that the d-length of γ1|[0,t∗] is equal to M . Now we are going
to show that γ1

t∗ is a midpoint between x and y with respect to d′.

Claim 1: γ1((0, 1)) ⊂ Y, γ2((0, 1)) ⊂ Y .
If not, then there would be s∗ ∈ (0, 1) such that for instance γ1

s∗ ∈ X \ Y . But then,
since γ1 is a d-geodesic,

d(x, γ1
s∗) = s∗d(x, z∗) < d(x, z∗) = d′(x, ∂)

which is in contradiction with the definition of d′(x, ∂).

Claim 2: d′(x, γ1
t∗) = 1

2d
′(x, y).

Since γ1 is a d-geodesic, and d′ ≤ d, we see that

d(x, γ1
t∗) + d(γ1

t∗ , z
∗) = d(x, z∗) =d′(x, ∂)

≤d′(x, γ1
t∗) + d′(γ1

t∗ , ∂)

≤d(x, γ1
t∗) + d(γ1

t∗ , z
∗)

so that in fact equality holds everywhere. Thus the trivial inequalities d′(x, γ1
t∗) ≤

d(x, γ1
t∗) and d′(γ1

t∗ , z
∗) ≤ d(γ1

t∗ , z
∗) are actually equalities and eventually

d′(x, γ1
t∗) = d(x, γ1

t∗) = Ld(γ
1|[0,t∗]) = M =

1

2
d′(x, y).

Claim 3: d′(y, γ1
t∗) = 1

2d
′(x, y).

Without loss of generality assume that d′(x, y) < d(x, y) (otherwise we are in Case 1).
First observe that d′(γ1

t∗ , ∂) = d(γ1
t∗ , z

∗) because otherwise z∗ would not be optimal
for the distance d′(x, ∂). Then

d′(y, γ1
t∗) ≤ d′(y, ∂) + d′(γ1

t∗ , ∂) = d(y, w∗) + d(γ1
t∗ , z

∗)

= d(y, w∗) + (1− t∗)d(x, z∗)

= d(y, w∗) + d(x, z∗)− d(x, γ1
t∗)︸ ︷︷ ︸

=M

= d(y, w∗) + d(x, z∗)− 1

2
d(x, z∗)− 1

2
d(y, w∗)
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=
1

2
d(x, z∗) +

1

2
d(y, w∗)

=
1

2
d′(x, y).

In fact this is an equality. If it were not, then the inequality would be strict, so that
d′(y, γ1

t∗) = d(y, γ1
t∗) by the definition of d′. Consequently, also incorporating Claim

2,

d′(x, y) < d(x, y) ≤ d(x, γ1
t∗) + d(γ1

t∗ , y) = d′(x, γ1
t∗) + d′(y, γ1

t∗)

<
1

2
d′(x, y) +

1

2
d′(x, y) = d′(x, y).

This contradiction shows that d′(y, γ1
t∗) = 1

2d
′(x, y), which completes the proof.

︸ ︷︷ ︸
1

1 + 1
n

Figure 2.2: Gluing together countably many intervals. The endpoints are the bound-
ary point in the one-point completion.

Remark 2.2.6. If X is geodesic but X \ Y is not proper, then in general the one-
point completion will not be geodesic. This can be seen by an example suggested
in [BH99, Exercise 5.25(3)]: Let X be a metric graph consisting of countably many
edges all of which are starting in a single vertex, the n-th having length 1 + 1

n . As
Y we take everything but the “free” endpoints of the edges, see Figure 2.2. Then in
(Y ′, d′) the distance between the vortex and the boundary point ∂ is 1, but there is
no geodesic between them.

The following elementary lemma will be used several times in the proof of the
subsequent Lemma.

Lemma 2.2.7. Let a, b, a′, b′, c′ ∈ [0,∞) and ε > 0 with

c′ ≤ a′ + b′ ≤ a+ b ≤ c′ + ε

and
a′ ≤ a and b′ ≤ b.

Then
a′ ≥ a− ε and b′ ≥ b− ε.
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Proof. Assume for the sake of a contradiction that instead, say, a′ < a− ε. Then

c′ ≤ a′ + b′ < a− ε+ b ≤ a+ b− ε ≤ c′ + ε− ε = c′,

which is a contradiction.

Considering length spaces, we do not need the extra assumption that the com-
plement is proper.

Lemma 2.2.8. Let (X, d) be a complete length space. Then (Y ′, d′) is also a length
space.

Proof. This proof is an adaption of the one for geodesic spaces.
Case 1: d′(x, y) = d(x, y)

Let z ∈ X be an ε-midpoint between x and y with respect to d. Assume first that
z ∈ Y . Then

d′(x, y) ≤ d′(x, z) + d′(y, z) ≤ d(x, z) + d(y, z) ≤ d(x, y) + ε = d′(x, y) + ε. (2.2.3)

Although we cannot conclude that d′(x, z) and d(x, z) are equal, one can show that
they actually do not differ much. Indeed, by definition of d′, we have d′(x, z) ≤
d(x, z). And the previous Lemma 2.2.7 applied to (2.2.3) yields that d′(x, z) ≥
d(x, z)− ε and d′(y, z) ≥ d(y, z)− ε. So we finally get

d′(x, z)− d′(y, z) ≤ d(x, z)− d(y, z) + ε ≤ 2ε

and
d′(y, z)− d′(x, z) ≤ d(y, z)− d(x, z) + ε ≤ 2ε,

which proves that z is a 2ε-midpoint between x and y with respect to d′.
This proof works exactly in the same way in the case z ∈ X \ Y , showing that ∂ is
a 2ε-midpoint between x and y with respect to d′.

Case 2: d′(x, y) = d′(x, ∂) + d′(y, ∂)
Given ε > 0, let z∗, w∗ ∈ X \ Y such that

d(x, z∗) ≤ d′(x, ∂) +
ε

2
and d(y, w∗) ≤ d′(y, ∂) +

ε

2
. (2.2.4)

Further, take two d-almost-geodesics, i.e. curves γ1, γ2 : [0, 1]→ X with γ1
0 = x, γ1

1 =
z, γ2

0 = w, γ2
1 = y and

Ld(γ
1) ≤ d(x, z∗) +

ε

2
and Ld(γ

2) ≤ d(y, w∗) +
ε

2
. (2.2.5)

Claim 1: Without loss of generality for every δ > 0 it holds γ1((0, 1− δ)), γ2((0, 1−
δ)) ⊂ Y .
Contrary to the previous proof, it is not clear if these curves stay in Y . But in fact
we can assume they almost do, because in the case they don’t, we take the restriction
of the curves to the first time they leave Y . Let us discuss it in detail for γ1. Let
s∗ := inf{s > 0 | γ1

s ∈ X \ Y }. Since we don’t know if the infimum is attained, take
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2.2 One-point completion

δ > 0 and consider the restriction γ̃1 := γ1|[0,s∗+δ]. Then γ̃1((0, s∗)) ⊂ Y , and there
is s ∈ [s∗, s∗ + δ) such that γ̃1

s ∈ X \ Y . The d-length of γ̃1 is at most the one of the
original curve, so we possibly reach a closer boundary point.

Now let us assume without loss of generality that d(x, z∗) ≥ d(y, w∗). Then let
t∗ ∈ [0, 1] be such that Ld(γ1|[0,t∗]) = 1

2(Ld(γ
1) + Ld(γ

2)). A candidate for being an
ε-midpoint is now γ1

t∗ .

Claim 2:
∣∣d′(x, γ1

t∗)− 1
2d
′(x, y)

∣∣ ≤ 2ε.
Using the additivity of the lengths of curves and (2.2.5), (2.2.4), we see that

d(x, γ1
t∗) + d(γ1

t∗ , z
∗) ≤ Ld(γ

1|[0,t∗]) + Ld(γ
1|[t∗,1])

= Ld(γ
1)

≤ d(x, z∗) +
ε

2
≤ d′(x, ∂) + ε

≤ d′(x, γ1
t∗) + d′(γ1

t∗ , ∂) + ε

≤ d(x, γ1
t∗) + d(γ1

t∗ , z
∗) + ε.

By Lemma 2.2.7 we get that

d′(x, γ1
t∗) ≥ d(x, γ1

t∗)− ε. (2.2.6)

A similar further application of that Lemma also yields that restricted almost-
geodesics are still almost-geodesics between their endpoints, i.e.

Ld(γ
1|[0,t∗]) ≤ d(x, γ1

t∗) + ε. (2.2.7)

Now we can complete this step by observing that thanks to (2.2.5) and (2.2.4)

d′(x, γ1
t∗) ≤ d(x, γ1

t∗) ≤ Ld(γ1|[0,t∗]) =
1

2
(Ld(γ

1) + Ld(γ
2)) ≤ 1

2
d′(x, y) + ε,

and by (2.2.7) and (2.2.6)

1

2
d′(x, y) ≤ 1

2
(Ld(γ

1) + Ld(γ
2)) = Ld(γ

1|[0,t∗]) ≤ d(x, γ1
t∗) + ε ≤ d′(x, γ1

t∗) + 2ε.

Claim 3:
∣∣d′(y, γ1

t∗)− 1
2d
′(x, y)

∣∣ ≤ ε.
We can assume that d′(x, y) < d(x, y) because otherwise we are in Case 1. Observe
that d′(γ1

t∗ , ∂) ≥ d(γ1
t∗ , z

∗) − ε
2 (if not, then we would again find a closer boundary

point). Using that Ld(γ1|[t∗,1]) = 1
2(Ld(γ

1)+Ld(γ
2))−Ld(γ2), and once more (2.2.5)

and (2.2.4), we obtain

d′(γ1
t∗ , y) ≤ d′(γ1

t∗ , ∂) + d′(y, ∂)

≤ d(γ1
t∗ , z

∗) + d(y, w∗)

≤ Ld(γ
1|[t∗,1]) + Ld(γ

2)

=
1

2
(Ld(γ

1) + Ld(γ
2))− Ld(γ2) + Ld(γ

2)
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=
1

2
(Ld(γ

1) + Ld(γ
2))

≤ 1

2
(d′(x, ∂) + d′(y, ∂)) + ε

=
1

2
d′(x, y) + ε.

Finally, we have to show that also 1
2d
′(x, y) ≤ d′(γ1

t∗ , y)+ε. For the sake of contradic-
tion, let us assume that this is not the case, so that instead 1

2d
′(x, y) > d′(γ1

t∗ , y) + ε.
Using Claim 2, this leads to

d′(x, y) ≤ d′(x, γ1
t∗) + d′(γ1

t∗ , y)

< d′(γ1
t∗ , x) +

1

2
d′(x, y)− ε ≤ 1

2
d′(x, y)− ε+

1

2
d′(x, y) + ε,

which is a contradiction.
Thus we have found a 4ε-midpoint between x and y with respect to d′.

Remark 2.2.9. For X = R, Y = (0, 2π), the completion Y ′ is isometric to the one-
sphere S1. However, for X = R2, Y = B1(0), the resulting space is not isometric
to a standard sphere, since locally d′ = d, which yields that locally the curvature of
(Y ′, d′) in the sense of Alexandrov is zero, whereas the sphere has constant positive
curvature. Furthermore, the completion is in general branching as can be seen from
the disk example since every geodesic to the boundary point ∂ can branch at this
point in any direction while staying a geodesic.

Lemma 2.2.10. Let (X, d) be a complete metric space, and Y ⊂ X open, non-trivial
and totally bounded. Then (Y ′, d′) is compact.

Proof. Due to the metric version of the Heine-Borel theorem, a metric space is com-
pact if and only if it is complete and totally bounded.

Remark 2.2.11. A somewhat similar metric has been studied in [Man89] in connec-
tion with the one-point compactification. However, the one-point completion will in
general not be compact, even if we start with a locally compact space (as is necessary
for the one-point compactification). Taking for instance the half-plane, its one-point
completion is still an unbounded space.

2.3 Analysis in Metric Measure Spaces and Heat Flows

This section is devoted to the analysis in metric measure spaces. We use the recent
approach developed in [AGS14a,AGS14b], and for the later part on Dirichlet forms
we refer to [FOT94,MR92].

Let us introduce our main object of study.

Definition 2.3.1. A metric measure space is a triple (X, d,m) consisting of a com-
plete, separable metric space (X, d) and a σ-finite Borel measure m with full support

26



2.3 Analysis in Metric Measure Spaces and Heat Flows

suppm = X, that satisfies the exponential integrability condition
ˆ
X
e−cd(x,x0)2 dm(x) <∞ (2.3.1)

for some c > 0, x0 ∈ X. In particular, every bounded set has finite measure, and
hence m is locally finite.

To do some sort of calculus, it is a good idea to start with difference quotients.
We denote by Lip(X, d) the space of Lipschitz continuous functions f : X → R.

Definition 2.3.2. i) The slope, or local Lipschitz constant, of a function f : X →
R at x ∈ X is

lip(f)(x) := lim sup
y→x

|f(x)− f(y)|
d(x, y)

.

ii) The Cheeger energy is the functional Ch: L2(X,m)→ [0,∞],

Ch(f) := inf

{
lim inf
k→∞

1

2

ˆ
X
| lip(f)|2 dm

∣∣∣ (fk)k∈N ⊂ Lip(X, d), fk → f in L2

}
.

We denote its domain by W 1,2(X, d,m) := D(Ch) = {f ∈ L2(X,m)
∣∣ Ch(f) <

∞}.

Theorem 2.3.3. Let f ∈W 1,2(X, d,m).

i) The collection of weak gradients of f ,

{G ∈ L2(X,m)
∣∣ ∃ fk ∈ Lip(X, d) : fk → f in L2(X,m),

lip(fk) ⇀ G in L2(X,m)},

is a non-empty, closed, convex subset of L2(X,m) and thus contains a unique
element of minimal L2-norm, which we will call the minimal weak gradient of
f and denote by |∇f |. The minimal weak gradient |∇f | is also minimal in the
m-a.e. sense.

ii) This minimal weak gradient provides an integral representation of the Cheeger
energy, i.e. for f ∈W 1,2(X, d,m) we can write

Ch(f) =
1

2

ˆ
X
|∇f |2 dm.

iii) The Cheeger energy is a 2-homogeneous, lower semicontinuous, convex func-
tional on L2(X,m).

iv) Equipped with the norm

‖f‖2W 1,2 := ‖f‖22 + ‖|∇f |‖22 = ‖f‖22 + 2 Ch(f)

the space (W 1,2(X, d,m), ‖ · ‖W 1,2) is a Banach space.
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Remark 2.3.4. a) The Cheeger energy will in general not be a quadratic form,
and in consequence W 1,2 will in general only be a Banach and not a Hilbert
space.

b) In the sequel, we will omit the “minimal” and just speak of the weak gradient
or even just the gradient.

A useful property is the locality of weak gradients in the sense that computing
Cheeger energies and weak gradients in a sub-metric measure space yields the same
as restricting to the subset:

Lemma 2.3.5 ([AGS14b, Thm. 4.19]). Let (X, d,m) be a metric measure space, and
Ω ⊂ X an open subset with m(Ω) > 0 and m(∂Ω) = 0. Let f ∈W 1,2(X, d,m). Then
f̃ := f |Ω ∈W 1,2(Ω, d|Ω×Ω,m|Ω) and

|∇f̃ |Ω = (|∇f |)|Ω m-a.e. in Ω,

where |∇f̃ |Ω is the weak gradient given in the space (Ω, d|Ω×Ω,m|Ω).

Already in this generality one gets many properties for the weak gradient, and
one could define a Laplacian and a heat flow by means of convex analysis and the
theory of gradient flows in Hilbert spaces. As can be seen for example in Finsler
manifolds, these operators might not be linear (see for instance [Gig15, Sec. 1.1]).
For us, however, it will be necessary to restrict to those metric measure spaces in
which these operators are indeed linear. In this case, one can use the theory of
Dirichlet forms and give more convenient definitions.

Definition 2.3.6. A metric measure space (X, d,m) is called infinitesimally Hilber-
tian if the Cheeger energy is a quadratic form, i.e if it satisfies the parallelogram
identity

Ch(f + g) + Ch(f − g) = 2 Ch(f) + 2 Ch(g) for every f, g ∈W 1,2(X, d,m).

Remark 2.3.7. This is equivalent to requiring the Sobolev space W 1,2(X, d,m) to be
a Hilbert space.

By polarization, this makes it possible to define a symmetric bilinear map which
takes the role of the scalar product between the gradients of two functions.

Definition 2.3.8. Let (X, d,m) be infinitesimally Hilbertian, f, g ∈ W 1,2(X, d,m).
Then we define 〈∇f,∇g〉 : X → R by

∇f · ∇g :=
1

4

(
|∇(f + g)|2 − |∇(f − g)|2

)
.

Weak gradients satisfy the expected calculus rules.

Theorem 2.3.9. Let (X, d,m) be infinitesimally Hilbertian. Then

W 1,2(X, d,m)×W 1,2(X, d,m)→ L1(X,m), (f, g) 7→ ∇f · ∇g

is a symmetric, bilinear, continuous map, and further satisfies:
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i) Cauchy-Schwarz: For f, g ∈W 1,2(X, d,m):

|∇f · ∇g| ≤ |∇f ||∇g| and ∇f · ∇f = |∇f |2.

ii) Chain rule: For f, g ∈ W 1,2(X, d,m), ϕ : R → R Lipschitz it holds ϕ ◦ f ∈
W 1,2(X, d,m) and

∇(ϕ ◦ f) · ∇g = ϕ′ ◦ f∇f · ∇g

and in particular
|∇(ϕ ◦ f)| = |ϕ′ ◦ f ||∇f |.

(Where we set ϕ′(f(x)) = 0 if ϕ is not differentiable in f(x).)

iii) Leibniz rule: Given f, g, h ∈ W 1,2(X, d,m) ∩ L∞(X,m), we have that fg ∈
W 1,2(X, d,m) and

∇(fg) · ∇h = g∇f · ∇h+ f∇g · ∇h

as well as
|∇(fg)| ≤ |f ||∇g|+ |g||∇f |.

Theorem 2.3.10. Let (X, d,m) be an infinitesimally Hilbertian metric measure
space. Then {

E(f, g) :=
´
X ∇f · ∇g dm, f, g ∈ D(E)

D(E) := W 1,2(X, d,m)

is a Dirichlet form on L2(X,m), which means that D(E) is dense in L2(X,m), and E
is a symmetric, bilinear form, that is additionally non-negative definite (i.e. E(f, f) ≥
0 for every f ∈ D(E)), closed (i.e. D(E) is complete when equipped with the Sobolev
norm ‖ · ‖E := ‖ · ‖W 1,2), and Markovian (i.e. for every 1-Lipschitz ϕ : R → R with
ϕ(0) = 0 and f ∈ D(E) we have E(ϕ ◦ f) ≤ E(f)).
Furthermore, it is strongly local, meaning that for f, g ∈ D(E) such that g is constant
on {f 6= 0}, we get E(f, g) = 0.

The closedness follows from the lower semicontinuity of the Cheeger energy in
L2, while the Markovianity follows from the chain rule for weak gradients. Finally,
the strong locality follows from a similar property of the weak gradient.

Remark 2.3.11. By abuse of notation, we will write E(f) := E(f, f) = 2 Ch(f) for
the quadratic form associated to the Dirichlet form. From this one can go back to
the Dirichlet form by polarization.

Using Dirichlet form theory, we can easily define the Laplacian (by integration
by parts) and heat flow associated to the Cheeger energy.

Theorem 2.3.12. Let (X, d,m) be an infinitesimally Hilbertian metric measure
space.
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i) There is a densely defined, non-positive, self-adjoint operator (∆, D(∆)), called
Laplacian, connected to the Dirichlet form via integration by parts: for every
f ∈ D(∆), g ∈W 1,2(X, d,m)

−
ˆ
X

∆fg dm = E(f, g).

ii) There is a strongly continuous contraction semigroup (Pt)t>0 on L2(X,m)
whose generator is the Laplacian, i.e. for every f ∈ D(∆):

∆f = lim
t→0

Ptf − f
t

,

where the limit is taken in L2. Conversely, by the spectral theory for self-adjoint
operators it is rigorous to write Pt = et∆.

iii) For t > 0 and f, g ∈ L2(X,m) let

Et(f, g) := −1

t

ˆ
X
g(Ptf − f) dm

be the approximate form associated to Pt. Then we can recover the correspond-
ing Dirichlet form by{

D(E) = {f ∈ L2(X)
∣∣ limt→0 Et(f, f) <∞}

E(f, g) = limt→0 Et(f, g), for f, g ∈ D(E).
(2.3.2)

Furthermore, for f ∈ L2(X,m) the map (0,∞) 3 t 7→ Et(f, f) is non-increasing
and non-negative.

Remark 2.3.13. We will sometimes call Pt and ∆ the heat flow and the Laplacian
with Neumann boundary conditions. In the case where X is a closed, bounded subset
of Rn, it actually is the classical heat flow with Neumann conditions (meaning that
the normal derivative at the boundary vanishes).

Since we are particularly interested in heat flows, let us give some more properties
of Pt.

Theorem 2.3.14. Let f, g ∈ L2(X,m), and Ptf, Ptg the corresponding heat flows
starting at f, g respectively. Then:

i) Maximum/Comparison principle: Let C ∈ R. If f ≤ C, then Ptf ≤ C for
every t ≥ 0. Analogously, if f ≥ C, then Ptf ≥ C for every t ≥ 0. If
f ≤ g + C, then Ptf ≤ Ptg + C for every t ≥ 0.

ii) Mass-preservation: For every t ≥ 0 it holds
´
X Ptf dm =

´
X f dm.

iii) Pt is a contraction in every Lp(X,m), p ∈ [1,∞], i.e.

‖Ptf‖p ≤ ‖f‖p for every f ∈ L2(X,m) ∩ Lp(X,m).
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iv) The heat flow Pt is an analytic semigroup; in particular Pt
(
L2(X,m)

)
⊂

D(∆m) for every t > 0 and m ∈ N.

Remark 2.3.15. a) The mass-preservation is due to the exponential integrability
of the measure.

b) Since L2(X,m) ∩ Lp(X,m) is dense in Lp(X,m), one can extend Pt to a con-
tinuous contraction semigroup in every Lp(X,m).

The Dirichlet form enjoys some further regularity property. Let us recall some
definitions: given an open set U ⊂ X, its capacity is defined by

cap(U) := inf{‖f‖2E
∣∣ f ∈ D(E), f ≥ 1 m-a.e. on U},

and for an arbitrary set A ⊂ X

cap(A) := inf{cap(U)
∣∣U open, U ⊃ A}.

Given a subset F ⊂ X, defineD(EF ) := {f ∈ D(E) | f = 0 a.e. on X\F}. A sequence
of subsets Fk ⊂ X, k ∈ N, is an E-nest, if the Fk are closed, Fk ⊂ Fk+1, and⋃

k∈N
D(EFk

) is dense in D(E).

A set N ⊂ X is called E-polar if cap(N) = 0. A property is said to hold quasi-
everywhere if there is an E-polar set N ⊂ X such that the property holds everywhere
in X \N . Functions f : X → R are quasi-continuous if there exists an E-nest (Fk)k∈N
such that for every k ∈ N, f |Fk

: Fk → R is continuous.

Theorem 2.3.16. The Dirichlet form (E , D(E)) is quasi-regular, i.e.

i) there is an E-nest consisting of compact sets, and

ii) there is a dense subset of D(E) admitting quasi-continuous representatives, and

iii) there is an E-polar set N ⊂ X and a countable set of quasi-continuous functions
in D(E) that separates the points of X \N .

The quasi-regularity is a consequence of the density of Lipschitz functions in
D(E) and it uses the exponential integrability of the reference measure. A proof of
this can be found in [Sav14, Thm. 4.1] (which assumes a curvature bound for the
theorem that is not needed in the proof of quasi-regularity).

There are many further regularity properties of the heat flow. We will not state
them here right now. Instead, we will introduce the heat flow with Dirichlet boundary
values (which in contrast is not mass-preserving) and then prove those properties for
this flow in the next section, noting that everything works the same for Pt.

Theorem 2.3.17. Let (X, d,m) be an infinitesimally Hilbertian metric measure
space, let Y ⊂ X be open with m(∂Y ) = 0. Then{

D(E0) := {f ∈ D(E)
∣∣ f̃ = 0 quasi-everywhere on X \ Y }

E0(f) := E(f) for f ∈ D(E0),
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where f̃ is a quasi-continuous representative of f , is a strongly local, quasi-regular
Dirichlet form on L2(Y,m|Y ).
As such, it has an associated generator (∆0, D(∆0)), semigroup (P 0

t )t>0 and approx-
imate form

E0
t (f, g) := −1

t

ˆ
X
g(P 0

t f − f) dm,

all with the same properties as the ones for E presented in Theorem 2.3.12.
Furthermore, the heat flow P 0

t satisfies the same properties from Theorem 2.3.14
except the mass-preservation.

Remark 2.3.18. One can identify L2(Y,m|Y ) with {f ∈ L2(X,m) | f = 0 a.e. on X \
Y }. Thus, we will extend functions defined on Y by zero to all ofX without explicitly
mentioning it. One could even define the heat flow with Dirichlet boundary values
for every function in L2(X,m) by saying P 0

t f = 0 on X \ Y . However, for those
functions the heat flow will not be continuous in t = 0.

Thanks to the quasi-regularity of the Dirichlet form, there exists an associated
stochastic process which can be used to define a Markov kernel representing the heat
semigroup. Let us avoid giving details about the process and let us instead refer to
[FOT94]. The result being the following:

Proposition 2.3.19. Let (X, d,m) be an infinitesimally Hilbertian metric measure
space. Then there exists a semigroup of sub-Markovian kernels associated to the
Dirichlet form (E , D(E)), i.e. for every t > 0 a map pt : X ×B(X)→ [0, 1] such that

i) pt(x, ·) is a Borel measure on X for every x ∈ X,

ii) pt(·, A) is a Borel-measurable function for every A ⊂ X Borel,

iii) ptpsf = pt+su for every s, t > 0 and every bounded, Borel-measurable f : X →
R, where we write

ptf(x) :=

ˆ
X
f(y)pt(x,dy). (2.3.3)

This kernel provides a version of Pt, i.e. Ptf = ptf m-a.e.
Analogously we get a sub-Markovian kernel p0

t corresponding to E0.

These kernels provide us with a tool to extend the heat flow to bounded Borel-
measurable functions by (2.3.3) on the one hand, and to define a dual heat flow for
measures on the other hand: for µ ∈ P(X) let

Ptµ(A) :=

ˆ
X
pt(x,A) dµ(x).

The heat semigroups Pt and Pt are dual in the following sense: For f : X → R
bounded Borel, and µ ∈ P(X) we have

ˆ
X
Ptf(x) dµ(x) =

ˆ
X

ˆ
X
f(y)pt(x, dy) dµ(x) (2.3.4)
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=

ˆ
X
f(y)

ˆ
X
pt(x,dy) dµ(x) =

ˆ
X
f(y) dPtµ(y). (2.3.5)

In the same way we define P 0
t f for f bounded, Borel, and P0

t µ for µ ∈ Psub(Y ).
They also satisfy the duality relation (2.3.5).

Remark 2.3.20. With the help of the sub-Markov kernels, all of these heat flows of
measures can be extended to signed, finite Borel measures.

2.4 Regularity Properties of the Heat Flows

For the proof of an equivalence of a Bochner inequality and a gradient estimate (in
which both Laplacians ∆ and ∆0, or heat flows Pt and P 0

t appear, respectively; see
Proposition 5.2.1) we need some further convergence results for the Laplacians and
the heat flows. We will state and prove them for the Dirichlet boundary values.
However, the statements and proofs are literally the same for the “Neu-
mann boundary value” objects, replacing all P 0

t ,∆
0, E0 by Pt,∆, E, and

every (Y,m|Y ) and m(Y ) <∞ by (X,m) and m(X) <∞, respectively.

In this section we continue to assume that (X, d,m) is an infinitesimally Hilbertian
metric measure space. These results are only needed for the proof of Proposition
5.2.1 and can be skipped on first reading.

Lemma 2.4.1. i) The semigroup P 0
t satisfies a Jensen inequality for power func-

tions, i.e. for every p ∈ [1,∞) and f ∈ Lp(Y,m|Y ) we have

|P 0
t f |p ≤ P 0

t |f |p m|Y -a.e.

ii) We can extend P 0
t to a strongly continuous contraction semigroup in every

Lp(Y,m|Y ), p ∈ [1,∞), and to a weakly-∗-continuous semigroup in L∞(Y,m|Y ).

iii) Given f ∈ D(∆0) ∩ Lp(Y,m|Y ) with ∆0f ∈ Lp(Y,m|Y ), then for p ∈ [1,∞)

P 0
t f − f
t

−→ ∆0f in Lp as t→ 0,

whereas for p =∞ we have weak-∗-convergence in L∞.

Proof. i) Since p0
t (x, ·) is a finite measure, we get a probability measure p̃0

t (x,A) :=
1

p0t (x,Y )
p0
t (x,A). As such, it satisfies Jensen inequality, so that for a convex function

ϕ : R→ R we have

ϕ
(
P 0
t f(x)

)
= ϕ

(ˆ
Y
f(y)p0

t (x, dy)

)
= ϕ

(
p0
t (x, Y )

ˆ
Y
f(y)p̃0

t (x,dy)

)
≤
ˆ
Y
ϕ
(
p0
t (x, Y )f(y)

)
p̃0
t (x,dy)

=
1

p0
t (x, Y )

ˆ
Y
ϕ
(
p0
t (x, Y )f(y)

)
p0
t (x,dy).
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For the power functions ϕ(a) = |a|p with p ≥ 1 we thus get∣∣P 0
t f(x)

∣∣p ≤ 1

p0
t (x, Y )

ˆ
Y

∣∣p0
t (x, Y )f(y)

∣∣p p0
t (x, dy)

= p0
t (x, Y )p−1

ˆ
Y
|f(y)|p p0

t (x,dy) ≤ P 0
t |f |p(x).

ii) The proof works as in the case of Pt. For f ∈ L2 ∩ Lp(Y,m|Y ), we have by
Jensen’s inequality

‖P 0
t f‖

p
Lp =

ˆ
Y
|P 0
t f |p dm ≤

ˆ
Y
P 0
t |f |p dm ≤

ˆ
Y
Pt|f |p dm =

ˆ
Y
|f |p dm = ‖f‖Lp.

By density of L2 ∩ Lp in Lp, we extend P 0
t to a contraction in Lp(Y,m|Y ).

To show the strong continuity in Lp, let us first consider the case p > 2. Take
f ∈ Lp. Further take ε > 0, q > p and a function g ∈ Lq∩L2 such that ‖f−g‖Lp < ε.
Then

‖P 0
t f − f‖Lp ≤ ‖P 0

t f − P 0
t g‖Lp + ‖P 0

t g − g‖Lp + ‖g − f‖Lp

≤ 2ε+ ‖P 0
t g − g‖Lp ,

by the contraction in Lp. Since 2 < p < q, there is λ ∈ (0, 1) such that p =
2λ+ (1− λ)q. Using an interpolation Hölder inequality, we get

‖P 0
t g − g‖

p
Lp ≤ ‖P 0

t g − g‖2λL2‖P 0
t g − g‖

(1−λ)q
Lq . (2.4.1)

As P 0
t is also a contraction in Lq, ‖P 0

t g − g‖
(1−λ)q
Lq is bounded. Hence the strong

continuity in L2 yields the strong continuity in Lp.
For 1 < p < 2 we use the same strategy with a q ∈ (1, p). The case p = 1 is

shown in [BH91, Prop.2.4.2]. For p = ∞, we can define P 0
t : L∞ → L∞ via duality.

Then, for ϕ ∈ L∞ and f ∈ L1 we have∣∣∣∣ˆ
Y
f(P 0

t ϕ− ϕ) dm

∣∣∣∣ =

∣∣∣∣ˆ
Y

(P 0
t f − f)ϕdm

∣∣∣∣ ≤ ‖ϕ‖L∞‖P 0
t f − f‖L1

t→0−→ 0

by the strong continuity of P 0
t in L1.

iii) Consider the case p <∞ first. By strong continuity of P 0
t in Lp, we have

1

t

ˆ t

0
P 0
r ∆0f dr → ∆0f in Lp. (2.4.2)

Then
ˆ
Y

∣∣∣∣P 0
t f − f
t

−∆0f

∣∣∣∣p dm =

ˆ
Y

∣∣∣∣1t
ˆ t

0
P 0
r ∆0f dr −∆0f

∣∣∣∣p dm −→ 0.

For p = ∞ we have weak-∗-convergence in L∞ in (2.4.2), so the proof works analo-
gously.
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Thanks to the analyticity of the heat semigroups, we get continuity and other
properties in the corresponding Sobolev spaces. Recall that for analytic semigroups
one has P 0

t (L2(Y,m|Y )) ⊂ D((∆0)m) for every t > 0 and m ∈ N.

Lemma 2.4.2. Let f ∈ L2(Y,m|Y ), t > 0. Then

i) P 0
t+εf → P 0

t f in D(E0) as ε→ 0. The same is true for t = 0 if f ∈ D(E0).

ii) P 0
t+εf−P 0

t f

ε → ∆0P 0
t f in D(E0) as ε → 0. The same is true for t = 0 if

f ∈ D(∆0) with ∆0f ∈ D(E0).

iii) If fn → f in L2(Y,m|Y ), then P 0
t fn → P 0

t f in D(E0).

Proof. i) Let us check that the weak gradients of the semigroup are strongly contin-
uous. For t > 0 the proof is easy because we can use integration by parts:

‖ |∇(P 0
t+εf − P 0

t f)| ‖22 =−
ˆ
Y

(P 0
t+εf − P 0

t f)∆0(P 0
t+εf − P 0

t f) dm

=−
ˆ
Y

(P 0
t+εf − P 0

t f)(P 0
ε ∆0P 0

t f −∆0P 0
t f) dm

−→ 0

by the strong continuity of P 0
t .

Now for t = 0 we use the proof of [FOT94, Lemma 1.3.3] which makes use of the
spectral representation of the Laplacian. For completeness, we redo the argument
here. Let E0

λ be the spectral family (also known as resolution of identity) associated
to −∆0, i.e. (E0

λ)λ∈(−∞,∞) is a family of projection operators on L2(Y,m|Y ) which
satisfy E0

λE
0
µ = E0

min{λ,µ}, limλ′↘λE
0
λ′f = E0

λf , limλ→−∞E
0
λf = 0, limλ→∞E

0
λf =

f for every f ∈ L2(Y,m|Y ). Since −∆0 is non-negative definite, we have E0
λ = 0 for

λ < 0. For f, g ∈ L2(Y,m|Y ), 〈E0
λf, g〉L2 is of bounded variation in λ, so it makes

sense to consider Riemann-Stieltjes integrals of the form

〈ζ(−∆0)f, g〉L2 :=

ˆ ∞
0

ζ(λ) d〈E0
λf, g〉L2

for continuous functions ζ : [0,∞)→ R. This defines a self-adjoint operator ζ(−∆0)
with domain

D(ζ(−∆0)) :=

{
f ∈ L2(X,m)

∣∣∣ ˆ ∞
0

ζ(λ)2 d〈E0
λf, f〉L2 <∞

}
.

For short, we will write ζ(−∆0) =
´
ζ(λ) dE0

λ. Note that −∆0 =
´
λ dE0

λ, P
0
t =

et∆
0

=
´
e−tλ dE0

λ and E0(f) =
´
λ d〈E0

λf, f〉L2 = ‖(−∆0)1/2u‖2L2 for f ∈ D(E0) =

D((−∆0)1/2). This spectral calculus for instance allows us to prove that P 0
ε f → f

in D(E0) for f ∈ D(E0):

E0(P 0
ε f − f) =

ˆ ∞
0

λ(e−ελ − 1)2 d〈E0
λf, f〉L2 −→ 0 as ε→ 0.
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ii) For t > 0, with the same calculation as above,∥∥∥∥∥
∣∣∣∣∣∇
(
P 0
t+εf − P 0

t f

ε
−∆0P 0

t f

)∣∣∣∣∣
∥∥∥∥∥

2

2

=−
ˆ
Y

(
P 0
t+εf − P 0

t f

ε
−∆0P 0

t f

)(
P 0
ε ∆0P 0

t f −∆0P 0
t f

ε
−∆0P 0

t f

)
dm

−→ 0,

as both factors converge to 0 strongly.
For t = 0 we again use the spectral calculus:

E0

(
P 0
ε f − f
ε

−∆0f

)
=

ˆ ∞
0

λ

(
e−ελ − 1

ε
+ λ

)2

d〈E0
λf, f〉L2 −→ 0 as ε→ 0.

iii) Thanks to the analyticity of the semigroup and the closed graph theorem,
∆0P 0

t : L2 → L2 is a bounded operator. Hence, for fn → f in L2 we also get
∆0P 0

t fn → ∆0P 0
t f in L2 and thus

‖ |∇(P 0
t fn − P 0

t f)| ‖2L2 = −
ˆ
Y

(P 0
t fn − P 0

t f)∆0P 0
t (fn − f) −→ 0.

Without extra assumptions it is difficult to obtain the corresponding results in
the Lp-Sobolev spaces, by which we mean the following spaces: For p ∈ [1,∞] we set

Dp(E0) :={f ∈ D(E0) ∩ Lp(Y,m|Y )
∣∣ |∇f | ∈ Lp(Y,m|Y )}, (2.4.3)

Dp(∆
0) :={f ∈ D(∆0) ∩ Lp(Y,m|Y )

∣∣∆0f ∈ Lp(Y,m|Y )}. (2.4.4)

Corollary 2.4.3. Assume that m(Y ) < ∞ and let p ∈ [1, 2]. Then for f ∈ L2 ∩
Lp(Y,m|Y ) and t > 0:

i) If f ∈ Dp(E0), then P 0
t f ∈ Dp(E0).

ii) P 0
t+εf → P 0

t f with respect to ‖f‖W 1,p := ‖f‖Lp + ‖ |∇f | ‖Lp as ε → 0. The
same is true for t = 0 if f ∈ Dp(E0).

iii) P 0
t+εf−P 0

t f

ε → ∆0P 0
t f with respect to ‖ · ‖W 1,p as ε → 0. The same is true for

t = 0 if f ∈ Dp(∆
0).

Proof. It is all based on the fact that the finiteness of m implies that L2(Y,m|Y ) ⊂
Lp(Y,m|Y ) for every p ∈ [1, 2] by Hölder’s inequality:

∀f ∈ L2(Y,m|Y ) : ‖f‖pLp ≤ m(Y )
2−p
2 ‖f‖p

L2 .

i) Thanks to the above, we actually have Dp(E0) = D(E0). Since the analyticity
of the semigroup yields P 0

t f ∈ D(E0), we’re done.
ii) By the Hölder inequality we have ‖P 0

t+εf −P 0
t f‖W 1,p ≤ C‖P 0

t+εf −P 0
t f‖W 1,2 ,

so that the assertion follows by Lemma 2.4.2i).
iii) Same as in ii).
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Let us now introduce the semigroup mollification.

Lemma 2.4.4. Let η ∈ C∞c (0,∞) be a non-negative function such that
´∞

0 η(r) dr =
1. Given f ∈ Lp(Y,m|Y ), p ∈ [1,∞], define for ε > 0

h0
εf :=

1

ε

ˆ ∞
0

η
(r
ε

)
P 0
r f dr.

Then:

i) h0
εf ∈ Lp(Y,m|Y ) and h0

εf → f in Lp(Y,m|Y ) as ε→ 0.

ii) If fk ∈ Lp(Y,m|Y ) with fk → f in Lp(Y,m|Y ), then h0
εfk → h0

εf in Lp(Y,m|Y ).

iii) If f ∈ L2 ∩ Lp(Y,m|Y ), then h0
εf ∈ D(∆0) ∩ Lp(Y,m|Y ), ∆0h0

εf ∈ D(∆0) ∩
Lp(Y,m|Y ) and

∆0h0
εf = − 1

ε2

ˆ ∞
0

η′
(r
ε

)
P 0
r f dr. (2.4.5)

iv) If f ∈ D(∆0), then ∆0h0
εf → ∆0f in L2(Y,m|Y ).

Proof. i) The mollification is in Lp by

∥∥h0
εf
∥∥
Lp ≤

1

ε

ˆ ∞
0

η
(r
ε

)
‖P 0

r f‖Lp dr ≤ 1

ε

ˆ ∞
0

η
(r
ε

)
‖f‖Lp dr = ‖f‖Lp .

Similarly, convergence in Lp is obtained by

∥∥h0
εf − f

∥∥
Lp ≤

1

ε

ˆ ∞
0

η
(r
ε

)
‖P 0

r f − f‖Lp dr

=

ˆ ∞
0

η (s) ‖P 0
εsf − f‖Lp ds −→ 0 as ε→ 0.

ii) Same as i) with using the continuity of f 7→ P 0
t f instead of t 7→ P 0

t f .
iii) Since the Laplacian is a closed operator, we can interchange it with the

Bochner integral [EN00, Prop. C4]. By integration by parts we then have

∆0h0
εf =

1

ε

ˆ ∞
0
η
(r
ε

)
∆0P 0

r f dr =
1

ε

ˆ ∞
0
η
(r
ε

)
∂rP

0
r f dr = − 1

ε2

ˆ ∞
0
η′
(r
ε

)
P 0
r f dr.

iv) When f ∈ D(∆0), then ∆0P 0
t f = P 0

t ∆0f , so convergence in L2 follows by
i).

Lemma 2.4.5. i) Let f ∈ D(E0). Then h0
εf → f in D(E0).

ii) If f ∈ D(∆0) with ∆0f ∈ D(E0), then ∆0h0
εf → ∆0f in D(E0).

iii) Let fk, f ∈ L2(Y,m|Y ) with fk → f in L2(Y,m|Y ). Then h0
εfk → h0

εf in D(E0)
and ∆0h0

εfk → ∆0h0
εf in D(E0).
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Proof. i) We will again make use of the spectral decomposition. This lets us express
the semigroup mollification given f, g ∈ L2(Y,m|Y ) as

〈h0
εf, g〉L2 =

1

ε

ˆ ∞
0

η
(r
ε

)
〈Prf, g〉L2 dr =

1

ε

ˆ ∞
0

ˆ ∞
0

η
(r
ε

)
e−λr d〈E0

λf, g〉L2 dr.

Hence we get

E0(h0
εu− u) =

ˆ ∞
0

ˆ ∞
0

ˆ ∞
0

λ
1

ε2
η
(r
ε

)
η
(s
ε

)
(e−λr − 1)(e−λs − 1) d〈Eλf, g〉L2 dr ds

−→ 0 as ε→ 0.

ii) It follows directly from i) because for f ∈ D(∆0) we have ∆0h0
εf = h0

ε∆
0f .

iii) Using formula (2.4.5), we have

E0(h0
ε(fk − f)) =−

ˆ
Y
h0
ε(fk − f)∆0h0

ε(fk − f) dm

=− 1

ε2

ˆ ∞
0

η′
(r
ε

)ˆ
Y
h0
ε(fk − f)Pr(fk − f) dmdr

so that by the L2-convergence of the two factors we have the desired result. The
convergence of the Laplacians is shown analogously.

Corollary 2.4.6. Assume that m(Y ) <∞ and p ∈ [1, 2]. Then, if the functions are
in Dp(E0) or Dp(∆

0) respectively, the convergences in Lemma 2.4.5 hold with respect
to the norm ‖ · ‖W 1,p .

Proof. Follows as in Corollary 2.4.3 directly by Hölder’s inequality.

2.5 Optimal Transport and Curvature-Dimension Con-
dition

Here we recall the basics of optimal transport theory, discuss some useful characteri-
zations of geodesics in the Wasserstein space and introduce synthetic Ricci curvature
bounds for metric measure spaces. Apart from the books [Vil03,Vil09], a good in-
troduction can be found in [AG13].

Let (X, d) be a complete, separable metric space. LetM(X) be the set of finite
Radon measures on X (a measure for us will always be non-negative and might take
the value +∞), and

Mα(X) :=
{
µ ∈M(X)

∣∣µ(X) = α
}
, α ∈ (0,∞),

P(X) := M1(X),

Psub(X) :=
{
µ ∈M(X)

∣∣µ(X) ≤ 1
}

the sets of measures of mass α, of probability and of subprobability measures, re-
spectively. For p ∈ [1,∞), let

Pp(X) :=

{
µ ∈ P(X)

∣∣∣∣ ∃x0 ∈ X :

ˆ
X
d(x, x0)p dµ(x) <∞

}
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2.5 Optimal Transport and Curvature-Dimension Condition

be the probability measures with finite pth moment. Recall that in a complete,
separable space every finite Borel measure is Radon. Let C0

b (X) be the space of
bounded, continuous functions, and C0

c (X) the space of continuous functions with
compact support. A sequence of measures (µn)n∈N ⊂M(X) converges

• weakly to µ ∈M(X), if
ˆ
X
f dµn →

ˆ
X
f dµ as n→∞ (2.5.1)

for all f ∈ C0
b (X)

• vaguely to µ ∈M(X), if (2.5.1) holds for all f ∈ C0
c (X).

While for weak convergence also the total masses converge, in vague convergence
mass can be lost in the limit. Observe that vague convergence only makes sense
in locally compact spaces, since otherwise C0

c (X) might consist only of the zero
function. If µn → µ weakly in M(X) and Y ⊂ X open, then µn|Y → µ|Y vaguely
inM(X) since C0

c (Y ) ⊂ C0
b (X).

For µ ∈ M(X), a topological space Z, and a µ-measurable map T : X → Z, we
define the push-forward measure T]µ on Z by

T]µ(A) := µ(T−1(A)) for every Borel set A ⊂ Z.

We denote the natural projections of a product space to its factors by πi : X ×X →
X,πi(x1, x2) = xi.
Though the theory of optimal transport is often presented for probability measures,
it is actually the same when using finite measures of equal mass. Given two measures
µ, ν ∈Mα(X), a measure q ∈Mα(X ×X) is a coupling of µ and ν if its marginals
are µ and ν, respectively, i.e. if π1

] q = µ, π2
] q = ν. The set of all couplings between µ

and ν is denoted by Cpl(µ, ν). Using the direct method of the calculus of variations,
one gets the basic existence result for optimal transport problems.

Theorem 2.5.1. Let c : X ×X → R∪ {+∞} be lower semicontinuous and bounded
from below. Given µ, ν ∈Mα(X), the variational minimization problem

C(µ, ν) := inf

{ˆ
X×X

c(x, y) dq(x, y)

∣∣∣∣ q ∈ Cpl(µ, ν)

}
has a solution. Minimizers are called optimal couplings.

Given two measures µ, ν of the same mass and λ > 0, we get the scaling property
C(λµ, λν) = λC(µ, ν).
The most important cost functions are powers of the distance. Let p ∈ [1,∞) and
µ, ν ∈Mα(X). Then the p-Kantorovich-Wasserstein distance between µ and ν is

Wp(µ, ν) := inf

{ˆ
X
d(x, y)p dq(x, y)

∣∣∣∣ q ∈ Cpl(µ, ν)

} 1
p

. (2.5.2)

39



2 Preliminaries

These metrics are usually defined for probability measures only, but we will need
them also for measures of other masses. In the case p = 1, there is the following
“translation invariance”: given a further measure ξ, one has

W1(µ+ ξ, ν + ξ) = W1(µ, ν). (2.5.3)

Let us list some of the most important properties.

Theorem 2.5.2. Let (X, d) be a complete, separable metric space, p ∈ [1,∞). Then:

i) (Pp(X),Wp) is a complete and separable metric space, the so-called Wasserstein
space.

ii) (X, d) is compact if and only (Pp(X),Wp) is.

iii) A sequence µn ∈ Pp(X) converges to µ∗ ∈ Pp(X) with respect to Wp if and
only if µn → µ∗ weakly,ˆ

X
dp(·, x0) dµn →

ˆ
X
dp(·, x0) dµ∗ for some x0 ∈ X.

If p 6= 1, then:

iv) (X, d) is a length space if and only if (Pp(X),Wp) is.

v) (X, d) is a geodesic space if and only if (Pp(X),Wp) is.

It is interesting to study curves in the space Pp(X), especially in the case it is a
length or geodesic space. Recall the evaluation maps et : C

0([0, 1], X)→ X, et(γ) :=
γt for every t ∈ [0, 1]. Curves of measures can be constructed by taking a measure
on the space of curves, and then push-forwarding it by the evaluation maps: Given
Q ∈ P(C0([0, 1], X)), then t 7→ µt := (et)#Q is a curve in P(X). A crucial result
now says that Wp-geodesics (for p > 1) are indeed given that way, and that actually
in this case the measure Q is supported on the geodesics Geo(X). This is a quite
useful feature as it allows to work with geodesics on the base space instead of the
“abstract” curves of measures.

Proposition 2.5.3 ([AG13, Theorem 2.10], [Vil09, Theorem 7.21, Corollary 7.22]).
Let (X, d) be a complete, separable, geodesic metric space, and p ∈ (1,∞). Then the
following are equivalent:

(i) The curve (µt)t∈[0,1] ⊂ Pp(X) is a constant-speed geodesic.

(ii) There is a measure Q ∈ Pp(Geo(X)) such that (e0, e1)#Q is an optimal cou-
pling of µ0 and µ1, and µt = (et)#Q.

So, roughly speaking, geodesics in the space of measures are measures on the
space of geodesics. Let us show some variants which we will need later in this thesis.
Like the above theorem, they require to take measurable selections. Since we are
going to use it again later, we will cite a useful measurable selection theorem here.
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2.5 Optimal Transport and Curvature-Dimension Condition

Theorem 2.5.4 ([Bog07, Theorem 6.9.13]). Let (Ω,A, α) be a complete probability
space, let W be a Souslin space, and let G be a multivalued mapping from Ω to the
set of non-empty subsets of W such that its graph belongs to A⊗B(W ). Then, there
exists an (A,B(W ))-measurable mapping Γ: Ω → W such that Γ(ω) ∈ G(ω) for all
ω ∈ Ω.

Remark 2.5.5. a) As can be seen from the proof, it is not necessary to have a
probability measure. One could start with a σ-finite measure since this is
equivalent to a probability measure.

b) Complete, separable metric spaces are Souslin.

c) To use this theorem, the general strategy is to show that the graph is a closed
set, since then it is in particular measurable.

Most of the time it will be used to get a selection of geodesics or almost-geodesics
on which curves in the Wasserstein space are supported, so let us treat this situation
here.

Lemma 2.5.6. i) Let (X, d) be a complete, separable, geodesic space. Then there
exists a measurable selection Γ: X × X → C0([0, 1], X) such that for every
x, y ∈ X the curve Γ(x, y) is a geodesic connecting x and y.

ii) Let (X, d) be a complete, separable, length space and define the set of ε-geodesics
between two points as

Gε(x, y) := {γ ∈ C0([0, 1], X)
∣∣ γ0 = x, γ1 = y, |L(γ)− d(x, y)| ≤ ε}.

Then there exists a measurable selection Γε : X × X → C0([0, 1], X) with
Γε(x, y) ∈ Gε(x, y) for every x, y ∈ X.

Proof. i) Let Geo(x, y) := {γ ∈ C0([0, 1], X) | γ geodesic, γ0 = x, γ1 = y} be the
set of geodesics connecting x and y. Since X is a geodesic space, these sets are
non-empty. Let us show that the graph of this multivalued map is closed. Let
(xn, yn, γ

n) be a sequence such that γn ∈ Geo(xn, yn), (xn, yn) → (x, y) in X × X
and γn converges uniformly to γ∗ ∈ C0([0, 1], X). Then γ∗0 = x, γ∗1 = y, and

d(γ∗s , γ
∗
t ) = lim

n→∞
d(γns , γ

n
t ) = lim

n→∞
|s− t|d(γn0 , γ

n
1 ) = |s− t|d(γ∗0 , γ

∗
t ).

Hence γ∗ ∈ Geo(x, y). Now we can apply the above measurable selection theorem
with Ω = X ×X, W = C0([0, 1], X) and G = Geo, getting a measurable selection as
desired.

ii) Now with Gε instead, for a sequence (xn, yn, γ
n) with (xn, yn) → (x, y) and

γn ∈ Gε(xn, yn) uniformly converging to a curve γ∗ ∈ C0([0, 1], X), again the end-
points converge, and

|L(γ∗)− d(x, y)| ≤ lim inf
n→∞

|L(γn)− d(xn, yn)| ≤ ε

thanks to the lower semicontinuity of the length. Thus, also in this case we get the
desired measurable selection.
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The space (P1(X),W1) is always geodesic, since convex combinations between
measures are geodesic curves in this case. However, when the underlying space X is
a geodesic space, then we can actually choose geodesics in P1(X) that are supported
on geodesics in X. This even works in length spaces when taking almost-geodesics
instead of geodesics.

Proposition 2.5.7. i) Let (X, d) be a complete, separable, geodesic space. Then,
given µ0, µ1 ∈ P1(X), there is a W1-geodesic connecting them which is sup-
ported on geodesics in X.

ii) Let X be a complete, separable, length space. Then, given ε > 0 and µ0, µ1 ∈
P1(X), there exists an ε-W1-geodesic connecting them which is supported on
ε-geodesics in X.

Proof. The proof works exactly as in the above Proposition 2.5.3, so let us follow
the one of [AG13, Theorem 2.10].

i) Take an optimal coupling q ∈ Cpl(µ0, µ1), and a measurable selection of
geodesics Γ: X×X → Geo(X) such that Γ(x, y) is a geodesic between x and y, which
exists by the above Lemma 2.5.6. Then the measure Q := Γ#q is in P1(Geo(X))
and t 7→ µt := (et)#Q is a geodesic in P1(X) as can be seen from

W1(µs, µt) ≤
ˆ

Geo(X)
d(es(γ), et(γ)) dQ(γ)

=|s− t|
ˆ
X×X

d(x, y) dq(x, y)

=|s− t|W1(µ0, µ1).

ii) For every ε > 0 and x, y ∈ X let

Gε(x, y) := {γ ∈ C0([0, 1], X)
∣∣ γ0 = x, γ1 = y, |L(γ)− d(x, y)| ≤ ε}

be the set of ε-geodesics connecting x and y. By Lemma 2.5.6 we can take a measur-
able selection of almost-geodesics, i.e. Γε : X×X → C0([0, 1], X) such that Γε(x, y) ∈
Gε(x, y). Let q ∈ Cpl(µ0, µ1) be an optimal coupling. The measure Qε := (Γε)#q is
then supported on ε-geodesics. Let us show that the curve t 7→ µt := (et)#Qε is an
almost-geodesic in the space (P1(X),W1):

W1(µs, µt) ≤
ˆ
C0([0,1],X)

d(es(γ), et(γ)) dQε(γ)

≤
ˆ
C0([0,1],X)

|s− t|d(e0(γ), e1(γ)) + |s− t|εdQε(γ)

=|s− t|
ˆ
X×X

d(x, y) dq(x, y) + |s− t|ε

=|s− t|W1(µ0, µ1) + |s− t|ε.

where we used Lemma 2.1.7.
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2.5 Optimal Transport and Curvature-Dimension Condition

Let us now turn to synthetic Ricci curvature bounds. They are defined through
the convexity of the relative entropy.

Definition 2.5.8. The relative entropy is the functional Entm : M(X)→ (−∞,∞],

Entm(µ) :=


ˆ
X
ρ log ρdm, if µ = ρm

+∞, otherwise.

The domain of the entropy is denoted by D(Ent) := {µ ∈M(X)
∣∣ Entm(µ) <∞}.

By abuse of notation we will sometimes write Entm(f) instead of Entm(fm) for
a probability density f .

Definition 2.5.9. Let K ∈ R. A geodesic metric measure space (X, d,m) has Ricci
curvature bounded below by K (we also say: is a CD(K,∞) space) if the relative
entropy isK-convex in the Wasserstein space (P2(X),W2), i.e. if for every pair µ, ν ∈
D(Entm) ∩ P2(X) there is a constant-speed geodesic (µt)t∈[0,1] ⊂ D(Entm) ∩ P2(X)
with µ0 = µ, µ1 = ν such that for all t ∈ [0, 1]:

Entm(µt) ≤ (1− t) Entm(µ) + tEntm(ν)− K

2
t(1− t)W2(µ, ν)2. (2.5.4)

If (2.5.4) holds for every geodesic in D(Entm) ∩ P2(X), then (X, d,m) is called a
strong CD(K,∞) space.
If (X, d,m) is a CD(K,∞) space and infinitesimally Hilbertian, then we call it an
RCD(K,∞) space.

There are many important geometric and analytic consequences coming from the
RCD(K,∞) condition, which under some additional technical assumptions are even
equivalent to it.

Theorem 2.5.10. Let (X, d,m) be an RCD(K,∞) space. Then:

i) The heat flow Pt coincides with the EVIK flow of the entropy in the Wasser-
stein space, i.e. Ptµ for µ ∈ P2(X) satisfies that for every α ∈ P2(X) and
almost every t ∈ (0,∞):

d

dt

1

2
W 2

2 (Ptµ, α) ≤ Entm(α)− Entm(Ptµ)− K

2
W 2

2 (Ptµ, α).

ii) The heat flow satisfies the Wasserstein contraction result: for every t ≥ 0 and
µ, ν ∈ P2(X)

W2(Ptµ,Ptν) ≤ e−KtW2(µ, ν).

iii) The heat flow for functions satisfies the gradient estimate: for every t > 0 and
f ∈W 1,2(X, d,m)

|∇Ptf |2 ≤ e−2KtPt
(
|∇f |2

)
.

iv) The Bochner inequality holds: for every f ∈ D(∆) with ∆f ∈ W 1,2(X, d,m)
and all ϕ ∈ D∞(∆) with ϕ ≥ 0

1

2

ˆ
X

∆ϕ|∇f |2 dm−
ˆ
X
ϕ∇f · ∇∆f dm ≥ K

ˆ
X
ϕ|∇f |2 dm.
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Chapter 3

Gluing of Metric Measure Spaces

3.1 Gluing

Let (X, d,m) be an infinitesimally Hilbertian metric measure space, take an open
subset Y ⊂ X and denote Z := X \ Y . We now consider k ∈ N copies of X,
denoted by X1, . . . , Xk and identify these spaces with the original one via maps
ιi : X → Xi, i = 1, . . . , k, which send points x ∈ X to the corresponding points
in Xi. Each Xi is equipped with the metric di := d ◦ (ι−1

i , ι−1
i ) and the measure

mi := ιi#m, but we will usually suppress the indices and write d and m on every Xi.
Let Y i := ιi(Y ), Zi := ιi(Z). We define an equivalence relation by identifying the
points in the Zi’s:

Xi 3 x ∼ y ∈ Xj :⇔ (i = j and x = y) or
(
ι−1
i (x) ∈ Z and ι−1

i (x) = ι−1
j (y)

)
.

Definition 3.1.1. Given a metric measure space (X, d,m), the k-gluing of X along Z
is now obtained as the quotient of the disjoint union of the Xi under this equivalence
relation

X̂ :=

(
k⊔
i=1

Xi

)
/ ∼ .

Define a metric d̂ : X̂ × X̂ → R by

d̂(x, y) :=

 inf
p∈Z

(di(x, ιi(p)) + dj(ιj(p), y)) , if x ∈ Xi, y ∈ Xj , i 6= j

di(x, y), if x, y ∈ Xi.

For points in p ∈ Z we will subsequently drop the isometries ιi and for instance write
di(x, p) instead of di(x, ιi(p)).
As a measure we use m̂ := 1

k

∑k
i=1 m

i, meaning that for a Borel set A ⊂ X̂, we
consider the restrictions to the copies and set

m̂(A) :=
1

k

k∑
i=1

mi(A ∩Xi).

For the special case of gluing together only two copies, we also call the resulting
space the doubling of Y in X, and as indices we will use i ∈ {+,−}.

45



3 Gluing of Metric Measure Spaces

Remark 3.1.2. a) We can view Xi as a subset of X̂, since the canonical map tiXi →
X̂ restricted to Xi is injective.

b) In the following, we will also make use of the partition

X̂ =

(
k⊔
i=1

Y i

)
t Z.

c) As we are gluing together copies of the same space, we have that for x, y ∈ Xi

and j 6= i
di(x, y) = dj(ιj(ι

−1
i (x)), ιj(ι

−1
i (y))).

Proposition 3.1.3. Let (X, d) be a complete, separable metric space. Then:

i) (X̂, d̂) is a complete, separable metric space.

ii) If X is a geodesic space and Z = X \ Y is proper, then X̂ is a geodesic space.

iii) If X is a length space, then X̂ is a length space.

Proof. i) The construction is classical and can for instance be found in [BH99, p.67f,
Lemma 5.24] and [BBI01, Chapter 3]. For sake of completeness, we redo the proof
here.

The function d̂ is obviously non-negative, has a vanishing diagonal and is sym-
metric.

For the triangle inequality, let us start with the case that x, y ∈ Xi. Then if
z ∈ Xi, we have

d̂(x, y) = di(x, y) ≤ di(x, z) + di(z, y) = d̂(x, z) + d̂(z, y).

If on the other hand z ∈ Xj , j 6= i, let ε > 0 and take p, q ∈ Z such that

d̂(x, z) ≥ di(x, p) + dj(p, z)− ε and d̂(x, z) ≥ di(q, y) + dj(q, z)− ε.

Then, since dj(p, z) = di(p, ιi(ι
−1
j (z))),

d̂(x, z) + d̂(z, y) ≥ di(x, p) + dj(p, z) + di(q, y) + dj(q, z)− 2ε

= di(x, p) + di(p, ιi(ι
−1
j (z))) + di(q, y) + di(q, ιi(ι

−1
j (z)))− 2ε

≥ di(x, ιi(ι−1
j (z))) + di(ιi(ι

−1
j (z)), y)− 2ε

≥ di(x, y)− 2ε

= d̂(x, y)− 2ε.

The other cases are similar.
Let x, y ∈ X̂ with d̂(x, y) = 0. In case x, y ∈ Xi, then x = y by the definiteness

of d. Assume for a contradiction that x ∈ Y i, y ∈ Y j , i 6= j. Then for every n ∈ N
there is zn ∈ Z such that di(x, zn) + dj(zn, y) < 1

n . In particular zn converges both,
to x in (Xi, di) and to y in (Xj , dj). Since the copies Y i, Y j are open and disjoint
in X̂, this is a contradiction.
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Separability is clear by taking the union of the separable sets of the different
copies.

Turning to completeness, let (xn)n∈N ⊂ X̂ be a Cauchy sequence. Since we are
gluing together only finite number of copies, there is i ∈ {1, . . . , k} such that there is
an infinite subsequence with (xn`

)`∈N ⊂ Xi. This is a Cauchy sequence with respect
to di, hence there is a limit x∗ ∈ Xi which is also a limit in (X̂, d̂).

ii) Let x, y ∈ X̂. Then we have to find a midpoint. If x and y are in the same
copy, then we can just take the midpoint we get from that copy being a geodesic
space. So assume that x ∈ Y i, y ∈ Y j , i 6= j. Then there are zm ∈ Z such that
di(x, zm) +dj(zm, y)→ d̂(x, y). Hence (zm)m∈N is a bounded sequence in the proper
space Z, so we can extract a converging subsequence zm`

→ z∗ in di. But since
ιj(ι
−1
i (z)) = z for z ∈ Z, we also get the convergence dj(zm`

, y)→ dj(z
∗, y). Thus z∗

is a minimizer in the definition of d̂(x, y), i.e. d̂(x, y) = di(x, z
∗) + dj(z

∗, y). Assume
without loss of generality that di(x, z∗) ≥ dj(z

∗, y). Then we can take a geodesic
γ : [0, 1]→ Xi, γ0 = x, γ1 = z∗ and a time t∗ ∈ [0, 1] such that

d̂(x, γt∗) = di(x, γt∗) =
1

2
d̂(x, y) = di(γt∗ , z

∗) + dj(z
∗, y).

By a simple contradiction argument one sees that di(γt∗ , z∗) + dj(z
∗, y) = d̂(γt∗ , y),

meaning that we have found a midpoint.

iii) Let x, y ∈ X̂ and ε > 0. Now we have to find an ε-midpoint. If x and y are
in the same copy, then we can just take the almost-midpoint we get from that copy
being a length space. So assume that x ∈ Y i, y ∈ Y j , i 6= j. Then there is z ∈ Z
such that

di(x, z) + dj(z, y) ≤ d̂(x, y) + ε.

Assume without loss of generality that di(x, z) ≥ dj(z, y). Take a dyadic number
q ∈ (0, 1) such that∣∣∣∣12 d̂(x, y)− qdi(x, z)

∣∣∣∣ ≤ ε

2
and

∣∣∣∣12 d̂(x, y)− [(1− q)di(x, z) + dj(z, y)]

∣∣∣∣ ≤ ε

2
.

By taking “midpoints of midpoints”, the length property of Xi then provides us with
a point v ∈ Xi such that

|di(x, v)− qdi(x, z)| ≤
ε

2
and |di(v, z)− (1− q)di(x, z)| ≤

ε

2
.

Finally – having in mind that d̂(x, v) = di(x, v) for x, v ∈ Xi – this yields∣∣∣∣d̂(x, v)− 1

2
d̂(x, y)

∣∣∣∣ ≤ |di(x, v)− qdi(x, z)|+
ε

2
≤ ε

and ∣∣∣∣d̂(v, z)− 1

2
d̂(x, y)

∣∣∣∣ ≤ |di(v, z) + dj(z, y)− qdi(x, z)|+
ε

2
≤ ε.
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The same counterexample as in Remark 2.2.6 shows that we cannot omit the
assumption that X \ Y is proper to conclude that the glued space is geodesic.

The metric properties directly transfer to the Wasserstein space, see for instance
[Vil09].

Corollary 3.1.4. For p ∈ [1,∞), the Kantorovich-Wasserstein metric Ŵp obtained
from d̂ is a complete, separable metric on Pp(X̂). It is a length (resp. geodesic)
metric, if and only if d̂ is.

Lemma 3.1.5. Given an open set A ⊂ X̂, its restriction to a copy A ∩ Xi, i ∈
{0, . . . , k}, is open in (Xi, di). Analogously, for a closed set C ⊂ X̂, the restriction
C ∩ Xi is closed in (Xi, di). In particular, for a Borel set A ⊂ X̂, the restriction
A ∩Xi is a Borel set in (Xi, di).

Proof. Let x ∈ A∩Xi. Since A is open in (X̂, d̂), there is ε > 0 such that the ε-ball
with respect to d̂, B̂ε(x), is contained in A. Since d̂ = di on Xi ×Xi, we get

Bε(x) = Bε(x) ∩Xi ⊂ B̂ε(x) ∩Xi ⊂ A ∩Xi,

where Bε(x) is the ε-ball in (Xi, di) around x.
For closed sets just take complements of open sets.

Corollary 3.1.6. If X is compact, then also X̂ is compact.

Proof. Let {Û`}`∈N be an open cover of X̂. By the previous lemma, U i` := Û` ∩Xi

is an open cover for Xi. Hence, compactness of X gives us a finite subcover {U i`m}m
of Xi. Then {U i`m}m,i is a finite subcover for X̂.

Corollary 3.1.7. Let (X, d,m) be a metric measure space. Then (X̂, d̂, m̂) is a metric
measure space, i.e. the measure m̂ is a well-defined Borel measure on X̂ satisfying
the exponential integrability condition (2.3.1). In case m is a finite measure, m̂ is
also finite, and hence a Radon measure.

Proof. The above lemma shows that m̂ is a well-defined Borel measure, so we only
need to show the integrability condition. Let c > 0 and x0 ∈ X be such that (2.3.1)
holds for m. Note that once (2.3.1) holds for one x0 ∈ X, thanks to the triangle
inequality it holds for every other choice of x0, so we can assume without loss of
generality that x0 ∈ Z. Then

ˆ
X̂
e−cd̂

2(x,x0) dm̂ =
1

k

k∑
i=1

ˆ
Xi

e−cd
2
i (x,x0) dmi <∞.

Now we introduce some notation for dealing with functions on X̂.
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3.1 Gluing

Definition 3.1.8. Let ui : Xi → R, i = 1, . . . , k, be given by ui := u|Xi . Define the
mean value

ū : X → R, ū :=
1

k

k∑
i=1

ui ◦ ιi

and the “mean free” functions

◦
ui : X → R, ◦

ui := ui ◦ ιi − ū.

Observe that since the ui all coincide on Z, the ◦
ui are zero everywhere on Z.

Also, we have
k∑
i=1

◦
ui = 0. (3.1.1)

Notation: During the proof of Lemma 3.1.13 we will start to simplify notation,
by mostly omitting the identification maps ιi. Whenever a function ui now gets an
argument from X, it is understood as ui ◦ ιi and similar for u, ◦ui with ι−1

i .

Let (Ĉh, F̂) denote the Cheeger energy of the space (X̂, d̂, m̂).

Lemma 3.1.9. The space X̂ is infinitesimally Hilbertian and for every u ∈ F̂ , the
functions ui ◦ ιi are in F and

Ĉh(u) =
1

k

k∑
i=1

Ch(ui ◦ ιi).

Proof. This follows directly from the locality property of weak gradients in Lemma
2.3.5 by applying it to the open sets Y i and Z◦.

In particular, we get a Dirichlet form (Ê , D(Ê)) on X̂ by polarizing Ê(u) :=

2Ĉh(u) and setting D(Ê) := F̂ . This Dirichlet form has an associated strongly
continuous, contraction semigroup which we will denote by P̂t. The dual heat flow
on the space of measures will be denoted by P̂t.

Lemma 3.1.10. If u ∈ D(Ê), then ū ∈ D(E) and ◦
ui ∈ D(E0), i = 1, . . . , n.

Proof. Being in D(Ê) means Ĉh(u) <∞. By the previous lemma, this implies

k∑
i=1

1

k
Ch(ui ◦ ιi) = Ĉh(u) <∞.

Since each term is non-negative, Ch(ui ◦ ιi) < ∞ for every i = 1, . . . , k. Thus
ui ◦ ιi ∈ D(E) and also the linear combination ū ∈ D(E).

The other assertion follows from the fact that all the ui’s coincide on Z.

Now we are going to define a semigroup on X̂ and we will show that it actually
is the one corresponding to Ê .
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3 Gluing of Metric Measure Spaces

Definition 3.1.11. The glued semigroup PGLt : L2(X̂, m̂)→ L2(X̂, m̂) is defined by

PGLt u(x) := Ptū(ι−1
i (x)) + P 0

t
◦
ui(ι

−1
i (x)), if x ∈ Xi, i = 1, . . . , k. (3.1.2)

Also, define the approximated glued Dirichlet form EGLt : L2(X̂, m̂)×L2(X̂, m̂)→ R,

EGLt (u, v) := −1

t

ˆ
X̂
v(PGLt u− u) dm̂.

Remark 3.1.12. Observe that PGLt is well-defined, since ui = uj on Z for every
i, j = 1, . . . , k.

Lemma 3.1.13. The family of operators (PGLt )t>0 is a symmetric, strongly contin-
uous contraction semigroup on L2(X̂, m̂). In particular, there exists a corresponding
Dirichlet form (EGL, D(EGL)) connected to PGLt viaD(EGL) =

{
u ∈ L2(X̂, m̂)

∣∣∣ lim
t→0
EGLt (u) <∞

}
EGL(u, v) = lim

t→0
EGLt (u, v), for u, v ∈ D(EGL).

Proof. Symmetry: We use that Pt and P 0
t are symmetric with respect to m:

ˆ
X̂
uPGLt v dm̂ =

k∑
i=1

1

k

ˆ
Xi

ui
(
(Ptv̄) ◦ ι−1

i + (P 0
t
◦
vi) ◦ ι−1

i

)
dmi

=
k∑
i=1

1

k

ˆ
X
v̄Pt(ui ◦ ιi) +

◦
viP

0
t (ui ◦ ιi) dm

=
k∑

i,j=1

1

k2

ˆ
X

(vj ◦ ιj)Pt(ui ◦ ιi) + (vi ◦ ιi)P 0
t (ui ◦ ιi)− (vj ◦ ιj)P 0

t (ui ◦ ιi) dm

=
k∑

i,j=1

1

k2

ˆ
X

(vj ◦ ιj)Pt(ui ◦ ιi) + (vj ◦ ιj)P 0
t (uj ◦ ιj)− (vj ◦ ιj)P 0

t (ui ◦ ιi) dm

=
k∑
j=1

1

k

ˆ
X

(vj ◦ ιj)
1

k

k∑
i=1

Pt(ui ◦ ιi) + (vj ◦ ιj)

(
P 0
t (uj ◦ ιj)−

1

k

k∑
i=1

P 0
t (ui ◦ ιi)

)
dm

=

k∑
j=1

1

k

ˆ
X

(vj ◦ ιj)(Ptū+ P 0
t
◦
uj) dm =

ˆ
X̂
vPGLt udm̂.

From now on we will apply the abuse of notation introduced before. This is in order
to improve readability.

Semigroup property: First observe that on Xi we have PGL0 u = P0ū + P 0
0
◦
ui =

ū+ ui − ū = u. Denote v := PGLt u. Then vi = Ptū+ P 0
t
◦
ui. Now on Xi

PGLs PGLt u = PGLs v = Psv̄ + P 0
s
◦
vi =

1

k

k∑
j=1

Psvj + P 0
s vi −

1

k

k∑
j=1

P 0
s vj
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3.1 Gluing

=
1

k

k∑
j=1

Ps(Ptū+ P 0
t
◦
uj) + P 0

s (Ptū+ P 0
t
◦
ui)−

1

k

k∑
j=1

P 0
s (Ptū+ P 0

t
◦
uj)

=
1

k

k∑
j=1

Ps+tū+
1

k

k∑
j=1

PsP
0
t
◦
uj︸ ︷︷ ︸

=0

+P 0
s Ptū+ P 0

s+t
◦
ui −

1

k

k∑
j=1

P 0
s Ptū−

1

k

k∑
j=1

P 0
s+t

◦
uj︸ ︷︷ ︸

=0

=Ps+tū+ P 0
s+t

◦
ui = PGLs+tu,

where we used (3.1.1).

Contraction: To show the contraction property in L2(X̂, m̂), we first show that
PGLt is Markovian (i.e. positivity preserving and L∞-contractive in L2 ∩ L∞). By
symmetry of PGLt , we also get L1-contractivity. Using the Riesz-Thorin interpolation
theorem, we finally get contractivity in L2.

Let u ∈ L2 ∩ L∞(X̂, m̂) with 0 ≤ u ≤ 1. Then also 0 ≤ ui, ū ≤ 1. Then, on Xi,

PGLt u = Ptū+ P 0
t
◦
ui ≤ Ptū+ Pt

◦
ui = Ptui ≤ 1.

For the other side, we have to show PGLt u ≥ 0, which is equivalent to

P 0
t ū ≤ Ptū+ P 0

t ui.

But this holds true because P 0
t f ≤ Ptf for every f ∈ L2, and P 0

t ui ≥ 0.
Now we use that L1 is a subspace of the dual of L∞. For u ∈ L1 ∩ L2(X̂, m̂),

consider the bounded, linear functional ` : L∞(X̂, m̂) → R, `(v) :=
´
X̂ vP

GL
t udm̂.

The dual space norm of ` coincides with the L1-norm of PGLt u, thus

‖PGLt u‖L1(X̂) = sup
‖v‖L∞(X̂)≤1

ˆ
X̂
vPGLt udm̂ = sup

‖v‖L∞ (X̂)≤1

ˆ
X̂
PGLt vudm̂

≤ sup
‖v‖L∞ (X̂)≤1

ˆ
X̂
vudm̂ = ‖u‖L1(X̂).

Here we used the symmetry of PGLt and the L∞-contractivity.
Hence PGLt is a contraction in L1∩L2 and also in L∞∩L2. By the Riesz-Thorin

interpolation theorem, it is then also a contraction in L2.

Strong continuity: This follows directly from the strong continuity of Pt and P 0
t :

‖PGLt u− u‖2
L2(X̂)

=

ˆ
X̂

(
PGLt u− u

)2
dm̂ =

k∑
i=1

1

k

ˆ
Xi

(
Ptū+ P 0

t
◦
ui − ui

)2
dmi

=

k∑
i=1

1

k

ˆ
X

(
Ptū− ū+ P 0

t
◦
ui −

◦
ui
)2

dm

≤
k∑
i=1

2

k

ˆ
X

(Ptū− ū)2 +
(
P 0
t
◦
ui −

◦
ui
)2

dm
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3 Gluing of Metric Measure Spaces

=

k∑
i=1

2

k

(
‖Ptū− ū‖2L2(X) + ‖P 0

t
◦
ui −

◦
ui‖2L2(X)

)
−→ 0

as t→ 0.

Lemma 3.1.14. For every u, v ∈ L2(X̂, m̂):

EGLt (u, v) = Et(ū, v̄) +
1

k

k∑
i=1

E0
t (
◦
ui,

◦
vi). (3.1.3)

Proof. We just compute

EGLt (u, v) =− 1

t

ˆ
X̂
v
(
PGLt u− u

)
dm̂

=−
k∑
i=1

1

kt

ˆ
Xi

vi
(
Ptū+ P 0

t
◦
ui − ui

)
dmi

=−
k∑
i=1

1

kt

ˆ
X
vi
(
Ptū− ū+ P 0

t
◦
ui −

◦
ui
)

dm

=− 1

t

ˆ
X
v̄ (Ptū− ū) dm−

k∑
i=1

1

k

ˆ
X
vi
(
P 0
t
◦
ui −

◦
ui
)

dm

+
k∑
i=1

1

k

ˆ
X
v̄
(
P 0
t
◦
ui −

◦
ui
)

dm︸ ︷︷ ︸
=0 by (3.1.1)

= Et(ū, v̄) +
1

k

k∑
i=1

E0
t (
◦
ui,

◦
vi).

Lemma 3.1.15. If u ∈ D(EGL), then ū ∈ D(E) and ◦
ui ∈ D(E0), i = 1, . . . , k.

Proof. By definition and (3.1.3),

∞ > EGL(u) = lim
t→0
EGLt (u) = lim

t→0

(
Et(ū, v̄) +

1

k

k∑
i=1

E0
t (
◦
ui,

◦
vi)

)
.

Since the sum converges and every term is non-negative and non-decreasing as t→ 0,
the terms converge and we can interchange sum and limit to get

∞ > EGL(u) = lim
t→0
Et(ū, v̄) +

1

k

k∑
i=1

lim
t→0
E0
t (
◦
ui,

◦
vi) = E(ū, v̄) +

1

k

k∑
i=1

E0(
◦
ui,

◦
vi).
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3.2 The Case of Riemannian Manifolds

Now we come to the main theorem of this section, which identifies the semigroup
PGLt with the heat semigroup P̂t associated to Ê .

Theorem 3.1.16. The semigroups PGLt and P̂t coincide on L2(X̂, m̂) .

Proof. We will proof that the Dirichlet forms (EGL, D(EGL)) and (Ê , D(Ê)) coincide.
Let u, v ∈ D(Ê). By Lemma 3.1.14,

EGLt (u, v) = Et(ū, v̄) +
1

k

k∑
i=1

E0
t (
◦
ui,

◦
vi).

By Lemma 3.1.10, ū, v̄ ∈ D(E) and ◦
ui,

◦
vi ∈ D(E0), so that we can take the limit

t→ 0. This yields

EGL(u, v) = lim
t→0
EGLt (u, v) = lim

t→0

(
Et(ū, v̄) +

1

k

k∑
i=1

E0
t (
◦
ui,

◦
vi)

)

=E(ū, v̄) +
1

k

k∑
i=1

E0(
◦
ui,

◦
vi) = E(ū, v̄) +

1

k

k∑
i=1

E(
◦
ui,

◦
vi)

=E(ū, v̄) +
1

k

k∑
i=1

E(ui − ū, vi − v̄) =
1

k

k∑
i=1

E(ui, vi) = Ê(u, v),

where we used that E is an extension of E0. This also shows that D(Ê) ⊂ D(EGL).
The other direction works with the same argument but using Lemma 3.1.15 instead.

3.2 The Case of Riemannian Manifolds

When interested in curvature properties, gluing together Riemannian manifolds is a
delicate issue, since in general the glued Riemannian metric will only be continuous
and so one cannot define the curvature tensors. Schlichting [Sch12, Sch14] showed
that for the Ricci curvature (and various other curvature operators) a lower bound
is preserved under gluing in an approximate sense. We will now use this result to
show that the doubling is an RCD(K,∞) space.

Theorem 3.2.1. Let (M, g) be a complete, n-dimensional Riemannian manifold
with Ricci curvature bounded below by K ∈ R. Let Y ⊂ M be an open, bounded,
convex subset with a smooth, compact boundary. We set X := Y and equip it with
the Riemannian distance d and volume measure m. Then the 2-gluing of (X, d,m)
along ∂Y , denoted by (X̂, d̂, m̂), is an RCD(K,n) space.

Proof. First observe that the gluing of Riemannian manifolds yields a continuous
Riemannian metric

ĝ(p) =

{
g+(p), if p ∈ Y +

g−(p), if p ∈ Y −,

53



3 Gluing of Metric Measure Spaces

whose Riemannian distance and volume measure are dĝ = d̂ and mĝ = 2m̂ in terms
of our metric gluing.

By convexity, the submanifold Y satisfies the same lower bound on the Ricci
curvature and the boundary ∂Y has non-negative second fundamental form. The
result in [Sch12,Sch14] now ensures that there is a sequence of smooth Riemannian
metrics ĝε on the glued manifold X̂ converging to ĝ uniformly as ε → 0 and such
that

Ricĝε ≥ (K − ε).

Thus we get a sequence of smooth, compact metric measure spaces (X̂, dĝε ,mĝε)
which satisfy the RCD(K−ε, n) condition. The stability of the RCD-condition under
measured Gromov-Hausdorff convergence together with the convergence result in the
following lemma completes the proof.

Lemma 3.2.2. Let (gε)ε>0 be a sequence of smooth Riemannian metrics and g a
continuous Riemannian metric on a compact, smooth manifold M. If gε → g uni-
formly as ε → 0, then (M, dε,mε) → (M, d,m) in the measured Gromov-Hausdorff
sense, where dε,mε and d,m are the distance functions and volume measures obtained
by gε and g, respectively.

Proof. First, we have to show that for every δ > 0 there is ε∗ = ε∗(δ) > 0 such
that for every ε < ε∗ the identity id : (X, dε) → (X, d) is a δ-isometry. Being a
δ-isometry in this case means that for every x, y ∈ X we have |dε(x, y)− d(x, y)| < δ
(i.e. uniform convergence).

By the uniform convergence of gε and the uniform continuity of the square root,
we have uniform convergence of

√
gε(v, v) =: |v|ε → |v| :=

√
g(v, v), which means

that given δ > 0, there is ε∗ > 0 such that for ε < ε∗ and all p ∈ M, v ∈ TpM we
have

|v| − δ < |v|ε < |v|+ δ.

Integrating over the speed of curves γ : [0, 1]→M yields
ˆ 1

0
|γ̇| ds− δ <

ˆ 1

0
|γ̇|ε ds <

ˆ 1

0
|γ̇| ds+ δ.

Now taking the infimum over all curves connecting x and y, we finally have

d(x, y)− δ < dε(x, y) < d(x, y) + δ.

By the uniform convergence of gε, this reasoning is independent of the points x and
y, thus we have uniform convergence dε → d which means we found δ-isometries.

Now we have to show that the push-forward measures id#mε converge weakly to
m. But this follows by observing that in coordinates the volume measure has the
density

√
|det gε|, which still converges uniformly.
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Chapter 4

Transportation Distances for
Subprobability Measures

This chapter aims to introduce a metric on the space of subprobability measures.
Our approach is based on a heuristic particle interpretation that involves also an-
tiparticles. Particles can change to antiparticles when they hit the boundary. In
contrast to the classical particle interpretation of the heat equation with Dirichlet
boundary conditions, the particles do not get killed at the boundary, but reflected
and thereby possibly changing to antiparticles. However, using this intuitive idea,
we only get a function that does not satisfy the triangle inequality. Instead, we will
study the induced metric and the further induced length metric in detail.

In all of this chapter we will assume that (X, d) is a complete, separable metric
space and Y ⊂ X a non-trivial, open subset, i.e. such that ∅ 6= Y 6= X. Additional
assumptions are given in the beginnings of the sections, if needed.

4.1 Charged Probability Measures and Identification with
the Doubled Space

By abuse of notation we will often call Z := X \Y the boundary of Y despite it being
different from the topological boundary ∂Y in general. While the distance between
two particles – as well as between two antiparticles – at locations x, y ∈ X is d(x, y),

x

y

Figure 4.1: Distance between a particle and an antiparticle.
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4 Transportation Distances for Subprobability Measures

σ+ = σ++ + σ+−

σ− = σ−+ + σ−−

τ+ = τ++ + τ−+

τ− = τ+− + τ−−

q++

q+−

q−+

q−−

Figure 4.2: Decomposition of charged measures.

the distance between a particle at x ∈ X and an antiparticle at y ∈ X is given by

d∗(x, y) := inf
z∈X\Y

[
d(x, z) + d(z, y)

]
,

see Figure 4.1. This expresses our heuristic idea that particles can change to antipar-
ticles when they hit the boundary. To use the idea of particles and antiparticles, we
use pairs of measures:

Definition 4.1.1. The space of charged probability measures is

P̃(Y |X) :=
{
σ = (σ+, σ−)

∣∣∣σ± ∈ Psub(X), σ+|X\Y = σ−|X\Y ,

σ+(X) + σ−(X) = 1
}
.

The subprobability σ+ represents a distribution of particles whereas σ− repre-
sents a distribution of antiparticles. When at the same place, they annihilate, so what
is left is the effective measure σ+ − σ−, supported on Y . Denote by σ0 := σ+ − σ−
the effective measure and by σ := σ+ + σ− the total measure. Observe that σ0 is in
general a signed measure. However, we will mostly use charged measures with σ0 ≥ 0
since we usually start with a given subprobability µ and choose an appropriate σ
with σ0 = µ.
A problem in defining a “transport” metric for subprobabilities is that it does not
make sense to look for couplings between measures of unequal mass. To overcome
this difficulty we interpret given measures µ, ν ∈ Psub(Y ) as effective measures of
some σ, τ ∈ P̃(Y |X). For charged measures, we will now define the Lp-transportation
distance. We have to distinguish between transports from particles to antiparticles
(and vice versa), and transports between particles and particles (or antiparticles and
antiparticles), because the former use the metric d∗ whereas the latter use d. To
do so, given σ, τ ∈ P̃(Y |X), we take a coupling q ∈ Cpl(σ, τ) between the total
measures and decompose it in the following way. Since σi ≤ σ, there are densities
such that σi = uiσ, i ∈ {+,−}, and analogously there are functions vj , j ∈ {+,−}
such that τ j = vjτ . Setting
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4.1 Charged Probability Measures and Identification with the Doubled Space

dqij(x, y) := ui(x)vj(y) dq(x, y)

and
σij(·) := q(·, X), τ ij(·) := q(X, ·),

we obtain a decomposition

q = q++ + q+− + q−+ + q−−, σi = σi+ + σi−, τ j = τ+j + τ−j

such that qij ∈ Cpl(σij , τ ij), i, j ∈ {+,−}, see Figure 4.2. Given this decomposition,
we can now give the following definition.

Definition 4.1.2. For p ∈ [1,∞), we define the Lp-transportation cost between
charged probability measures

W̃p(σ, τ) := inf
q∈Cpl(σ,τ)

{ˆ
X×X

d(x, y)p dq++(x, y) +

ˆ
X×X

d∗(x, y)p dq+−(x, y)

+

ˆ
X×X

d∗(x, y)p dq−+(x, y) +

ˆ
X×X

d(x, y)p dq−−(x, y)

}1/p

.

(4.1.1)

We further define

P̃p(Y |X) :=

{
σ ∈ P̃(Y |X)

∣∣∣ W̃p

(
σ,

(
1

2
δx,

1

2
δx

))
<∞ for some/all x ∈ X

}
.

Lemma 4.1.3. The map µ 7→ (1
2µ,

1
2µ) defines an isometric embedding of Pp(X)

into P̃p(Y |X).

Proof. Using that d(x, y) ≤ d∗(x, y), we have for every admissible coupling q ∈
Cpl(1

2µ+ 1
2µ,

1
2ν + 1

2ν):
ˆ
X×X

d(x, y)p dq++(x, y) +

ˆ
X×X

d∗(x, y)p dq+−(x, y)

+

ˆ
X×X

d∗(x, y)p dq−+(x, y) +

ˆ
X×X

d(x, y)p dq−−(x, y)

≥
ˆ
X×X

d(x, y)p dq++(x, y) +

ˆ
X×X

d(x, y)p dq+−(x, y)

+

ˆ
X×X

d(x, y)p dq−+(x, y) +

ˆ
X×X

d(x, y)p dq−−(x, y)

≥
ˆ
X×X

d(x, y)p dq(x, y)

≥ Wp(µ, ν)p.

On the other hand, every coupling q ∈ Cpl(µ, ν) in the definition ofWp(µ, ν) is also an
admissible coupling for W̃p with decomposition q++ = q−− = 1

2q and q
+− = q−+ ≡ 0,

so we also have Wp ≥ W̃p.
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We will now show that (P̃p(Y |X), W̃p) can be isometrically identified with the
Wasserstein space (Pp(X̂), Ŵp) over X̂. This identification is very useful and for
instance immediately tells us that (P̃p(Y |X), W̃p) is a complete separable metric
space. Since we only look at two copies of Y ⊂ X, we index the different copies in
the glued space by Y + and Y − instead of the numerical indices in Subsection 3.1.
Still, Z := X \ Y and X̂ = (X+ tX−) / ∼. As we are dealing now with measures
which are not equal on the different copies of X, in this section we do keep track of
the identification maps ιi, i ∈ {+,−}. Every subset used in this section is assumed
to be a Borel-measurable set in the space it is taken from.

Lemma 4.1.4. The maps Φ : P̃(Y |X)→ P(X̂) and Ψ : P(X̂)→ P̃(Y |X), given by

Φ((σ+, σ−))(A) := σ+(ι−1
+ (A ∩ Y +)) + σ−(ι−1

− (A ∩ Y −))

+ σ+(ι−1
+ (A ∩ Z)) + σ−(ι−1

− (A ∩ Z))

for A ⊂ X̂ and

Ψ(σ̂)i(B) := σ̂(ιi(B) ∩ Y i) +
1

2
σ̂(ιi(B) ∩ Z), i ∈ {+,−},

for B ⊂ X, respectively, are inverse to each other.

Proof. Let us first check that the maps are well-defined. For Φ this simply is

Φ((σ+, σ−))(X̂) = σ+(Y +) + σ−(Y −) + σ+(Z) + σ−(Z) = σ+(X) + σ−(X) = 1

For Ψ we first observe that

Ψ(σ̂)+(X) + Ψ(σ̂)−(X) := σ̂(Y +) +
1

2
σ̂(Z) + σ̂(Y −) +

1

2
σ̂(Z) = σ̂(X̂) = 1.

By definition it is clear that Ψ(σ̂)+
∣∣
Z

= Ψ(σ̂)−
∣∣
Z
. Hence both maps are well-defined.

Now let us check that Φ ◦ Ψ = idP(X̂). Let σ̂ ∈ P(X̂) and A ⊂ X̂ be measurable.
Then

Φ ◦Ψ(σ̂)(A) = Φ((Ψ(σ̂)+,Ψ(σ̂)−))(A)

= Ψ(σ̂)+(ι−1
+ (A ∩ Y +)) + Ψ(σ̂)−(ι−1

− (A ∩ Y −)) + Ψ(σ̂)+(ι−1
+ (A ∩ Z))

+ Ψ(σ̂)−(ι−1
− (A ∩ Z))

= σ̂(ι+(ι−1
+ (A ∩ Y +)) ∩ Y +) +

1

2
σ̂(ι+(ι−1

+ (A ∩ Y +)) ∩ Z)

+ σ̂(ι−(ι−1
− (A ∩ Y −)) ∩ Y −) +

1

2
σ̂(ι−(ι−1

− (A ∩ Y −)) ∩ Z)

+ σ̂(ι+(ι−1
+ (A ∩ Z) ∩ Y +) +

1

2
σ̂(ι+(ι−1

+ (A ∩ Z)) ∩ Z)

+ σ̂(ι−(ι−1
− (A ∩ Z)) ∩ Y −) +

1

2
σ̂(ι−(ι−1

− (A ∩ Z)) ∩ Z)

= σ̂(A ∩ Y +) + σ̂(A ∩ Y −) +
1

2
σ̂(A ∩ Z) +

1

2
σ̂(A ∩ Z)
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= σ̂(A).

We are left with showing that Ψ ◦ Φ = idP̃(Y |X). Let σ = (σ+, σ−) ∈ P̃(Y |X)
and B ⊂ X be measurable. Then

Ψ ◦ Φ(σ)+(B) = Φ(σ)(ι+(B) ∩ Y +) +
1

2
Φ(σ)(ι+(B) ∩ Z)

= σ+(ι−1
+ (ι+(B) ∩ Y + ∩ Y +)) + σ−(ι−1

− (ι+(B) ∩ Y + ∩ Y −))

+ σ+(ι−1
+ (ι+(B) ∩ Y + ∩ Z)) + σ−(ι−1

− (ι+(B) ∩ Y + ∩ Z))

+
1

2
σ+(ι−1

+ (ι+(B) ∩ Z ∩ Y +)) +
1

2
σ−(ι−1

− (ι+(B) ∩ Z ∩ Y −))

+
1

2
σ+(ι−1

+ (ι+(B) ∩ Z ∩ Z)) +
1

2
σ−(ι−1

− (ι+(B) ∩ Z ∩ Z))

= σ+(B ∩ Y ) +
1

2
σ+(B ∩ Z) +

1

2
σ−(B ∩ Z)

= σ+(B),

since σ+
∣∣
Z

= σ−
∣∣
Z
, and analogously for Ψ ◦ Φ(σ)−.

Lemma 4.1.5. Φ and Ψ are isometries between (P̃p(Y |X), W̃p) and (Pp(X̂), Ŵp)
for every p ∈ [1,∞).

Proof. We will show that

Ŵp(σ̂, τ̂) = W̃p(Ψ(σ̂),Ψ(τ̂)).

Let q̂ ∈ Cpl(σ̂, τ̂). Then we have to construct a coupling q ∈ Cpl(Ψ(σ̂),Ψ(τ̂)) giving
the same cost. Given a set A ⊂ X×X, we will define q by defining the decomposition
qij by embedding A into the “Xi ×Xj”.

X ×X

︸ ︷︷ ︸
Y

Y


Y × Y

Y × Z

Figure 4.3: Decomposition of X ×X to define the coupling.

Let Aij := ιij(A) := {(ιi(x1), ιj(x2))
∣∣ (x1, x2) ∈ A}. Then, for i, j ∈ {+,−}, we

define

qij(A) := q̃ij(A ∩ (Y × Y )) +
1

2
q̃ij(A ∩ (Y × Z)) +

1

2
q̃ij(A ∩ (Z × Y ))
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+
1

4
q̃ij(A ∩ (Z × Z))

:= q̂(Aij ∩ (Y i × Y j)) +
1

2
q̂(Aij ∩ (Y i × Z)) +

1

2
q̂(Aij ∩ (Z × Y j))

+
1

4
q̂(Aij ∩ (Z × Z)),

see Figure 4.3. Observe that q̃ij(A∩(Y×Y )) = q̂(ιij(A∩(Y×Y ))) = (ι−1
ij )#q̂(A∩(Y×

Y )) and similarly for the other terms. This seemingly complicated decomposition
into 4 terms instead of just taking “ q̂(Aij)” is necessary because otherwise we would
count the parts on the boundary wrong. As a candidate for a coupling between Ψ(σ̂)
and Ψ(τ̂) we define

q(A) := q++(A) + q+−(A) + q−+(A) + q−−(A). (4.1.2)

Let us first show that it is a probability measure on X ×X:∑
i,j∈{+,−}

qij(X ×X) =
∑

i,j∈{+,−}

[
q̂(Y i × Y j) +

1

2
q̂(Y i × Z)

+
1

2
q̂(Z × Y j) +

1

4
q̂(Z × Z)

]
= q̂(X̂ × X̂) = 1,

since the sum is a disjoint partition of X̂ × X̂ = (Y + t Y − t Z)× (Y + t Y − t Z).

Next we show that it is indeed a coupling. Taking a subset A ⊂ X and defining
Ai := ιi(A), we evaluate (4.1.2) at A := A×X:

q(A×X) = q̂((A+ ∩ Y +)× Y +) +
1

2
q̂((A+ ∩ Y +)× Z) +

1

2
q̂((A+ ∩ Z)× Y +)

+
1

4
q̂((A+ ∩ Z)× Z) + q̂((A+ ∩ Y +)× Y −) +

1

2
q̂((A+ ∩ Y +)× Z)

+
1

2
q̂((A+ ∩ Z)× Y −) +

1

4
q̂((A+ ∩ Z)× Z) + q̂((A− ∩ Y −)× Y +)

+
1

2
q̂((A− ∩ Y −)× Z) +

1

2
q̂((A− ∩ Z)× Y +) +

1

4
q̂((A− ∩ Z)× Z)

+ q̂((A− ∩ Y −)× Y −) +
1

2
q̂((A− ∩ Y −)× Z) +

1

2
q̂((A− ∩ Z)× Y −)

+
1

4
q̂((A− ∩ Z)× Z)

= q̂((A+ ∩ Y +)× X̂) + q̂((A− ∩ Y −)× X̂) +
1

2
q̂((A+ ∩ Z)× X̂)

+
1

2
q̂((A− ∩ Z)× X̂)

= σ̂(A+ ∩ Y +) + σ̂(A− ∩ Y −) +
1

2
σ̂(A+ ∩ Z) +

1

2
σ̂(A− ∩ Z)

= Ψ(σ̂)+(A) + Ψ(σ̂)−(A) = Ψ(σ̂)(A).
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This works analogously for A = X × A and Ψ(τ̂). We are left to show that this
coupling used in the definition of W̃2 gives the same value as Ŵ2(σ̂, τ̂). Let us only
discuss one term in order to simplify the exposition.

ˆ
X×X

d(x, y)p dq++(x, y)

=

ˆ
Y×Y

d(x, y)p dq̃++(x, y) +
1

2

ˆ
Y×Z

d(x, y)p dq̃++(x, y)

+
1

2

ˆ
Z×Y

d(x, y)p dq̃++(x, y) +
1

4

ˆ
Z×Z

d(x, y)p dq̃++(x, y)

=

ˆ
Y +×Y +

d(x, y)p dq̂(x, y) +
1

2

ˆ
Y +×Z

d(x, y)p dq̂(x, y)

+
1

2

ˆ
Z×Y +

d(x, y)p dq̂(x, y) +
1

4

ˆ
Z×Z

d(x, y)p dq̂(x, y)

where we abused notation once more by omitting the identification maps ιi. Taking
into account that d(x, y) = d∗(x, y) in case at least one of the two points is lying
in Z, and adding all the terms up, we indeed see that with this choice of q we have
Ŵp(σ̂, τ̂) ≥ W̃p(Ψ(σ̂),Ψ(τ̂)).

For the other direction, given q ∈ Cpl(Ψ(σ̂),Ψ(τ̂)) we have to construct a suitable
q̂ ∈ Cpl(σ̂, τ̂). Given a set B ⊂ X̂ × X̂, define Bij := B ∩ (Xi ×Xj) and

q̂(B) :=
∑

i,j∈{+,−}

qij(ι−1
ij (Bij)).

With similar arguments as above one sees that indeed q̂ is a coupling of σ̂ and τ̂ with
the same cost. Hence we also have Ŵp(σ̂, τ̂) ≤ W̃p(Ψ(σ̂),Ψ(τ̂)).

Lemma 4.1.6. For each p ∈ [1,∞), W̃p is a complete separable metric on P̃p(Y |X).
It is a length metric if d is a length metric; P̃p(Y |X) is compact if X is compact.

Proof. This is an immediate consequence of the isometry between P̃p(Y |X) and
Pp(X̂), together with Lemma 3.1.3.

4.2 Transportation-Annihilation Pre-Distance

From now on, we assume our space X to be a length space, so that in particular also
(P̃p(Y |X), W̃p) is a length space.

We will now use the metric for charged probability measures to define a semi-metric
between subprobabilities. The idea is that we interpret a subprobability measure as
a distribution of particles and complete them to a charged probability by adding the
same amount of particles and antiparticles which in the effective measure annihilate,
see Figure 4.4.
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particles

antiparticles

µ
ν

ρ

ρ

η

η

Figure 4.4: Charged measures in the definition of the transportation-annihilation
pre-distance.

Definition 4.2.1. For µ, ν ∈ Psub(Y ) and p ∈ [1,∞) we define

W 0
p (µ, ν) := inf

{
W̃p(σ, τ)

∣∣∣σ, τ ∈ P̃(Y |X), σ0 = µ, τ0 = ν
}

= inf
{
W̃p

(
(µ+ ρ, ρ), (ν + η, η)

) ∣∣∣ ρ, η ∈ Psub(X), (µ+ 2ρ)(X) = 1,

(ν + 2η)(X) = 1
}
,

called the transportation-annihilation pre-distance. Moreover, we put

Psubp (Y ) :=
{
µ ∈ Psub(Y )

∣∣W 0
p (µ, δy) <∞ for some/all y ∈ Y

}
.

Remark 4.2.2. a) The infima in the previous Definition will be attained if X is
compact. Observe that without compactness this is not clear because we don’t
know if minimizing sequences (σn)n, (τn)n are tight.

b) If µ and ν are probability measures, then W 0
p (µ, ν) coincides with the usual

Lp-Kantorovich-Wasserstein metric Wp(µ, ν).

c) In general, W 0
p will not satisfy the triangle inequality. For instance, let X =

R, Y = (−3, 3), µ = δ−2, ν = δ2, ξ = 0. Then

W 0
p (µ, ν) = Wp(δ−2, δ2) = 4,

but

W 0
p (µ, ξ) = inf

τ=(τ1,τ1)
W̃p((δ−2, 0), (τ1, τ1)) ≤ W̃p

(
(δ−2, 0) ,

(
1

2
δ−3,

1

2
δ−3

))
= 1,

i.e.
4 = W 0

p (µ, ν) 6≤W 0
p (µ, ξ) +W 0

p (ξ, ν) = 2.
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particles

antiparticles

µ

ν
ρ

ρ

η

η

µ1

µ2

µ3

ν1

η+1

η−1

Figure 4.5: Decomposition of W 0
p (µ, ν) in Lemma 4.2.5.

This definition is impractical for another reason than just the lack of a triangle
inequality: given a sequence (µn)n and a measure µ, to study W 0

p (µn, µ) we get se-
quences (σn)n, (τn)n ∈ P̃p(Y |X) where τ0

n = µ. This means we cannot choose a fixed
charged measure representing µ, but it also depends on the element in the sequence
we are comparing it with. This makes it hard to extract converging subsequences in
the case that the base space is not compact because in principle the added masses
in τn could wander off to infinity. The rest of this section will be devoted to de-
rive more useful characterizations of W 0

p through more conventional terms. In these
descriptions, a related transportation cost appears:

Definition 4.2.3. Given subprobability measures µ, ν ∈ Psub(X) with equal mass
µ(X) = ν(X), we define the transport cost with respect to d∗:

W ∗p (µ, ν)p := inf
q∈Cpl(µ,ν)

ˆ
X×X

d∗(x, y)p dq(x, y).

Further, we introduce

W ∗p (µ) :=
1

2
W ∗p (µ, µ).

Both functions will be referred to as annihilation costs.

Remark 4.2.4. W ∗p is symmetric in its arguments and satisfies the triangle inequality
but typically W ∗p (µ, µ) 6= 0, so it is a meta-metric.

A first, easy step consists in decomposing the transport between (µ + ρ, ρ) and
(ν + η, η) into nine transports, see Figure 4.5.

Lemma 4.2.5. Let µ, ν ∈ Psubp (Y ). Then

W 0
p (µ, ν)p = inf

{
Wp(µ1, ν1)p +Wp(µ2, η

+
1 )p +W ∗p (µ3, η

−
1 )p

+Wp(ρ
+
1 , ν2)p +Wp(ρ

+
2 , η

+
2 )p +W ∗p (ρ+

3 , η
−
2 )p
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+W ∗p (ρ−1 , ν3)p +W ∗p (ρ−2 , η
+
3 )p +Wp(ρ

−
3 , η

−
3 )p

∣∣∣ (4.2.1)

µ = µ1 + µ2 + µ3, ρ = ρ+
1 + ρ+

2 + ρ+
3 = ρ−1 + ρ−2 + ρ−3 ,

ν = ν1 + ν2 + ν3, η = η+
1 + η+

2 + η+
3 = η−1 + η−2 + η−3 ,

(µ+ 2ρ)(X) = 1, (ν + 2η)(X) = 1
}
.

The decompositions implicitly require the coupled measures to have the same mass,
so for instance µ1(X) = ν1(X) etc.

Proof. Given ε > 0, let ρ, η ∈ Psub(X) such that W 0
p (µ, ν) + ε > W̃p((µ, ρ, ρ), (ν +

η, η)). We will switch to the setting of the glued space for convenience. Thus,
we will now consider the measures Φ((µ + ρ, ρ)) and Φ((ν + η, η)) on P(X̂). By
abuse of notation we will stick to the names of the measures and add pluses and
minuses depending on whether they are measures on the upper or lower part of the
glued space. Let q ∈ Cpl(µ+ + ρ+ + ρ−, ν+ + η+ + η−) be an optimal coupling for
Ŵp(µ

+ +ρ+ +ρ−, ν+ +η+ +η−). Now we disintegrate q with respect to µ+ +ρ+ +ρ−,
getting a family of measures (qx)x∈X̂ . For (µ+ + ρ+ + ρ−)-almost every x ∈ X̂, qx
is absolutely continuous with respect to ν+ + η+ + η−: Indeed, given a set B ⊂ X̂
with (ν+ + η+ + η−)(B) = 0, we have

0 = (ν+ + η+ + η−)(B) = q(X̂ ×B) =

ˆ
X̂
qx(B) d(µ+ + ρ+ + ρ−)(x),

thus qx(B) = 0 for (µ+ + ρ+ + ρ−)-almost every x ∈ X̂. Denote the density by

ϕ(x, y) :=
dqx

d(ν+ + η+ + η−)
(y).

If we now for instance define

dµ1(x) :=

(ˆ
X̂
ϕ(x, y) dν+(y)

)
dµ+(x), dν1(y) :=

(ˆ
X̂
ϕ(x, y) dµ+(x)

)
dν+(y),

then ϕ(x, y) dµ+(x) dν+(y) is an optimal coupling for µ1 and ν1. Analogously defin-
ing the remaining 14 measures in (4.2.1), we get 9 couplings, the sum of which is
the original coupling q. Optimality of these “partial” couplings is inherited because
if there were better ones for the 9 terms, then the sum of those 9 couplings would
be again a coupling for µ+ + ρ+ + ρ− and ν+ + η+ + η−, but with a lower cost,
which is a contradiction to the optimality of q. Thus, for every ε > 0 we found a
decomposition into 9 terms that is ε-close to W 0

p (µ, ν).

For p = 1 many of the a priori possible ways of transporting mass in this formula
are not necessary and we can simplify it to a more convenient representation which
does not need the additional measures ρ and η. However, for p > 1 we only get an
upper bound.

Lemma 4.2.6. i) For p ∈ [1,∞) and all µ, ν ∈ Psubp (Y )

W 0
p (µ, ν)p ≤ inf

{
Wp(µ1, ν1)p +W ∗p (µ0)p +W ∗p (ν0)p

∣∣∣
µ = µ1 + µ0, ν = ν1 + ν0, (µ+ ν0)(X) ≤ 1, (ν + µ0)(X) ≤ 1

}
.
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ii) For µ, ν ∈ Psub1 (Y )

W 0
1 (µ, ν) = inf

{
W1(µ1, ν1) +W ∗1 (µ0) +W ∗1 (ν0)

∣∣∣
µ = µ1 + µ0, ν = ν1 + ν0, (µ+ ν0)(X) ≤ 1, (ν + µ0)(X) ≤ 1

}
.

Remark 4.2.7. As one can see from the proof, part ii) is actually true without as-
suming X to be a length space.

Proof of Lemma 4.2.6. i) In the previous Lemma 4.2.5 choose the decomposition
ρ+

3 = η−2 = ρ−2 = η+
3 = 0 and ρ+

2 = η+
2 = ρ−3 = η−3 , so that

W 0
p (µ, ν)p ≤ inf

{
Wp(µ1, ν1)p +Wp(µ2, η

+
1 )p +W ∗p (µ3, η

−
1 )p +Wp(ρ

+
1 , ν2)p

+W ∗p (ρ−1 , ν3)p
∣∣ (µ+ 2ν2)(X) ≤ 1, (ν + 2µ2)(X) ≤ 1

}
.

Let us first discuss the case p = 1. Then

inf
η+1 , µ2+µ3=µ0

[
W1(µ2, η

+
1 ) +W ∗1 (η+

1 , µ3)
]
≤ 1

2
W ∗1 (µ0, µ0) = W ∗1 (µ0)

by choosing η+
1 = µ2 = µ3 = 1

2µ0. Together with the fact that ρ+
1 = ρ−1 , η

+
1 = η−1 we

thus get

W 0
1 (µ, ν) ≤ inf

{
W1(µ1, ν1) +W ∗1 (µ0) +W ∗1 (ν0)

∣∣ (µ+ ν0)(X) ≤ 1,

(ν + µ0)(X) ≤ 1
}
.

For the case p > 1 we are working with optimal transport in the glued space X̂,
using the identification of (P̃p(Y |X), W̃p) and (Pp(X̂), Ŵp).
Given an ε-W̃p-geodesic (σt)t∈[0,1] connecting σ0 := (µ0, 0) and σ1 := (0, µ0), we
decompose it into two ε-W̃p-geodesics (σ′t)t∈[0,1] and (σ′′t )t∈[0,1] such that

W̃p(σ
′
0, σ
′
1) = W̃p(σ

′′
0 , σ

′′
1) =

1

2
W̃p(σ0, σ1) and σ′1/2(Y −) = σ′′1/2(Y +) = 0.

Choosing µ2 = (σ′0)+, µ3 = (σ′1)−, and η+
1 = (σ′1/2)+ and using that σ′1/2 is an

ε-midpoint then yields

inf
η+1 , µ2+µ3=µ0

[
Wp(µ2, η

+
1 )p+W ∗p (η+

1 , µ3)p
]

≤ Wp

(
(σ′0)+, (σ′1/2)+

)p
+W ∗p

(
(σ′1/2)+, (σ′1)+

)p
= W̃p

(
σ′0, σ

′
1/2

)p
+ W̃p

(
σ′1/2, σ

′
1

)p
≤ 2

(
1

2
W̃p

(
σ′0, σ

′
1

)
+ ε

)p
= 2

(
1

4
W̃p(σ0, σ1) + ε

)p
≤
(

1

2
W̃p(σ0, σ1) + 2ε

)p
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=
(
W ∗p (µ0) + 2ε

)p
.

By this we can continue as in the case p = 1.

ii) To prove the “≥”- inequality, we assume for simplicity that minimizers in the
definition of W 0

1 exist. This is for instance the case when X is compact. For the
general case one has to work with almost-minimizers.

Let subprobabilities µ and ν be given as well as ρ and η with (µ + 2ρ)(X) =
1, (ν + 2η)(X) = 1 such that

W 0
1 (µ, ν) = W̃1

(
(µ+ ρ, ρ), (ν + η, η)

)
= Ŵ1

(
µ+ ρ+ ρ∗, ν + η + η∗

)
where for the last identity we switched to the picture of the glued space X̂ with
subprobabilities µ, ν, ρ, η on the “upper” sheet X+ and their copies ρ∗, η∗ on the
“lower” sheet X−. We further assume for the moment that all masses are rational
numbers. This is to approximate the measures in a convenient way by sums of Dirac
measures:
Given ε > 0, choose n, n1, n2 ∈ N and xi, yi, ui, vi ∈ X+ for i = 1, . . . , n such that
the measures

µn =
1

n

n−2n1∑
i=1

δxi , νn =
1

n

n−2n2∑
i=1

δyi , ρn =
1

n

n1∑
i=1

δui , ηn =
1

n

n2∑
i=1

δvi

satisfy

W1(µ, µn) ≤ ε, W1(ν, νn) ≤ ε, W1(ρ, ρn) ≤ ε, W1(η, ηn) ≤ ε.

To avoid ambiguity, we may assume that the sets {xi} and {yi} are disjoint form each
other. Such an approximation is possible as shown for instance in [Vil09, Theorem
6.18].
Denoting conjugate points by

u∗ :=

{
ι− ◦ ι−1

+ (u), if u ∈ X+

ι+ ◦ ι−1
− (u), if u ∈ X−,

(so that in particular (u∗)∗ = u) we also have

W1(ρ∗, ρ∗n) ≤ ε, W1(η∗, η∗n) ≤ ε

for

ρ∗n =
1

n

n1∑
i=1

δu∗i , η∗n =
1

n

n2∑
i=1

δv∗i .

In particular we have n1
n = ρ(X) and so on.
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µ ν
ρ

ρ

η

η

z1

w1

w∗
1

z2

z∗2

wk

d(z1, wk)

Figure 4.6: Chains in Case 1.

Now fix a Ŵ1-optimal coupling qn of µn + ρn + ρ∗n and νn + ηn + η∗n on X̂. As
shown in [EH15, Lemma 2.6], we can choose this coupling qn as a matching (i.e. it
does not split mass), that is,

qn =
1

n

∑
ξ∈Qn

δξ

with suitable Qn ⊂ Z × W where Z := {xi} ∪ {ui} ∪ {u∗i } and W := {yi} ∪
{vi} ∪ {v∗i }. We consider now chains consisting of a sequence of coupled pairs
(z1, w1), . . . , (zk, wk) ∈ Qn, k ∈ N, with zi+1 = z∗i or wi+1 = w∗i . This means
that whenever we have a pair that contains an element of {ui} ∪ {u∗i } ∪ {vi} ∪ {v∗i },
we also look at the pair containing the conjugated point. Extending these sequences
this way until no further pair can be added satisfying the constraint, we arrive at
three classes of maximal chains.

Case 1: Chains such that z1 ∈ {xi} and wk ∈ {yi}.
See Figure 4.6 for a generic chain in this case. Observe that the constraint on
consecutive pairs tells us that w2i = w∗2i−1 and z2i+1 = z∗2i for i = 1, . . . , k−1

2 . Thanks
to the general inequality d̂(x, y) ≥ d(ι−1

i (x), ι−1
j (y)) for x ∈ Xi, y ∈ Xj , i, j ∈

{+,−}, we can give a lower bound on the transportation cost of this sequence of
pairs:

d̂(z1, w1) + d̂(z2, w2)+ d̂(z3, w3) + · · ·+ d̂(zk, wk)

= d̂(z1, w1) + d̂(z2, w
∗
1) + d̂(z∗2 , w3) + · · ·+ d̂(z∗k−1, wk)

≥ d(z1, w1) + d(z2, w1) + d(z2, w3) + · · ·+ d(zk−1, wk)

≥ d(z1, wk).

Here, by abuse of notation, we omitted the identification maps to project the points in
the same copy. Collecting all the initial points z1 of chains of this form in X1 ⊂ {xi}
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Figure 4.7: Chains in Case 2a.

and the endpoints wk in Y1 ⊂ {yi}, the sum of the costs of chains of this type is
bounded below by the cost W1(µ1

n, ν
1
n) with measures

µ1
n :=

1

n

∑
x∈X1

δx, ν1
n :=

1

n

∑
y∈Y1

δy.

Case 2a: Chains such that z1 ∈ {xi} and zk ∈ {xi}.
Chains in this case look like Figure 4.7. In this case there exists a pair in the
chain that couples points on the different copies of the doubled space, i.e. there is
j∗ ∈ {1, . . . , k} such that zj∗ ∈ Xα and wj∗ ∈ Xβ with α, β ∈ {+,−}, α 6= β and
hence

d̂(zj∗ , wj∗) = d∗(zj∗ , wj∗) = d∗(z∗j∗ , w
∗
j∗).

Without loss of generality we assume that zj∗ = z∗j∗−1 and wj∗+1 = w∗j∗ . Then, as in
Case 1,

d̂(z1, w1) + d̂(z2, w2) + d̂(z3, w3) + · · ·+ d̂(zj∗ , wj∗) + · · ·+ d̂(zk, wk)

≥ d(z1, w1) + d(z2, w1) + d(z2, w3) + · · ·+ d∗(zj∗ , wj∗) + · · ·+ d(zk−1, wk)

= d(z1, zj∗−1) + d∗(z∗j∗ , w
∗
j∗) + d(wj∗+1, zk)

= d(z1, zj∗−1) + d∗(zj∗−1, wj∗+1) + d(wj∗+1, zk)

≥ d∗(z1, zk).

In this case we collect the starting points z1 of chains of this form in the setX0 ⊂ {xi}
(which is equivalent to collecting the endpoints zk). Denoting

µ0
n :=

1

n

∑
x∈X0

δx,

the sum of the costs of these chains is bounded below by 1
2W

∗
1 (µ0

n, µ
0
n).
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4.2 Transportation-Annihilation Pre-Distance

Case 2b: Chains such that w1 ∈ {yi} and wk ∈ {yi}.
This case is completely analogous to Case 2a; we collect the starting points w1 of
such chains in Y0 ⊂ {yi} and define

ν0
n :=

1

n

∑
y∈Y0

δy.

Then the sum of the costs of these chains is bounded below by 1
2W

∗
1 (ν0

n, ν
0
n).

Case 3: Chains such that z1 ∈ {ui} ∪ {u∗i } and zk = z∗1 .
The cost of these cyclic chains is redundant. They can be avoided by an appropriate
choice of the measures ρn, ηn, namely by choosing the points from ρn, ρ

∗
n and ηn, η∗n

that occur in these chains to coincide so that zj = wj .

Observe that each chain in Case 2a contains at least two points in {vi} ∪ {v∗i }.
This means that the number of points in X0 is at most 2n2, and hence

(νn + µ0
n)(X) ≤ n− 2n2 + 2n2

n
= 1.

Analogously for the chains in Case 2b, so that (µn + ν0
n)(X) ≤ 1.

Thus we have a lower bound

Ŵ1

(
µn + ρn + ρ∗n, νn + ηn + η∗n

)
≥W1

(
µ1
n, ν

1
n

)
+

1

2
W ∗1
(
µ0
n, µ

0
n

)
+

1

2
W ∗1
(
ν0
n, ν

0
n

)
.

Via the optimal coupling of µn and µ, the decomposition µn = µ1
n + µ0

n induces a
decomposition µ = µ1 + µ0 such that

W1(µ1, µ1
n) ≤ ε, W1(µ0, µ0

n) ≤ ε,

and similarly for νn = ν1
n + ν0

n and ν = ν1 + ν0. This finally yields

W 0
1 (µ, ν) = Ŵ1

(
µ+ ρ+ ρ∗, ν + η + η∗

)
≥ Ŵ1

(
µn + ρn + ρ∗n, νn + ηn + η∗n

)
− 6ε

≥ W1

(
µ1
n, ν

1
n

)
+

1

2
W ∗1
(
µ0
n, µ

0
n

)
+

1

2
W ∗1
(
ν0
n, ν

0
n

)
− 6ε

≥ W1

(
µ1, ν1

)
+

1

2
W ∗1
(
µ0, µ0

)
+

1

2
W ∗1
(
ν0, ν0

)
− 10ε. (4.2.2)

Since ε > 0 was arbitrary, this proves the claim.

For the general case of real masses, one can approximate Borel measures by sums
of Dirac measures (with rational masses) in the weak topology. By continuity of
W̃1,W1 and W ∗1 with respect to weak convergence, one can apply the rational case
and go to the limit in (4.2.2).
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4 Transportation Distances for Subprobability Measures

4.3 Induced Length Metric: Definitions

Here, we continue to assume that X is a length space.

In the last section we introduced the functionW 0
p as an attempt to define a metric on

the space Psub(Y ). However, it does not satisfy the triangle inequality. To overcome
this problem, we will pass to the induced metric given by the procedure in Lemma
2.1.2 and further to the induced length metric.

Corollary 4.3.1. The function

W [
p(µ, ν) := inf

{
n∑
i=1

W 0
p (ηi−1, ηi)

∣∣∣n ∈ N, ηi ∈ Psubp (Y ), η0 = µ, ηn = ν

}
(4.3.1)

is a pseudo-metric on Psubp (Y ), and it is the biggest pseudo-metric below W 0
p .

This however is only a means to an end, namely to define a length pseudo-metric.

Definition 4.3.2. i) Given a curve (ηs)s∈[0,1] ⊂ Psubp (Y ), we define itsW [
p-length

by

L[p(η) := sup

{
n∑
i=1

W [
p(ηsi−1 , ηsi)

∣∣∣n ∈ N, 0 = s0 < . . . < sn = 1

}
.

ii) For two measures µ, ν ∈ Psubp (Y ), the induced length pseudo-metric is now
obtained by

W ]
p(µ, ν) := inf

{
L[p(η)

∣∣ η : [0, 1]→ Psubp (Y )W [
p-continuous, η0 = µ, η1 = ν

}
.

(4.3.2)
It will be called transportation-annihilation distance.

Remark 4.3.3. Both, W [
p and W ]

p are a priori only pseudo-metrics; the former the
biggest one below W 0

p , the latter the smallest intrinsic one above W [
p . In what

follows, it will turn out however that both indeed are metrics and for p = 1 they
coincide.

Lemma 4.3.4. i) For 1 ≤ p ≤ q <∞ and every µ, ν ∈ Psub(Y ):

W 0
p (µ, ν) ≤W 0

q (µ, ν).

The same is true for the distances W [
p ,W

]
p .

ii) If X is bounded, we additionally have that for 1 ≤ p ≤ q < ∞ and every
µ, ν ∈ Psub(Y ):

W 0
q (µ, ν) ≤W 0

p (µ, ν)
p
q diam(X)

q−p
p .

The same is true for the distances W [
p ,W

]
p .
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4.4 Induced Length Metric: Comparison

Proof. i) It is a consequence of the same inequality for W̃p which in turn is true
because it is (by our identification with Ŵp) a Kantorovich-Wasserstein metric, for
which this inequality is but an application of Hölder’s inequality. Indeed, for 1 ≤
p ≤ q, Hölder’s inequality gives both, P̃q(Y |X) ⊂ P̃p(Y |X) and

W̃p(σ, τ) ≤ W̃q(σ, τ)

for every σ, τ ∈ P̃q(Y |X). Hence, it follows that the same is true when taking infima,
so that

W 0
p (µ, ν) = inf

σ,τ∈P̃p(Y |X)
σ0=µ,τ0=ν

W̃p(σ, τ) ≤ inf
σ,τ∈P̃q(Y |X)
σ0=µ,τ0=ν

W̃q(σ, τ) = W 0
q (µ, ν).

Now by the same reasoning, we see that also W [
p(µ, ν) ≤W [

q (µ, ν), because

n∑
i=1

W 0
p (ηi−1, ηi) ≤

n∑
i=1

W 0
q (ηi−1, ηi)

and Psubq (Y ) ⊂ Psubp (Y ). Finally, the case W ]
p follows again in the same way.

ii) This is again true due to the same result for Kantorovich-Wasserstein metrics.
In the case of bounded spaces, all the spaces P̃p(Y |X) for every possible p coincide,
and so do the Psubp (Y )’s, so that we can argue in the same way as in part i), given
the starting point

W̃q ≤ W̃
p
q
p diam(X)

q−p
q

for 1 ≤ p ≤ q.

4.4 Induced Length Metric: Comparison

Also here we continue to assume that X is a length space.

Just like the identification of W̃p with the Kantorovich-Wasserstein metric Ŵp on
the doubled space gave us immediately some properties about the space of charged
probabilities, it will now be convenient to compare the previously defined metrics
W [
p and W ]

p to a Kantorovich-Wasserstein metric on the one-point completion we
introduced in Subsection 2.2. We will do so by providing similar representation
formulas as the one in Lemma 4.2.6 for W 0

p . To state them, let us introduce some
more auxiliary transport cost functions.

Definition 4.4.1. i) W ′p will denote the Lp-Kantorovich-Wasserstein distance on
Pp(Y ′) induced by the distance d′.

ii) Extending each subprobability measure µ ∈ Psubp (Y ) to a probability measure
µ′ ∈ Pp(Y ′) by µ′ := µ+(1−µ(Y ))δ∂ induces a bijection between Psubp (Y ) and
Pp(Y ′) (see the lemma below). The induced distance on Psubp (Y ) will again be
denoted by W ′p, i.e.

W ′p(µ, ν) := W ′p(µ
′, ν ′).
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4 Transportation Distances for Subprobability Measures

iii) For subprobability measures µ, ν with equal mass µ(Y ) = ν(Y ) we will also
make use of the transportation cost

W †p (µ, ν)p := inf
q∈Cpl(µ,ν)

ˆ
Y×Y

d†(x, y)p dq(x, y) (4.4.1)

induced by d† (which was defined in (2.2.1)).

iv) For a subprobability µ ∈ Psub(Y ) define

W ′p(µ, 0)p := W ′p(µ, δ∂)p =

ˆ
Y
d′(x, ∂)p dµ(x), (4.4.2)

with 0 denoting the subprobability measure with vanishing total mass.

Lemma 4.4.2. i) The map

Psubp (Y )→ Pp(Y ′), µ 7→ µ′ := µ+ (1− µ(Y ))δ∂

is a bijection, and it is an isometry when we equip both spaces with W ′p.

ii) If Y is additionally totally bounded, W ′p metrizes the vague convergence in
Psubp (Y ).

Proof. i) The map is clearly a bijection with inverse Pp(Y ′) 3 µ′ 7→ µ := µ′|Y ∈
Psubp (Y ). By definition of W ′p on Psubp (Y ) it is an isometry.

ii) Let us show that W ′p metrizes the vague convergence in Psubp (Y ). Given a
vaguely converging sequence µn → µ∗ in Psubp (Y ), define µ′n := µn+(1−µn(Y ))δ∂ ∈
Pp(Y ′). This is a sequence of probability measures on a compact space; hence, for
every subsequence, Prokhorov’s theorem provides a converging further subsequence.
Since the restriction of all these limits to Y has to coincide with µ∗, the whole
sequence µ′n converges weakly to µ′∗ := µ∗ + (1− µ∗(Y ))δ∂ , so that W ′p(µ′n, µ′∗)→ 0.
Then also W ′p(µn, µ∗)→ 0.

Assume conversely that W ′p(µn, µ∗)→ 0. By definition this means that we have
convergence W ′p(µ′n, µ′∗) → 0, which in turn assures that µ′n → µ′∗ weakly in Y ′.
Then the restrictions to Y converge vaguely.

Remark 4.4.3. Note that without the assumption of total boundedness the vague con-
vergence in Y would not imply the weak convergence of the corresponding probability
measures on Y ′ since they could lose mass at infinity instead of at the boundary.
Remark 4.4.4. One could equally well define

W ′′p (µ, ν) := inf{W ′p(µ̌, ν̌)
∣∣ µ̌, ν̌ ∈M(Y ′), µ̌|Y = µ, ν̌|Y = ν}.

For p = 1 the metrics W ′1 and W ′′1 coincide, but for p > 1 this is no longer true.
This is due to the fact that (d(x, ∂) + d(y, ∂))p = d(x, ∂)p + d(y, ∂)p only for p = 1.
Intuitively speaking, for p > 1, it makes a difference if we transport mass through
the boundary point, or to it – however, for the latter we need to allow for masses
bigger than 1. Take for instance X = R, Y = (−3, 3) and µ = δ−2, ν = δ2. Then
µ′ = µ and ν ′ = ν, so that W ′p(µ, ν)p = d′(−2, 2)p = 2p, whereas W ′′p (µ, ν)p ≤
W ′p(µ+ δ∂ , ν + δ∂)p = d′(−2, ∂)p + d′(2, ∂)p = 2.
The metric W ′′2 coincides with Figalli & Gigli’s metric Wb2 [FG10].
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4.4 Induced Length Metric: Comparison

We start by characterizing the metric W ′p in terms of Lp-transportation and -
annihilation costs.

Lemma 4.4.5. For all µ, ν ∈ Psubp (Y )

W ′p(µ, ν)p = inf
{
Wp(µ1, ν1)p +W †p (µ2, ν2)p +W ′p(µ0, 0)p +W ′p(ν0, 0)p

∣∣∣
µ = µ1 + µ2 + µ0, ν = ν1 + ν2 + ν0, (µ+ ν0)(Y ) ≤ 1,

(ν + µ0)(Y ) ≤ 1
}
. (4.4.3)

In the case p = 1, contributions from the term W †p (µ2, ν2)p can be avoided, in other
words, one can always choose µ2 = ν2 = 0.

Proof. The derivation of this formula is straightforward. The transport decomposes
into trivial transports within ∂ (which do not appear in the formula), transports
between Y and ∂ (given byW ′p(µ0, 0)p+W ′p(ν0, 0)p), and transports within Y , and the
latter ones into transports using d and d† (given by Wp(µ1, ν1)p+W †p (µ2, ν2)p). One
can construct these decompositions more explicitly like in the proof of Lemma 4.2.5.
The resulting couplings are still optimal between their marginals. The inequalities
in the constraints are due to the fact that we compose the probability measures µ′, ν ′

instead of the subprobabilities µ, ν and the trivial transport within ∂ can be omitted.

For the vanishing of the W †p -term note that in the case p = 1 one has [d′(x, ∂) +
d′(x, ∂)]p = d′(x, ∂)p + d′(x, ∂)p, meaning that the term can be absorbed in the
annihilation terms W ′p(µ0, 0)p +W ′p(ν0, 0)p.

The following lemma discusses the connection between our two annihilation costs
W ′p and W ∗p .

Lemma 4.4.6. i) For all µ, ν ∈ P1(Y )

W ∗1 (µ, ν) = inf
{
W1(µ, ξ) +W1(ξ, ν)

∣∣ ξ ∈ P(∂Y )
}
.

ii) For all p ≥ 1 and all µ ∈ Pp(Y )

W ′p(µ, 0) = inf
{
Wp(µ, ξ)

∣∣ ξ ∈ P(∂Y )
}
.

iii) For all p ≥ 1 and all µ ∈ Pp(Y )

2−1+1/pW ′p(µ, 0) ≤W ∗p (µ) ≤W ′p(µ, 0).

In particular, W ∗1 (µ) = W ′1(µ, 0).

Proof. i) By triangle inequality, we have that for every ξ ∈ P(∂Y )

W ∗1 (µ, ν) ≤W1(µ, ξ) +W1(ξ, ν).
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Making use of Lemma 4.1.5, we consider the measures as given on the different copies,
µ ∈ P(Y +) and ν ∈ P(Y −). Take now a Ŵ1-optimal coupling q ∈ Cpl(µ, ν) ⊂
P(Y + × Y −). Let ε > 0 and

Gε(x, y) := {γ ∈ C0([0, 1], X̂)
∣∣ γ0 = x, γ1 = y, |L(γ)− d(x, y)| ≤ ε}

be the set of ε-geodesics in X̂ connecting x and y. Given a curve γ in X̂ with
γ0 ∈ Y + and γ1 ∈ Y −, define α(γ) := inf{s > 0 | γs 6∈ Y +} and z(γ) := γα(γ).
Then z(γ) ∈ ∂Y , and given a measurable selection Γε : X̂ × X̂ → C0([0, 1], X̂) with
Γε(x, y) ∈ Gε(x, y) (which exists by our measurable selection Lemma 2.5.6), we define
the “boundary crossing points” Z := z ◦ Γε : Y + × Y − → ∂Y . Using the projection
pr1 : X̂ × X̂ → X̂, (x, y) 7→ x, we get a map

(pr1,Z) : Y + × Y − → Y + × ∂Y

and define the push-forward measure Q1 := (pr1,Z)#q ∈ P(Y + × ∂Y ).
Let us check that this is a coupling between µ and ξ := Z#q ∈ P(∂Y ): Given a

measurable set A ⊂ Y +,

(pr1,Z)−1(A× ∂Y ) ={(x, y) ∈ Y + × Y −
∣∣ (pr1(x, y),Z(x, y)) ∈ A× ∂Y }

={(x, y) ∈ Y + × Y −
∣∣ (x,Z(x, y)) ∈ A× ∂Y }

=A× Y −,

which yields that Q1(A × ∂Y ) = q(A × Y −) = µ(A). On the other hand, given
B ⊂ ∂Y measurable,

(pr1,Z)−1(Y + ×B) ={(x, y) ∈ Y + × Y −
∣∣ (pr1(x, y),Z(x, y)) ∈ Y + ×B}

={(x, y) ∈ Y + × Y −
∣∣ (x,Z(x, y)) ∈ Y + ×B}

=(Y + × Y −) ∩ Z−1(B)

=Z−1(B),

hence in this case we have Q1(Y + ×B) = q(Z−1(B)) = ξ(B). Analogously one sees
that Q2 := (Z,pr2)#q as a coupling between ξ and ν.

Now what is left to prove is that ξ is an “almost-midpoint”. Since for y ∈ ∂Y we
have d(x, y) = d∗(x, y), together with Lemma 2.1.7 we get that

W1(µ, ξ) ≤
ˆ
Y +×∂Y

d(x, y) dQ1(x, y)

=

ˆ
Y +×Y −

d∗(pr1(x, y),Z(x, y)) dq(x, y)

=

ˆ
Y +×Y −

d∗(x,Γε(x, y)t|t=α(Γε(x,y))) dq(x, y)

≤
ˆ
Y +×Y −

α(Γε(x, y))d∗(x, y) + εdq(x, y).
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Using in the same way Q2 as a coupling between ξ and ν, we finally get that

W1(µ, ξ) +W1(ξ, ν) ≤
ˆ
Y +×Y −

α(Γ(x, y))d∗(x, y) + εdq(x, y)

+

ˆ
Y +×Y −

(1− α(Γ(x, y)))d∗(x, y) + εdq(x, y)

=

ˆ
Y +×Y −

d∗(x, y) + 2εdq(x, y)

=W ∗1 (µ, ν) + 2ε.

ii) Given an arbitrary ξ ∈ P(∂Y ) and a Wp-optimal coupling q ∈ Cpl(µ, ξ), we
get

Wp(µ, ξ)
p =

ˆ
X×X

d(x, y)p dq(x, y) ≥
ˆ
X×X

d′(x, ∂)p dq(x, y) = W ′p(µ, 0)p.

For the other inequality, similarly as in part i), we will define a map and use its
push-forward measure. Given x ∈ Y , let

Gε(x) :=
{
z ∈ ∂Y

∣∣∣ |d(x, z)− d′(x, ∂)| ≤ ε
}

be the boundary points closest to x. Let us show that the graph of the multivalued
map Gε is closed: Take a sequence (xn, zn) with zn ∈ Gε(x) that converges to (x, z)
in X ×X. Then z ∈ ∂Y by the closedness of the boundary, and

|d(x, z)− d′(x, ∂)| = lim
n→∞

|d(xn, zn)− d′(xn, ∂)| ≤ ε,

hence z ∈ Gε(x). Thus we can apply the measurable selection Theorem 2.5.4 and get
a measurable function Φε : Y → ∂Y such that Φε(x) ∈ Gε(x). Then for the measure
ξε := (Φε)#µ we see that

Wp(µ, ξε)
p ≤
ˆ
X
d(x,Φε(x))p dµ(x) ≤

ˆ
X

(
d′(x, ∂) + ε

)p
dµ(x).

First of all observe that the moment bound of µ implies that also the d′-moment´
d′(·, ∂)p dµ is finite. Since µ is a probability measure, constant functions are in-

tegrable, thus also the sum d′(·, ∂) + ε is in Lp(µ). This sum converges pointwise
to d′(·, ∂) as ε → 0, and it is dominated by d′(·, ∂) + 1 ∈ Lp(µ). By the dominated
convergence theorem we get convergence in Lp(µ) as ε→ 0, i.e.

lim
ε→0

Wp(µ, ξε)
p ≤
ˆ
X
d′(x, ∂)p dµ(x) = W ′p(µ, 0).

iii) The triangle inequality for d∗ implies that Wp(µ, ξ) + Wp(ξ, µ) ≥ W ∗p (µ, µ)

for all ξ ∈ P(∂Y ). Thus W ′p(µ, 0) ≥ 1
2W

∗
p (µ, µ) = W ∗p (µ). An estimate in the other

direction is obtained as follows

W ∗p (µ)p = 2−pW ∗p (µ, µ)p = 2−p
ˆ
X×X

(
inf

z∈X\Y

(
d(x, z) + d(z, y)

))p
dq(x, y)
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≥ 2−p
ˆ
X×X

(
inf

z∈X\Y
d(x, z) + inf

w∈X\Y
d(w, y)

)p
dq(x, y)

≥ 21−p
ˆ
X×X

(
inf

z∈X\Y
d(x, z)

)p
dq(x, y)

= 21−pW ′p(µ, 0)p,

where q denotes any W ∗p -optimal coupling of µ and µ.

Remark 4.4.7. In general,W ∗p (µ) andW ′p(µ, 0) will not coincide. Our lower bound for
W ∗p (µ)/W ′p(µ, 0) is sharp. For instance, let Y = (0, 2) ⊂ X = R and µ = 1

2(δ1 + δε)

for some ε ∈ (0, 1). Then W ′p(µ, 0)p = 1
2(d′(1, ∂)p + d′(ε, ∂)p) = 1

2(1 + εp) whereas
W ∗p (µ)p =

(
1+ε

2

)p. Thus
W ∗p (µ)

W ′p(µ, 0)
= 2

−1+ 1
p

1 + ε

(1 + εp)
1
p

−→ 2
−1+ 1

p as ε→ 0.

Now we are in position to compare W [
p ,W

]
p ,W ′p. It turns out that for p = 1 they

all coincide.

Theorem 4.4.8. i) For all µ, ν ∈ Psub1 (Y )

W [
1(µ, ν) = W ]

1(µ, ν) = W ′1(µ, ν).

ii) More generally, for all p ≥ 1 and all µ, ν ∈ Psubp (Y )

W ′1(µ, ν) ≤W [
p(µ, ν) ≤W ]

p(µ, ν) ≤W ′p(µ, ν).

In particular, W [
p ,W

]
p ,W 0

p do not vanish outside the diagonal.

Proof. i) According to Lemma 4.4.5 and Lemma 4.4.6,

W ′1(µ, ν) = inf
{
W1(µ1, ν1) +W ∗1 (µ0) +W ∗1 (ν0)

∣∣∣µ = µ1 + µ0, ν = ν1 + ν0

}
(4.4.4)

for all subprobability measures µ, ν ∈ Psub1 (Y ). Together with Lemma 4.2.6i) this
implies W ′1(µ, ν) ≤ W 0

1 (µ, ν). As W [
1 is the biggest metric below W 0

1 , we have
W ′1 ≤W [

1 . Using the fact that W ′1 is a length metric, this yields

W ]
1(µ, ν) = inf

η : µ ν
W [

1 -cont.

sup
0=s0<...<sn=1

n∑
i=1

W [
1(ηsi−1 , ηsi)

≥ inf
η : µ ν
W [

1 -cont.

sup
0=s0<...<sn=1

n∑
i=1

W ′1(ηsi−1 , ηsi)

≥ inf
η : µ ν
W ′1-cont.

sup
0=s0<...<sn=1

n∑
i=1

W ′1(ηsi−1 , ηsi) = W ′1(µ, ν).
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Since W ]
1 is the length metric induced by W [

1 , one gets W [
1 ≤W

]
1 .

Now we are going to show that W ]
1 ≤ W ′1. To do so, starting from an almost-

geodesic in the representation ofW ′1 given by (4.4.4) we define a new curve connecting
µ and ν and estimate its W [

1-length by using a clever decomposition in the represen-
tation formula for W 0

1 given by Lemma 4.2.6ii).
Let ε > 0 and take a decomposition µ = µ1 + µ0, ν = ν1 + ν0 in (4.4.4) such that

W ′1(µ, ν) + ε ≥W1(µ1, ν1) +W ∗1 (µ0) +W ∗1 (ν0).

Then we take an ε-W1-geodesic (ηs,1)s∈[0,1] connecting µ1 and ν1 that is supported
on ε-geodesics in Y . Define

η̃′s,0 :=

{
(1− 2s)µ0 + 2sµ0(Y ′) δ∂ , s ∈ [0, 1

2 ]

(2s− 1)ν0 + 2(1− s)µ0(Y ′) δ∂ , s ∈ (1
2 , 1].

This is a curve connecting µ0 and ν0. Take the restriction η̃s,0 := η̃′s,0|Y and define

η̃s := ηs,1 + η̃s,0,

which is a curve connecting µ and ν. To estimate the W [
1-length of the restricted

curve η̃s it is useful to get a bound on W 0
1 (η̃s, η̃t). Consider the case 0 ≤ s ≤ t ≤ 1

2 :
We can rewrite

η̃s = (ηs,1 + η̃′t,0)︸ ︷︷ ︸
“µ1”in Lemma 4.2.6

+ 2(t− s)µ0︸ ︷︷ ︸
“µ0”

and η̃t = (ηt,1 + η̃′t,0)︸ ︷︷ ︸
“ν1”

+ 0︸︷︷︸
“ν0”

.

This is an admissible decomposition in Lemma 4.2.6ii) as for instance

“(µ+ ν0)(X)” = (ηs,1 + η̃s,0 + 0) (X) = (ηs,1 + (1− 2s)µ0)(X)

≤ (η0,1 + µ0)(X) ≤ µ(X) ≤ 1,

and similarly for “(ν + µ0)(X)”. Thus, in this case the representation given by
Lemma 4.2.6ii) yields

W 0
1 (η̃s, η̃t) ≤ W1 (ηs,1 + η̃t,0, ηt,1 + η̃t,0) +W ∗1 (2(t− s)µ0)

= W1(ηs,1, ηt,1) +W ∗1 (2(t− s)µ0)

= |t− s|W1(η0,1, η1,1) + |t− s|ε+ 2|t− s|W ∗1 (µ0),

where we made use of the translation invariance of the Kantorovich-Wasserstein
metric for p = 1, see (2.5.3).

In the case 1
2 ≤ s ≤ t ≤ 1 we analogously rewrite

η̃s = (ηs,1 + η̃s,0)︸ ︷︷ ︸
“µ1”

+ 0︸︷︷︸
“µ0”

and η̃t = (ηt,1 + η̃s,0)︸ ︷︷ ︸
“ν1”

+ 2(t− s)ν0︸ ︷︷ ︸
“ν0”

,

and end up with

W 0
1 (η̃s, η̃t) ≤ |t− s|W1(η0,1, η1,1) + |t− s|ε+ 2|t− s|W ∗1 (ν0).
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To compute the length of the curve η̃s, we enforce the partitions to visit the time
step 1

2 , and then use the above estimates for W 0
1 :

L[1(η̃) = sup

{
n∑
k=0

W [
1(η̃si−1 , η̃si)

∣∣∣∣∣n ∈ N, 0 = s0 < · · · <n= 1

}

= sup

{
n∑
k=0

W [
1(η̃si−1 , η̃si)

∣∣∣∣∣n ∈ N, 0 = s0 < si∗ =
1

2
< · · · <n= 1

}

≤ sup

{
n∑
k=0

W 0
1 (η̃si−1 , η̃si)

∣∣∣∣∣n ∈ N, 0 = s0 < si∗ =
1

2
< · · · <n= 1

}
≤ sup

{ ∑
si≤ 1

2

|si − si−1|W1(η0,1, η1,1) + |si − si−1|ε+ 2|si − si−1|W ∗1 (µ0)

+
∑
si≥ 1

2

|si − si−1|W1(η0,1, η1,1) + |si − si−s|ε+ 2|si − si−1|W ∗1 (ν0)
}

=
1

2
W1(η0,1, η1,1) +

1

2
ε+W ∗1 (µ0) +

1

2
W1(η0,1, η1,1) +

1

2
ε+W ∗1 (ν0)

= W1(µ1, ν1) + ε+W ∗1 (µ0) +W ∗1 (ν0)

≤ W ′1(µ, ν) + 2ε.

This finally yields W ]
1(µ, ν) ≤ L[1(η̃) ≤ W ′1(µ, ν) + 2ε. Since ε was arbitrary, this

proves W ]
1 ≤W ′1.

By the fact that W [
1 is the biggest metric below W 0

1 and we now know that W ]
1 =

W ′1 ≤W 0
1 , we also get W [

1 ≥W
]
1 .

ii) Thanks to i) and Lemma 4.3.4 we know that W ′1 = W [
1 ≤ W [

p . Further, since
W ]
p is the length metric induced byW [

p we also haveW [
p ≤W

]
p . Hence the only thing

left to show is that W ]
p ≤W ′p.

The idea to do so is that locally (along a geodesic) the contribution of W †p is
negligible, so that we can compare W ′p and W [

p on a small scale and then carry it
over to the induced length metrics.
Let subprobabilities µ, ν be given as well as an ε-W ′p-geodesic (η′t)t∈[0,1] connecting
the measures µ′ := µ+ (1− µ(Y ))δ∂ and ν ′ := ν + (1− ν(Y ))δ∂ . By the continuity
of W ′p and W ∗p with respect to weak convergence we can assume without loss of
generality that µ and ν have compact supports and for α > 0 small

ηt(Y ) ≤ 1− α

for all t ∈ (0, 1). Again we use the notation that measures without primes are the
restrictions to Y . We thus have ηt(∂) = 0, whereas η′t(∂) ≥ α. Choose δ > 0 such
that ηt(B′δ(∂)) ≤ α

2 . Let Π be the probability measure on C0([0, 1], Y ′) supported
on ε-geodesics such that η′t = (et)#Π and denote by L the essential supremum of
d′(γ0, γ1) under Π (which is finite thanks to the compact supports of µ and ν). Let
δ′ := δ

L .
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We consider ηs and ηt for |s − t| ≤ δ′. Using that d†(x, y)p ≥ d′(x, ∂)p + d′(y, ∂)p,
we see that in the decomposition (4.4.3) it is actually cheaper to annihilate mass at
the boundary:

W ′p(ηs, ηt)
p = inf

{
Wp(ηs,1, ηt,1)p +W †p (ηs,2, ηt,2)p +W ′p(ηs,0, 0)p +W ′p(ηt,0, 0)p

∣∣∣
ηs = ηs,1 + ηs,2 + ηs,0, ηt = ηt,1 + ηt,2 + ηt,0,

(ηs + ηt,0)(Y ) ≤ 1, (ηt + ηs,0)(Y ) ≤ 1
}

≥ inf
{
Wp(ηs,1, ηt,1)p +W ′p(ηs,0 + ηs,2, 0)p +W ′p(ηt,0 + ηt,2, 0)p

∣∣∣
ηs = ηs,1 + ηs,2 + ηs,0, ηt = ηt,1 + ηt,2 + ηt,0,

(ηs + ηt,0)(Y ) ≤ 1, (ηt + ηs,0)(Y ) ≤ 1
}
.

Since W † only occurs where d† is smaller than d, its contribution comes from ε-
geodesics in B′δ(∂), so that by our choice of δ we know that ηs,2(Y ) = ηs,2(B′δ(∂)) ≤ α

2
and the same for ηt,2. Hence for α small enough we have (ηs + (ηt,2 + ηt,0))(Y ) ≤ 1,
so that ηs = ηs,1 + η̃s,0 with η̃s,0 := ηs,0 + ηs,2 is an admissible decomposition in
(4.4.3). In particular, the above inequality is an equality. Note that we cannot use
this trick for s = 0, t = 1 because then the constraint might not be satisfied. Thanks
to Lemma 4.4.6 we thus have

W ′p(ηs, ηt)
p ≥ inf

{
Wp(ηs,1, ηt,1)p +W ∗p (η̃s,0)p +W ∗p (η̃t,0)p

∣∣∣
ηs = ηs,1 + η̃s,0, ηt = ηt,1 + η̃t,0, (ηs + η̃t,0)(Y ) ≤ 1,

(ηt + η̃s,0)(Y ) ≤ 1
}

≥ W 0
p (ηs, ηt)

p ≥W [
p(ηs, ηt)

p.

Hence, the W ′p-length of the curve (ηt)t∈[0,1] dominates its W [
p-length. As this curve

is an almost-geodesic for W ′p, going to the induced length metrics this finally proves

W ′p(µ, ν) + ε ≥W ]
p(µ, ν).

Since ε was arbitrary, the proof is finished.

Remark 4.4.9. As we have seen in the proof of part i), W ′1 ≤ W 0
1 , and in particular

W 0
1 does not vanish outside the diagonal.

Let us give some simple examples illustrating Theorem 4.4.8.
Example 4.4.10. Let X = R, Y = (−1, 1), µ = δx, ν = δy for x, y ∈ Y . Then

W 0
p (µ, ν) = Wp(µ, ν) = |x− y|,

and for every p ≥ 1

W ′p(µ, ν) = d′(x, y) = min{|x− y|, 2− |x− y|}. (4.4.5)

Hence, by the independence on p on the right-hand side of (4.4.5), Theorem 4.4.8
yields

W [
p(µ, ν) = W ]

p(µ, ν) = min{|x− y|, 2− |x− y|}.
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Example 4.4.11. Let X = R, Y = (−2, 2), µ = 1
2n+1δ−1/2, ν = 1

2n+1δ+1/2 for n ∈ N.
Then

W ′p(µ, ν)p = Wp(µ, ν)p =
1

2n+ 1
.

Taking

σ :=

(
1

2n+ 1

n∑
k=0

δ 2k
2n+1

− 1
2
,

1

2n+ 1

n∑
k=1

δ 2k
2n+1

− 1
2

)
and

τ :=

(
1

2n+ 1

n∑
k=0

δ 2k+1
2n+1

− 1
2
,

1

2n+ 1

n−1∑
k=0

δ 2k+1
2n+1

− 1
2

)
,

we see that

W 0
p (µ, ν)p ≤ W̃p(σ, τ)p =

(
1

2n+ 1

)p
,

so that

W [
p(µ, ν) ≤W 0

p (µ, ν) ≤
(

1

2n+ 1

)
<

(
1

2n+ 1

) 1
p

= W ′p(µ, ν),

for p > 1, n ≥ 1. In particular, the lower estimate for W [
p in assertion ii) of the

previous Theorem is sharp.

Lemma 4.4.12. For all µ, ν ∈ Psub1 (Y )

W ]
1(µ, ν) = inf

{
W1(µ1, ν1) +W ∗1 (µ0) +W ∗1 (ν0)

∣∣∣µ = µ1 + µ0, ν = ν1 + ν0

}
.

Proof. This is a result of the identification of W ]
1 with W ′1 done in Theorem 4.4.8

together with the characterization ofW ′1 shown in Lemma 4.4.5 and the identification
of the annihilation costs in Lemma 4.4.6.

4.5 Induced Length Metric: Topology

Here we assume that X is a compact length space. Then it is in particular a geodesic
space.

A useful feature of W ]
p is that it metrizes vague convergence of subprobability mea-

sures.

Proposition 4.5.1. For every p ∈ [1,∞), W ]
p is a complete, separable, geodesic

metric on Psubp (Y ).
Furthermore, for µn, µ ∈ Psubp (Y ), n ∈ N, the following are equivalent:

(i) µn → µ vaguely on Y .

(ii) W ]
p(µn, µ)→ 0 as n→∞
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Proof. By Lemma 4.3.4, on a bounded space all the W ]
p-metrics are equivalent, so it

suffices to prove the equivalence for p = 1.
(ii) ⇒ (i): Given a sequence with W ]

1(µn, µ) → 0, we know by Theorem 4.4.8
that then also W ′1(µ′n, ν

′) → 0. Since W ′1 is a Kantorovich-Wasserstein metric and
thus metrizes weak convergence, we get µ′n → µ′ weakly on Y ′. Hence, turning to
the restrictions to Y , we end up with vague convergence µn → µ.

(i)⇒ (ii): For the sake of a contradiction assume that W ]
1(µn, µ) does not con-

verge to zero. Then we can take a subsequence such that W ]
1(µnk

, µ) → c ∈ (0,∞].
Extending the measures to probability measures on Y ′, we can use Prokhorov’s theo-
rem on P(Y ′) to extract a weakly converging subsequence µ′nk`

→ ν ′ ∈ P(Y ′). Then
ν := ν ′|Y is a vague limit of the sequence (µnk`

)`∈N and we know that

W ]
1(µnk`

, ν) = W ′1(µ′nk`
, ν ′) −→ 0 as `→∞.

In particular, W ]
1(µ, ν) = lim`→∞W

]
1(µ, µnk`

) 6= 0, so µ 6= ν. Hence there exists a
function f ∈ C0

c (Y ) such that
ˆ
Y
f dµ 6=

ˆ
Y
f dν = lim

`→∞

ˆ
Y
f dµnk`

,

so µn cannot converge vaguely to µ on Y .

Now with this characterization of vague convergence we can finish the proof.
Since the vague topology is complete, so is (Psubp (Y ),W ]

p). By definition, W ]
p is a

length metric, so let us prove the existence of midpoints to show that it is actually
geodesic. Let µ, ν ∈ Psubp (Y ) and εn > 0 such that εn → 0 as n → ∞. Then take
εn-midpoints ηn ∈ Psubp (Y ) between µ and ν. Again switching to the compact space
Y ′, by Prokhorov’s theorem we get a weakly converging subsequence η′nk

⇀ η′∗ in
Pp(Y ′). Then the restrictions on Y converge vaguely, which by the above means that

W ]
p(µ, ηnk

) −→W ]
p(µ, η∗).

But then η∗ is indeed a midpoint between µ and ν.

Remark 4.5.2. a) In particular, this implies that µn → µ weakly on Y if and only
if W ]

p(µn, µ)→ 0 and µn(Y )→ µ(Y ).

b) The implication “(ii)⇒(i)” holds true for all length spaces X without requiring
their compactness.

The following simple estimate will make it possible to prove the continuity ofW 0
p

with respect to weak convergence plus convergence of moments of subprobability
measures.

Lemma 4.5.3. Let µ, ν ∈ Psub1 (Y ) with µ(Y ) ≥ ν(Y ). Then, for any z ∈ X \ Y ,

W 0
1 (µ, ν) ≤ inf

{
W1(µ1, ν) +

ˆ
X
d(x, z) dµ0(x)

∣∣µ = µ1 + µ0, µ1(Y ) = ν(Y )

}
.
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Proof. Taking a decomposition such that ν1 = ν, ν0 = 0, Lemma 4.2.6 yields
W 0

1 (µ, ν) ≤W1(µ1, ν) +W ∗1 (µ0). Using now

W ∗1 (µ0, µ0) = inf
q

ˆ
X×X

d∗(x, y) dq(x, y)

≤ inf
q

ˆ
X×X

[
d(x, z) + d(z, y)

]
dq(x, y)

= 2

ˆ
X
d(x, z) dµ0(x),

the proof is complete.

Lemma 4.5.4. For µ(n), µ∗ ∈ Psub(Y ) the following are equivalent:

(i) µ(n) → µ∗ weakly on Y

(ii) W 0
p (µ(n), µ∗)→ 0 and µ(n)(Y )→ µ∗(Y )

Proof. (i) ⇒ (ii): Assume µ(n) → µ∗ weakly on Y . It again suffices to prove the
result for p = 1. We want to use Lemma 4.5.3 to show continuity. In order to apply
this lemma, we have to decompose the larger measure. We will proceed in three
steps. First we will consider only sequences (µ(n)) with µ(n)(Y ) ≥ µ∗(Y ) for all
n ∈ N. Define λn := µ∗(Y )

µ(n)(Y )
and µ(n)

1 := λnµ
(n). Then µ(n)

1 (Y ) = µ∗(Y ), λn → 1,
and for f ∈ C0

b∣∣∣∣ˆ
X
f dµ

(n)
1 −

ˆ
X
f dµ∗

∣∣∣∣ ≤ ∣∣∣∣ˆ
X
λnf dµ(n) −

ˆ
X
f dµ(n)

∣∣∣∣+

∣∣∣∣ˆ
X
f dµ(n) −

ˆ
X
f dµ∗

∣∣∣∣
=|λn − 1|

∣∣∣∣ˆ
X
f dµ(n)

∣∣∣∣+

∣∣∣∣ˆ
X
f dµ(n) −

ˆ
X
f dµ∗

∣∣∣∣ −→ 0.

Hence, we have convergence in the Kantorovich-Wasserstein metric: W1(µ
(n)
1 , µ∗)→

0. Writing µ(n)
0 := (1− λn)µ(n), by Lemma 4.5.3 we finally have

W 0
1 (µ(n), µ∗) ≤W1(µ

(n)
1 , µ∗) +

ˆ
X
d(x, z) dµ

(n)
0 (x) −→ 0.

Now, for the case that µ(n)(Y ) ≤ µ∗(Y ), let λ′n := µ(n)(Y )
µ∗(Y ) and µ∗1,n := λ′nµ

∗.
Then µ∗1,n(Y ) = µ(n)(Y ) and λ′n → 1. Given f ∈ C0

b , by∣∣∣∣ˆ
X
f dµ∗1,n −

ˆ
X
f dµ∗

∣∣∣∣ ≤ |λ′n − 1|
∣∣∣∣ˆ
X
f dµ∗

∣∣∣∣ −→ 0,

we see that µ∗1,n ⇀ µ∗. In a next step this yields∣∣∣∣ ˆ
X
f dµ∗1,n −

ˆ
X
f dµ(n)

∣∣∣∣
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≤
∣∣∣∣ˆ
X
f dµ∗1,n −

ˆ
X
f dµ∗

∣∣∣∣+

∣∣∣∣ˆ
X
f dµ∗ −

ˆ
X
f dµ(n)

∣∣∣∣ −→ 0,

i.e. µ∗1,n − µ(n) ⇀ 0. Hence, using again Lemma 4.5.3, we see that

W 0
1 (µ(n), µ∗) ≤W1(µ(n), µ∗1,n) +

ˆ
X
d(x, z) dµ∗0,n(x) −→ 0.

Since a sequence converges if and only if every subsequence has a convergent subse-
quence, we now can conclude that an := W 0

1 (µ(n), µ∗) converges to 0. Indeed, take
a subsequence ank

. Then we can take a further subsequence ank`
such that either

µ(nk`
)(Y ) ≥ µ∗(Y ) for every ` ∈ N, or µ(nk`

)(Y ) ≤ µ∗(Y ) for every ` ∈ N. But then
the above ensures convergence of these subsequences to 0.

(ii)⇒ (i): Conversely, now assume that µ(n)(Y )→ µ∗(Y ) andW 0
p (µ(n), µ∗)→ 0.

Let ρ(n), η(n) ∈ Psub(X) such that (2ρ(n) + µ(n))(X) = 1 = (2η(n) + µ∗)(X), and
W 0
p (µ(n), µ∗) = W̃p((µ

(n) +ρ(n), ρ(n)), (µ∗+η(n), η(n))). Let µ(nk) be any subsequence
and consider the corresponding subsequences ρ(nk), η(nk). Compactness of X̂ implies
that there exists a sub-subsequence (nk`)` such that

η(nk`
) ⇀ η∗ and µ(nk`

) ⇀ µ̃∗ and ρ(nk`
) ⇀ ρ∗

with suitable limits points η∗, µ̃∗, ρ∗. Then we have

W̃p ((µ̃∗+ρ∗, ρ∗), (µ∗+ η∗, η∗)) ≤ W̃p

(
(µ̃∗+ρ∗, ρ∗), (µ(nk`

) + ρ(nk`
), ρ(nk`

))
)

+ W̃p

(
(µ(nk`

) + ρ(nk`
), ρ(nk`

)), (µ∗+η(nk`
), η(nk`

))
)

+ W̃p

(
(µ∗ + η(nk`

), η(nk`
)), (µ∗ + η∗, η∗)

)
−→ 0.

Hence ρ∗ = η∗ and in particular µ̃∗ = µ∗. This way we see that every subsequence of
µ(n) has a further subsequence which converges to µ∗, so that also the whole sequence
converges to µ∗.

Remark 4.5.5. Without assuming compactness in Lemma 4.5.4, we are still able to
get that W 0

p (µ(n), µ∗)→ 0 for µ(n), µ∗ ∈ Psubp (Y ) if µ(n) → µ∗ weakly in Y and
ˆ
Y
d(x, x0)p dµ(n)(x)→

ˆ
Y
d(x, x0)p dµ∗(x)

for some x0 ∈ Y .
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Chapter 5

Heat Flow with Dirichlet
Boundary Conditions

Thanks to the characterization of the heat flow on the glued space as (3.1.2), we
can use the glued space to infer some properties on the heat flow with Dirichlet
boundary conditions. However, since the gluing does not preserve Ricci curvature
bounds, we have to impose the RCD(K,∞) condition on the glued space to get
interesting consequences.

Throughout this chapter we assume that (X, d,m) is an infinitesimally Hilbertian
metric measure space, and Y ⊂ X is a dense, open subset with m(∂Y ) = 0. Recall
that then also the glued space X̂ is infinitesimally Hilbertian.

5.1 Gradient Flow Description

Let us define an entropy for charged probabilities. It will turn out that it equals the
relative entropy on the glued space up to an additive constant, so that convexity of
this entropy is equivalent to the CD(K,∞) condition on the glued space.

Definition 5.1.1. The charged entropy is

Ẽntm : P̃2(Y |X)→ (−∞,∞],

Ẽntm(σ) := Entm(σ+) + Entm(σ−).

We will say that (X,Y, d,m) has charged Ricci curvature bounded below by K ∈ R if
the charged entropy is K-convex in (P̃2(Y |X), W̃2), i.e. if for every σ, τ ∈ P̃2(Y |X)
there is a W̃2-geodesic (ηt)t∈[0,1] ⊂ P̃2(Y |X) connecting σ and τ such that

Ẽntm(ηt) ≤ (1− t)Ẽntm(σ) + tẼntm(τ)− K

2
t(1− t)W̃2(σ, τ)2.

The identification between the space of charged measures and the probability
measures on the doubled space now yields the comparability of the charged entropy
with the relative entropy on the doubled space, so that the “charged Ricci curvature
bound” is nothing than the Ricci curvature bound on the doubled space.
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Lemma 5.1.2. The charged entropy Ẽntm is K-convex in P̃2(Y |X) if and only if
the entropy Êntm̂ is K-convex in P2(X̂) (i.e. X̂ is an RCD(K,∞) space).

Proof. Recall the identifications maps from Lemma 4.1.4. Let σ̂ ∈ P2(X̂) with
σ̂ = ξ̂m̂. We will show that the entropy of σ̂ in P2(X̂) equals that of Ψ(σ̂) in
P̃2(Y |X) up to an additive constant, and then the result follows by Lemma 4.1.5
and the fact that K-convexity is preserved if you add a constant to the functional.
We have

Êntm̂(σ̂) =

ˆ
X̂
ξ̂ log ξ̂ dm̂

=
1

2

ˆ
Y +

ξ̂|Y + log ξ̂|Y + dm +
1

2

ˆ
Y −

ξ̂|Y − log ξ̂|Y − dm +

ˆ
Z
ξ̂|Z log ξ̂|Z dm

=
1

2

ˆ
X+

ξ̂|X+ log ξ̂|X+ dm +
1

2

ˆ
X−

ξ̂|X− log ξ̂|X+ dm

On the other hand, to compute Ẽntm(Ψ(σ̂)), let us first identify the density of Ψ(σ̂)i

with respect to m: For a Borel-measurable set A ⊂ X

Ψ(σ̂)i(A) =σ̂(ιi(A) ∩ Y i) +
1

2
σ̂(ιi(A) ∩ Z)

=

ˆ
ιi(A)∩Y i

dσ̂ +
1

2

ˆ
ιi(A)∩Z

dσ̂

=

ˆ
ιi(A)∩Y i

1

2
ξ̂ dm +

1

2

ˆ
ιi(A)∩Z

ξ̂ dm

=
1

2

ˆ
ιi(A)∩Xi

ξ̂|Xi dm,

so that
Ψ(σ̂)i =

1

2

(
ξ̂|Xi ◦ ιi

)
m.

Thus

Ẽntm(Ψ(σ̂)) = Entm(Ψ(σ̂)+) + Entm(Ψ(σ̂)−)

=

ˆ
X

1

2

(
ξ̂|X+ ◦ ι+

)
log

(
1

2

(
ξ̂|X+ ◦ ι+

))
dm

+

ˆ
X

1

2

(
ξ̂|X− ◦ ι−

)
log

(
1

2

(
ξ̂|X− ◦ ι−

))
dm

=

ˆ
X

1

2

(
ξ̂|X+ ◦ ι+

)
log
((
ξ̂|X+ ◦ ι+

))
dm +

ˆ
X

1

2

(
ξ̂|X+ ◦ ι+

)
log

(
1

2

)
dm

+

ˆ
X

1

2

(
ξ̂|X− ◦ ι−

)
log
((
ξ̂|X− ◦ ι−

))
dm +

ˆ
X

1

2

(
ξ̂|X− ◦ ι−

)
log

(
1

2

)
dm

=

ˆ
X

1

2

(
ξ̂|X+ ◦ ι+

)
log
((
ξ̂|X+ ◦ ι+

))
dm

+

ˆ
X

1

2

(
ξ̂|X− ◦ ι−

)
log
((
ξ̂|X− ◦ ι−

))
dm
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+ log
1

2

ˆ
X

1

2

(
ξ̂|X+ ◦ ι+

)
+

1

2

(
ξ̂|X− ◦ ι−

)
dm︸ ︷︷ ︸

=1

= Êntm̂(σ̂) + log
1

2
.

Lemma 5.1.3. Assume that (X,Y, d,m) has charged Ricci curvature bounded below
by K ∈ R. Then (X, d,m) is an RCD(K,∞) space.

Proof. Due to the isometric embedding of P2(X) into P̃2(Y |X), a geodesic (µt)[0,1]

in P2(X) yields a geodesic µ̃t := (1
2µt,

1
2µt) in P̃2(Y |X). Thanks to the charged Ricci

curvature, we know that

Ẽntm(µ̃t) ≤ (1− t)Ẽntm(µ̃0) + tẼntm(µ̃1)− K

2
t(1− t)W̃2(µ0, µ1)2.

Thanks to

Ẽntm(µ̃t) = 2 Entm

(
1

2
µt

)
= Entm(µt) + log

1

2
,

this means

Entm(µt) ≤ (1− t) Entm(µ0) + tEntm(µ1)− K

2
t(1− t)W 2

2 (µ0, µ1).

Y +

Y −

Z
γt

Figure 5.1: Branching geodesic in the case that Y ⊂ X is not dense.

Remark 5.1.4. If (X, d,m) is infinitesimally Hilbertian and if m has full topological
support then the K-convexity of Ẽntm actually implies that Y = X. Indeed, it was
shown in [RS14] that the space is then essentially non-branching. If Y would not be
dense, then we could start a geodesic in Z = X \ Y that could split at the gluing
edge into both copies, yielding a branching geodesic, see Figure 5.1.

As an example of a space, whose charged entropy is convex we give convex subsets
of Riemannian manifolds with a Ricci curvature bound.
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5 Heat Flow with Dirichlet Boundary Conditions

Example 5.1.5. Let (M, g) be a complete Riemannian manifold with Ricci curva-
ture bounded below by K ∈ R. Take an open, bounded, convex subset Y ⊂ M
with smooth, compact boundary. Consider the closure X := Y with the Rieman-
nian distance d and the Riemannian volume measure m obtained by restriction to
X. Then the metric measure space (X, d,m) satisfies the RCD(K,∞)-condition and
(X,Y, d,m) has charged Ricci curvature bounded below by K. Indeed, as a Rieman-
nian manifold with lower Ricci curvature bound K, M is an RCD(K,∞) space. As
a convex subset, also Y with the restricted distance and measure is an RCD(K,∞)
space. By Theorem 3.2.1, the doubling of the manifold is an RCD(K,∞) space, so
that by the identification of the entropies in the previous lemma we get the convexity
of the charged entropy.

Proposition 5.1.6. Assume that (X,Y, d,m) has charged Ricci curvature bounded
below by K ∈ R.

i) For each σ0 ∈ P̃2(Y |X), there exists a unique EVIK-gradient flow (σt)t>0 for
the Boltzmann entropy Ẽntm in

(
P̃2(Y |X), W̃2

)
. We will also denote it by P̃tσ.

ii) For each µ0 ∈ Psub2 (Y ), the heat flow (µt)t>0 on Y with Dirichlet boundary
conditions is obtained as the effective flow

µt = σ+
t − σ

−
t

where (σt)t>0 is the EVIK-flow as above starting in any σ0 ∈ P̃2(Y |X) with
µ0 = σ+

0 − σ
−
0 .

iii) For each ν0 ∈ P2(X), the heat flow (νt)t>0 on X is obtained as the total flow

νt = σ+
t + σ−t

where (σt)t>0 is the EVIK-flow as above starting in any σ0 ∈ P̃2(Y |X) with
ν0 = σ+

0 + σ−0 .

iv) For each σ0 ∈ P̃2(Y |X), the EVIK-flow (σt)t>0 from i) can be characterized as

σt =
(νt + µt

2
,
νt − µt

2

)
where (νt)t>0 will denote the heat flow on X starting in ν0 = σ+

0 + σ−0 and
(µt)t>0 will denote the heat flow on Y with Dirichlet boundary conditions start-
ing in µ0 = σ+

0 − σ
−
0 .

In order to prove this proposition, we will provide a simple lemma characterizing
the heat flow of charged measures in terms of the heat flows of their effective and
total measures.

Lemma 5.1.7. Let σ ∈ P̃(Y |X). Then

P̃tσ =

(
Pt

σ+ + σ−

2
+ P0

t

σ+ − σ−

2
,Pt

σ+ + σ−

2
−P0

t

σ+ − σ−

2

)
.
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Proof. We do the calculation in the equivalent setting of the doubled space X̂. Let
σ̂ ∈ P(X̂). Then
ˆ
X̂
udP̂tσ̂ =

ˆ
X̂
P̂tu dσ̂

=

ˆ
X+

Pt
u+ + u−

2
+ P 0

t

u+ − u−

2
dσ+ +

ˆ
X−

Pt
u+ + u−

2
− P 0

t

u+ − u−

2
dσ−

=

ˆ
X+

u+ + u−

2
dPtσ

+ +

ˆ
X+

u+ − u−

2
dP0

t σ
+ +

ˆ
X−

u+ + u−

2
dPtσ

−

−
ˆ
X−

u+ − u−

2
dP0

t σ
−

=

ˆ
X+

1

2
u+ dPtσ

+ +

ˆ
X+

1

2
u− dPtσ

+ +

ˆ
X+

1

2
u+ dP0

t σ
+ −
ˆ
X+

1

2
u− dP0

t σ
+

+

ˆ
X−

1

2
u+ dPtσ

− +

ˆ
X−

1

2
u− dPtσ

− −
ˆ
X−

1

2
u+ dP0

t σ
− +

ˆ
X−

1

2
u− dP0

t σ
−

=

ˆ
X+

1

2
u+ dPtσ

+ +

ˆ
X−

1

2
u− dPtσ

+ +

ˆ
X+

1

2
u+ dP0

t σ
+ −
ˆ
X−

1

2
u− dP0

t σ
+

+

ˆ
X+

1

2
u+ dPtσ

− +

ˆ
X−

1

2
u− dPtσ

− −
ˆ
X+

1

2
u+ dP0

t σ
− +

ˆ
X−

1

2
u− dP0

t σ
−

=

ˆ
X+

u+ dPt
σ+ + σ−

2
+

ˆ
X+

u+ dP0
t

σ+ − σ−

2
+

ˆ
X−

u− dPt
σ+ + σ−

2

−
ˆ
X−

u− dP0
t

σ+ − σ−

2

=

ˆ
X+

u+ d

(
Pt

σ+ + σ−

2
+ P0

t

σ+ − σ−

2

)
+

ˆ
X−

u− d

(
Pt

σ+ + σ−

2
−P0

t

σ+ − σ−

2

)
.

We again relied heavily on the fact that we glue together copies of the same space,
making it possible to “switch” indices when necessary. To do it rigorously, one should
use the identification maps ι± : X → X±.

Proof of Proposition 5.1.6. This will follow from the identification with the glued
space and the properties shown in Section 3.1, in particular Theorem 3.1.16. Let us
provide the details.

i) Given σ0 ∈ P̃(Y |X), consider σ̂ := Φ(σ0) ∈ P(X̂), with the isometry Φ given
in Lemma 4.1.4. Since X̂ is an RCD(K,∞) space by the convexity of Ẽntm and
Lemma 5.1.2, the EVIK-gradient flow σ̂t ∈ P(X̂) (of the relative entropy Êntm̂ in
(P2(X̂), Ŵ2)) starting in σ̂ exists. Again by the identification of the entropies in
Lemma 5.1.2, the flow σt := Ψ(σ̂t) is the EVIK-gradient flow of Ẽntm in P̃(Y |X).

ii) Let µ0 ∈ Psub2 (X), and let σ0 ∈ P̃(Y |X) such that µ0 = σ+
0 − σ

−
0 . Consider

σt := P̃tσ0. By Lemma 5.1.7 we have

σ+
t − σ

−
t = P0

t (σ+
0 − σ

−
0 ) = P0

t µ0.
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5 Heat Flow with Dirichlet Boundary Conditions

This also shows the independence of the chosen σ0, as the right-hand side is inde-
pendent of it.

iii) As in ii).

iv) Let σ0 ∈ P̃2(Y |X) and define µ0 := σ+
0 −σ

−
0 and ν0 := σ+

0 +σ−0 . Then, again
by Lemma 5.1.7,

σt = P̃tσ0 =

(
Pt

σ+
0 + σ−0

2
+ P0

t

σ+
0 + σ−0

2
,Pt

σ+
0 + σ−0

2
+ P0

t

σ+
0 − σ

−
0

2

)
=
(
Pt

µ0

2
+ P0

t

ν0

2
,Pt

µ0

2
+ P0

t

ν0

2

)
=

(
µt + νt

2
,
µt − νt

2

)
.

Remark 5.1.8. a) As in [Sav14, after Cor. 4.3, Thm. 4.4] (based on [AGS15, Prop.
3.2, Thm. 3.5]) one can extend the flow to measures without finite second
moment.

b) In the situation of Example 5.1.5, the “heat flow on X” will be the heat flow
on Y ⊂M with Neumann boundary conditions at ∂Y .

From the charged Ricci curvature condition we can deduce a number of contrac-
tion results in the various metrics that occurred in Chapter 4.

Proposition 5.1.9. Assume that (X,Y, d,m) has charged Ricci curvature bounded
below by K ∈ R. Then the EVIK-flows (σt)t>0 and (τt)t>0 of the charged entropy in
P̃2(Y |X) are K-contractive in all Lp-transportation distances:

W̃p

(
σt, τt) ≤ e−Kt · W̃p

(
σ0, τ0)

for all t > 0 and all p ∈ [1,∞).

Proof. This is again a direct consequence of the identification, since the glued space
is an RCD(K,∞) space and thus satisfies the desired Wasserstein contraction.

Theorem 5.1.10. Assume that (X,Y, d,m) has charged Ricci curvature bounded
below by K ∈ R. For all µ0, ν0 ∈ Psubp (Y ), all t > 0 and all p ∈ [1,∞)

W 0
p

(
µt, νt) ≤ e−Kt ·W 0

p

(
µ0, ν0)

where µt := P0
t µ0 and νt := P0

t ν0 denote the heat flows on Y with Dirichlet bound-
ary conditions starting in µ0 and ν0, resp.

Proof. Given µ0, ν0 ∈ Psubp (Y ) and ε > 0, we may choose σ0, τ0 ∈ P̃p(Y |X) with
µ0 = σ+

0 − σ
−
0 and ν0 = τ+

0 − τ
−
0 such that

W̃p

(
σ0, τ0) ≤W 0

p

(
µ0, ν0) + ε.
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5.2 Gradient Estimates and Bochner’s Inequality

Thus, by the very definition of W 0
p and by the previous proposition,

W 0
p

(
µt, νt) ≤ W̃p

(
σt, τt) ≤ e−Kt · W̃p

(
σ0, τ0) ≤ e−Kt ·

(
W 0
p

(
µ0, ν0) + ε

)
.

Since ε > 0 was arbitrary, this proves the claim.

Corollary 5.1.11. Assume that (X,Y, d,m) has charged Ricci curvature bounded
below by K ∈ R. Let µ0, ν0 ∈ Psubp (Y ), and let µt := P0

t µ0 and νt := P0
t ν0 denote

the heat flows on Y with Dirichlet boundary conditions starting in µ0 and ν0, resp.
Then for all t > 0 and all p ∈ [1,∞) we have both

W [
p

(
µt, νt) ≤ e−Kt ·W [

p

(
µ0, ν0),

and
W ]
p

(
µt, νt) ≤ e−Kt ·W ]

p

(
µ0, ν0).

In particular, W ′1
(
µt, νt) ≤ e−Kt ·W ′1

(
µ0, ν0).

Proof. Observe that

W [
p(µt, νt) = inf

{
n∑
i=1

W 0
p (ηi−1, ηi)

∣∣n ∈ N, ηi ∈ Psubp (Y ), η0 = µt, ηn = νt

}

≤ inf

{
n∑
i=1

W 0
p (P0

t ξi−1,P
0
t ξi)

∣∣n ∈ N, ξi ∈ Psubp (Y ), ξ0 = µ0, ξn = ν0

}

≤ e−Kt inf

{
n∑
i=1

W 0
p (ξi−1, ξi)

∣∣n ∈ N, ξi ∈ Psubp (Y ), ξ0 = µ0, ξn = ν0

}
= e−KtW [

p(µ0, ν0).

This also implies that for a curve (ηs)s∈[0,1] ⊂ Psubp (Y ) its length satisfies L[p(Ptη) ≤
e−KtL[p(η), so that eventually

W ]
p(µt, νt) = inf

η:µt νt
L[p(η) ≤ inf

ξ:µ0 ν0
L[p(Ptξ)

≤ e−Kt inf
ξ:µ0 ν0

L[p(ξ) = e−KtW ]
p(µ0, ν0).

5.2 Gradient Estimates and Bochner’s Inequality

The charged Ricci curvature bound will not only imply the Wasserstein contraction
results for the heat flow with Dirichlet boundary conditions, but also a gradient
estimate which involves both semigroups, Pt (with Neumann boundary condition)
and P 0

t (with Dirichlet boundary condition), and a Bochner inequality involving
both Laplacians. Before proving them, we will show that they are equivalent to each
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other. We continue to work with an infinitesimally Hilbertian metric measure space
(X, d,m) with dense, open subset Y ⊂ X with m(∂Y ) = 0.

Recall the definitions of Dp(E0) and Dp(∆
0) given in (2.4.3) and (2.4.4). In this

section we will extend every function (e.g. in D(∆0), D(E0) ⊂ L2(Y,m|Y )) to X by
zero.

Proposition 5.2.1. Assume that m(X) < ∞. For each p ∈ [1, 2], the following
properties are equivalent to each other:

(i) For all t > 0, and all f ∈ Dp(E0)∣∣∇P 0
t f
∣∣p ≤ e−Kpt·Pt(|∇f |p) m-a.e. in X (“p-gradient estimate”). (5.2.1)

Note that different semigroups appear on the left and right hand side.

(ii) For all f ∈ Dp(∆
0) with ∆0f ∈ Dp(E0) and every ϕ ∈ D∞(∆) with ϕ ≥ 0

1

p

ˆ
X

∆ϕ|∇f |p dm−
ˆ
{|∇f |6=0}

ϕ|∇f |p−2∇f · ∇∆0f dm ≥ K
ˆ
X
ϕ|∇f |p dm

(5.2.2)
(“p-Bochner inequality”).

Proof. Given t > 0 and functions f ∈ Lp(Y,m|Y ) and ϕ ∈ L∞(X,m) with ϕ ≥ 0, we
define F : [0, t]→ R by

F (s) :=

ˆ
X
e−KpsPsϕ|∇P 0

t−sf |p dm.

The main task is to show that the derivative of F is

F ′(s) =

ˆ
X
e−Kps∆Psϕ|∇P 0

t−sf |p dm

− p
ˆ
X
e−KpsPsϕ|∇P 0

t−sf |p−2∇P 0
t−sf · ∇∆0P 0

t−sf dm (5.2.3)

− pK
ˆ
X
e−KpsPsϕ|∇P 0

t−sf |p dm.

Inequalities (5.2.1) and (5.2.2) then both express the monotonicity of F – one time
“by definition”, the other time by positivity of the derivative. This strategy of proof
is given in [Han18, Thm. 3.5].

Consider the case p > 1 first. Let us carefully compute the derivative. Adding
zeros, we arrive at

F (s+ ε)− F (s)

ε
=

1

ε

ˆ
X
e−Kp(s+ε)P(s+ε)ϕ|∇P 0

t−(s+ε)f |
p − e−KpsPsϕ|∇P 0

t−sf |p dm

=
1

ε

ˆ
X

(
e−Kp(s+ε) − e−Kps

)
P(s+ε)ϕ|∇P 0

t−(s+ε)f |
p dm

+
1

ε

ˆ
X

(
P(s+ε)ϕ− Psϕ

)
e−Kps|∇P 0

t−(s+ε)f |
p dm
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+
1

ε

ˆ
X

(
|∇P 0

t−(s+ε)f |
p − |∇P 0

t−sf |p
)
e−KpsPsϕdm.

The first term yields the derivative of the exponential function. By the weak-∗-
convergence in L∞ provided in Lemma 2.4.1iii), we know that the second term con-
verges to ˆ

X
e−KpsPs∆ϕ|∇P 0

t−sf |p.

For the last term, we use that by Taylor expansion around the point b ∈ (0,∞) of
the function g : (0,∞)→ (0,∞), g(a) := aq, q ∈ (0,∞), we get

aq − bq = (a− b)
(
qbq−1 + o(1)

)
for a→ b.

Applying this to the last term, we can write

1

ε

(
|∇P 0

t−(s+ε)f |
p − |∇P 0

t−sf |p
)
e−KpsPsϕ

=
1

ε

(
|∇P 0

t−(s+ε)f |
2 − |∇P 0

t−sf |2
)(p

2
(|∇P 0

t−sf |2)
p
2
−1 + o(1)

)
e−KpsPsϕ

= ∇
P 0
t−(s+ε)f−P

0
t−sf

ε
· ∇(P 0

t−(s+ε)f+P 0
t−sf)

(p
2

(|∇P 0
t−sf |2)

p
2
−1+o(1)

)
e−KpsPsϕ.

By Lemma 2.4.2 we have convergence m-almost everywhere for a subsequence:

∇
P 0
t−(s+ε)f − P

0
t−sf

ε
·∇(P 0

t−(s+ε)f + P 0
t−sf)

(p
2

(|∇P 0
t−sf |2)

p
2
−1 + o(1)

)
e−KpsPsϕ

−→ −∇∆0P 0
t−sf · ∇(2P 0

t−sf)
p

2
|∇P 0

t−sf |p−2e−KpsPsϕ m-a.e.

The limit is integrable sinceˆ
X

∣∣pe−KpsPsϕ∇∆0P 0
t−sf · ∇(P 0

t−sf) |∇P 0
t−sf |p−2

∣∣dm
≤ pe−Kps‖Psϕ‖L∞‖∇P 0

t−sf‖
p−1
Lp ‖∇∆0P 0

t−sf‖Lp <∞.

Hence we can interchange differentiation and integration, getting the desired deriva-
tive (5.2.3) for s ∈ (0, t). So far we only needed f ∈ Lp and ϕ ∈ L∞. To get the dif-
ferentiability also in the end points s = 0 and s = t, we need f ∈ Dp(∆

0), ϕ ∈ D(∆).
Now, for the case p = 1 we approximate by a sequence pk ↘ 1 as k →∞. Given

f ∈ L1(X,m) and M > 0, we define the truncated function

fM := min{M,max{f,−M}} ∈ L∞(X,m).

Then we have fM ∈ Lpk(X,m) for every k ∈ N and by the continuity of

p 7→
ˆ
X
Psϕ|∇P 0

t−sfM |p,

we can take the limit pk → 1, and similarly for the other terms, and get the formula
for the derivative of F for p = 1 for bounded functions. Now we can take the limit
M →∞ by the dominated convergence theorem.
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(i)⇒(ii): Using the gradient estimate on |∇P 0
s−r(P

0
t−sf)|p, and the symmetry of

P 0
t with respect to m, we see that for 0 ≤ r < s ≤ t

F (r) =

ˆ
X
e−KprPrϕ|∇P 0

s−r(P
0
t−sf)|p dm

≤
ˆ
X
e−KprPrϕe

−Kp(s−r)Ps−r|∇P 0
t−sf |p dm = F (s).

As a monotone function, F ′ ≥ 0. Evaluating it at s = 0 and taking the limit t → 0
we arrive at the p-Bochner inequality.

(ii)⇒(i): First we will make the extra assumption that f ∈ Dp(∆
0) and ∆0f ∈

Dp(E0).Take ϕ ∈ D∞(∆), ϕ ≥ 0. The p-Bochner inequality tells us that F ′ is non-
negative, so that F is monotone. Hence we have the “weak form” of the gradient
estimate, F (0) ≤ F (t). Since ϕ is arbitrary, we get the pointwise a.e. version.
Now for general f ∈ Dp(E0), we consider the mollified function h0

δf as defined in
Lemma 2.4.4, for δ > 0. Thanks to Lemma 2.4.4 and Corollary 2.4.3, this function
satisfies all the additional assumptions, so we get the gradient estimate for h0

δf .
The convergence result in Corollary 2.4.6 yields convergence almost everywhere for
a subsequence, so we are finished.

The main result of this section is that these inequalities indeed hold if we assume
that (X,Y, d,m) has a charged Ricci curvature bound.

Theorem 5.2.2. Assume that (X,Y, d,m) has charged Ricci curvature bounded below
by K. Then:

i) Both properties (i) and (ii) of Proposition 5.2.1 are satisfied, actually for all
p ∈ [1,∞) and without the assumption that m(X) <∞.

ii) The flows from Proposition 5.1.6 and the heat semigroups for functions are
related to each other by

Ptν0 = (Ptv)m, P0
t µ0 = (P 0

t w)m,

for ν0 = vm ∈ P2(X) and µ0 = wm ∈ Psub2 (X).

Proof. i) Once more switching to the doubled space X̂, we can use that it is an
RCD(K,∞) space and hence satisfies a gradient estimate with p = 2. By [Sav14, Cor.
4.3] we have the improved gradient estimate for p ∈ [1, 2] and by Jensen’s inequality
one easily obtains the gradient estimate for p > 2 from that. Now we take a function
f ∈ D(E0) and define

u :=

{
f, on X+

−f, on X−.

Then u ∈ D(Ê) and |∇u| = |∇f | on each Xi. Thus, inserting u in the gradient
estimate on X̂ yields on the upper half X+:

|∇P 0
t f |p = |∇P̂tu|p ≤ e−pKtP̂t|∇u|p = e−pKtPt|∇f |p.

ii) This follows directly from the duality of the heat semigroups (2.3.5).
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5.3 Halfspaces

Let us add an equivalent characterization of the charged Ricci curvature bound which
is more geometric. Given a metric measure space (V, dV ,mV ) we say that an open
subset U ⊂ V is a halfspace if there exists a measure-preserving isometry ψ : V → V
with invariant set ∂U = {x ∈ V : ψ(x) = x} such that ψ(U) = V \ U . We call two
metric measure spaces (V, dV ,mV ) and (W,dW ,mW ) mms-isomorphic if there exists
a measure-preserving isometry ξ : (V, dV ,mV )→ (W,dW ,mW ).

An easy consequence of this definition is that halfspaces are weakly convex; this
observation is due to Martin Kell.

Lemma 5.3.1. Let (V, dV ,mV ) be a geodesic metric measure space and let U ⊂ V
be a halfspace. Then U is weakly convex, i.e. for any two points x, y ∈ U there exists
a geodesic staying in U .

Proof. Define ϕ : V → V by

ϕ(x) :=

{
x, if x ∈ U
ψ(x), otherwise,

where ψ is the measure-preserving isometry in the definition of a halfspace. This
function is 1-Lipschitz. Indeed, given x, y ∈ U or x, y ∈ V \ U , one trivially has
dV (ϕ(x), ϕ(y)) = dV (x, y). For x ∈ U, y ∈ V \ U , let (γt)t∈[0,1] be a geodesic con-
necting x and y. Choose t∗ ∈ [0, 1] such that γt∗ ∈ ∂U . Then ψ(γt∗) = γt∗ and
hence

dV (ϕ(x), ϕ(y)) ≤ dV (ϕ(x), ϕ(γt∗)) + dV (ϕ(γt∗), ϕ(y))

= dV (x, γt∗) + dV (γt∗ , y) = dV (x, y).

If we now have two points x, y ∈ U and a geodesic (γt)t∈[0,1] connecting them, we can
consider the curve γ̃t := ϕ(γt). This is a curve lying completely in U and connecting
x and y. It remains to show that it is a geodesic. The Lipschitz-continuity of ϕ
implies that

| ˙̃γr| ≤ |γ̇r|,

so the length of the curve γ̃ is less than the one of γ. But since γ is geodesic
connecting x and y, also γ̃ is a geodesic.

Theorem 5.3.2. Let (X, d,m) be a metric measure space, and Y ⊂ X an open local
RCD(K,∞) space. The following properties are equivalent

(i) (X,Y, d,m) has charged Ricci curvature bounded below by K.

(ii) Y is a halfspace in some RCD(K,∞)-space (V, dV ,mV ) in the sense that there
is a halfspace Ỹ ⊂ V and a measure-preserving isometry ξ : (Y, d,m|Y ) →
(Ỹ, dV ,mV |Ỹ ).

(iii) ∂Y is covered by open sets Xi such that Y ∩Xi for each i is mms-isomorphic
to a halfspace Wi in some RCD(K,∞)-space (Vi, di,mi).
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5 Heat Flow with Dirichlet Boundary Conditions

Proof of Theorem 5.3.2. (i)⇒(ii): Consider the doubling of X, V := X̂. Then we
can view Y as an open subset of X̂ by identifying it with Y +. Now define ψ : V → V
as the “mirror mapping”

ψ(x) :=

{
ι− ◦ ι−1

+ (x), if x ∈ X+

ι+ ◦ ι−1
− (x), if x ∈ X−.

It is easy to see that ψ is a measure-preserving isometry. Further, let x ∈ X+ such
that ψ(x) = x, i.e. ι− ◦ ι−1

+ (x) = x. This in particular means x ∈ Z since for x ∈ Y +

we would have ι− ◦ ι−1
+ (x) ∈ Y −, which would contradict ψ(x) = x ∈ Y +. Finally

observe that ψ(Y ) = ψ(Y +) = ι−(Y ) = Y − = V \ Y +.
(ii)⇒(iii): Take i = 1, V1 := V .
(ii)⇒(i): Thanks to ξ, we can define a measure-preserving isometry

ϕ : (V, dV ,mV )→ (X̂, d̂, m̂)

by mapping Y ∼= Ỹ to Y +, ψ(Y ) to Y − and ∂Y to Z = X \ Y ⊂ X̂, where ψ is the
map given in the definition of a halfspace. Since curvature-dimension conditions are
preserved under measure-preserving isometries, X̂ is an RCD(K,∞) space. Lemma
5.1.2 then tells us that (i) is satisfied.

(iii)⇒(i): We want to show that X̂ is an RCD(K,∞) space by using the local-
to-global property. Given x ∈ ∂Y , choose i such that x ∈ Xi. Then we can identify
(Y ∩ Xi)

+ ∪ (Y ∩ Xi)
− ⊂ X̂ with Ŵi ⊂ Vi via ξi. Given measures µ0, µ1 ∈ P(X̂)

supported in (Y ∩ Xi)
+ ∪ (Y ∩ Xi)

−, then ν` := (ξi)#µ` ∈ P(Vi), ` = 0, 1, are
supported in Ŵi. Since Vi is an RCD(K,∞) space, there is a geodesic νt ∈ P(Vi)
connecting ν0 and ν1 such that the entropy EntmVi

is convex. Pulling back this curve
via µt := (ξ−1

i )#νt provides us with a geodesic in P(X̂) such that Êntm̂ is convex.
Combining this convex optimal transport near the boundary (i.e. the gluing edge)
together with the local RCD property of X (and hence X+ and X−), we have that X̂
is a local RCD(K,∞) space and by the local-to-global property also an RCD(K,∞)
space.
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