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Abstract

The demand for digital applications follows the unhindered growth of the digitization of

tasks across many fields, including the entertainment industry, education and science but

also work environments. Common tasks thereby involve the generation of photorealistic ren-

derings for movie scenes, illustrations of objects that are not directly accessible or placing

virtual objects in real scenarios as required for augmented reality setups. Independent of

the specific field, visualization applications are often based on computer-generated imagery

(CGI). A key component of CGI are digital doubles, the digital recreation and combination

of real-world objects, encoding their geometrical and optical properties.

In this thesis, we will present three approaches to widen the gamut and enhance the quality of

digital doubles. We improve shape acquisition techniques for low-cost off-the-shelf hardware

solutions and introduce a new digital material that unlocks the recreation of worn surfaces

with microscopic scratches. In Chapter 2 we present a structured-light-based range finding

approach which utilizes a conventional projector and camera. We employ a standard acqui-

sition technique with minimal changes to the illumination patterns to reconstruct reflection

profiles using a closed-form solution. This allows not only for a significantly more reliable

detection of invalid measurements but also enables data-driven editing and error correction.

This addresses one of the key challenges of structured-light approaches, one the go-to solu-

tions for high-quality 3D scanning. As their performance relies on the choice of illumination

patterns, processing methodology and acquisition effort, it is of great importance to decide

if a measurement is valid or not, where the latter would introduce severe artifacts into a

reconstructed shape and, if invalid measurements exist, to correct these if possible.

In Chapter 3 we further enhance available range finding methods, again utilizing off-the-

shelf hardware. Here we instead focus on correlation time-of-flight setups that use a time-

dependent amplitude-modulated illumination for an encoding/decoding scheme. Such sys-

tems are usually employed for non-static scenes or mobile measurement setups and handheld

devices. Our approach allows to focus on a specific range of interest, much like a zoom lens

on conventional cameras. Thereby we effectively reduce the measurement range drastically

but, in turn, achieve a trade-off due to a significantly improved depth resolution. We show

that a sensible choice of signals for the coding scheme leads to strong improvements for these

range finding setups especially in low light scenarios.

In Chapters 4 and 5 we turn our attention to digital materials, the second major building

block for digital doubles. We are especially interested in effects that are commonly found

on everyday life items but are often overlooked. This is especially true for materials that

are affected by erosion, exhibit a patina or show defects due to wear: These are very subtle

effects, but digital doubles created without these characteristics often appear too sterile,
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revealing their artificial nature. We focus on microscopic surface defects, tiny scratches that

cannot be resolved with the naked eye but show iridescent colors under strong directional

illumination, greatly influencing the perceived appearance. We first perform a qualitative

analysis of the underlying surface structure. Based on the gained insights, we then develop

our surface model. With this, for the first time macroscopic variation can be combined

with microscopic surface features in a physically-based illumination model, which we show

to result in a faithful creation of digital doubles that show iridescent scratches.

In conclusion, this thesis provides approaches that can be applied to significantly enhance

the quality of digital doubles with respect to shape and digital material alike. For the former,

we focus on the improvement of acquisition techniques that cover both, range finding for

static and moving scenes due to the choice of different hardware our methods built upon.

For the latter we provide an illumination model that is capable of recreating finely detailed

surface defects that cause diffraction, an often overlooked but important effect for realistic

appearance. These approaches combined lead to new possibilities in the context of computer-

generated imagery.
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CHAPTER 1

Introduction

Computer generated imagery (CGI) makes up a significant part of the images we perceive

every day, which occurs in the context of movies and games but also in advertisements,

education and work environments. The purpose of CGI in movies and games is to gener-

ate appealing imagery by creating virtual worlds and scenarios via adding visual effects or

landscapes into movie scenes for example. Advertisement use-cases often include the digital

recreation of a product, such as a piece of furniture, within a virtual booth under the illumi-

nation of the customer’s choice [XRi19]. In particular, customers want the appearance of the

digital version of the product they consider to buy to match the real object. Education can

rely on CGI for many advantages, ranging from simple illustrations and movies that visualize

complex learning content to complex systems that implement interactive learning applica-

tions across many fields [Lee12]. In work-related contexts, CGI is often employed in training

programs for specialized staff. For example, aircraft maintenance and operation workers are

taught using assembly- and flight simulators. On the other hand, medical personnel can be

trained using augmented reality systems [DFP+10; SOB+04]: Nowadays surgeons can rely

on virtual-reality guiding systems that fuse and visualize data from many diagnostic systems

for more precise, minimally invasive techniques that lead to better medical results [FLR+98;

SNT+98; Shu04; HWR+10].

At the core of these techniques lies the digitization and digital reproduction of real-word

scenarios and datasets. Of special interest for a faithful digital recreation within a computer-

graphics context are the geometry as well as the optical properties of the objects to be dig-

itized. This includes simple everyday life objects such as chairs, cutlery or other household

items for advertisements or the entertainment industry, cockpit interiors and digital planes

for flight simulators but also “objects” whose digital recreation is difficult to achieve directly,

such as organs or biological tissue. We call such digital representations digital doubles, which

resemble a corresponding real object. Computer graphics thereby focuses on the digital ver-

sion of an object’s shape and material, which encode the optical properties as well as the

geometry respectively. Hence, a digital double’s quality is governed directly by the quality of

its associated components, which in the end drives its visualization capabilities and governs

the possible use-cases.

The computer graphics community strives to achieve a photorealistic recreation of ob-
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2 Chapter 1. Introduction

jects, which imposes high needs in terms of accuracy and quality onto a digital double’s

components. In general the properties of a real object can be digitized by two approaches:

Measurement of object properties On the one hand, the acquisition of object and

material properties such as shape and reflectance behavior by measurements can lead to a

precise digital double of the object under investigation. This is especially relevant for fields

like medical imaging or cultural heritage that rely on the faithful and exact reconstruction

of individual objects [BRB+19a; SK12]. To achieve high-quality digital doubles, highly

sophisticated measurement setups have been developed to capture both, shape and material

of real objects [WK15; GGG+16]. Depending on the surface material, a wide variety of

different acquisition techniques exists, starting with methods for the digitization of simple

opaque surfaces up to setups to measure human skin, teeth or even eyes [MWL+99; KRP+15;

BBN+14]. In addition to improvements on the hardware side of measurement devices, recent

advances in the field of material acquisition strive to provide new parametrization techniques

to reduce the acquisition effort as well as the resulting amount of data [LKY+12; BBP15;

GGG+16].

Still, such data-driven approaches are in general limited by the resolution of the mea-

surement setup as well as the amount of data that has to be processed. If the detail, either

in terms of geometry or reflectance properties or both, is too fine, acquisition either misses

important information or requires high sampling rates, which leads to large datasets that

are difficult to process.

Modeling object properties On the other hand, the shape and material can be mod-

eled. The former, for example, can be created using 3D modeling frameworks [Ble18] in a

purely manual fashion, utilizing machine-learning based approaches [WWL+19; THP+19] or

domain-specific solutions [BRB+19b] that infer shape of very specific objects. For simple

shapes such approaches often yield satisfactory results that can be achieved with moderate

effort. In contrast, objects with highly detailed geometry such as busts or toys for example

have been proven difficult to model or immensely increase the effort required for a faithful

digital recreation of its geometry .

Illumination models that describe a digital material’s interaction with light to recreate an

observed visual behavior either are developed in a heuristic manner or are derived from

physical principles. Heuristic illumination models [Pho75; Bli77] most often are driven by

parameters that are chosen to match a required result, for example the color of a surface.

In contrast, physically-based illumination models [CT82; ON94; WML+07; JHY+14] rely

on theoretical concepts that aim to describe the scattering process process which forms the

material’s appearance.

Both, heuristic and physically-based illumination models allow for an abstraction in a plau-

sible way whilst maintaining faithful visual renditions of real materials. They are based on

parameters that describe the material which can be freely chosen or directly measured, which

circumvents the need to measure the full optical behavior. While parameters of heuristic

models are chosen by an artist to match an expected visual result, parameters of physically-

based illumination models directly connect to a mathematical description of the scattering

process, allowing for a physically meaningful choice of parameter values.
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Currently available illumination models are often tailored to specific types of- or even specific

materials directly, to make use of simplifications, for example in terms of reduced dimen-

sionality to allow for highly performant solutions. CGI heavily depends on the efficient

evaluation of these models for visualization purposes. Such material-specific models however

only “sample” but do not cover the full spectrum of real materials.

In this thesis, we focus on solutions to enhance available methodologies that widen the

gamut of available digital doubles. In particular, in the following sections we will provide an

overview about three new approaches that build upon existing methodologies with the aim

to increase the quality of digital doubles. To this end, Chapter 2 presents a range-finding

technique that can be used to obtain highly reliable shape information of even complex sta-

tionary scenes or objects based on commonly available hardware. In Chapter 3, we focus on

different types of depth sensors that are primarily used for scenes in motion, due to their

much faster acquisition times. Here, available solutions often suffer from low illumination

intensity. We mitigate this problem by proposing a depth-focusing operation mode that

works with standard hardware but significantly increases depth resolution locally. Finally,

Chapters 4 and 5 present our solution to a problem which remained unsolved up to this

point: An illumination model that combines spatial detail with wave optics. In particular,

we present an illumination model that simulates worn surfaces with microscopic scratches

that diffract incident light, leading to iridescent colors.

The following sections provide a more detailed motivation for each of these approaches.

In addition, we present different relevant aspects and considerations that our solutions build

upon and present relevant related work.

1.1 Digital doubles

Digital doubles form a key component of any visualization application in the computer

graphics context. Both the visualization of a material without an underlying shape as well

as the rendering of an object without a material applied are bound to fail the initial goal to

create appealing, often even photorealistic imagery. Thereby, the completeness of the digital

double, i.e the existence of all its components as well as their individual quality are of great

importance to achieve sufficient CGI. Shapes that are distorted by artifacts are as great

a problem as illumination models that create physically implausible renderings of digital

materials. Thereby, digital doubles cannot only be the captured or modeled recreation of an

object existing in reality, but can also be a combination of materials and shapes obtained

from different sources. Figure 1.1 shows the components of a digital double consisting of

data from different sources using the example of our methods as presented in Chapters 2, 3,

and 5. For simplicity, we split the discussion of this example into the two components that

are required to form a digital double, its shape and digital material:
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Digital Double
Material Shape

ModellingAcquisition

AcquisitionModelling
[DJ18] [GGG+16] [Ble18] [THP+19]

Pulsed
Time-of-Flight

[Chapter 3]

Moment-based
structured

light

[Chapter 2]

Diffractive scratches

[Chapter 5]

[WIC+19][WVJ+17]

Visualization/PBR[PJH16]

Figure 1.1: Digital doubles consist of two components, the shape and the digital material.

Both can either be acquired via modeling or direct acquisition using specific measurement

setups. In this work, we present a material model to simulate worn surfaces with micro-

scopic scratches Chapter 5. In addition, we develop two approaches that enhance available

shape acquisition techniques based on two different methodologies: Time-of-Flight range

finding Chapter 3 and structured light shape acquisition Chapter 2. Digital doubles con-

sist of a combination of the shape and material components, which can be visualized using

physically-based rendering (PBR) techniques. This can lead to both a photorealistic repre-

sentation of an existing object or a recreation of virtual new objects by merging material

and shape of different origin.
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Shape

A digital double’s shape (Fig. 1.1, right panel) represents the object’ boundaries within

3D space. This can either be achieved by explicitly modeling the geometry by hand using

dedicated software [Ble18] or can be inferred, for example using machine-learning approaches

(such as [THP+19]) on images. On the other hand, shape acquisition methods can be

employed which commonly are divided into active and passive sensing techniques. A passive

technique, such as stereo vision based approaches, does not interfere with the object or

scene observed and the corresponding sensor hardware only records light that is coming

from the scene. In contrast, an active sensing technique optically modifies the scene by

actively illuminating it. At the core of such technique lies a combination of sensors and light

sources (for active solutions). Each of the sensors thereby acquires a single depth value per

sensor pixel, encoding the distance of the object seen in the pixel’s intensity value. Such a

depth map as displayed in Fig. 1.1 (Shape - Acquisition) yields information of the 3D points

visible from the current sensor view point. Such ensembles of 3D points are called point

clouds, which are commonly triangulated for visualization purposes, leading to a triangle

mesh [BPK+07]. This comprises a list of vertices (the 3D points) and faces or triangles,

formed by three vertices respectively, here depicted directly below the corresponding depth

maps.

On a side note, it is usually not sufficient to use the point cloud obtained from a single

view point to craft a full shape reconstruction of the original object due to self-shadowing

effects or other difficulties. For example, the “backside” of the object is not visible from only

a single view. Instead, the object is rotated in front of the range finding setup to generate

a single depth map per view. From the depth maps, 3D points can be extracted, yielding a

dense point cloud which then can be merged and triangulated.

We here focus on two active range finding techniques that are further introduced in Sec-

tion 1.2.1 and Section 1.2.2. Both build upon existent hardware setups that allow for accu-

rate range finding but strongly suffer from measurement noise and artifacts that arise due

to complex light propagation within the measurement area.

The digital material

The material of a digital double defines its interaction with light and hence governs its visual

appearance. A mathematical representation of the underlying scattering events is commonly

performed by defining illumination models that describe the optical properties of the ma-

terial. A common approach to such illumination models is to describe the light-material

interaction only at the surface, which can be achieved by the bidirectional scattering dis-

tribution function (BSDF) [NRH+92]. The BSDF encodes the ratio between the incident

and outgoing light energy for every surface point and direction possible, which requires an

eight-dimensional function at least (four for incident and outgoing angles, four for incident

and outgoing surface points). In practice, however, the BSDF is often decomposed into the

bidirectional reflectance distribution function (BRDF) and the bidirectional transmittance

distribution function (BTDF). These resemble the reflected and transmitted light compo-

nents respectively [BDW81] and, in turn, allow for illumination models tailored to the specific
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component.

Following this argument, in this work we focus on the development of an illumination model

that closes the gap between spatial variation of macroscopic surface defects, such as scratches

on worn surfaces, and the implementation of wave optics due to microscopic surface rough-

ness: If the scratches exhibit cross sections in the order of the optical wavelength (below

1µm), the incident light is diffracted. In such cases, individual scratch cannot be observed

with the naked eye, however their distribution gives rise to a characteristic appearance. We

introduce this approach in more detail in Section 1.2.3.

1.2 Contributions

The field of computer graphics is strongly driven by the desire to provide digital doubles of

high quality with respect to both shape and material representation. The former thereby is

often acquired using measurements for two reasons. First, the capture of the shape of a real-

world object delivers an exact (up to the resolution of the measurement device) digital copy of

its geometrical properties and second, it is often less time-consuming than manual modeling.

On the contrary, the optical properties govering the scattering process are often represented

using physically-based illumination models due to the fact that measurements would have

to sample a high-dimensional space to create a faithful digital material. Figure 1.1 gives a

coarse overview of our contributions with respect to the components required to craft digital

doubles. In particular, in this section we focus on the motivation, related work and insights

that lead to our methods for enhanced range finding and new illumination models for worn

surface materials.

1.2.1 Trigonometric Moments for Editable Structured Light Range

Finding

Structured light methods remain one of go-to technologies in high-quality 3D scanning, specif-

ically for the acquisition of single objects and simple scenes in the context of embedded sys-

tems, for industrial automation or virtual reality. Especially of use are phase-shifting-based

approaches that project sinusoidal patterns of different frequencies and phase shifts onto

the scene, thereby achieving high depth resolution with spatial sub-pixel accuracy [SFP+10;

Zha18]. Most common structured light approaches can be implemented using an off-the-shelf

projector for active illumination and a conventional camera for data acquisition. The work-

ing principle thereby relies on establishing the correspondence between camera pixels and

the sub-pixel locations of the illuminating projector pixels which works well especially for

simple scenes. Reconstruction of the depth then follows via triangulation of the rays formed

by camera-projector pixel correspondence pairs, yielding an independent depth value per

(camera) pixel. On the other hand, machine learning techniques have become more and

more popular also for shape acquisition [RRT+16; RVR+17], where the triangulation step is

replaced by a ‘learning-based’ depth estimation.

Due to the ascent of digital image sensors in recent years, the (spatial) resolution of struc-

tured light methods is primarily bound by the resolution of the projector, as CCD and CMOS
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Figure 1.2: Phase-shifting based structured-light range finding techniques achieve high depth

resolution with spatial sub-pixel accuracy. A common problem in such methods are specular

or translucent materials, concave geometry or even both. To mitigate measurement arti-

facts that stem from such effects, several approaches exist that aim to separate the global

component due to complex light transport, either by specialized illumination patterns or ad-

ditional hardware. Instead of removing data, we use the full information content of standard

phase-shifting measurements. We utilize specific frequencies for our sinusoidal illumination

patterns, which allows for a closed-form reconstruction that reveals a reflectance profile per

camera pixel. This enables us to extract more reliable depth measurements or even recon-

struct fore- and background of translucent objects.
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sensors reach extreme pixel densities with up to 102 megapixels resolution for high-end DSLR

and mirrorless cameras. Figure 1.2 gives an overview about our active range finding tech-

nique based on a standard phase-shifting structured light approach. Such approaches com-

monly suffer from more complex scene geometries or materials, such as translucent objects.

These involve non-local light transport (e.g. interreflections, sub-surface scattering), adding

a global component that leads to severe artifacts in the reconstructed depth maps [GBR+01].

A number of approaches aim to reduce or completely remove the global component, either

by introducing additional hardware [XZJ+19], by carefully choosing suitable illumination

patterns [NKG+06; TAH+07; CSL08; GAV+11], or both [CLF+07; MHP+07; HL11].

These methods share the goal to separate the global component from the measurement

entirely, either before the data is acquired or in a first processing step. We instead draw

inspiration from the field of light transport analysis which deals with the acquisition of the

full reflectance field of a scene. Often, such approaches rely on structured light measurement

modalities. A different data acquisition and processing scheme however allows to virtually

project patterns onto the scene that were never actually measured or to exchange the view-

point of camera and projector [SCG+05; SD09]. In addition O’Toole et al. [OMK14] showed

that the analysis of light transport can be used to perform a much more accurate removal

of the global component, however at the cost of highly specialized hardware.

Instead of removing data, our approach [WIC+19] uses the full information content of stan-

dard phase-shifting measurements by exploiting a mathematical re-presentation of the data

to form a complex-valued vector containing all measurements. We thereby do not alter the

acquisition pipeline except for specifically choosing which frequencies the sinusoidal patterns

exhibit. With this, we effectively sub-sample the spectrum of the underlying reflectance field

per camera pixel. We do not recover the full spectrum but a subset of its trigonometric mo-

ments. We draw upon findings from Peters et al. [PKH+15] to perform a spectral estimation

post-processing step which allows to recover a virtual reflectance profile per camera pixel

using an analytic expression. This allows for an almost instantaneous reconstruction, which

resembles an illumination with a line, swept over the scene. However, instead of shifting

this line pixel by pixel on the projector and taking hundreds of images (1280 images for a

720p projector), we recover the corresponding information content with only 20 images using

sinusoidal illumination patterns with 5 frequencies and 4 phase shifts each.

We in addition exploit the acquired closed-form reflectance profiles to gain insights about

the underlying light transport, allowing for a significantly more robust identification of pix-

els with valid (i.e physically plausible) measurements, effectively reducing the number of

artifacts in the reconstruction. Furthermore, we are able to perform a data-driven semi-

automatic editing which can be used to correct errors, simply by picking the most likely

reflectance profile characteristics. For example, this editable range finding allows us to ac-

quire the shape of translucent materials as well as to remove them from the measurement.

All in all, this gives the opportunity to use standard phase shifting techniques for struc-

tured light range finding and, with only minor adjustments, obtain more reliable and accurate

shapes to craft digital doubles.



1.2. Contributions 9

1.2.2 A new operation mode for depth-focused high-sensitivity

ToF range finding

Time-of-Flight (ToF) range finding setups are deployed in many applications and can be

found in robotics, closely tied to exploration or automated manufacturing, in motion cap-

ture and 3D mapping as well as in biometrics [KBK+09; KHD+09; PVB+11; VWG+12;

WOV+12]. Counting towards active range finding techniques, they consist of a light source-

sensor pair, where light is sent into a scene to encode the distance between light source,

object and sensor in the time a ray of light has traveled. In contrast to such pulse-based (P-

ToF) approaches [GD67; Koe68; IY01; YIM07], most off-the-shelf systems nowadays use an

illumination with light that is amplitude-modulated periodically in the time domain (usually

several 10 MHz), usually employing a sinusoidal or rectangular modulation. This encodes the

time a ray has traveled in a phase measurement [SXH+97; LSB+00], which is reconstructed

by “comparison” with a demodulation signal at the sensor. By comparison of the original

emitted signal and the received version, these correlation ToF (C-ToF) methods are able to

reconstruct the time-of-flight and hence distance. Using specialized sensors, this decoding

step is performed on a per-pixel level in hardware, allowing for sufficiently fast acquisition

of depth maps for motion capture for example. We also rely on such off-the-shelf C-ToF

sensors with the aim to increase depth accuracy in low-light scenarios, Figure 1.3 shows an

overview of our method.

The specialized hardware comes at the cost of reduced spatial resolution, where state-

of-the-art modules deliver up to 640x480 pixels [Luc19], which reveals a major drawback in

comparison to structured light methods. Despite of their low spatial resolution, ToF systems

remain an important pillar of depth sensing methodologies.

Thanks to advances in sensor technology, the amount of pixels increases between subse-

quent sensor generations. In contrast, the depth resolution is driven by the working principle

and heavily depends on design choices such as the time- and power budget, which is espe-

cially limited for mobile applications. In contrast to P-ToF systems, correlation-based ToF

setups are more prone to errors from measurement noise [BS08], resulting in a considerably

lower depth resolution.

To circumvent this problem, available solutions aim to optimize the modulation-demodulation

signal pairs, either by a combination of high- and low-frequency signals [JCP+10; JBP+11],

higher harmonic suppression [PDC+08; PDC+10] or by developing different modulation sig-

nals that are specially tailored to a certain task [GVN+18].

These approaches thereby aim to achieve a high depth resolution over the full, frequency-

limited measurement range. In contrast, we propose PC-ToF Chapter 3, a two-step depth

acquisition scheme which allows for depth focusing and increased accuracy. To achieve this

goal, we draw from an observation by Gupta et al. [GVN+18], who show that the accuracy

of a C-ToF setup relies on the gradient of the participating modulation and demodulation

signals. Instead of optimizing this characteristic for the full measurement range, we focus

on locally maximal gradients, which can be achieved by combining a pulsed illumination

signal with a rectangular demodulation. This, however, effectively limits the range of valid

measurements to a fraction of the full measurement range: Our prototype as presented in

Chapter 3 achieves a measurement range of about 80 cm around a specific depth, whereas
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Figure 1.3: Overview of our pulsed-correlation Time-of-Flight (PC-ToF) range finding ap-

proach. Available off-the-shelf correlation Time-of-Flight imaging solutions suffer from

strongly reduced accuracy in low signal-to-noise-ratio scenarios. To circumvent this problem,

available solutions aim to optimize the modulation-demodulation signal pairs to support as

high depth resolution as possible over the full measurement range. We propose to use PC-

ToF in a two-step depth acquisition scheme, where a first, rough estimate is obtained using

standard correlation Time-of-Flight with sinusoidal modulation-demodulation, followed by

a depth-focused PC-ToF measurement that exploits a trade-of between measurement range

and depth accuracy to locally obtain high depth resolution, especially for low SNR.
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the standard C-ToF approach yields valid measurements over a range of 15 m. Still, our

method allows to sample the full measurement range, effectively increasing the acquisition

time significantly but allowing to “focus” on a certain depth, which especially useful for

example for scanning small objects.

To circumvent the need for such a costly sampling strategy, we perform a two-step ac-

quisition by a first, rough depth estimate, followed by a high-sensitivity depth measurement.

To this end, we first employ standard C-ToF with sinusoidal modulation-demodulation to

achieve a notion of the depth we want to focus on. After the first measurement, the rough

depth estimate allows to shift the sensitive measurement range of PC-ToF towards the depth

of interest. This is followed by a focused measurement which employs a sub-nanosecond laser

pulse illumination signal in combination with a rectangular demodulation.

With this method, we trade the global sensitivity of a standard C-ToF setup for mea-

surements with strongly localized high sensitivity, especially for low-light scenarios. Using

real-world experiments, we show that our technique is capable of achieving depth resolutions

up to 2 mm under optimal conditions using a modulation frequency as low as 10 MHz and

an optical power as low as 0.6 mW. In general, we are able to halve the depth RMS error in

comparison to standard correlation ToF measurements at equal optical power. This makes

PC-ToF especially viable for low-power applications, for example for mobile devices. We

implement our approach as an additional mode of operation on standard correlation Time-

of-Flight hardware which in the end allows to “switch” to a more accurate range finding

technique for improved quality of a digital double’s shape.

1.2.3 Scratch iridescence: Wave-optical rendering of diffractive

surface structure

Detailed modeling and rendering of surface defects can dramatically improve the realism of

digital doubles, hence the pursuit of such models has been a topic of great interest to the

rendering community at large [DRS10]. Measuring the scattering and reflectance distribu-

tion functions of materials is often performed to explicitly capture data of special materials

in movie productions or industry applications. It is usually not desirable for materials that

exhibit a very detailed scattering distribution with high angular dependency, especially in

combination with spectral dependency, as the required high sampling rates lead to large

amounts of data. This is especially true for surface materials with irregularities and imper-

fections, which remains one of the greatest challenges in computer graphics with respect to

both, measurements and modeling. We focus on a gap in the spectrum of digital materi-

als for digital doubles, that the computer graphics community so far was not able to close.

Under bright, directional lighting, which occurs for example in kitchen environments due

to spotlights, surfaces of materials such as glass, metal or plastic objects exhibit iridescent

colors. The reason for this is diffraction, a wave-optical phenomenon that becomes visible as

the light is reflected off microscopic surface features that are in the order of the optical wave-

length. Diffraction, however, poses a challenging problem for measurements, as the strong

dependency of the diffraction patterns on viewing and lighting conditions [Goo96; LLL10]

requires spectral sampling with very high angular resolution, rendering the data acquisition

unfeasible.

Still, the mathematical description of such patterns ultimately relies on the height varia-
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Figure 1.4: Overview of our method to simulate iridescent microscopic scratches on worn

surfaces. Their cross-section is in the order of the optical wavelength, causing diffraction.

Available models either focus only on wave-optical effects of surfaces without macroscopic

variation or rely on geometrical optics to simulate scratches on surface materials. We ap-

proach this problem by merging both methodologies. The scratch geometry is described by

linear segments with constant cross-section. For these, we are able to analytically compute

wave-optical reflectance distributions. This allows us to create photorealistic renderings of

worn objects such as spoons. The realism of such visualization strongly depends on the

variations of model parameters: Varying the depth along a scratch results in a more natural

look whilst a constant depth can be seen as a manufactured sample.
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tions encountered on the surface material, such as dents or scratches, which could be used as

input for data-driven approaches [CHB+12; DTS+14; MMR+13] able to recreate diffraction

effects. However, a measurement as well as a simulation of the surface irregularities in this

case would have to be performed on a sub-micrometer resolution, creating large amounts of

data for even small patches of material.

Other available illumination models either support surface defects such as scratches,

patination or erosion on surface materials [DRS10; MDG01; BPM+04; YHM+16; DWM+15]

with respect to only geometrical optics, where light can be described as a ray. Illumination

models that allow to simulate wave-optical effects due to microscopic surface structure on

the other hand are mostly limited to random surface height variations [HTS+91; SFD+00;

BB17].

To approach this problem, we draw inspiration from works that explicitly model the

scratch geometry. Figure 1.4 shows an overview of our approach. Similar to prior work

[RGB16; BPM+08], we separate spatial and optical information by describing the scratch

layout as a curve and its reflectance behavior using a profile at each position along the it. Like

Holzschuch and Pacanowski [HP17] we use non-paraxial scalar diffraction theory [HVK+00]

to express the diffracted reflectance as a superposition of reflections from individual scratches.

We thereby implicitly apply the far-field approximation [LLL10], which is a reasonable as-

sumption given that the scratched surface is observed from at least a few cm away. Similar

to Sun et al. [SFD+00] we derive the BRDF from the explicit calculation of the scattered

complex wavefront, maintaining as much generality as possible.

To this end, we derive a closed-form solution to the diffraction integral for linear scratch

segments. On the mathematical side, this imposes a problem with respect to the separability

of multiple scratches, as the diffraction integral requires the Fourier transform of the full sur-

face heightfield. To solve this problem, we draw inspiration directly from physics. Extended

light sources, which we have to consider for any realistic lighting scenario, exhibit a limited

spatial coherence [LLL10], which acts as a spatial filter, effectively selecting scratches that

contribute for a given region on the surface. This allows us to reproduce not only diffraction

effects but also the mutual interference created by dense scratch ensembles, providing natu-

ral transitions from localized glint-like iridescence to smooth surface reflectance representing

the superposition of many reflections at large viewing distances.

We demonstrate that our model is capable of recreating the overall appearance as well as

characteristic detail effects observed on real-world examples, such as metal plates or spoons.

The realism of such visualization strongly depends on the variations of model parameters:

Varying the depth along a scratch results in a more natural look whilst a constant depth

can be understood as a manufactured sample. With this illumination model, we widen the

gamut of available digital materials for the creation of digital doubles.

1.3 Outline of this work

This work evolves around the idea of digital doubles, where we aim to improve and enhance

available methods or methodologies. In particular, we directly focus on the building blocks

of digital doubles, the shape and material of such a digital recreation. This cumulative thesis

is organized as follows: In Chapter 2 we present our first project, Moment-based structured
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light based on our paper “Trigonometric Moments for Editable Structured Light Range Find-

ing” [WIC+19], which was presented at VMV 2019. We here introduce an improved struc-

tured light range finding technique that relies on commonly available off-the-shelf structured

light phase-shifting solutions. These commonly require a single projector and conventional

camera to project sinusoidal patterns (in the spatial domain) onto an unknown scene. We

represent the data acquired using such a standard approach in a different mathematical ba-

sis. With minimal assumptions to be fulfilled, we are then able to perform a closed-form

density estimation that enables the data-driven refinement of measured depth maps and

significantly enhances the reliability of acquired depth estimates. This is particularly useful

for the reconstruction of scenes and objects that exhibit complex light transport, be it via

interreflections between objects within the scene or ”difficult” materials such as translucent

surfaces.

In Chapter 3 we further enhance available range finding methods, again utilizing off-the-

shelf hardware. Here however we focus on the use of correlation time-of-flight setups that

use a time-dependent amplitude-modulated illumination for an encoding/decoding scheme.

Our approach allows to focus on a specific range of interest, thereby effectively reducing the

measurement range drastically but trading this for a significantly improved depth resolution,

especially useful to scan small objects or specific areas of the scene with increased accuracy.

We show that a combination of a pulsed illumination and rectangular demodulation signals

for the coding scheme leads to strong improvements for range finding setups especially in

low light scenarios.

In Chapters 4 and 5 we focus on the second major building block for digital doubles: With

two new approaches that enhance the available shape acquisition techniques at hand we

turn our attention to digital materials. Of particular interest to us are effects that are com-

monly found on everyday life items but are often overlooked. This is especially interesting

for materials that are affected by erosion, exhibit a patina or show defects due to wear:

These are very subtle effects, however, whenever a digital double is created without these

characteristics, it appears too sterile in almost any environment.

We focus on microscopic surface defects, tiny scratches that cannot be resolved with the

naked eye but show iridescent colors under strong directional illumination, greatly influencing

the perceived appearance. To this end, we perform a qualitative analysis of the underlying

surface structure and properties such microscopic scratches exhibit as discussed in Chapter 4.

Building on these findings, we present our surface model in Chapter 5, which was presented

at SIGGRAPH ASIA 2017, corresponding to our paper “Scratch iridescence: Wave-optical

rendering of diffractive surface structure” [WVJ+17]. With this, for the first time macro-

scopic variation can be combined with microscopic surface features in a physically-based way,

which we show to result in a faithful creation of digital doubles that exhibit such phenomena.

Each chapter is preceded by a preface, summarizing the relations of each project to the

superordinate creation of digital doubles and stating the challenges we face as well as the

contributions we make to the respective field. Due to the different underlying concepts the

projects rely on, the notations given in the respective chapters are decoupled from each

other. Finally, in Chapter 6 we present a conclusion followed by a discussion about possible
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directions for future work.
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Preface – Moment-based structured light

Range finding techniques comprise a crucial part in the field of digital material appear-

ance: The perceived realism of any digital double is only as good as its geometric model,

either finely crafted by an artist or accurately measured. Structured light methods make

up a huge part of off-the-shelf solutions for 3D shape acquisition, ranging from table-top

systems for hobbyists to industry-grade setups for commercial asset generation used for

a variety of products. Originally a stereo-vision-based approach, the 3D information is

acquired by finding correspondences between camera and projector pixels. The shape of

the object that is to be measured thereby distorts an a priori known illumination pattern

projected onto it, encoding the underlying geometry. In combination with phase-shifting

approaches that are aimed at sub-pixel accuracy on the projector side, the spatial res-

olution of these approaches is nowadays still mainly limited by the projector resolution

due to high pixel densities on conventional DSLR or mirrorless cameras.

The procedure, being based on visual information, in general exhibits two directly

apparent bottlenecks in terms of performance and quality: First, parts of the object that

cannot be directly illuminated or viewed, for example due to self-shadowing, cannot be

measured. Second, the quality of the digital double increases with the number of views

and the number of pixels per view, the acquisition time however increases drastically

when aiming for high angular coverage. The former is readily fixed by rotating the object

in front of the acquisition setup: The implicit higher angular coverage often allows to

acquire data from parts that are shadowed in different views.

In addition, a crucial part that is critical for all available approaches is the identi-

fication of unreliable measurements: Either originating from aforementioned problems

that entirely rely on the measurement setup and shape of the object or from the recon-

struction procedure, the user needs to make sure that the shape is not distorted by false

positives, for example caused by shadowing, too strong specular reflections or caustics.

To enhance shape acquisition techniques that rely on structured light methods, we

present a procedure that relies on standard phase-shifting approaches but, by intro-

ducing a different representation of the acquired data, allows for a heavily improved

pixel-wise reliability measure and in addition enables a data-driven editing step. We

employed this editing capabilities in a semi-automatic fashion to refine uncertain mea-

surement points, which reduces the amount of measurements required for the digiti-

zation and allows for improved quality of the resulting digital double. The chapter

17
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presents our work as published in [WIC+19], the supplemental videos are available at

https://osf.io/etdgb/?view_only=a60cc22ccdf54afbb9be279495d75508.

https://osf.io/etdgb/?view_only=a60cc22ccdf54afbb9be279495d75508


CHAPTER 2

Moment-based structured light

Abstract Structured-light methods remain one of the leading technologies in high quality

3D scanning, specifically for the acquisition of single objects and simple scenes. For more

complex scene geometries, however, non-local light transport (e.g. interreflections, sub-

surface scattering) comes into play, which leads to errors in the depth estimation. Probing

the light transport tensor, which describes the global mapping between illumination and

observed intensity under the influence of the scene can help to understand and correct these

errors, but requires extensive scanning. We aim to recover a 3D subset of the full 4D light

transport tensor, which represents the scene as illuminated by line patterns, rendering the

approach especially useful for triangulation methods. To this end we propose a frequency-

domain approach based on spectral estimation to reduce the number of required input images.

Our method can be applied independently on each pixel of the observing camera, making

it perfectly parallelizable with respect to the camera pixels. The result is a closed-form

representation of the scene reflection recorded under line illumination, which, if necessary,

masks pixels with complex global light transport contributions and, if possible, enables the

correction of such measurements via data-driven semi-automatic editing.

2.1 Introduction

Structured light methods are one of the go-to solutions in current 3D scanning setups,

ranging from use cases in standard shape acquisition for digitization to embedded systems

for industrial automation and virtual reality. The underlying working principle relies on

establishing the correspondence between camera pixels and the sub-pixel locations of the

illuminating projector pixels. We acquire a 3D representation of an unknown scene by pro-

jecting illumination patterns onto the scene and acquire the reflectance with a camera. The

scene geometry thereby distorts the illumination pattern and hence encodes the underlying

structure. As active illumination is used in structured light setups, a controlled generation of

correspondences is possible, allowing to extract the encoded 3D information via triangulation

of pixel-pixel or pixel-line pairs. To this end, a large variety of patterns have been developed,

ranging from simple linesweep illumination, where one captures the projection of a single line

of projector pixels, to binary codes to reduce the number of required acquisitions, to phase

shifting methods [SFP+10] that rely on the use of fringe patterns with continuous intensity

19
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variation for subpixel accuracy. These methods all share the desire to reduce the acquisition

time and number of recorded images as well as to increase the depth resolution [Zha18].

These avaliable systems often rely on the assumption that an observed scene point reflection

uniquely maps to direct illumination from the light source, implicitly requiring diffuse ma-

terials to dominate the scene. Real-world scenes often times violate this assumption: The

incoming illumination of a 3D scene point originates not only directly from a certain projec-

tor pixel but is perturbed by complex light transport effects such as subsurface scattering,

interreflections or volumetric scattering, adding a so-called global component to each camera

pixel intensity. Considering the required camera-projector correspondences for triangulation

this leads to severe problems as the mapping no longer is unique, which can lead to large

errors in the recovered shape. To mitigate this undesired effect, a number of approaches has

been developed which aim at reducing or completely removing the global component, either

by introducing additional hardware [XZJ+19], by carefully choosing suitable illumination

patterns [CSL08; GAV+11], or both [CLF+07]. Instead of trying to remove the global com-

ponent, we aim to explicitly capture all available information in a way that is most suited for

3D reconstruction via triangulation. In theory, this is given by pixel-pixel correspondences

via measuring the camera-pixel reflectance per projector pixel, yielding the full 4D light

transport tensor. Alternatively a standard linescan procedure can be performed, for which

a lower number of acquisitions is needed. Still, both methods require extensive measure-

ment and/or computational effort. Our method on the other hand relies on a phase-shifting

approach based on a small number of sinusoidal illumination patterns with specifically cho-

sen frequencies. This allows us to employ a closed-form reconstruction scheme to estimate

a 3D subset of the light transport tensor, which resembles a dense linesweep illumination

yielding a pixel response per camera pixel. With this we obtain a functional dependence of

the camera pixel intensity based on the linesweep position. By explicitly reconstructing the

linesweep light transport tensor from the sparse measurements, we are able to perform an

in-detail analysis of global illumination effects and to choose the most likely correspondence

as well as perform a data-driven semi-automatic refinement procedure.

2.2 Related work

In this related work section we focus on structured light methods for complex scenes, such

as those containing large amounts of global illuminations or translucent materials. For a

more concise review about the state-of-the art in structured light techniques we refer the

reader to the reports of Salvi et al. [SFP+10] and Zhang [Zha18]. We also consider time-

of-flight (TOF) techniques related to our approach. In particular, there exists a subclass

of TOF approaches that aim to correct for non-direct illumination [WOV+12; HHG+13;

KWB+13; FSK+14; PKH+15] by estimating the time-resolved reflectance profile per pixel.

These techniques then allow to separate the direct and global component in the time domain,

whereas our approach focusses on the spatial domain to do so.
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2.2.1 Phase shifting

Continuous coding by phase-shifting based on sinusoidal illumination patterns is a well known

technique used in structured light geometry acquisition [SFP+10]. A common setup consists

of a digital projector, which projects a series of phase-shifted sinusoidal patterns onto the

scene, and a camera that captures the reflected light. Ideally, phase information is extracted

for each camera pixel, encoding the camera-projector pixel correspondence. For higher ac-

curacy usually multi-frequency measurements are performed, for which phase unwrapping is

required. Our method inherently relies on a multi-frequency phase-shifting approach with si-

nusoidal illumination patterns to acquire the trigonometric moments of the scene per camera

pixel.

2.2.2 Shape estimation under global illumination

3D shape acquisition based on structured light setups relies on the detection of direct re-

flections of the illumination. The global component is caused by subsurface scattering,

interreflections, and ambient light and can strongly affect and perturb the acquired cor-

respondences, which can lead to severe errors in the shape estimation [GBR+01]. Key to

many applications is to remove or mitigate the global component, either by careful choice of

illumination patterns or by hardware modifications.

One of the first to acquire shape in the presence of global illumination were Nayar et

al. [NIK91], who presented an iterative approach for Lambertian objects. Chandraker et

al. [CKK05] estimate 3D data using a shape-from-shading technique. Shape-from-shading is

also used by Chen et al. [CGS06], who employ an interactive photometric method to obtain

specular reflections. Modifications of the measurement procedure were proposed by Park et

al. [PK08], who move the camera for global illumination mitigation. More recently, Fanello

et al. [RRT+16; RVR+17] used learning techniques to estimate disparity maps from infrared

structured light data and augmented stereo vision systems respectively. Both approaches

effectively learn disparity maps and yield very efficient high accuracy depth reconstruction

for standard (not translucent) materials.

A milestone with respect to phase-shifting-based structured light is the work of Nayar

et al. [NKG+06], who showed that high-frequency illumination patterns can be used to ef-

fectively separate the direct and global component. Talvala et al. [TAH+07] remove glare

from high dynamic range images using Nayar’s separation approach by selectively masking

light that generates the glare. On the other hand, Nayar’s direct-global separation tech-

nique was introduced to structured light systems by Chen et al. [CLF+07], who combine it

with a polarization difference imaging (PDI) acquisition step. As multiple scattering events

depolarize the reflected light [HvdH81; SNN03; SK05], this provides an additional filter to

reduce the global component. Afterwards, Chen et al. [CSL08] proposed a modulated il-

lumination signal for improved reduction of the global component. Similarly, Holroyd et

al. [HL11] proposed an active multi-view stereo technique with high-frequency illumination

that is invariant to global illumination. Ma et al. [MHP+07] extended the idea of PDI in con-

junction with a shape-from-shading approach to use circularly polarized spherical gradient

illumination for the recovery of translucent objects.
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Figure 2.1: Example images acquired with our illumination procedure. We use sinusoidal

illumination patterns with different frequencies ranging from ν = 1(left) to ν = 4 (right)

and acquire images for four equi-spaced phases in the range [0, 2π] (a, b, c, d).

2.2.3 Pattern optimization and light transport acquisition

The aforementioned techniques rely on the elimination of the global component, combined

with mostly off-the-shelve shape acquisition techniques acting on the remaining, direct com-

ponent. In contrast, Gupta et al. [GAV+11] combine the complementing properties of Gray

codes and logical codes for depth measurement. We consider this approach closely related to

the idea of moment-based structured light, although our method reconstructs a continuous

pixel response that contains more information than a binary coded pattern. Also connected

to our approach are methods that try to acquire the full reflectance field of a scene, such

as [SCG+05; SD09] who use this concept for dual photography. In the context of shape

acquisition, light transport analysis has been successfully used to estimate shape and surface

normals under the assumption of Lambertian surfaces [LNM10]. Reddy et al. [RRC12] per-

form a direct-global separation based on frequency domain considerations. More recently,

O’Toole et al. [OMK14] showed that 3D shape acquisition greatly benefits from light trans-

port analysis. Despite being very efficient, their approach relies on special hardware that is

capable of high-speed acquisition and modulation.

Our approach extends the capabilities of existing phase-shifting methods without the

overhead of additional hardware components. Instead, we rely on a frequency-domain ap-

proach to reduce the number of required input images and perform spectral estimation to

recover a scene response that encodes the pixels’ reflected intensity in the presence of a

linesweep illumination. This approach has three major advantages: First, a linesweep il-

lumination renders our approach specifically suited for triangulation as we directly enforce

camera-projector pixel correspondences. Second, we require only a small fraction of the

number of acquisitions compared to a conventional linesweep. Furthermore, we show that

by explicitly recovering the 3D (linesweep) light transport tensor we are able to reliably sep-

arate direct from global components and refine our results by applying a data-driven editing

technique, which substantially improves the resulting depth map quality.
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2.3 Phase shifting for structured light

Projecting a sinusoidal pattern onto a scene allows a unique mapping between camera pixel

and projector pixel: Each point along a line across the sinusoid can be assigned a specific

phase value. Non-flat geometry within the scene will deform this pattern, yielding a phase

deviation in a recorded image which encodes the underlying 3D shape. A decoding step that

matches the deformed and originally projected patterns then allows a phase retrieval. To

this end, the N-step phase shifting is used where subsequent captures of shifted versions of

the projected pattern are performed, usually with K equally spaced phase shifts δϕ = 2π/K.

The illumination signal of a projector pixel (m,n) can then be described as

Ik(m,n) =
1

2
[cos(j · ν + δϕk) + 1] ; δϕk = k · 2π/K, (2.1)

where j denotes an integer multiple of the frequency ν and k the k-th phase shift. To

express the light transport within a scene, it is common to consider the 4D light transport

tensor which can be understood as a density ρ(x, y,m, n), where (x, y) are coordinates in

the camera system denoting the respective camera pixels and (m,n) with m ∈ [0, . . . ,M ],

n ∈ [0, . . . , N ] the corresponding projector pixels. In other words, this tensor maps the

illumination intensity present at pixel (m,n) (or any superposition of multiple pixels) of the

projector to the received intensity value at the camera pixel (x, y), thus encoding the full

light transport within the scene. For a single phase shift δϕk and fixed j the measurement

procedure then acquires the camera pixel intensity

Ik(x, y) =

∫ M

0

∫ N

0

Ik(m,n)ρ(x, y,m, n) dmdn

=
1

2

∫ M

0

∫ N

0

[
cos(j · 2π n

N
+ δϕk) + 1

]
ρ(x, y,m, n) dmdn (2.2)

which is the convolution of the light transport tensor and the active illumination, containing

all the global light transport effects and we assumed the base frequency ν = 1 along the

(horizontal) n-axis of the projector. In the structured light literature, the density ρ is usually

split into a global and direct part ρG and ρD where the direct part maps exactly one camera-

to one projector-pixel and the result of Eq. 2.2 for a single frequency j is often written

as [CLF+07]

Ik(x, y) =
1

2
[Ld(x, y) · cos(Φ(x, y) + δϕk)]

+
1

2
[Ld(x, y) + Lg(x, y)] (2.3)

where Ld denotes the direct reflection obtained from ρD, depending on the phase Φ(x, y) of

the surface point observed in camera pixel (x, y), encoding the surface point’s local geometry.

Lg on the other hand is the global component, which is independent on the phase and

originates from ρG. With at least three different, equally spaced phase shifts δϕk the global

and direct components can then be separated and the phase Φ(x, y) can be estimated,

yielding point correspondences for triangulation, see [SFP+10; CLF+07] for a more detailed

explanation.



24 Chapter 2. Moment-based structured light

It is clear that the full knowledge of the 4D light transport tensor would yield insight into

the global illumination effects present within the scene, regardless of their physical origin,

as Lg could be computed and corrected for. The measurement of this tensor, however, is

either costly in terms of acquisition time [SCG+05] and data storage or requires extensive

numerical reconstruction [SD09], rendering it unfeasible for shape acquisition techniques

based on structured light.

In contrast, we do not aim to reconstruct the full 4D light transport tensor but a 3D

subset of it, which is inherently related to the scene as if being illuminated by a linesweep,

rendering it highly suited for projector-camera pixel correspondence finding. We rely on the

standard phase shifting approach and re-interpret the measurements to obtain a vector of

trigonometric moments per camera pixel.

2.4 Using trigonometric moments for structured light

Peters et al. [PKH+15] utilized a spectral estimation technique based on the maximal Burg

entropy [Bur79] to reconstruct time-resolved scene responses from data captured with a spe-

cialized camera. Their technique relies on a sinusoidal illumination modulation (in the time

domain) and presents a closed-form reconstruction scheme for the scene response per camera

pixel. Key to this technique is the acquisition of multiple images with modulation frequencies

that are the integer multiple of a chosen base frequency, which results in measurements of

the so-called trigonometric moments. We transfer this technique to the concept of structured

light shape acquisition based on phase-shifting, where a scene is illuminated with sinusoidal

patterns of choosable frequency in spatial domain.

In general, the trigonometric moments bj of a 1D density h(ϕ) are described as

bj =

∫ 2π

0

h(ϕ)eijϕ dϕ (2.4)

where as before j denotes the j-th multiple of the base frequency (assumed to be 1) and h(ϕ)

is a 2π-periodic density distribution function. The reconstruction of the underlying periodic

function h(ϕ) is then performed using a maximum entropy formalism that maximizes the

Burg entropy H (see Peters et al. [PKH+15]) given as

H[h(ϕ)] =

∫ 2π

0

− log(h(ϕ)) dϕ. (2.5)

The closed form solution then reads

h(ϕ) =
1

2π

eT0 ·B−1 · e0

|eT0 ·B−1 · s(ϕ)|2 ; sj = eijϕ (2.6)

where eT0 = (1, 0, . . . , 0)T and the measurement matrix B is given as

B =


b0 b−1 · · · b−m

b1 b0
. . .

...
...

. . . . . . · · ·
bm · · · b1 b0
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where b−j = bj denotes the complex conjugate of the measured trigonometric moment for

frequency j. In the case of sinusoidal patterns projected onto a scene and observed with

a camera, the phase ϕ corresponds to a position in the direction of the linesweep along

the n-axis. Peters et al. showed, that a rough estimate for the trigonometric moment

measurements bj can be obtained by performing four measurements with equidistant phase

shifts, to equally sample the real and imaginary part of the complex exponential in Eq. 2.4.

In particular, we can thus describe a trigonometric moment measurement of a camera pixel

(x, y) as

bj(x, y) =
∑
k

Ik(x, y)eijϕk ; ϕk ∈
{

0,
1

2
π, π,

3

2
π

}
(2.7)

which is a superposition of the acquired pixel intensities Ik(x, y) for each phase shift k for a

specific frequency ν · j, forming the vector of trigonometric moments b per camera pixel.

Our main result is the estimation of a 3D tensor (a subset of ρ) using the aforementioned

maximum entropy estimation technique: Per camera pixel we reconstruct a pixel response

in dependence on the phase ϕ, the 3D tensor hence resembles a linesweep illumination and

is decribed via

h(x, y, ϕ) =
1

2π

eT0 ·B−1(x, y) · e0

|eT0 ·B−1(x, y) · s(ϕ)|2 ; ϕ = 2π · n/N (2.8)

The reconstruction is computed independently per camera pixel and relies on the closed form

Eq. 2.8, allowing for fast and parallelizable computation. In addition, our method does not

require any posterior phase unwrapping step: Taking a closer look onto the denominator in

Eq. 2.8 reveals that the phase dependence of the expression can be understood as a Fourier

series with frequencies j. As long as the lowest frequency spans the full scene, which we take

care of, this expression reconstructs the full 2π-periodic density with respect to j = 1. We

have to be aware that the ability to decompose the light transport components with respect

to the phase does not resolve the full global light transport: The projector pixels forming

the line of illumination along the m-axis at each position n still all contribute, which cannot

be separated with this technique, a problem common to most phase shifting techniques.

2.5 Measurement setup and procedure

Our setup consists of a 14-bit 1920 x 1200-pixel FLIR Grasshopper 3 camera and a Casio

XJ-A142 projector with a native resolution of 1024 x 768. Prior to our measurements, we

performed a radiometric and geometric calibration of the stereo setup. In particular we

have to take care of the linearity of the projector output. To this end, we first calibrate the

camera and then project a medium frequency sinusoidal pattern (j = 4) onto a flat diffuse

target. We acquire images for 64 equally spaced phase shifts of this pattern and compute the

Fourier transform of the center camera pixel along the phase axis. With proper calibration,

we acquire a contrast of 2000:1 for the first to second frequency component of the signal. We

chose an exposure time of 16 ms to match the refresh rate of the projector of about 60 Hz

and average 20 frames for noise reduction, establishing measurements at about 3 FPS.

Our measurement procedure closely follows the standard phase shifting technique with

sinusoidal illumination patterns: Per frequency j · ν we project four shifted patterns with

phase shifts δϕk = 2π k
K

with k = [0 . . . K − 1], K = 4 onto the scene. We choose the base
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Figure 2.2: Reconstructed linesweep illumination based on the density estimation described

in Sec. 2.3, computed from a total of 20 images, measuring 5 frequencies with 4 phases each.

Note that for visibility we chose a logscale representation.

frequency ν = 1, so that the period of the lowest frequency exactly spans the projector

image.

Establishing point correspondences With our closed-form reconstruction technique at

hand we are now able to estimate the pixel response of each camera pixel with respect to a

linesweep illumination. In Fig. 2.2 we show four reconstructed example images for different

positions of the (virtual) linesweep, videos of the reconstructed sweep are available in the

supplemental material. As we inherently know the projector pixel corresponding to each line

position, we in principle could start with a standard triangulation procedure at this point.

Fig. 2.3 (right) shows an exemplary phase map where we assumed that the line position

corresponds to the global maximum of the pixel responses. Here, two problems common

to structured light phase shifting become apparent: First, shadows cannot be directly lit

and therefore introduce errors and second, objects that exhibit either complex geometric or

material properties do not necessarily have a dominant direct reflection. Taking a closer

look at the reconstructed responses in Fig. 2.3 (left) reveals that diffuse materials, such

as the fore- and background objects in this case indeed have a dominant direct reflection.

The translucent object however shows a more complex response where the global maximum

matches with the background reflection, introducing a wrong depth estimation at all such

pixels.

To avoid such problems we utilize the benefit of having the full pixel response information

at hand: We assume that direct reflections are not necessarily the global maximum of the
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Figure 2.3: Left: Pixel responses of pixels observing scene points with different ob-

jects/materials, corresponding to the color-coded pixels in the right panel. Right: Phase

map of the scene depicted in Fig. 2.1. The estimated phase per pixel corresponds to the

global maximum of each camera pixel response.

pixel response but instead a direct reflection is only present when the global maximum is

much stronger than the next strongest local maximum. The reasoning behind this is that a

direct reflection can only deliver the highest intensity if the light is not distributed within the

scene by additional scattering effects, which would result in strong secondary local maxima.

It is then easy to provide a confidence map, which we compute as the ratio between the

two highest maxima found per pixel. Critical points of the density h(ϕ) have to fulfill the

polynomial equation [PKH+15]

J∑
j=0

J∑
l=0

(B−1 · e0)j · (B−1 · e0)l · (j − l) · zJ+j−l = 0 (2.9)

where z = exp(iϕ) and the polynomial is of degree 2 · J . It therefore can have up to 2 · J
roots than can be computed directly from the measured trigonometric moments, without

the need to actually calculate the pixel response. For our measurement setup we thus obtain

eight maxima, their respective position and strength, and sort these in descending order.

We then compute our confidence as

C(x, y) =
Î0(x, y)

Î1(x, y)
(2.10)

where Î0 denotes the strongest and Î1 the next strongest maximum. The confidence then

tells us how likely it is that a pixel contains only a direct reflection. Note that this scale is not

linear and is only bounded towards lower values; a perfect direct-reflection-only pixel would

show a confidence of infinity whereas the lowest confidence is reached when the two peaks

have equal strength, yielding C = 1. We found that a confidence of C > 5 is a safe albeit

conservative threshold to identify camera pixels that contain a dominant direct reflection.

Fig. 2.5 (top left) shows a mask created from such direct pixels.
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The zeroth moment The zeroth moment is defined by

b0 =

∫ 2π

0

h(ϕ) dϕ (2.11)

and hence captures the absolute brightness the scene achieves due to the active illumination

without any modulation of the pattern present (j = 0). Related work in the structured light

community only utilizes measurements with frequencies larger than zero to not capture more

images than necessary. In fact however, the zeroth moment contains important information

in general, but especially for our reconstruction technique: The zeroth moment controls the

sparsity of the reconstruction [PKH+15]. In addition, we use the zeroth moment to mask

unreliable data that is produced by shadows during the capture. Assuming that a pixel that

is shadowed does not receive direct light for any frequency, we average the absolute values

of all moment measurements per pixel and apply a standard thresholding scheme to find

shadows. Considering that indirect illumination can still reach a shadowed scene point we

found that a reliable threshold to identify shadows is 2% of the maximum signal available

in the so-formed image. The result is a mask that neglects all such shadow pixels, as for

example in Fig. 2.5 (bottom left). Note that especially translucent materials are not detected

in the shadow mask but are found to contain complex global light transport and hence are

denoted as non-direct pixels. Vice versa, direct pixels may be found in shadow regions due

to interreflections, but are removed by the shadow mask.

Correcting errors Camera pixels that are neither direct nor shadow pixels exhibit mul-

tiple (mostly two in our scenes) strong maxima in the pixel response (see Fig. 2.3, left).

Instead of directly neglecting this data, our method allows for a data-driven semi-automatic

editing. In particular, a standard processing procedure of the acquired data works like the

following:

1. We reconstruct the per-pixel scene response according to Eq. 2.8.

2. We compute the 3D position of each scene point as seen by a camera pixel using a

standard triangulation technique [HZ03].

3. The pixels with high enough confidence are marked as direct pixels.

4. The pixels with low enough intensity are marked as shadow pixels.

5. For direct pixels, the global maximum encodes the pixel correspondence and we choose

the triangulated 3D position accordingly.

6. A semi-automatic editing step can be used to refine the reconstruction based on three

available procedures and the available scene response. We manually select a region of

interest containing the pixels we want to refine. We then perform one of the following

actions:

Background selection Choose the local maximum that corresponds to the further

away 3D position.
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Figure 2.4: Depth maps and renderings of the 3D point clouds obtained from our data-driven

semi-automatic editing step. Starting from our direct pixels with reliable depth information

(top), we can apply our correction scheme and adjust uncertain data with respect to adjacent

direct pixels. The red boxes denote a background (bottom left) and foreground ((bottom

right)) selection for the correction process. The pixels within the blue boxes result from our

smoothing approach. Note that the foreground correction works better due to the geometry

of the problem, the background correction suffers from the dependency on interreflections.
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Figure 2.5: Left: The direct mask only containing pixels with C > 5 (top) and the shadow

mask which removes pixels with too little information present (bottom). In both cases, white

denotes a retained pixel. Right: The confidence map (top) denotes the ratio between the

two highest maxima found in the pixel responses. Based on this information we remove

non-reliable pixels from the phase map and only obtain direct pixels (bottom).
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Foreground selection Choose the local maximum corresponding to the closer 3D

position.

Smooth flood fill Within a chosen region, iteratively find pixels that are adjacent to

direct pixels. We then choose the maximum that is closest to the (global) maxi-

mum of the direct pixel and set the now edited pixel to be recognized as direct as

well for the next iteration. This performs similar to a flood fill procedure [Tor16].

The fore- and background selection share the benefit that they are independent on the abso-

lute height of the maxima: The driving parameter is the distance obtained via triangulation

with respect to each single maximum, the selection only uses the location of the maxima for

correspondences camera-projector pixel correspondences.

Note that this refinement procedure is only possible because we estimated the pixel

response in the first place and only works in the semi-automatic fashion presented. A

fully automated procedure would require a more elaborate classification of pixel responses.

Additionally, a well calibrated camera-projector setup is required to obtain reliable distance

information for each maximum. A showcase video of the edit process can be found in the

supplemental material.

2.6 Results

In this section we present results based on measurements using 5 frequencies (j ∈ [0 . . . 4])

with 4 phases per frequency, yielding a total of 20 images. The reconstruction itself takes

under one minute for images with a resolution of 600x960 pixels on an Intel Core i7 pro-

cessor. Due to the semi-automatic interactive refinement procedure, our method is not only

able to acquire range information with a low number of acquisitions, but can also be used

to acquire the shape of translucent materials, see Figure 2.4. Since the complete line sweep

response is reconstructed at each camera pixel, we can selectively choose to estimate the

shape of translucent objects by choosing the local intensity maximum corresponding to the

depth value closest to the camera instead of the global intensity maximum. Light that

passes through the translucent object and hits another scene point generates a second re-

sponse (cf. Fig. 2.3). By choosing this response we are able to remove the translucent object

from the depth estimation., although the reconstructed depth value is biased due to unac-

counted refraction events at the translucent surfaces and its accuracy is limited because of

interreflections. To fix this it would be necessary to ray trace through the translucent object

by sampling its full light transport tensor, which is unknown. Also, because they originate

from specular reflection, some points on the translucent object’s surface have a very high

confidence value and are not touched by our depth map editing operator (see the direct pixel

mask in Fig. 2.5). The foreground correction tool on the other hand (cf. Fig. 2.4, bottom

row) is able to reconstruct the translucent object, as the geometry of the scattering process

is much simpler. In addition, we perform a smoothing correction on parts of the scene,

denoted by the areas encoded in blue. In areas with a low confidence value, the refinement

step estimates the most plausible candidate peaks by comparison with neighboring pixels of

high confidence, see Fig. 2.5 (lower right). By applying this smoothness prior, we are able

to fill in previously unreliable depth measurements.
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Comparison We compare our method to the polarization difference imaging approach by

Chen et al. [CLF+07]. Similar to [CSL08], their method is designed to reconstruct translu-

cent materials, however without limiting its capabilities with respect to diffuse materials and

scenes without global light transport, which is a limitation of the modulation-based method.

Their method requires a total of 120 images and delivers accurate reconstructions of translu-

cent materials as shown in Fig. 2.6. For scenes with little global light transport (bottom),

both methods perform equally well, yielding reliable depth estimates for the crystal lamp.

Minor differences occur due to the different masking of direct pixels. Strong differences arise

for more complex scenes. To understand this effect, we have to consider the confidence map

and corresponding direct mask of the complex scene in Fig. 2.7. Chen et al compute the

confidence as the ratio between high-frequency and low-frequency pixel intensity, which is a

common approach since low-frequency illumination patterns contribute more to the global

component. This makes it difficult to fine tune the threshold needed to separate direct and

global components. Here, we used a threshold of 0.5 to achieve a good balance between

retaining the translucent object and masking out incorrect measurements. Still, we obtain

false positive results due to interreflections and problematic scene geometry. We have found

our confidence map generation more reliable with less false positives in these cases, since the

ratio of largest local maximum intensity values yields a direct measurement for the complex-

ity of the light transport at a given camera pixel. The data-driven correction approach then

can be used to refine unreliable range estimates without having to hallucinate new data,

filling in data where possible and otherwise removing pixels strongly influenced by global

light transport.

Quantitative results To obtain a measure of accuracy for our method in comparison to

PDI, we chose to estimate distances for both, large- and small-scale situations. The former

is realized by placing a planar target in front of the system and measuring the corresponding

distance, whereas the latter relies on the acquisition of a sphere in front of this plane, as

shown in Fig. 2.8 (left panel). For the planar target, we perform a pose estimation to obtain

reference data (tangent normal and position). For the sphere, we measure the physical

object’s diameter and fit its position using a least squares optimization routine. We then

compute the difference between the reference data and the distance estimation obtained with

both methods. Note that we base our computations only on the direct pixels (cf. Sec. 2.5)

as we consider the others to only hold invalid information. Figure 2.8 reveals that for large

scales such as the planar target, our method suffers from the low frequencies used: Over the

depicted range of roughly 30 cm we obtain a RMSE of about 18 mm. The error obtained for

PDI is only slightly less, however our method also shows a low-frequency ripple-like structure

that is not found in the results of the method by Chen et al., which will be discussed in

the next paragraph. In contrast, our method provides comparable measurements and masks

out invalid (non-direct) pixels very reliably, leading to much less artifacts. These artifacts

are also the reason that the obtained RMSE for PDI is much worse than for our method;

Removing these artifacts yields very similar errors.

Ringing artifacts and higher frequencies For the results presented in this section, we

are working at the lower limit of phase shifts needed to correctly sample the modulated
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PDI [CLF+07] Ours

Figure 2.6: Comparison with the PDI approach by Chen et al. [CLF+07] for our most

complex scene (top) and a crystal lamp (bottom). Both, the PDI method and ours truthfully

reconstruct the foreground translucent object but show severe differences for scenes with

strong global light transport. Additional comparisons can be found in the supplemental

material.

Figure 2.7: Confidence map (left) and direct pixel mask (right) for the PDI measurement.

The mask is obtained by thresholding the confidence at 0.5. A lower threshold would yield

more reliable results but would exclude the translucent object.
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Figure 2.8: Quantitative comparison between PDI [CLF+07] and our approach. We recon-

struct distance on two scales, a planar target covering the full field-of-view and a sphere.

The reconstructions are performed based on the direct pixels only. Top left: Depth map

obtained with our approach. The red rectangle contains the sphere used for the local anal-

ysis (middle panel), the blue lines correspond to the slices shown in the right panel. Top

right: Absolute error obtained for the sphere target. Our method performs better on small

scales, which can be attributed to the more robust choice of direct pixels (19 mm vs 8 mm).

Bottom: Reconstructed distances corresponding to the blue lines. In contrast to the PDI,

our method suffers from the low frequencies used, resulting in a higher RMSE for large

scales ( 18 mm vs 17 mm). On the other hand, our method more reliably masks out invalid

pixels, resulting in less artifacts. The planar target here appears curved due to the distance

measurement with respect to the camera.
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Figure 2.9: Increasing the number of phases while fixing the number of frequencies results

in higher confidence (top) and less artifacts in the reconstructions (bottom). Left: Mea-

surement with 8 equally distributed phase shifts (40 images). Right: Measurement with 16

phaseshifts (80 images).

illumination. This comes at the cost of ringing artifacts. Taking a closer look at the point

clouds in Figures 2.10 and 2.4 such artifacts are visible especially on the far wall, and

are also indicated in the corresponding confidence maps and the log-scale linesweep images

and videos, where they manifest as local maxima and minima alongside the scanline. To

correct this, measurements with higher frequencies and/or more phases per frequency can be

acquired. Both cases linearly increase the amount of acquisitions, as our reconstruction relies

on subsequent integer multiples of the base frequency and for each frequency an equal amount

of phase shifts is performed. Figure 2.9 shows the confidence maps and reconstructed 3D

point clouds for 8 and 16 phases. For a measurement with 8 phase shifts, the confidence map

quality increases significantly, making a direct-global separation more clear. Ringing artifacts

are reduced compared to the 4-phase measurement but still present, which is well visible

within the confidence map and reconstruction. With 16 phase shifts, the reconstruction

does not differ noticeably from the previous measurement, ringing artifacts are only slightly

reduced, hinting at the need for higher frequencies to mitigate this effect.
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Confidence map
Depth map

(direct pixels)

Depth map

(edited)
3D point cloud

Figure 2.10: After data acquisition, we reconstruct the scene response of each camera pixel

and extract the local extrema. The ratio of the two highest local maxima gives the confi-

dence map (first column), which is a lower bounded measure of how likely the pixel only

contains a direct reflection. We then compute the 3D positions of the direct pixels via trian-

gulation (second column) which yields a reliable depth estimate containing holes. Using

our correction steps, we can “fill in” missing values at uncertain non-direct pixels (as long

as they are not identified as shadow pixels) and provide a more complete depth estimation

without hallucinating new data or interpolation (third column). We thereby only rely on

the actually measured scene responses. With these datasets we are then able to provide a 3D

point cloud for e.g. meshing purposes (fourth column). Additional results can be found

in the supplemental material.
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2.7 Conclusions

We presented a frequency-domain approach that utilizes a closed-form spectral estimation to

reconstruct the reflectance field per camera pixel as if illuminated by a linesweep. Linesweep

illumination has the advantage of separating contributions along the sweep direction, ren-

dering it useful for the reduction of global-illumination contributions. Näıvely, such a mea-

surement scheme would require an amount of acquisitions equal to the number of projector

pixels along the sweep direction. In contrast, we can reduce the number of acquisitions to

only 20 for a reliable reconstruction and confidence estimation and, due to the maximum

entropy constraint of the reconstruction, reduce noise drastically.

The method performs well for scenes with and without global light transport contribu-

tions by translucent objects or interreflections. The latter can efficiently be masked out using

our confidence measure whereas the former can be analyzed and edited. Based on the pixel

response, we can then choose to either render a translucent object virtually invisible or to

reconstruct its shape.

Currently, our method relies on acquisitions with integer multiples of a base frequency

and an equal number of phase shifts per frequency, which introduces ringing artifacts due to

undersampling. To mitigate this effect, measurements with higher frequencies are required,

which for our method would drastically increase the amount of acquisitions. Hence, one

major point for future work would be the incorporation of a non-equal number of phase

shifts per frequency as well as multiple base frequencies. Still, even with as little as 5

frequencies and 4 phase shifts, corresponding to a total of 20 images captured, our method

reliably separates direct from global components, which is especially useful for scenes with

global light transport.
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Appendix

In the following we present additional results that accompany our paper and were left out

due to space constraints or to improve readability. In addition to the images provided in

this document, we supply videos with the following content:

1. One video per scene showing the reconstructed linesweep with a slightly upscaled

brightness for better visibility.

2. One video per scene showing the reconstructed linesweep in logscale.

3. A video showcasing the editing of the complex scene, containing multiple objects in-

cluding the translucent plastic block.

39
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Confidence map
Depth map

(direct pixels)

Depth map

(edited)
3D point cloud

Figure 2.11: Confidence maps, depthmaps and final reconstructions obtained for three addi-

tional scenes acquired with our measurement setup. The measurements were performed with

5 frequencies (j = [0 . . . 4] and 4 equally spaced phase shifts per frequency. This completes

the results shown in Figure 2.10 in the paper.)
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Scene Confidence [CLF+07] PDI [CLF+07] Ours

Figure 2.12: Comparison between the polarization difference imaging (PDI) approach by

Chen et al [CLF+07] with our results for the scenes not presented in the paper. From

left to right, we present the original scene image, the confidence computed following Eq.5

in [CLF+07], the final result obtained with the PDI method (and masking out “unreliable”

pixels) and our final result after masking and editing.
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Preface – Pulsed Correlation

Time-of-Flight

Time-of-Flight (ToF) range finding setups are commonly employed for 3D shape ac-

quisition. In contrast to structured light methods, the acquisition times of such de-

vices is fast enough to not require perfectly static scenes which makes them especially

useful for mobile applications and handheld devices, where the user has to manually

“scan” the object of interest from multiple view points. To avoid the need for costly

high-speed electronics, current off-the-shelf ToF solutions rely on indirect measurements:

Amplitude-modulated light is sent into the scene, usually with sinusoidal or rectangular

modulation. Upon scene traversal, the signal undergoes a phase shift that is related to

the distance traveled. Correlation with a demodulation signal at the sensor is used to

reconstruct this phase, and and hence distance, at the sensor, directly in hardware. Such

sensors employ a specialized type of pixels, which limits the available spatial resolution.

The depth resolution on the other hand is primarily defined by the choice of modu-

lation/demodulation signal pairs and design choices such as time- and power budget.

Available methods often suffer strongly from measurement noise, especially in scenes

with low illumination intensity. This renders the results prone to artifacts and errors

in the resulting depth estimations, ultimately leading to low-quality shapes that impact

the quality of an associated digital double.

We approach this problem by enhancing available off-the-shelf solutions with a new

mode of operation, pulsed correlation Time-of-Flight imaging. Here, we combine two

low-power measurements: First, we perform a rough depth estimation with the standard

C-ToF approach already implemented in the hardware by default. With this coarse

notion of depths associated with visible objects within the observed scene, we employ a

depth-focusing step in combination with a high-sensitivity acquisition that is achieved

by replacing the modulation/demodulation signal pair by a pulsed illumination and a

rectangular demodulation.

With this, we are able to significantly reduce the noise in extracted depth maps and

even allow the acquisition of shapes under circumstances that would lead to gaps and

strong errors in standard operation mode. Our method hence mimics a feature long used

for conventional cameras: The ability to “zoom in and out”, thereby selecting a depth

of interest. We employ this method without the need for additional hardware, which

makes it especially useful for mobile applications on a tight power budget, allowing to

acquire shape for crafting digital doubles with increased precision.
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CHAPTER 3

Pulsed Correlation Time-of-Flight

Abstract We introduce pulsed correlation Time-of-Flight (PC-ToF) sensing, a new oper-

ation mode for correlation time-of-flight range sensors that combines a sub-nanosecond laser

pulse source with a rectangular demodulation at the sensor side. In contrast to previous

work, our proposed measurement scheme attempts not to optimize depth accuracy over the

full measurement range: With PC-ToF we trade the global sensitivity of a standard C-ToF

setup for measurements with strongly localized high sensitivity – we greatly enhance the

depth resolution for the acquisition of scene features around a desired depth of interest.

Using real-world experiments, we show that our technique is capable of achieving depth

resolutions down to 2 mm under optimal conditions using a modulation frequency as low as

10 MHz and an optical power as low as 0.6 mW. In general, we are able to halve the depth

RMS error in comparison to standard correlation ToF measurements at equal optical power.

This makes PC-ToF especially viable for low-power applications.

3.1 Introduction

Time-of-flight (ToF) range finding setups support a vast amount of applications, ranging

from robotics closely tied with exploration and automated manufacturing to motion capture

and 3D mapping, as well as biometrics [KBK+09]. They are all connected by the common

need for truthful representations of the three-dimensional environment. As a consequence,

all applications share the desire for both – high spatial resolution as well as precise depth

estimation. Thanks to advances in sensor technology, the former rises with every generation

of sensors, whereas the depth resolution depends on design choices, such as the time and

power budget of any such sensor and hence is fundamentally limited by noise. Especially

for low signal-to-noise ratio (SNR) measurements, accurate detection of distances becomes

a challenge that received a lot of attention from the scientific community. There exists a

number of range finding approaches based on ToF measurements, which can be divided into

two classes that differ in both hardware requirements and reconstruction techniques.

Direct pulsed time-of-flight range finding. Direct pulse-based ToF systems (P-ToF) [GD67;

Koe68] were the first ToF systems to be employed for range finding purposes. These setups

emit a single short (pico-/nanosecond) laser light pulse into the scene. The sensor then
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receives a delayed pulse after a certain travel time. The time delay between emission and

acquisition is directly proportional to the distance travelled and subsequently the depth of

the scene. Recent pulse-based systems rely on the determination of the pulse-shape, altered

by scene traversal [IY01; YIM07] and implementation of a fast image shutter in front of the

sensor chip. The simplicity of the underlying concept comes at the cost of elevated hard-

ware requirements, enabling the measurement of time delays in the order of picoseconds in

low SNR scenarios. Due to these limitations, such systems often consist of a single-pixel

sensor only and require time-consuming pixel-wise scanning of the scene. Despite those

shortcomings, the strength of P-ToF systems lies in their high depth resolution.

Correlation time-of-flight range finding. To alleviate the need for fast and costly

hardware, amplitude-modulated continuous-wave (AMCW) ToF systems have been developed

that consist of temporally modulated light sources and sensors [SXH+97; LSB+00]. At the

core of these correlation time-of-flight (C-ToF) setups lie the modulation (at the light source)

and demodulation (at the sensor) functions, that are used to code and decode the illumination

signal. Current C-ToF setups utilize sinusoidal or square coding functions. Upon scene

traversal, the amplitude modulated illumination undergoes a phase shift with respect to

the original signal emitted by the light source. This phase shift is proportional to the

traveled distance and is acquired using a correlation measurement between the emitted and

received signal. As modulation and demodulation functions are periodic, these measurements

implicitly are limited to the so-called unambiguity range, which depends on the frequency of

the modulation signal.

Depth resolution enhancements for C-ToF systems. In comparison to P-ToF sys-

tems, correlation-based ToF systems are more prone to errors from measurement noise [BS08],

resulting in a considerably lower depth resolution. In recent years a great amount of research

has been done to mitigate noise artefacts such as effects from higher harmonics of modulation-

demodulation signal pairs [PDC+08; PDC+10] for C-ToF systems. Dual-frequency setups

for example try to enhance depth resolution without the loss of unambiguous measure-

ment range by combining high- and low-frequency measurements [JCP+10; JBP+11]. More

recently, Gupta et al. [GVN+18] presented a framework for general C-ToF range finding,

which allows for the simulation and computation of the depth resolution performance for

arbitrary modulation-demodulation signal pairs. In addition, they also used their framework

to develop an optimized Hamiltonian coding function, which achieves depth resolutions be-

low 1 cm over the full ambiguity range. Closely tied to the work presented in this paper,

Payne et al. [PDC11] discuss the optimal choice of the duty cycle for the chosen illumination

signal for the special case of sinusoidal and square illumination modulation. They point

out that a reduction of duty cycle results in an increased peak power and thus better SNR

for the illumination signal. All these approaches share the desire for improvements of the

depth sensitivity over the full unambiguity range, which are inherently deemed to result in

a tradeoff due to their respective relations to the modulation frequency. This is due to the

fact, that the limited bandwidth of the illumination signal(s) directly relates to the depth

variations the procedure can truthfully distinguish. With pulsed correlation time-of-flight

sensing (PC-ToF), we propose a dual-measurement scheme that explicitly makes use of this
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Figure 3.1: Upper panel: Schematic visualization of our correlation ToF setup. A signal

generator drives both – modulation of the illumination and the sensor gain for the two modes

of operation necessary for our PC-ToF acquisition. Lower panel: Pictures of our lab setup,

as indicated in the upper panel.

information content. This novel hybrid approach combines the high depth resolution and

noise resilience of P-ToF with the low-cost hardware of C-ToF setups at the cost of ambigu-

ity: We replace the (continuous) modulation function with pulsed illumination but maintain

a continuous demodulation signal. The two steps of a PC-ToF acquisition are:

1. Obtain a rough depth estimate with standard C-ToF range finding methods and select

a depth of interest (DOI) for close inspection.

2. precisely measure the depth around a user-specified DOI with depth resolutions down

to 2 mm, utilizing our hybrid approach.

The power consumption of C-ToF systems is dominated by optical output power and sensor

modulation. Its light efficiency and the use of slow modulation frequencies make PC-ToF

especially suitable for low power applications, for example in mobile hardware.
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3.2 Correlation time-of-flight image formation

We will briefly revisit the image formation model for correlation ToF as described in [GNH+15;

GVN+18] and, for simplicity, adapt their notation: Correlation time-of-flight setups (see Fig. 3.1)

consist of an amplitude-modulated light source and a gain-modulated sensor, with modula-

tion functions i(t) and s(t) respectively. Like [GVN+18; FSK+14; HHG+13; KWB+13], we

assume the absence of any indirect or multi-bounce light, which allows us to describe the

scene response as a single scattering event at the precise depth Γ. This results in a shift of

the modulation function i(t). In general, the irradiance E(p, t) that arrives at pixel p can

then be described as

E(p, t) = Ea(p) + Ec(p) i(t− 2Γ/c) (3.1)

where c is the speed of light, Ea(p) denotes the ambient light component and Ec(p) is the

mean pixel irradiance due to the modulated light, encoding the optical properties of the

scene. The shifted normalized illumination modulation is described by i(t − 2Γ/c). The

sensor then records the pixel intensity

I(p) =

∫ τ

0

E(p, t)s(t)dt

= Ia(p) + Ec(p)

∫ τ

0

i (t− 2Γ(p)/c) s(t) dt, (3.2)

where τ is the exposure time and Ia(p) =
∫ τ

0
Ea(p)s(t)dt is the incident ambient light.

Eq. 3.2 can be understood as a cross-correlation function. From this, we define the normalized

correlation function

C(Γ) =

∫ τ

0

i (t− 2Γ/c) s(t) dt. (3.3)

This way, we are able to express the full image formation process of correlation time-of-flight

imaging via the image formation equation

I(p) = Ec(p)C(Γ) + Ia(p). (3.4)

This equation reveals three unknowns Ec(p),Γ, Ia(p) which have to be determined pixel-

wise. We require K ≥ 3 measurements or samples of the correlation function Ck(Γ) for

k ∈ {0, . . . , K}. These measurements are commonly realized by inserting an additional

phase shift θk into the demodulation function, such that

s(t)→ sk (t+ θk/ω) ; θk ∈ [0, 2π) (3.5)

and data acquisition is performed for K equally spaced phases. Gupta et al. [GVN+18]

continue to develop a depth precision measure χ̄c, which encodes the average depth accuracy

depending on the average optical properties encoded in Ec,mean as well as the noise standard

deviation Ω =
√∑K

i=1 σ
2
k (assumed to be constant) for K-tap correlation ToF measurements

as

χ̄ =
Ec

ΩΓrange

∫
Γ

√∑
k

(∂Ci(Γ)/∂Γ)2dΓ, (3.6)

where Γrange is the unambiguous depth range.
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Figure 3.2: Left: Demodulation- and measured signals for our PC-ToF approach. Note

that the modulation signal i(ϕ) is rescaled for visualization. Middle: Correlation function

C0(ϕΓ) and its first derivative ∂C0/∂ϕΓ in dependence on the phase (and hence, depth). The

phase of maximum sensitivity ϕ0 is denoted by the dashed blue line as defined for θk = 0.

The sensitive range, here indicated as the region between two dashed red lines is related to

the rise time of C0. Right: Close-up of C0(ϕΓ) and C ′0 around the first extremum ϕ0.

3.3 A new operation mode for time-of-flight range finding

Our foremost aim is to increase the depth sensitivity not on a global scale (over the full

ambiguity range) but locally. From Eq. 3.6 we directly see that depth sensitivity depends on

the gradient of the (normalized) correlation signal. Ideally, ∂C/∂Γ→∞ which would result

in a vanishing rise time TRise = t(max(C))− t(min(C))→ 0. We base our considerations on

the idealized case of a combination of pulse trains (Dirac comb) for our modulation signal

and using a rectangular demodulation signal on the sensor side, both with frequency ν. To

unify considerations and clarify, that we are limited to exactly one period of the modulation

and demodulation signals before ambiguities arise, we switch the integration variable to

phase ϕ via ϕ = ωt; ω = 2πν; ϕΓ = 2ωΓ
c

.

We describe our (real) modulation i and demodulation s signals as a chain of Gaussian

pulses and a smoothed rectangular signal chain. This is achieved by the convolution ~ of

a Dirac comb and a square signal with a Gaussian G with standard deviations σM and σD
respectively.

i(ϕ) =
∑
n

[δ(ϕ− n 2π − ϕΓ) ~ G(ϕ, σM)] ,

sk(ϕ) =
∑
n

[
rect

(
ϕ− n 2π + θk

π

)
~ G(ϕ, σD)

]
, (3.7)

where the pulse width is assumed to equal the FWHM. To compute the correlation function

(Eq. 3.3), we utilize the fact that the convolution of two Gaussians yields another Gaussian

function with σ =
√
σ2
D + σ2

M . Assuming the pulse width being smaller than the period of
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Figure 3.3: Signals corresponding to a single pixel measurement. The demodulation signals

are color coded according to Fig. 3.2. Left: In contrast to Fig. 3.2 (left), we adjust the DOI

by applying θG such that the reflected pulse lies within the sensitive range. This results in a

coincidence of reflected pulse and rising signal edge of s0(ϕ). The 4 measured samples Ck now

refer to a unique phase (see right panel, dashed line) and a small change in measurement

value will result in a large change of the phase estimate.

the modulation (FWHM << ωT ), we obtain

Ck(ϕΓ) =
1

ω

∫ 2π

0

rect

(
ϕ+ θk − ϕΓ

π

)
~ G(ϕ, σ) dϕ

=
1

ω

√
π

2
√
a
{erf(

√
aϕ2)− erf(

√
aϕ1)

ϕ2,1 =± π

2
+ ϕΓ − θk; a =

1

2σ2
. (3.8)

Depth sensitivity. The depth sensitivity (Eq. 3.6) is driven by the gradient of the nor-

malized correlation function

∂Ck(ϕΓ)

∂ϕΓ

=
1

ω

{
exp(−a(ϕΓ − θk +

π

2
)2)

− exp(−a(ϕΓ − θk −
π

2
)2)
}
, (3.9)

which essentially are two Gaussians located at ϕΓ = θk ± π/2, one with negative, the other

with positive amplitude (see Fig. 3.2, middle). These Gaussians indicate that the maximum

(absolute) gradient of the correlation function C(Γ) is achieved at this local maximum and

minimum respectively, which depend on the value of ϕΓ and hence the distance towards

an observed object. This means that our PC-ToF approach exhibits strong sensitivity in a

narrow range around a specific phase, the phase of maximum sensitivity ϕ0.

The depth of interest (DOI). From Fig. 3.2 (middle, right) shows that only measure-

ments with a specific depth achieve maximum sensitivity for a given θk. Here, we choose

θk = θ0 = 0 for reference and focus on the rising signal edge (first extremum of C ′0). The
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phase of maximum sensitivity ϕ0 depends on two parameters, the depth Γ at which the

observed scene point is located and the phase shift θ0. This means that ϕ0 can be shifted

towards another ϕΓ: We introduce an additional phase shift θG that acts on all θk equally

(to still utilize the 4-tap hardware):

ϕ0 = ϕΓ ∓
π

2
− θ0 =

2ωΓ0

c
− π

2
; θk → θk + θG (3.10)

Physically, this allows to shift the rising edge of the demodulation function towards the

reflected pulse (compare Fig. 3.3; Fig. 3.2 left). The depth corresponding to ϕ0 we call the

depth of interest (DOI) Γ0.

Sensitive range. The phase of maximum sensitivity is restricted to one particular value

and corresponding depth, whereat measurements within a surrounding phase interval also

benefit from increased depth sensitivity. We call this interval the sensitive range ∆Γ and

corresponding phase ∆ϕΓ. Mathematically it can be described as the interval with nonzero

first derivative C ′0 6= 0. For our approach, we hence define the sensitive range as the interval

bounded by the points where the Gaussian reaches 1/e2 of its peak, often also called the

beam width.

∆ϕΓ = 4σ; ∆Γ =
∆ϕΓ c

2ω
(3.11)

For illustration, consider a PC-ToF measurement which has a true depth of Γ. To achieve

maximum sensitivity, the ideal solution would be to set the DOI to the exact depth and

acquire the necessary phase shift θG. This is the case, when the reflected illumination pulse

coincides with the rising edge of the demodulation signal, as in Fig. 3.3 (left). If the true

depth Γ and the DOI Γ0 differ by more than 0.5∆Γ, the reflected pulse coincides with one of

the plateaus of the demodulation signals (Fig. 3.2 left) and the measured Ck will not change

at all, if there is a small variation of the depth.

A priori the exact depth value is unknown. To still achieve a high resolution depth

measurement we will choose the DOI Γ0 such that it is close to the depth Γ.

3.3.1 Hardware

Our approach describes an additional mode of operation for existing correlation ToF range

finding setups, which builds upon the following hardware:

First, we require a correlation ToF sensor. These devices are either externally modulated by

a high-frequency signal or employ their own signal generator for this purpose. We utilize a

PMD CamBoard nano (based on their 19k-S3 sensor) with external DDS modulation source

[HHG+13], which also triggers the laser source. Second, we require the light source to emit

narrow pulses, synchronized with the given sensor modulation signal. To this end we utilize

an Omicron QuixX laser with a pulse width of FWHM ≤ 500 ps.

Third, for calibration we require a phase shift to be applied to either the modulation or

demodulation signal. This phase shift needs to be adjustable with as high an accuracy as

possible, as this affects the final resolution of the range imaging system. The modulation

source allows setting the phase with 14 bits precision, leading to phase steps as small as

∆ϕ = 2π/214. The parameters for our measurements, as well as the specific hardware used,

can be found in Table 3.1.
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Figure 3.4: Calibration and validation procedure example for a single pixel. Left: Measured

raw fraction Ψ = C0(p)−C2(p)
C1(p)−C3(p)

for 512 equally spaced phase shifts θG ∈ [0, 2π). We estimate

plateau values and zero-crossing equivalent for the sensitive region (red rectangle). Middle:

We acquire Ψ within the sensitive range enclosing the rising signal edge, which is performed

at the highest possible accuracy in terms of θG (14 bit). This yields a θG-Ψ mapping that

allows to estimate the offset δϕ of a measurement from a reference phase. To ensure a

continuous lookup table, we fit a spline representation. Right: Results of our validation:

We physically change the distance of the calibration target and estimate the corresponding

phase using our calibration. The plot shows the depth averaged over all camera pixels,

plotted against the ground truth depth.

Table 3.1: Parameters of the hardware used for our measurement setup (cf. Fig. 3.1) Fre-

quency and corresponding opt. power are based upon PC-ToF operation.

Laser light source Sensor Lens

Omicron QuixX 852-150 PMD 19k-S3 Fujinon HF35SA-1

Wavelength 852 nm Resolution 160x120 Focal length 35mm

Pulse width (FWHM) <500 ps Shutter time 1 ms Aperture f/2.0

Sensitive range ∆Γ / 0.75 m #Acquisitions 25

Measurement parameters Notes

Frequency [MHz] 10 15 20 25

Average opt. power [mW] 0.60 0.90 1.15 1.4 PC-TOF
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3.3.2 Setup and measurement procedure

Fig. 3.1 shows a schematic illustration as well as pictures of our setup: The pulsed laser

illumination is guided onto a mirror mounted on a linear stage before being reflected back

onto a diffuser for uniform illumination of the scene. The linear stage allows to control the

distance travelled which directly translates to a proportional phase shift. This is equivalent

to adding a phase shift in hardware and is used for validation only, but could in principle also

be utilized for calibration. The sensor observing the scene then retrieves a delayed version

of the illumination signal, which is correlated with the demodulation signal on a per-pixel

level.

Depth reconstruction. The CamBoard nano, as most available C-ToF systems, employs

a four-tap measurement procedure that acquires four samples {C0(Γ), C1(Γ), C2(Γ), C3(Γ)}
of the correlation function per pixel p measured using demodulation functions shifted by

θk ∈ {0, 1
2
π, π, 3

2
π}. Instead of disclosing these four values, the CamBoard nano returns

the differences of samples separated by ∆θ = π. For C-ToF systems utilizing sinusoidal

modulation and demodulation signals it can be shown [SXH+97] that the unknown phase

ϕΓ(p) corresponding to the range Γ(p) can be computed as

ϕΓ =
2ωΓ

c
= atan (Ψ) ; Ψ =

C0(p)− C2(p)

C1(p)− C3(p)
(3.12)

and we denote the argument Ψ as the raw fraction. This expression has two major benefits:

First, the result of the differences is independent from ambient light Ia(p) and second, the

fraction of the two differences cancels out the scene dependent factor Ec(p). Still, Eq. 3.12

is only valid for sinusoidal signals and results in strong systematic errors [PDC+08] for non-

harmonic correlation functions such as ours. Instead, we will rely only on measurements of

the raw fraction in dependence of a chosen depth of interest Γ0 and phase shift θG.

Calibration. In contrast to the simple expression for sinusoidal correlation ToF (see

Eq. 3.12), we cannot easily invert our correlation function for our pulsed approach (cf. Eq. 3.8).

Instead we perform a calibration step in which we measure the raw fraction with a homoge-

neous calibration target (white diffuse plate) at a fixed distance to sensor and light source.

Figure 3.4 (left and middle) visualizes the calibration process for a single pixel. First, we

perform rough measurements of Ψ with 512 equally spaced phase shifts θG. This reveals the

upper and lower plateaus of the (ideally) rectangular correlation function. In theory, these

plateaus have equal absolute value and hence the phase of maximum sensitivity is at Ψ = 0.

For real measurements, there is a small imbalance. The phase of maximum sensitivity is ex-

actly in the middle of the two plateaus. The transition region between the plateaus is used

to estimate the phase of maximum sensitivity on a per-pixel basis, which refers to the depth

Γ at which the calibration target is placed (see supplemental material for details). Second,

we measure Ψ within the sensitive region by stepping over the corresponding θG with as

high precision as possible (14 bit). This yields lookup values that could be used directly for

estimating phases from measured values. However, noisy measurements introduce ambigui-

ties into a numerical inversion, which requires a smoothing step to obtain a monotonously

rising function for unambiguous phase estimation. To this end, we fit a univariate spline
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Figure 3.5: PC-ToF measurement procedure. Left: We perform a single ToF measurement

with sinusoidal modulation and demodulation signals at 0.6 mW – The low SNR disallows

to obtain a high resolution depth map but instead returns a rough depth estimate (about

50 cm) for features of the scene we are interested in, the depth of interest (DOI). Middle:

Using Eq. 3.10 we compute the phase shift required to let the reflected pulse and the sensitive

edge coincide, focussing our measurement onto the DOI Γ0. The shaded rectangles here

illustrate the sensitive range surrounding the DOI, both in phase space and for 3D depths.

Right: We perform a single measurement at 0.6 mW after applying the shift and switching

the mode of operation to our pulsed acqusition. The obtained depth reconstruction exhibits

well improved depth resolution for all scene features that lie within the sensitive range.

representation to the measurements on a per-pixel level. The resulting lookup table can

now be used to estimate the phase difference from ϕ0. Third, we note that not necessarily

all pixels of a C-ToF sensor exhibit the exact same behaviour, which in our case leads to a

different spline representation and phase of maximum sensitivity per pixel. To account for

this effect, we create a phase calibration mask. Details can be found in the supplemental

material.

Validation. To validate our calibration, we need to assess how closely we can reconstruct

changes of depth within a scene with the available calibration. As the calibration allows to

measure an phase difference from ϕ0, we perform measurements with a planar calibration

target again but now we change the distance the light has to travel by moving the mirror on

the linear rail (cf. Fig. 3.1). We perform a total of 51 measurements with offsets in the range

of [−2.5,2.5] cm at 1 mm accuracy with respect to the reference depth used for calibration.

The results (cf. Fig. 3.4) indicate a good match between our depths obtained from a phase

estimate using the spline representation for inversion and the ground truth depth values.

Note that the validation is performed within a close range around the phase of maximum

sensitivity, well within the sensitive range.

Performing a PC-ToF measurement. After validation, our measurement procedure

(cf. Fig. 3.5) is straightforward: We first acquire a rough depth estimate using a low power

C-ToF measurement with sinusoidal modulation and demodulation with our system. With

this, we obtain a rough estimate of the depth the object of interest is located at and adjust

θG such that the DOI is matched and interesting scene features lie within the sensitive
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Figure 3.6: Pictures of the 3D models we printed and measured using our pulsed ToF

approach. Left: Standard target box consisting of 2 ramps and stairs with a step height of

5 mm. This scene is used to validate the working principle of our approach. Right: Target

box with detailed stairs. We generated 2 variants of this scene with the different measures

separated as 1.5 mm / 3 mm. The most detailed stairs have a step height of 1 mm and are

considered the limit test case for our method.

range. Another measurement, now in pulsed operation delivers a much better resolved

depth estimate. All measurements, unless explicitly stated otherwise are obtained using

a modulation frequency of 10 MHz at 0.6 mW optical power with the hardware stated in

Table 3.1.

3.4 Results and conclusion

To assess the capabilities of our approach, we designed and 3D-printed three different targets,

depicted in Fig. 3.6. The targets dimensions are chosen such that we cover a range of relative

depth differences, starting from discrete steps of 5 mm down to 1 mm. Given the results from

the validation measurement (cf. Sec. 3.3.2), we regard signal changes that originate from such

small depth differences as the limit our approach can resolve.

Assessing the capabilities the method Fig. 3.8 shows the depth maps as well as cross-

sections obtained from PC-ToF measurements in comparison to ground truth data for three

different targets. Figure 3.7 shows the ability to focus on different depths, with very high

noise on the distant object. A C-ToF measurement, as required to obtain a rough depth

estimate (cf. Fig. 3.5) for our procedure reveals two objects at different depths, of which

at least one is problematic to identify. Using the approximate depth, we set the respective

phase shift θG to match the depths of interest to acquire a better resolved depth map of the

rubber duck. In this case, parts of the foreground object cannot be reconstructed (white

pixels) as the measured values for Ψ lie outside the sensitive region. We then shift the phase

to include the foreground object, reducing the SNR in the background but recovering the

full Mario figurine. In contrast to C-ToF, which suffers from the low SNR due to low optical
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Figure 3.7: Depth focusing with our PC-ToF approach at 15 MHz, 0.9 mW. The scene con-

sists of two objects at different depths, estimated by a low-power C-ToF measurement (top

right). We use these depths to apply phase shifts θG to focus on the rubber duck and Mario

figurine respectively (lower row). White pixels denote measurements outside the sensitive

region.
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power, our approach is able to achieve reconstructions with errors below 2 mm under optimal

conditions. Included in these errors are also systematic problems that are equal for both,

C-ToF and PC-ToF: Our ground truth is obtained via simulation, which relies on the correct

pose estimation for the 3D models. This is a difficult task on its own, especially given the

low resolution images.

Analysis of accuracy vs frequency vs power In order to assess the behaviour of PC-

ToF with respect to modulation frequency and optical power, we performed measurements

using the large target box variant (cf. Fig. 3.6 (right)) and computed the RMS error with

respect to the ground truth. See Fig. 3.9 for the results. Our PC-ToF approach outperforms

the standard C-ToF reference clearly, with RMS errors below 1 cm for optical power as

low as 0.5 mW (see the inset for a close-up). As our method does depend on the shape of

modulation and demodulation signal instead of frequency, we expect to see no strong gain

(except for reduced measurement time) with higher frequencies, which can be established

with our results.

Measurement of complex materials Common available ToF systems inherently suffers

from the so-called multipath interference problem (MPI): Whenever multiple light paths end

up in one sensor pixel, the resulting depth estimate for this pixel is shifted, usually to higher

distance values. This is an effect often observed in concave corners or translucent objects.

Our method relies on the working principles of available ToF hardware and hence does not

circumvent this problem, which is well visible for example in Fig. 3.8 (bottom left). On the

other hand, PC-ToF still outperforms C-ToF for example in the case of a translucent rubber

duck target, best visible when considering the meshes extracted from the reconstructed depth

maps as shown in Fig. 3.10. In particular, C-ToF achieves a comparable level of detail only

for much higher optical power of 4.43 mW in contrast to 0.60 mW. The respective images

can be found in the supplemental material.

PC-ToF performs especially well with optical power and modulation frequency as low as

0.6 mW and 10 MHz respectively, where it reveals depth differences as fine as 2 mm under

optimal conditions. In general, our method outperforms standard C-ToF reference measure-

ments, effectively halving the RMS error (cf. Fig. 3.9). These results also reveal that the

approach is inherently dependent on the pulse shape of the modulation and rise time of the

demodulation signal and hence the shape of those signals. The modulation frequency is only

a secondary factor.

Thereby, our method relies on a two-step procedure to first obtain a rough depth estimate

from low-power C-ToF measurements. We then extract a depth-of-interest onto which we

focus by applying a corresponding phase shift, leading to a range finding measurement with

much increased depth sensitivity within a certain sensitive region around the DOI.

In future work, we would like to test the limits of the approach for more contemporary

ToF sensors, which operate at frequencies of 100 MHz or more. With higher frequencies, we

expect shorter rise times of the sensor modulation and at the same time we can accumulate

more laser pulses in the same exposure time, increasing the SNR (the supplemental material

shows results for up to 25 MHz). This should also allow us to test our approach on scenes
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Figure 3.8: Depth maps (left) and comparison of depth slices (right) with our simulated

ground truth data. All slices taken across stairs are averaged over 5 pixels in vertical direc-

tion. From top to bottom, the step heights of the stairs are 1 mm (green), 1.5 mm (violet);

2 mm (blue), 3 mm (violet); 5 mm (green). The remaining three slices (middle, green; bot-

tom, blue and violet) are taken across a more complex inhomogeneous geometry and two

slopes with same maximum height but different length respectively.
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Figure 3.9: RMS error for varying frequency and optical power for both, C-ToF and PC-

ToF for our reference target. The different methods are color-coded, the markers encode

the respective frequencies. The inset shows a close-up of the low-power regime our method

operates in. The dashed line marks the power at which we found some C-ToF measurements

to be overexposed.
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Figure 3.10: Equal power comparison for a complex material (rubber duck) at 10MHz and

0.6 mW. The left panel shows the renderings of the meshes reconstructed from the depth

maps given in the right panel. Top: Results obtained with the reference C-ToF method.

Bottom: Results obtained with our PC-ToF approach.
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with larger depth ranges - focusing on different targets that ideally are allowed to be meters

apart and reconstructing the depths within a few centimeters around the respective DOI

with high accuracy. Future work should also include a way to circumvent the calibration

procedure described in Sec. 3.3.2: One way to approach this problem could be to incorpo-

rate measurements of rise time and pulse shape of the modulation and demodulation signals,

which can then be incorporated into the correlation signals theory. Either by approximation

or numerical inversion we should then be able to acquire a phase-raw fraction mapping.

In the end, our approach is most suited for low power scenarios, such as mobile devices or

for static measurement scenarios, where a detailed depth estimation for objects at a distinct

range is required. With PC-ToF we trade the global sensitivity of a standard C-ToF setup

(covering the unambiguity range) for highly increased sensitivity around a depth of interest:

The broader the sensitive range, the less the maximum sensitivity and vice versa. In turn

this allows for a task-specific tailoring of the pulse width and rise time, the two parameters

that drive the depth resolution and sensitive range achievable with PC-ToF.
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Appendix

In the following we present additional results that accompany our paper and were left out

due to space constraints or to improve readability.

3.A Calibration mask extraction

Our calibration relies on a per-pixel measurement procedure which aims to detect plateau

values of the raw fraction Ψ surrounding the sensitive region. This sensitive region is centered

at the depth of interest (DOI) onto which our approach is able to focus. To enable the

inversion of the Ψ-phase mapping, we record data for a lookup table in two steps: First,

a rough sampling to obtain the approximate sensitive region and second, a fine sampling

within the sensitive region. This process is depicted in Fig. 3.13. The result is a per-pixel

phase ϕ0 at which the DOI is matched.

Our approach relies on the setting of a single phase shift to focus on the DOI. To account

for the difference in ϕ0 between the different pixels, we choose the median over all ϕ0 as a

reference point and obtain a calibration mask, which employs a per-pixel phase correction

with respect to the DOI.

3.B Accuracy analysis details

We perform measurements for various frequencies and optical power settings to assess the

accuracy of our approach in terms of RMS error. To this end, we employ a measurement

target whose geometry is known, and compare measurements for both, C-ToF and PC-ToF

with simulated ground truth depth. A subset of the results acquired are shown in Fig. 3.11

for measurements obtained with 10 MHz at low optical power. These data show that PC-ToF

outperforms C-ToF even for optical powers as low as 0.15 mW, however with strongly visible

noise (top right image). Additionally it becomes visible that the setup inherently exhibits a

lower SNR towards the right edge of the target, which is most likely due to a not perfectly

uniform illumination by the diffuser.

To assess this effect, we acquire the RMS error not only for the full field of view as shown

in the main paper, but distinguish between different positions on the target that relate to

varying measurement conditions. We extract slices from the depth maps, as indicated by

the color-coded horizontal and vertical lines in Fig. 3.12 (right) that correspond to a distinct

target geometry (stairs or slope) and are close to the edges of the scene. For each of these

slices, we compute the RMS error individually, the results are shown in Fig. 3.12 (left).
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C-ToF @ 10 MHz, 0.60 mW

PC-ToF @ 10 MHz, 0.60 mW

PC-ToF @ 10 MHz, 0.15 mW

PC-ToF @ 10 MHz, 0.30 mW

Figure 3.11: Depth maps for our reference target used for the RMS error analysis. We

perform measurements with both C-ToF and PC-ToF for various frequencies and optical

powers.
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PC-ToF @ 25 MHz, 1.40 mW

Figure 3.12: A more detailed analysis of the RMS error for C-ToF and PC-ToF for different

frequencies and optical power settings. Left: Slice RMS errors obtained for the indicated

settings. The border color corresponds to the colored lines in the right panel. Right: PC-

ToF depth map with line indicators corresponding to the lines extracted to compute the

RMS errors in the left panel. This figure complements Fig. 8 in the main paper.

Figure 3.13: Left: Measured raw fraction Ψ for 512 equally spaced phase shifts θG ∈ [0, 2π).

We estimate the values for the upper and lower plateaus of the correlation function (red

horizontal lines). From the plateau values we compute a zero-crossing equivalent value,

which is exactly half the difference between the plateaus. We further estimate the sensitive

range, here denoted by the red rectangle. Middle: We perform an additional measurement of

Ψ for phases θG within the sensitive range enclosing the rising signal edge, which is performed

at the highest possible accuracy in terms of θG (14 bit). The data acquired exhibits noise,

which leads to ambiguities when used for a lookup table. Instead, we fit a continuous spline

representation to circumvent that issue. This way, we obtain a θG - Ψ mapping that allows to

estimate the offset a measurement exhibits from a reference phase. Right: As we can only

chose a single depth of interest via θG per measurement, we obtain the phase of maximum

sensitivity for each single pixel and subtract it from the median over all pixels. This way,we

obtain a calibration mask that employs a per-pixel phase correction with respect to θG .

This figure complements Sec. 3.2 in the main paper.
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3.C Complex material measurements for higher power/frequency

In section 4 we present the results of a depth reconstruction for a translucent (rubber duck)

material in an equal power setup. The target is depicted in Fig. 3.14 under infrared light

illumination, recorded with an IR camera. Here, the internal scattering within the material

creates a glowing effect, indicating the complexity of the underlying light transport. Fig-

ure 3.15 contains additional results obtained with higher frequencies for both, C-ToF and

PC-ToF for equal power as well as increased optical power in case of the reference C-ToF

measurement. One of the major problems with translucent materials in ToF range finding

is the existence of multipath interference, which introduces phase shifts towards larger dis-

tances, ultimately leading to stronger noise within the measurement. This especially affects

concave geometry and fine surface details. In case of the rubber duck target, this becomes

apparent for the reconstruction of the beak region: C-ToF is able to estimate the shape of

the duck’s beak with increased optical power (up to 4 times the power utilized for PC-ToF)

but strongly suffers from noise. In contrast, the inherent increase in depth sensitivity for

PC-ToF allows for a much smoother reconstruction of the beak even under these conditions.
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Figure 3.14: The rubber duck target we use to showcase measurements of a translucent

material. The image was taken under infrared illumination at 852 nm using our laser light

source in combination with an IR camera. Internal scattering within the material is visible,

visualizing the complex light transport involved.
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Figure 3.15: Additional results for the rubber duck target. We show measurements for the

reference C-ToF as well as our PC-ToF approach as both, depth map and rendering of the

extracted mesh. The first column shows the reference results for equal optical power with

respect to our C-ToF measurements, which can be found in the third column. The middle

column depicts C-ToF results for increased optical power, not yet reaching the quality of the

PC-ToF acquisition. This figure complements Fig. 10 in the main body.



Preface – Scratch Iridescence

The computer graphics community is strongly tied to the field of digital material appear-

ance, which is concerned with the appearance formation of digital doubles by defining the

light-material interaction: Given a ray of light incident on an object within a physically-

based rendering framework, the digital material associated with the intersected shape

encodes the physical mechanisms that lead to the observed appearance. For dielectric

materials, such as metal, ceramics or plastic this is often modeled using a bidirectional

reflectance-distribution function (BRDF) that relates the incident and outgoing radiance

at any surface point.

Driven by the desire for ever more realistic digital materials, the computer graphics

community strives to develop BRDFs that closely recreate the properties of real-world

materials. A particularly difficult task in this regard is the representation of hidden

microscopic structures that, although not visible to the naked eye, strongly influence

the observed appearance. In addition, such structures remain inaccessible with common

hardware and require specialized measurement setups to generate an accurate digital

representation. Here, we focus on the effect of diffraction: Microscopic structures with

an extent in the order of the optical wavelength create colorful patterns visible in reflec-

tion. Due to these small surface features which can be found on almost any worn surface

or manufactured items such as CDs and DVDs, a truthful acquisition of the underlying

material would require a spatial resolution in the order of a few nanometers, rendering

data-driven approaches unfeasible. We therefore cast the problem of creating a truthful

representation to an approximate, physically-based digital material that is driven by,

measurable characteristics. To this end, we consider the underlying wave-optical effects

such as diffraction of single microscopic scratches as well as interference originating from

scratch ensembles and provide a spatially-varying BRDF that enables the creation of

digital doubles of worn surfaces with special interest in microscopic, iridescent scratches.

Before we develop the theory forming our BRDF model, we first aim to analyze the

properties of the targeted effects in a qualitative fashion: In chapter 4 we start by a

thorough observation of the direction-dependent optical properties of scratched surfaces

of household items and deepen our knowledge about the underlying geometry of these

surface features using optical microscopy as well as measurements obtained from a raster

electron microscope. Our findings from this preliminary analysis form the framework

for our later model and act as a sanity check for the qualitative appearance we recreate.
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Based on the preliminary considerations we then introduce our spatially-varying reflec-

tion model in chapter 5 as published in [WVJ+17], the supplemental videos are available

at https://osf.io/etdgb/?view_only=a60cc22ccdf54afbb9be279495d75508.

The presented model is capable of re-creating digital doubles of worn and manu-

factured materials alike, such as the presented household items and a CD. Due to the

explicit computation of diffraction originating from each single participating scratch, the

computation cost of the presented model is high, desiring a more efficient solution. This

was later provided in [VWH18], which is a publication with equal contribution from

Velinov et al. and the author of this thesis.

https://osf.io/etdgb/?view_only=a60cc22ccdf54afbb9be279495d75508


CHAPTER 4

Preliminary analysis of iridescent surfaces

Worn or scratched surfaces can be found on many everyday objects, being an omnipresent

but still often overlooked part of our daily perception. As an example, we encounter the

traces of wear on a daily basis, such as on clothes, working tools or cutlery but are seldom

aware of them. Instead, when we are confronted with digital recreations of objects that lack

the characteristic dents, scratches and damages which we would expect for example on tools

in a workshop or cutlery in a kitchen, we strongly recognize the discrepancy as the materials

look too ”clean”.

A wealth of physically-based models for materials has been developed alongside with

methods to simulate or explicitly model surface detail, such as microfacet-based models [CT82;

WML+07; JHY+14; DWM+15; HP16], bump- or displacement maps [Bli78] as well as normal

maps [Mik08]. Unlike geometrical optics, on which such models are based, the particular

interest of our research lies on the wave-optical effects of defects that have a size in the order

of the optical wavelength, ranging from around half to several micrometers across at least a

single but often all dimensions.

The materials exhibiting such defects range from glass to plastic or metallic objects that

eventually, be it by wear or manufacturing in the first place, show such characteristic micro-

scopic scratches. As an illustrative example consider a standard kitchen environment with its

sinks, pots and cutlery - everyday use will without doubt carve fine grooves into the surface.

Under strong illumination with white light, these scratches often reveal iridescent colors. In

particular, these colors change and vary with a change in view point and lighting direction.

This contrasts our expectations from geometrical optics, where light-surface interaction is

decribed as an incident ray being deflected and possibly changing color due to the albedo of

the material, but not introducing angle-dependent colors.

As an example consider the objects displayed in Fig. 4.1: A kitchen spoon (top) and a

plastic tool cover (bottom, left) show the characteristic colorful scratches created by wear,

whereas a CD (bottom, right) exhibits such ”defects” similar in appearance but due to a

manufactured surface structure. The materials are illuminated using a single spotlight with

small angular extent.
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Figure 4.1: Examples for diffraction on everyday-use objects, caused by wear (left, middle)

or manufacturing (right): Top: Used spoon under spotlight illumination. Bottom, Left:

Plastic bottom of a grinding tool. Bottom, Right: Backside of an audio CD.

4.1 Diffraction

The phenomenon responsible for these iridescent colors is interference due to diffraction,

which occurs when a wave interacts with an obstacle. Like water waves in a pond, light

can be understood as a propagating wave, where multiple waves are able to enhance and

diminish each other upon superposition, forming ripple patterns in the process. In the case of

our pond scenario, water waves have a wavelength in the order of centimeters to decimeters.

We can observe their interactions with each other as well as with objects in their path.

The interaction of light with objects that we encounter every day is dominated by features

much larger than the optical wavelength. In this case, light is often considered as a ray and

its interaction with the surface can be sufficiently described by geometric considerations,

comprising the concept of geometrical optics.

This concept is no longer sufficient when the object is made of a material which in-

deed exhibits for example defects in the order of the optical wavelength: Here light acts
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Figure 4.2: Simulated diffraction patterns obtained from a double slit aperture for red light

(left) with a single wavelength and white light (right), consisting of a continuum of wave-

lengths. The aperture is illuminated by a point light source from the left, emitting coherent

light. The slits of the aperture have widths in the order of the optical wavelength and can

effectively be treated as two separate point light sources, generated upon incidence on the

aperture. In the space on the left-hand side of the aperture the light emitted by these

sources than interact, here indicated as the isolines forming the wavefronts of the spherical

waves. The superposition of circular waves originating from the two slits creates a pattern

of alternating high and low amplitudes per wavelength, showing a colorful pattern for white

light.

similar to the water waves considered previously, which reveals the wave nature of light.

A formal introduction and theoretical description is given in chapter 5.3. Here we restrict

our considerations to an abstract explanation of the phenomenon: Each light source can

be described by an ensemble of point light sources, each emitting a spherical wave with a

spectrum corresponding to the wavelengths that describe the respective color of the light.

The Huygens-Fresnel principle [KGS00] describes each point of a wavefront, usually visual-

ized by the isolines of maximum amplitude (see Fig. 4.2 for example), as yet another point

light source. The superposition of the single emitted spherical waves then forms the new

wavefront. The same concept can be applied by considering each illuminated surface point

as a new point source, emitting spherical waves with the same spectral properties. As an

illustrative example, lets take a closer look onto Young’s double slit experiment [LLL10]: A

point light source is used to illuminate an aperture with two transmissive slits, whose width

is in the order of the optical wavelength (a commonly used value is 1µm). The transmit-

ted light is observed on a screen behind the aperture, as illustrated in Fig. 4.2 (left). For

simplification we assume that each of the two slits provides space for exactly a single point

light source. This way, the wavefront incident from the left side spawns two sources at the

slits’ positions that now act as point light sources. These emit spherical waves into the

space on the right side of the aperture. The corresponding waves interact with each other,

forming a pattern that is visible on the screen. In Figure 4.2 (middle, right) we present two

(illustrative) examples of such patterns. For an illumination with red light (wavelength of

about 770 nm, middle) we obtain a characteristic diffraction pattern that shows alternating

high- and low-amplitude stripes with the same wavelength. If we instead choose a white
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light illumination (spectrum containing wavelengths in the range 400-800 nm, right), a sin-

gle white stripe becomes visible, symmetrically enclosed by stripes of varying color, starting

with red close to the white center, changing to green and then blue. This corresponds to

the order of the respective wavelengths, starting with the highest (red) and ending with the

lowest (blue), then repeating again. This can be explained by understanding white light as

a superposition of all contained colors: The double slit creates a diffraction pattern similar

to the one obtained for red light for every color, where the characteristic alteration between

high and low amplitude is dependent on the respective wavelength. This way the observed

separation of colors can take place.

In general, the interaction of light waves is called interference, where an enhancement of

the amplitude due to interference is called constructive interference, the extinction destruc-

tive interference respectively. In addition to the specific wavelengths, the geometry of the

scene is of importance: A lower distance between the two slits in the aperture for example

leads to different points of destructive and constructive interference. The same holds for the

position and orientation of both, screen and aperture.

4.2 Coherence

In most real world scenarios, global illumination plays a keyrole: Most shadows are not

perfectly dark but rather consist of gradients due to interreflections within the scene. Simi-

larly, point light sources are a means to test and validate lighting models. However, in more

realistic scenarios, light sources do not necessarily illuminate the space uniformly and often

have complex shapes.

Such extended light sources can be represented as an ensemble of point light sources, each

emitting a spherical wave and their superposition forming the final wavefront of the extended

light source. The single sources thereby do not necessarily emit their respective waves in

phase, leading to additional effects that have to be considered. The degree of correlation

between the phases of the point light sources contributing to a wavefront is qualified as coher-

ence: A coherent superposition of waves takes place when all point sources have a constant

phase difference. In contrast, if the phase difference is correlated but not constant, we speak

of partial coherence. An incoherent light source on the other hand consists of point sources

with perfectly random (uncorrelated) phase differences. As a consequence, destructive and

constructive interference do not only depend on the geometry of the problem, but also on

the degree of coherence of two or more light sources as well as their respective sizes, as larger

light sources such as area lights are decomposed into point lights.

Figure 4.3 shows an illustration of the previously discussed double slit experiment (cf. Fig. 4.2)

where we replaced the point- with an area-light source, which we consider to emit incoherent

light. This forms a random wavefront that is incident on the aperture from the left hand

side. Depending on the separation D of the two slits in the aperture, we can ”select” points

on the wavefront that are either close to each other or have significant distance and which

now act as the new point light sources emitting light into space towards the screen. The

closer the two slits are, the more correlated the points of the wavefront become, where the
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Figure 4.3: Simulated diffraction patterns for different distances of the two slits. In contrast

to the point light scenario (Fig. 4.2), an area light source emits incoherent light due to its

angular extent and can be represented as an ensemble of point light sources. The phase

relation between parts of the wavefront, illustrated in red, are not constant. This results in

partially coherent spherical waves originating from the aperture slits. Dependent on their

separation D, the points of the incoherent wavefront forming the new point light sources

at the slits are more or less correlated, resulting in blurred out (partially coherent) or even

completely unordered (incoherent) superposition on the screen, removing the characteristic

diffraction patterns.

exact same point, achievable with a single slit (the theoretical equivalent of both slits at

the same position) has the maximum correlation. In this case, a perfectly coherent wave

would impinge on the screen. For only small distances of the slits, the two spawned point

light sources are still slightly correlated, leading to a partially coherent superposition on the

screen. For illumination with white light, this results in a loss of contrast and color satu-

ration, as constructive coherence is less dominant and the pattern is effectively ”blurred”.

For even greater separation D between the two slits, color saturation is completely lost,

as illustrated in Fig. 4.3 (middle, left), a phenomenon described as spatial coherence. As

previously established, the microscopic scratches we consider form an ensemble of such light

sources on the illuminated object’s surface, obeying the concept of spatial coherence.

4.3 Properties of microscopic scratches

In contrast to the considerations related to Young’s double slit experiment, the iridescent

colors of scratches are observed due to the surface’s reflection but not transmission. This

places the observer (the screen) on the same side as the light source with respect to the

aperture, which states a different problem than previously considered.

Following Babinet’s theorem [BW13], the diffraction patterns of an aperture and its

complement are equal. In particular this means that we can exchange two transmissive slits

within an opaque aperture with only two opaque obstacles Fig. 4.4(a,b), effectively inverting

the optical transmissivity, and obtain the exact same diffraction pattern in transmission.

This in addition tells us, that to observe the diffraction pattern as a reflection on a screen,

we can replace the transmissive slits with reflective elements within an otherwise opaque ab-
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Figure 4.4: Babinet’s theorem[BW13] states that the diffraction patterns of an aperture and

its complement (inversion of optical transmissivity) equal each other. a): In a standard

transmission setup, an aperture containing two slits (c.f Fig. 4.2) forms a diffraction pattern

that can be observed on a screen behind the aperture. b): Following Babinet’s theorm, the

slits within the aperture can be replaced by only two opaque blocks of material, comple-

menting the aperture of a). Because the light is diffracted around these obstacles, the same

diffraction pattern is created. c): Instead of transmission, scratches are observed in reflec-

tion. The aperture hence consists of an opaque, non-reflective material into which reflective

scratches (red) are inserted. These now act as the slits in the transmission setup (see a))

and form the same diffraction pattern.

sorbing aperture Fig. 4.4(c). Being mostly of theoretical use, Babinet’s theorem can hence be

used to map the previously explained wave-optical principles, such as diffration and coher-

ence, to the microscopic scratches: The cross section of a scratch can be seen as a reflective

part within an otherwise non-reflecting opaque aperture(or rather, differently reflecting, as

we will see in chapter 5.4). The digital recreation of a material’s appearance by developing a

reflectance model for surfaces that exhibit microscopic scratches is necessarily connected to

the study of such materials using real-world examples. Unlike models in computer graphics

that describe surface reflectance either by statistically representing surface characteristics or

by explicitly calculating the light path a ray takes through features of the material, we have

to be aware of two challenges our model has to solve: First, we aim to develop a physically-

based model that explicitly describes microscopic scratches on both, worn and manufactured

surfaces regarding their location and orientation. Available models that describe materials

with diffracting surface features such as [Sta99; SFD+00] rely on a statistical representation

of the surface roughness, effectively creating random microscopic height variations according

to a given distribution. These solutions are not feasible for our goal, as they are restricted to

repeating patterns that are not found in scratches that cover multiple scales of extent in their

lateral direction. On the other hand, available models that allow such detailed modeling of

surface features [MDG01; BPM+04; RGB16] do not incorporate wave optical effects, as they

rely on geometrical optics considerations.

We approach these challenges by a preliminary analysis of scratch properties. Due to

their size, these surface irregularities can not be observed with the naked eye, making the

estimation of dimensions, such as length, width and depth a problematic task. For the very

same reason, it is difficult to tell their shape. We start our investigation by the scratched

metallic surface of a common kitchen pot. We utilize an optical microscope and capture the

reflection of light under a strong directional illumination by a white LED.
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Figure 4.5: Images taken using an optical microscope with different magnification levels,

indicated in the lower left of each panel. We also show the incident light direction projected

onto the plane as the white arrow next to the zoom level. Note that while the left and

middle panel share the same light direction, the right image shows a strongly magnified

part at rotated incident light, revealing a single scratch that does not follow the dominant

orientation.

Figure 4.5 shows an exemplary result we obtained from our microscopy analysis: The

middle panel is a view of the scratched metal surface, observed at a magnification of 30 and

under directional illumination according to the white arrow in the lower left. The surface is

covered by scratches that follow a circular pattern around the center of the pot. Here one of

the major properties of scratches is revealed: Scratches that are oriented perpendicular or

close to perpendicular to the illumination direction show iridescent colors and reflect light,

which we call the specular condition. Scratches whose orientation is rotated too far off the

light direction on the other hand are barely visible. For further illustration, the left panel

shows a close up part, where the reflecting scratch ensemble is interrupted by differently-

oriented scratches, now visible as ”black” scratches. Moving even closer, and rotating the

direction of the incident light by almost 90◦ (right panel), we can identify single scratches that

almost exactly cross the dominant direction, reflecting the light into the camera whereas the

other scratches appear dark as they reflect the light according to their own orientation. The

reflected light we perceive hence originates from the single scratch oriented perpendicular

to the projected light direction, showing the characteristic colors that we expect due to

diffraction.

Although being able to pinpoint single scratches, an optical microscope suffers from the

fact that we actually observe the reflection of a scratch, which already encodes its local

geometry: In analogy to the slits in Young’s double slit experiment, we here expect the

color to depend on the shape and size of the scratches’ cross section. We are additionally

confronted with another problem with respect to the visual analysis: The captured reflection

covers a much larger amount of pixels, as the scratch itself would do, a limit we cannot surpass

with optical methods.

To circumvent the reflection of the surface preventing analysis of the scratch geometry

using a standard microscope, we utilize a raster electron microscope (REM), which allows

us to visualize surfaces with extreme maginfication and without optical interactions. Due

to the working procedure, the surface is always observed at an angle, making absolute mea-
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Figure 4.6: Raster electron microscope (REM) images obtained at 15 kV. In clockwise order,

the images show the surface of a used cooking pot with increasing zoom level. With each

increase in magnification, we obtain a clearer view of one of the largest scratches present

on our sample, but also reveal that on each scale, there exist a multitude of even smaller

scratches.

surements difficult, but allowing for good estimates of lateral and bi-lateral (cross section)

extent of scratches. Figure 4.6 shows the REM images of a scratched metal surface at four

different zoom levels, resolving features to a few micrometers. Here, larger scratches can

now be imaged with sufficient detail, whereas for every magnification there appear to exist a

plethora of yet smaller scratches, down to sub-micrometer extent. In principle, this indicates

that surfaces such as these are fractal in nature, which poses an even greater challenge for

the design of a digital reflection model. Scattering phenomena with surface features much

smaller than the optical wavelength (around 0.4µm in the lower limit) are described by

Rayleigh scattering [You81; Bat84], which is negligible for our use case. Thus we restrict our

considerations to scratches that, assuming their lateral extent to be much larger than the

cross section, have a bi-lateral size of at least the lower limit of the optical wavelengths we

consider. On the other hand, the largest scratches we observe in the REM images exhibit

a cross section of up to at most 10µm, forming the upper limit for later simulation and

digital scratch generation. In addition, we can utilize the well resolved scratches in Fig. 4.6

to obtain an understanding of the scratch cross sections: Worn surfaces seldomly exhibit
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scratches that are deeper than wide, which we attribute to the processes that create these

scratches: Here, we observe surfaces that are exposed to wear, due to cleaning or use in

combination with tools that exceed the scratches’ dimension by many scales. The scratches

are thereby generated by the tip of a fork for example or parts of a steel spoon during dish

washing, carving only a minimum of material away, most likely in a v-shaped form or a tilted

version thereof.

In contrast to material digitization, which is based on the measurement of materials,

here we focus on the development of a physically-based diffraction model that can handle

spatially varying microscopic scratches. Our model is aimed at high fidelity, enables the

recreation of diffraction by surface irregularities in the order of the optical wavelength and

can be driven with measured parameters if need be. As measurements itself are hard to

achieve, our presentation relies on scratch properties we extract from optical observations and

REM measurements, forming the framework within which we operate to deliver a physically

plausible digital double of worn surfaces. In particular, our model relies on the following

design choices extracted from our observations:

• A scratches’ lateral extent is much longer than wavelength, not causing diffraction.

• The orientation of a scratch is given by its lateral direction on the surface plane.

• The bilateral extent is in the order of the optical wavelength, but not smaller than the

lower limit of wavelengths considered (Rayleigh scattering).

• We neglect scratches with small (below Rayleigh limit) bilateral extent, circumventing

the need to model every single scratch present on a surface, which would be problematic

due to the fractal nature of the representation.
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CHAPTER 5

Scratch Iridescence

Figure 5.1: Left: Inside of a cooking pot photographed under a halogen spotlight. Center

and right: Renderings of scratched materials under environment lighting obtained using our

model.

Abstract The surface of metal, glass and plastic objects is often characterized by micro-

scopic scratches caused by manufacturing and/or wear. A closer look onto such scratches

reveals iridescent colors with a complex dependency on viewing and lighting conditions. The

physics behind this phenomenon is well understood; it is caused by diffraction of the incident

light by surface features on the order of the optical wavelength. Existing analytic models are

able to reproduce spatially unresolved microstructure such as the iridescent appearance of

compact disks and similar materials. Spatially resolved scratches, on the other hand, have

proven elusive due to the highly complex wave-optical light transport simulations needed to

account for their appearance. In this paper, we propose a wave-optical shading model based

on non-par-axial scalar diffraction theory to render this class of effects. Our model expresses

surface roughness as a collection of line segments. To shade a point on the surface, the indi-

vidual diffraction patterns for contributing scratch segments are computed analytically and

superimposed coherently. This provides natural transitions from localized glint-like irides-

cence to smooth BRDFs representing the superposition of many reflections at large viewing

distances. We demonstrate that our model is capable of recreating the overall appearance

as well as characteristic detail effects observed on real-world examples.

81
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5.1 Introduction

Modelling and rendering the real world with all its irregularities and imperfections remains

one of the greatest challenges in computer graphics. A rich history of research on dirt, dust

and fingerprints, weathering, patination, erosion [DRS10] and scratches [MDG01; BPM+04;

DWM+15; YHM+16; RGB16] documents the massive amount of effort invested by our com-

munity to make computer graphics look less sterile and more realistic. In this paper, we

focus on a subtle but very common effect observed on objects made of metal, glass or plas-

tic. Under strongly directional lighting (like sunlight or a halogen spot), these surfaces

exhibit colorful patterns that are caused by diffraction of light reflecting off microscopic sur-

face details (Fig 5.1). Being fundamentally a wave-optical phenomenon, this effect cannot

be reproduced by geometric optics models and requires a careful study of both diffraction

by individual surface features at the microscopic scale as well as interference among multiple

features. The most detailed wave-optical simulations conducted in computer graphics thus

far have involved detailed finite-difference time-domain (FDTD) modeling of periodic mi-

crostructures on butterfly wings [MMR+13], an approach that is not feasible for structures

beyond a few cubic micrometers.1 In other works, the appearance of large-scale diffractive

objects has been approximated by combining far-field scattering models for repetitive micro-

scopic structures with traditional texturing approaches. Most objects we interact with in our

everyday use, however, exhibit features across many scales, ranging from macroscopic ones

that are resolvable with the naked eye to microscopic ones that are only indirectly visible

due to their aggregate interaction with light. This complexity leads to an intricate variation

of appearance along the spatial, angular and spectral dimensions that no model so far has

been able to express.

We propose a new spatially varying bidirectional reflectance distribution function (SVBRDF)

modeling surfaces covered with microscopic scratch particles, which enables us to simulate

scratch iridescence and contributes a first step to providing a framework for rendering such

phenomena. Simulating the appearance of scratches within modern physically based ren-

dering systems involves a number of challenges; for instance, traditional analyses of the

diffracted wave field rely on a paraxial (small-angle) assumption that would lead to grossly

inaccurate results in a BRDF model that must support evaluation for any pair of incident

and outgoing angles. Our model thus simulates the diffraction of light by microscale surface

features using a non-paraxial scalar diffraction theory proposed by Harvey [HVK+00]. Our

formulation leads to an SVBRDF with naturally coupled spatial, angular and spectral varia-

tion that exhibits multi-scale behaviour: at a distance, interference from a larger number of

scratches causes it to resemble standard geometric optics models, while larger magnifications

reveal iridescent reflections from small collections of scratches.

To model and simulate rough and scratched surfaces, we propose a vector graphics repre-

sentation where an ensemble of fundamental primitives (linear scratch segments) resides on

a base substrate. We show how the constituent scattering distributions can be expressed in

closed form, and discuss automated and interactive techniques for placing large numbers of

scratches on surfaces. Finally, we integrate our model into a modern physically-based ren-

1For instance, FDTD simulation of light waves in a 1 mm3 volume would require 2.4×1028 cell updates

per second of simulated time (λ = 500 nm, grid resolutionλ/10, time resolution T/10).
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dering system and discuss efficient implementations of key operations, including importance

sampling.

5.2 Related work

Detailed modeling and rendering of surface defects can dramatically improve the realism of

renderings, hence the pursuit of such models has been a topic of great interest to the rendering

community at large [DRS10]. Early work in this area includes methods by Buchanan and

Lalonde [BL99] and Lu et al. [LKK00] who analyze general reflection properties of scratches.

We group more recent related work into three main categories:

Explicit geometry Merillou et al. [MDG01] and Bosch et al. [BPM+04; BPM+08] derive

BRDFs from the scratch cross-section (profile) at each shading point. Merillou et al. use a

preset profile and texture mapping to position scratches, with scratch profiles split up into

a number of tilted surfaces with associated procedural BRDFs. Bosch et al. enhance this

model with generalized profile representations and curves on the surface of shaded objects

to position scratches. Raymond et al. [RGB16] propose a multi-scale SVBRDF model based

on a stack of coherently oriented scratch layers; their model relies on an accurate solution of

interreflection within a scratch and supports multi-scale evaluation. All of these approaches

separate spatial and optical information concerning the scratches, and their solutions only

hold in the geometrical optics regime.

Microfacet models BRDF models based on microfacet theory are widely used in graphics

and have proven effective in reproducing the appearance of real-world materials [NDM05].

Here, we only focus on models that specifically target rendering of scratched surfaces. Yan

et al. [YHJ+14; YHM+16] numerically integrate the normal distribution function (NDF) of

normal-mapped surfaces over the surface region observed within a single pixel, which yields

an efficient multi-scale reflectance model capable of rendering high-resolution normal maps

under directionally peaked illumination. Dong et al. [DWM+15] compare the use of mi-

crofacet and Kirchhoff scattering theory to predict surface appearance from the measured

microgeometry of small surface patches. Also related to our work are image-based tech-

niques that fit microfacet-based anisotropic reflectance models to measurements of finished

wood [MWA+05] or brushed metal surfaces [WZT+08; DWT+10].

Diffraction Modelling diffraction by rough surfaces has been of great interest to the

physics community and various models addressing the different characteristics of surfaces

have been developed, ranging from Rayleigh-Rice vector perturbation theory (smooth sur-

faces) to more general ones such as Beckmann-Kirchhoff scattering theory (various roughness

classes). A good overview as well as extensions of these scattering theories can be found in

Krywonos [Kry06] .

In the computer graphics community, a variety of BRDF models has been developed to

account for diffraction effects created by microscale surface features in ray-based frameworks.

However, none of them targets the transition between texture and far-field diffraction that

is needed for our purpose. One of the first to incorporate wave-optical scattering theory into
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a BRDF model were Church and Takacs [CT09]. Löw et al. [LKY+12] later introduced their

model to the graphics community and demonstrated its merits in numerical fits to measured

reflectance data. He et al. [HTS+91] derived a BRDF model based on vector Kirchhoff theory

for surfaces with roughness described by a Gaussian random process. Stam [Sta99] proposed

a BRDF model based on scalar Kirchhoff theory, that is capable of rendering the diffraction

effects of randomly distributed primitives (e.g. rectangular bumps) or Gaussian random

surfaces. The method relies on the power spectrum of the autocorrelation function of the

surface height variations. Sun et al. [SFD+00] derive an accurate far-field diffraction model

to render compact discs modeled as a series of concentric tracks with a periodic arrangement

of pits.

Cuypers et al. [CHB+12] propose a Wave Bidirectional Scattering Distribution Function

based on statistical optics, computing the Wigner distribution function of microstructures

to produce solutions that are valid in the near- and far-field. This approach heavily relies on

analytical solutions for regular structures, and it does not generalize to complex non-periodic

microstructures due to the exceedingly high memory requirements associated with the un-

derlying four-dimensional representation. More recently, Dhillon et al. [DTS+14] developed a

diffraction model based on heightfields acquired using an atomic force microscope; this data

was used to generate look-up tables by truncating a Taylor-series expression of the BRDF.

To better reproduce surface scattering effects based on statistical properties of heightfields,

Holzschuch and Pacanowski [HP17] introduced the generalized Harvey-Shack theory to the

computer graphics community. Lately, Belcour and Barla [BB17] extended microfacet-based

models to recreate thin-film interference. To acquire and render diffraction effects from pla-

nar surfaces at small angles, Toisoul and Ghosh proposed an efficient framework [TG17].

Musbach et al. [MMR+13] proposed a reflectance model for iridescent biological structures

based on detailed FDTD simulation of vectorial wave propagation. This approach is signif-

icantly more general than the previously discussed models, but the prohibitive cost of this

type of simulation limits it to periodic structures. Levin et al. [LGX+13] use scalar Kirchhoff

theory to predict BRDFs of a specific class of lithographically structured surfaces. While

only remotely related to our work, their approach is one of the few to consider the effects of

spatial coherence of the illumination source.

To overcome the discussed restrictions in the context of rendering scratched surfaces, our

approach builds on an efficient representation tailored to this application. Similar to prior

work [MDG01; BPM+04], we separate spatial and optical information by describing the

scratch layout as a curve and its reflectance behavior using a profile at each position along

the curve. We use non-paraxial scalar diffraction theory [HVK+00] to express the diffracted

reflectance as a superposition of reflections from individual scratches. Similar to Sun et

al. [SFD+00] we derive the BRDF from the explicit calculation of the scattered complex

wavefront, maintaining as much generality as possible. This allows us to take into account

spatial coherence to reproduce not only diffraction effects but also the mutual interference

created by dense scratch ensembles.
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Profile
Coherence area

Figure 5.2: Local shading geometry: Scratches that lie within the coherence area contribute

to the diffracted radiance. We represent each scratch by a parametric curve r(t), which

brings its own local coordinate system with tangent and bitangent directions t̂(t) and b̂(t),

respectively. The cross-section at any position t along the scratch is defined by a profile

P(t, b). We use profiles that lead to analytical Fourier transforms and scale them in the

(b̂,n̂)-plane using parameters W (width) and D (depth)

...

...
(a) (b)

Figure 5.3: (a), Angular spectrum. Viewed along slices perpendicular to the z-axis, a

monochromatic plane wave traveling in direction (α, 0,
√

1−α2) causes vertical oscillations

with frequency α/λ; translating the slicing plane incurs a corresponding phase shift. Using

the Fourier transform, this relation can be used to express an arbitrary field U0(x, y) inci-

dent at z = 0 as a superposition of plane waves arriving from different directions. (b), We

are interested in the far-field diffracted radiance L(ω), which is proportional to the squared

amplitude of the plane wave traveling in the same direction.
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Tangential view

Figure 5.4: From scratches to diffracted radiance: (a) Macroscopic view of a surface con-

taining scratch particles. (b) Ray differentials establish a mapping between the visible

surfaces and pixels of the output image. (c) Our method considers scratches located inside

a Gaussian-weighted coherence region around the surface region covered by a pixel. (d)

Side view: each scratch in the coherence region scatters the incident light into wavelets that

interfere with each other; although not shown here, our method also accounts for reflection

from the non-scratched base surface. Since the distance to the camera is much greater than

the wavelength of light, it is enough to consider diffracted radiance, a far-field approximation

of the superposition of wavelets that remains accurate for all angles of observation.

5.3 Preliminaries

This section introduces the notation, geometric framework and relevant theory from prior

work that serve as the foundation of our model. An overview of notation can be found in

Table 5.1.

5.3.1 Scratch representation

We represent a scratch as a curve r(t) parameterized by the arc length t, with local tangent

vector t̂(t) = dr(t)/dt. At any location t along the scratch, the surface normal n̂(t), tangent

t̂(t) and bitangent b̂(t) = n̂(t)× t̂(t) form an orthonormal coordinate frame. The geometric

cross-section of the scratch at position t is defined by the profile P(t, b), which specifies a 1-

dimensional height profile along the bitangential coordinate b. Our model relies on scratch

profiles that have analytical 1D Fourier transforms, such as rectangle or triangle shapes.

Their scale in the (b̂,n̂)-plane is given by the width and depth parameters W (t) and D(t),

respectively (Fig. 5.2).

5.3.2 BRDF model

To quantify the interaction of light with a surface exhibiting microscale defects in physically-

based rendering frameworks, we begin with the well-known definition of the bidirectional

reflectance distribution function (BRDF)

fr =
dLs(x, ω̂o)

dEi(ω̂i)
, (5.1)

which relates differential irradiance to scattered radiance. Here, x represents a position

on the surface, ω̂i is the direction from which this surface is illuminated and ω̂o is the

direction from which it is observed. To compute the radiance scattered by a diffracting

aperture, we rely on a far-field approximation for scalar diffraction theory, known as diffracted

radiance, which was introduced by Harvey et al. [HVK+00]. It builds on tools from Fourier
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Table 5.1: Overview of the notation used in this paper. The references point to the location

where the quantity is introduced.

Symbol Meaning Reference

x, x̂ Vector, unit vector

ω̂i, ω̂o Incident and outgoing light directions

Spatial parameterization

x=(x, y) Position on z-plane

U(x) Scalar field amplitude Sec. 5.3.2

U0(x, y) Scalar field in plane z = 0 Fig 5.3a, Eq 5.2

Plane-wave parameterization (spatial-frequency domain)

(α, β, γ) Vector of direction cosines Fig 5.3b, Sec. 5.3.2

ξ (ω̂o − ω̂i)/λ Sec. 5.3.2

ξ′ Projection of ξ in scratch frame Eq 5.11,5.13

Scratch representation

t Position along the scratch

Sec 5.3.1, Fig 5.2

r(t) Point on scratch at position t

{t̂, n̂, b̂}(t) Local scratch coordinate frame
(tangent, normal, bitangent) at t

b Bitangential coordinate

P(t, b) Scratch profile at t as function of b

W (t), D(t) Scratch width and depth at t

η Spatial phase integral Eq 5.12, 5.23

k, (k) Scratch index (for ensemble summation) Eq 5.9

λ Optical wavelength

G Gaussian spatial filter Fig. 5.4c, Sec. 5.4.1

δc Coherence area diameter, δc = 60µm Sec. 5.4.1

T (x) Optical transfer function Fig 5.3b, Sec. 5.3.2

As Shading area Eq 5.2

optics [Goo96], specifically the angular spectrum, and is accurate in the far field and for

diffracting apertures that are significantly larger than the wavelength of the radiation (both,

far-field and aperture condition are satisfied by our application). Being part of a scalar theory

of light transport, these two tools assume that the electromagnetic field can be described by

the (scalar) amplitude of oscillations, as opposed to the commonly used vectorial electric and

magnetic fields. Let U(x, y, z) denote the scalar amplitude of the electric field at position

(x, y, z)T , and let U0(x, y) := U(x, y, 0) denote a planar slice at position z = 0 (here called

the aperture plane, cf. Fig. 5.3). Harvey shows that the radiance diffracted by the aperture

is obtained by computing U(x, y, z) for z > 0, which is given by a Fourier transform of the

complex amplitude U0(x). Assuming a homogeneously illuminated diffraction aperture, the

diffracted radiance can be written as

L(ω̂o, αi, βi)=γi
λ2

As

∣∣F{U0(x, y) e2πi(βiy+αix)
}
α,β

∣∣2, (5.2)

where ω̂o = (α, β, γ), ω̂i = (αi, βi, γi) and As being the shading area. Importantly, this

expression remains valid even for oblique angles of incidence. The variables of this param-
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Table 5.2: References to assumptions used by our model

Assumption Reference

Diffracted radiance

Far-field scattering Sec. 5.3.2; Eq. 5.2

Spatial coherence

Equal coherence condition for the full scene Sec. 5.4.1

Intensity drops off towards edges of a light source Sec. 5.4.1

Surface representation

Homogeneous base material Sec. 5.4.2; Eq. 5.9

Scratches

No intersections (Sum of transfer functions) Eq. 5.9

No self-shadowing/masking –

Linear segments with constant profile Sec. 5.4.3; Eq. 5.11

Spatial–spectral separability Sec. 5.4.3; Eq. 5.11

eterization are referred to as direction cosines with γ =
√

1− α2 − β2. Spatial coordinates

in the above expression are expressed in units of the wavelength λ. The complex wavefront

U0(x) can be described by the modulation of the wavefront of the incident light Ui(x) with

the so-called transfer function T (x) [LLL10; Goo96] of the diffracting plane:

U0(x) = Ui(x) · T (x). (5.3)

Taking into account the assumption of homogeneous illumination (Ui(x) = Ui), a change of

variables enables us to rewrite the representation of the Fourier transform in a non-scaled

coordinate system, which yields the BRDF

fr(ξ) = γi
1

As

1

λ2

∣∣F{T (x)
}
ξ1,2

∣∣2, (5.4)

with

ξ =

ξ1

ξ2

ξ3

 =
1

λ

α− αiβ − βi
γ − γi

 . (5.5)

A detailed explanation of these steps is provided in the supplemental material.

Equation 5.4 is the non-paraxial spectral BRDF for reflected light that is diffracted by

a surface exhibiting microscale features represented by an optical transfer function T (x).

Diffracted radiance shares similarities with the diffraction BRDF proposed by Stam [Sta99,

Eq 7]. Stam’s model explicitly utilizes Kirchoff theory (i.e. tangent-plane approximation and

the Huygens principle) whereas diffracted radiance can be derived solely from the angular

spectrum of plane waves [Kry06]. However, both approaches offer equivalent formulations for

the far-field approximation at hand (i.e. homogeneous illumination). For our application to

render spatially resolved scratches, we rely on diffracted radiance as it provides a convenient

way to describe the amplitude and phase changes induced by light-surface interaction via

the optical transfer function.
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Coherence area

BRDF
interface

Ray optics

Wave optics

Figure 5.5: To be compatible with a standard global illumination renderer, our model con-

strains wave optics to the reflectance model. The coherence area, represented by the Gaus-

sian filter G, marks the portion of the surface where scattered light waves will superimpose

coherently. The interface to the outside world is provided in terms of geometric optics and

radiance units. The computation of the coherence area is explained in Sec. 5.4.1

5.4 A diffraction SVBRDF for scratched surfaces

The concept of ray tracing is fundamentally incompatible with the basic principles of wave

optics. In fact, the wave-optical counterpart of a “ray” with sharply defined direction is a

plane wave of infinite lateral extent and equal amplitude at each point on the sufficiently far

away illuminated surface. Following Eq. 5.4, this leads to a Fourier transform of the whole

surface regardless of its extent. Such an approach would be incapable of resolving localized

surface features and would only be correct for point light sources or collimated beams.

Since our goal is to create a model that permits resolving individual scratches affected by

mutual interference, we draw on coherence theory to develop a physically justified interface

between the long-range (ray-optical) light transport within a path tracing framework and

the wave-optical scattering model. To this end, we will first introduce the concept of spatial

coherence and use it to define a coherence window that will lead to a spatially varying BRDF

(SVBRDF). We will then study the wave-optical contribution of a single scratch in isolation,

and finally look at large ensembles of scratches.

5.4.1 Spatial coherence: resolving scratches

The van Cittert–Zernike theorem relates the angular extent of a light source illuminating

a surface with a spatial filter on the surface via a Fourier transform [Goo96; LLL10]. For

instance, a point-light source yields a constant infinite spectrum whereas a disk-shaped area

light results in an Airy function: this coherence function defines the corresponding spatial

weights. More intuitively, it defines which structures in the vicinity of the observed point,

such as scratches, actually contribute to the wave-optical scattering that leads to diffraction
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and interference. Usually, the distance between the first zero-crossings of the coherence

function is used to define the coherence area, the extent of the filter. In the context of

astronomy, a circular star of diameter d = 0.07 arcseconds e.g. has a coherence area of

radius rc = 1.22λ/d ≈ 1.9m [LLL10]. After this first zero-crossing, the coherence function

may predict further areas of coherence, which are suppressed if the light source is less intense

around its edges. To approximate the coherence function, we make two simplifications: first,

we assume that the same coherence condition holds throughout the scene, which allows

us to define a global coherence function. Second, we will neglect coherence effects outside

of the central peak, implicitly assuming a fall-off of the light-source intensity towards its

corners. Similar to Dhillon et al. [DTS+14], we define the coherence function as a spatial

kernel G(x − x0) controlling the relative weight of points on the surface with respect to

the intersection point x0 of the ray on the surface. In contrast to Dhillon et al., who

primarily introduce G to reduce the cost of discrete Fourier transformations used by their

technique, our model requires coherence for its ability to resolve spatial surface structure.

We model objects covered with an irregular arrangement of scratches, of which only a subset

contributes to the light scattered within a pixel. Similar to a short-time Fourier transform,

the kernel G provides a natural windowing function that performs this selection. This is a

substantial difference to prior work modeling regular structures [Sta99; DTS+14]. We use

the spatial kernel

G(x) = e−
1
2
|x−x0|2/σ2

, (5.6)

which is an isotropic Gaussian in the tangent plane around x0 (see Fig. 5.5). The coherence

area diameter containing the salient portion of the footprint is defined as δc = 6σ. We now

modify Eq. 5.4 to account for spatial coherence:

fr(x0, ξ) = γi
1

As

1

λ2

∣∣F{T (x) · G(x− x0)
}
ξ1,2

∣∣2. (5.7)

A common literature value for δc for scenes under direct illumination by sunlight or a light

bulb in a kitchen environment [MW95; DN15] is δc = 60 µm, which we choose to approximate

such illumination situations. Note that Eq. 5.7 behaves as previously discussed: for a point-

light source, δc→∞ and G(x)→ const., reducing the SVBRDF to the BRDF of Eq. 5.4,

which does not resolve surface features. On the other hand, an infinitely extended light

source yields δc→0, i.e. a Dirac delta coherence function.

In a practical rendering system, the intensity of a pixel in the rendered image will gen-

erally be computed as part of a stochastic ray tracing process, which samples the pixel

footprint with a spatial reconstruction filter centered at x0. Our implementation converts

these pixel sub-samples to real-valued radiance before averaging them, which maps to spatial

coherence as the coherent subsamples are first converted to radiance and then incoherently

superposed [LGX+13].

5.4.2 Additive composition of transfer function

We now turn to the Fourier transform of the optical transfer function, a key part of our model

that we utilize to describe amplitude and phase changes of incident light waves induced by

height variations of the shaded surface. We define T (x) as

T (x) = A(x) · eiφ(x) =
√
F (x) · ei2π(γi+γ)h(x)/λ (5.8)
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where A =
√
F is the amplitude factor of the surface material, F is the Fresnel factor and

φ(x) = 2π(γi + γo)h(x)/λ is the change of phase induced by the height variation of the mi-

crostructure. As the optical path traveled by rays depends on the incident and outgoing angle

with respect to the surface normal, the optical path difference (and thus the phase change)

exhibit a dependence on the view and light direction cosines γo and γi, respectively [Kry06;

HP17]. We now apply this concept to scratched surfaces, where each scratch is described

by its individual transfer function. Here, the transfer functions encode local surface height

variations, which change the phase of incident light waves that interact with the scratches.

We assume our materials to consist of a homogeneous base material that does not exhibit

spatial variation. This base material exhibits defects (scratches) at distinct positions. We

model this by defining our transfer function as a base transfer function, from which we first

subtract masks covering the defects and then add the defects back at the same position. This

implies that masks and scratches must cover the same area on the surface. More formally,

T (x) = Tbase(x)−
∑
k

T (k)
mask(x) +

∑
k

T (k)
scratch(x), (5.9)

where the superscript (k) denotes the kth mask-scratch pair and Tbase(x) = Abase =
√
Fbase.

This decomposition of surface structure into individual scratches, and the additive super-

position of their contributions is the key to a practical implementation of our model, since

it allows for an efficient analytical evaluation of the Fourier transform in Eq. 5.4. The

analytic evaluation also depends on two further simplifications: first, we assume the base

to be a perfectly flat mirror, hence surface roughness would need to be emulated by an

intractably dense distribution of scratches. Sec. 5.5 introduces an alternative mask-based

blending scheme that combines our model with existing rough BRDFs based on microfacet

theory. Secondly, we neglect scratch-scratch intersections, and our model consequently

slightly overestimates the surface area of scratched portions of a surface. In a region where

two scratches overlap, the base contribution will be subtracted (masked) twice and replaced

by the sum of two scratches. For a correct handling of intersections, the full transfer function

would be generated by a sum of height fields in the complex phase instead, which would not

allow for our analytic solution. As we show in Sec. 5.6, the effect of this approximative

handling of intersections can lead to a re-distribution of energy from the specular reflection

towards higher order diffraction lobes. Note that as long as scratches and base have the

same amplitude factor, this error only affects the diffracted phase but does not violate en-

ergy conservation. We provide an overview of all assumptions and simplifications used by

our model in Table 5.2.

5.4.3 Single-scratch transfer function

The linearity of the Fourier transform allows us to first consider a single scratch transfer

function (or its transform) and later extend the concept to a full solution. The local geometry

of each scratch is defined by the profile P(t, b) (Sec. 5.3.1, Fig. 5.2), which is a 1-dimensional

transverse scratch height profile defined in terms of the bitangent coordinate b. The resulting

scratch-space optical transfer function takes on the following form in local coordinates:

Tscratch(b, t) = Ascratch(b, t) · ei2π(γi+γ)P(b,t)/λ, (5.10)
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where Ascratch(b, t) =
√
F (b, t). The integral of the transfer function along the scratch length

yields a spatial representation of the amplitude and phase changes induced by the material’s

height variations.

Incorporating the scratch profile. Considering its shift and rotation properties, the

Fourier transform of a scratch transfer function can be understood as the integral over

the Fourier transform of the rotated and shifted 1D transfer functions along the scratch

trajectory, whose intricacy is determined by profile variation and curvature of the scratch.

For simplicity, we consider scratches consisting of linear scratch segments whose profiles do

not change along the segment. There is no loss of generality, as arbitrary curves of varying

profile can always be split into linear segments of constant profile (and thus having a constant

transfer function).

In addition, we assume only the spatial phases to be affected by the Gaussian filter, i.e.,

the width of a scratch is negligible in comparison to its length with respect to the coherence

area. This allows us to separate the spatial (position) and spectral (profile) components of

each scratch and to express its transfer function in the scratches’ own tangent space with

axes t̂, b̂ and ẑ. The Fourier transform of a single scratch transfer function then reads

F {Tscratch(b, t)}ξ′1,2 ≈

F {Tscratch(b)}ξ′2 ·
∫
dtG(t) e−2πi(r′(t)·ξ′) = (5.11)[∫

db Tscratch(b)e−2πibr̂′2ξ
′
2

]
· η

where

η =

∫
dtG(t) e−2πi(r′(t)·ξ′)

=

∫
dt e−|r

′(t)|2/(2σ2) e−2πi(r′(t)·ξ′) (5.12)

and the projection into tangent space is given by the inverse of the rotation matrix defining

the orientation of the scratch so that

x′ = R−1x =

 t̂T (t)

b̂T (t)

ẑT

x ; r′ = R−1(r − x0) (5.13)

and r′ is the relative scratch position. With Eq. 5.11 at hand, we are now able to express

arbitrary scratch profiles. This profile is incorporated into an optical transfer function that

can be used to express the corresponding diffraction effects.

5.4.4 Scratch ensemble solution

We will now derive a general solution for surfaces with arbitrarily large scratch ensembles.

Recall that Eq. 5.11 provided the Fourier transform of the transfer function T (k)
scratch for an

individual scratch observed in isolation. Substituting this expression into Eq. 5.9 yields the

superposition of a general scratch ensemble. Because we assume a homogeneous material,
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the Fourier transform of the base transfer function Tbase is given by the Fourier transform of

the Gaussian filter kernel modulated by the square of the spatially uniform Fresnel coefficient

(base amplitude). To compute the missing Fourier transform of the mask transfer function

T (k)
mask, recall that scratches and masks share the same locations on the surface. Thus, the

respective integral over the spatial phases η(k) is the same and mask and scratch only differ

in their respective profile. The mask is simply a part of the base material that was cut out.

Therefore, T (k)
mask(b) is equal to the base transfer function with Amask(b) = Abase without any

phase deviations because no height variations are present, and its spatial extent is restricted

to the scratch width. This yields the Fourier transform of a rectangular function

F
{
T (k)

mask(b)
}
ξ′2

= F
{
Amask rect

(
b

W (k)

)}
ξ′2

(5.14)

= Abase W
(k) · sinc

(
πW (k)ξ′2

)
.

We are now able to combine Eq. 5.11, Eq. 5.14 and Eq. 5.9 with Eq. 5.7 to get the Fourier

transform of the scratched surface. We split the result into more intuitive base- and scratch

related terms to obtain

fr(x0, ξ
′) = γi

F

πσ2

1

λ2
|B(ξ′)− S(ξ′2)|2 , (5.15)

where As = πσ2 is the area under the squared amplitude of the Gaussian (shading area) and

F the Fresnel coefficient of the homogeneous material. We define

B(ξ′) = 2πσ2e−2π2σ2(ξ′21+ξ′22), (5.16)

as the base response given by the Fourier transform of the filter kernel resembling the undis-

turbed reflectance of the material without scratches. On the other hand, the scratch response

S(ξ′) =
∑
k

[
F
{
T (k)

mask

}
ξ′2

−F
{
T (k)

scratch

}
ξ′2

]
η(k)(x0, ξ

′) (5.17)

then defines the disturbance of the smooth heightfield by scratches. The scratch response

thus relies on the scratches’ profiles and their location on the surface with respect to the

point of intersection encoded into the integral over the spatial phases η(k) (see App. 5.A for

the full solution). In its simplest form using a rectangular scratch profile (see App. 5.B) and

Amask = Ascratch = Abase, the scratch response function is

S(ξ′) =
∑
k

W(k)D(k)η(k)(x0, ξ
′), (5.18)

W(k) = W (k)sinc

(
π
W (k)

λ
ξ′2

)
, (5.19)

D(k) =
(

1− e2πi(γi+γ)D(k)/λ
)
, (5.20)

where we further separate the dependence of the individual diffraction patterns of the

scratches on the respective width and depth via the width-termW(k) and the corresponding

depth term D(k). This constitutes our reflectance function for rendering surfaces with mi-

croscale scratches. In Sec. 5.5, we explain how our rendering system efficiently looks up the

scratches that are relevant for a given shading event.
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Figure 5.6: We demonstrate our reflectance model on four example scenes. Top row from left

to right: A golden door handle, a candle holder, both with randomized scratch distributions.

A compact disc with circular scratches with constant separation. Bottom row: A spoon

from different view points, the scratches are randomized. The top-down view reveals the

scratches with iridescent colors that lie on a circle around the specular highlight. In the side-

view the specular highlight only subtends a small fraction on the spoon and under incoherent

illumination by the surrounding lights the scratches appear mostly white. At close-up again

color as well as geometry of the scratches is revealed. We present complementary videos for

these scenes in the supplemental material.

5.5 Usage in a rendering framework

In Sec. 5.4, we derived a BRDF for surfaces with micro-scale scratches that is compatible

with standard ray tracing-based rendering systems. We use a standard backward path

tracer that evaluates the BRDF at intersections found by tracing rays from the camera. The

scratches are either applied to the surface by defining positions, directions, and other scratch

parameters directly, e.g. by drawing them from a distribution, or by scratching an arbitrary

mesh using an editing tool. In full-spectral rendering mode (all figures except Fig. 5.12), the

renderer samples 16 wavelengths across the visible range. A reduced RGB version represents

the primary colors by the wavelengths λred = 700 nm; λgreen = 520 nm and λblue = 440 nm.

Scratch data structure and lookup The scratch particles are represented by line seg-

ments, which we store in a bounding volume hierarchy (BVH) consisting of axis-aligned

bounding boxes (AABB). The BVH is built using sorting on a space-filling curve (Mor-

ton code builder [LGS+09]) and efficient traversal is ensured by employing the skip-pointer

structure proposed by Smits [Smi98]. To reduce spatial overlap between the elements of
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this structure, we perform further splits. Since the shading cost of our model generally out-

weighs the intersection test cost, we do not directly split the scratch particles. We instead

use a directed acyclic graph structure, where multiple AABBs can be associated with the

same leaf element and spatially subdivide the scratches into a number of elements that can

be adjusted for performance improvements. During intersection testing, we store only the

unique intersections within the shaded area. When shading a point on the surface, we only

consider scratches within the pixel footprint. To achieve the correct incoherent superposition

of the coherent subsamples for a given pixel, we need to integrate over the pixel footprint

(cf. Sec.5.4.1). This ensures the right multi-scale behaviour and allows for spatial variation

at the cost of a larger number of required samples per pixel compared to standard BRDF

models. Rays that strike the surface at an oblique angle might query many scratch particles,

leading to poor performance due to a large pixel footprint. However, note that scratches that

lie outside of a sphere whose diameter equals the Gaussian filter kernel (∆c = 6σ = 60µm)

only have a negligible contribution, hence we limit the BVH query to the intersection of this

sphere and the pixel footprint.

Importance sampling the base response function To importance sample the base

surface response Eq. 5.16, we generate two normally distributed samples and scale them

by the standard deviation of the (Gaussian) target distribution in the angular spectrum,

resulting in a sampled angular frequency ξ. Specifically, we set

ξ1,2 = [(
√

8πσ)−1, (
√

8πσ)−1]T . (5.21)

Next, the sampled frequency is used to map the incident direction onto a scattered direction

ω̂o = (αo, βo, γo)
T by solving for αo and βo via αi + αo = ξ1 and βi + βo = ξ2, to obtain

ω̂o =

αoβo
γo

 =

 ξ1 − αi
ξ2 − βi√

1− α2
o − β2

o

 (5.22)

Two details must be noted regarding this step: occasionally, a sample satisfies 1−α2
o−β2

o <

0, which does not lead to a valid scattered direction. These samples correspond to evanes-

cent waves that do not propagate, and the associated sample is simply dropped. Secondly,

sampling a position in the angular frequency domain and mapping it on the outgoing hemi-

sphere corresponds to a change of variables that appears both in the sampling density and

Monte Carlo weight of this sampling strategy. The mapping is simply the parallel projection

from the unit disc to the unit hemisphere known as the Nusselt analog, and the Jacobian de-

terminant factor for the Gaussian PDF associated with this mapping is the direction cosine

γo.

Importance sampling of the scratch response function Importance sampling of the

scratch response relies on a modification of a sampling technique that was originally devel-

oped by d’Eon et al. [dFH+11] in the context of hair rendering. Given an incident direction

(φi, θi) expressed in the coordinate system of a hair fiber, this technique works by sampling

a specular reflection from an ideally reflecting cylinder, producing a reflected direction on a
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Dirac delta circle of azimuths with elevation angle θi = −θo. To account for roughness, the di-

rection (φo, θo) is then perturbed by a random offset drawn from a spherical von Mises-Fisher

distribution with concentration parameter κ. The spherical density of sampled directions

has an explicit form in terms of a modified Bessel function of the first kind, specifically

p(θo, φo) =
κ

4π sinhκ
e−κ cos θi cos θoI0 [κ sin θi sin θo]

Although disconnected from the explicit profiles of scratches, we found the resulting dis-

tribution to be an excellent match for the response function of individual scratches when

interpreting the scratch tangent vector as a fiber direction and mirroring reflected directions

that would enter the surface along the normal direction, doubling the density p(θo, φo) for

directions that lie in the upper hemisphere.

Our method applies multiple importance sampling via the balance heuristic [VG95] to

combine sampling of the base surface and the weighted scratch profiles inside the coherence

area into a single unified sampling strategy.

Combining other BRDFs with our model It is of great importance to be able to

combine different BRDFs to achieve generality. To this end, we developed a simple modified

alpha-blending step that marries correct wave-optical shading and mutual interference of

scratch contributions to (in principle) arbitrary base BRDFs. In our implementation, we

use microfacet models to enable a rough base appearance even in unscratched regions. To

achieve this goal, we first retrieve all the scratches from our BVH that fall into the coherence

area as before. Next, we calculate the weighted scratch area density, i.e. the normalized sum

of all contained scratch areas weighted using the Gaussian spatial filter. This yields a

spatially varying ratio between the base and scratch contribution. We use this ratio to blend

between the chosen base BRDF and our scratch SVBRDF (Eq. 5.15), setting the base

response B = 0 in Eq. 5.15 and Amask = Ascratch = 1 to ensure energy conservation.

5.6 Results

In this section we will first show example scenes rendered with our model to recreate the

appearance of scratched surfaces. The corresponding render times and parameters can be

found in the supplemental material. We will then discuss different aspects of our model in

detail, including the impact of the coherent superposition of diffracted light, the possibilities

to utilize and adapt our model to recreate realistic renderings and finally we will extend our

model to incorporate not our specular base response function but an arbitrary microfacet

model such as GGX [TR75].

Scratching arbitrary objects To facilitate authoring of assets, our editing tool allows

the alteration of scratch particles in real time by drawing their spatial parameters from

distributions or applying regular brush drawing techniques in 3D in combination with distri-

bution based alterations of the optical (i.e. profile) parameters. We provide a detailed video

that showcases this tool in the supplementary material of this paper. Additionally, we have

implemented tools that allow conversion of 2D vector graphics images to scratch particles

by projecting them from texture to object space. In the editor, an approximate real-time
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Figure 5.7: Qualitative comparison between photographs of real-world scenes (a,c), and

renderings of their digital recreations (b,d). We show a 2×2 cm2 part of a heavily scratched

metallic plate (a,b) and a more sparsely scratched metallic disc with 12 cm diameter (c,d).

All surfaces have scratches in all orientations. However, they only become visible under the

specular condition, which leads to concentric structures around specular highlights. From

these examples, it becomes clear that the problem of fully recreating real-world surfaces

is mostly related to complexity. The reference examples show great variation, and their

roughness spans many scales which are currently not covered by our model.
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Figure 5.8: Qualitative comparison between Stam’s model (a,c) and ours (b,d) without (top)

and with (bottom) environment light. The different representation of the CD surface struc-

ture by the two approaches leads to diverging appearance. Stams model treats CD surfaces

as a (random) collection of bumps which re-distributes energy to higher order diffraction

lobes visible over the whole disc. Our model, on the other hand, models CD tracks as

uniform circular scratches which suppresses diffraction in parts not fulfilling the specular

condition.
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Figure 5.9: Comparison of coherent and incoherent scratch diffraction superposition. The

scratches lie on a metallic plate (GGX microfacet BRDF) and are horizontally arranged as

three gratings with different separations ∆ between the uniform scratches. Thus, we expect

the diffraction orders only to be visible in vertical direction (across the scratches). (a): An

incoherent superposition of scratches within the coherence area leads to colored scratches

due to single-scratch diffraction. (b): A coherent superposition of scratches (our model) not

only accounts for single-scratch diffraction but is also able to recreate mutual interference

effects such as higher diffraction orders of the underlying scratch grating which reveals the

separation of colors especially in the area of high intensity (see zoom-ins).

BRDF model only shades the first intersected scratch with a single light sample; no coherent

effects are taken into account.

Comparison to real-world data To provide an intuitive comparison of effects our model

is able to recreate, Fig. 5.7 compares photographs of real-world scenes and renderings of their

digital recreations. Since the underlying surface structure is unknown, we restrict ourselves

to a purely phenomenological comparison and use heuristics to distribute scratches and set

their parameters. To focus on microscopic features, we compare photograph (macro-lens

close-up) and rendering of a densely scratched metal plate (a,b) whereas the comparison of a

scratched disc (c,d) places emphasis on the macroscopic properties. A common phenomenon

in real-world scratches, the change of color along scratches due to varying profile (parame-

ters), is closely reproduced by our model, whereas high-intensity glints in low-intensity re-

gions are not since unscratched regions are black (smooth-surface assumption). The discrep-

ancies most likely results from two features currently not covered by our model: additional

base-surface roughness and inclined scratch normals resulting from a non-uniform scratch-

ing process, which leads to more complex scratch profiles. However, our model qualitatively

reproduces scratch visibility according to the specular condition (tangent not perpendicular

to projected light direction) forming circular structures around the specular reflection of the

light source. Both examples illustrate that our model is capable of recreating the phenomeno-
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Figure 5.10: Comparison of scratches on a plate with our coherent (a) base response, a

smooth/specular GGX (b) and a rough GGX (c) base reflectance. We observe a change in

color saturation as interference between base and scratches is neglected and single scratch

diffraction is overestimated

logical features of diffractive scratches, which could likely be improved by stronger emphasis

on the modeling step. A convenient step to introduce surface roughness for example could

be to utilize our base-blending approach, described in the following, in combination with the

scattering model proposed by Holzschuch and Pacanowski [HP17].

Comparison to Stam’s model Most available reflection models that incorporate diffrac-

tion are restricted to single heightfield inputs or analytic solutions for periodic structures.

For a qualitative comparison we provide renderings of a CD in Fig. 5.8. The periodic surface

structure can be used by both, our approach (b,d) and the model proposed by Stam [Sta99]

(a,c), though using different representations. Stam defines the surface as a periodic ensemble

of bumps and computes the spectral power density as input for the BRDF. We, on the other

hand, create tracks that consist of a number of scratches. Track separation and scratch

parameters are taken from Stam [Sta99] so that the main difference between the two rep-

resentations is that ours does not account for gaps between scratches of one track. Both

models diverge in appearance: Stam’s model produces clearly visible higher order diffraction

for tracks that do not fulfill the specular condition. The reason for this mainly lies in the

surface representation: our model considers CD tracks as continuous scratches; the complex

phasor defining the wave contribution (Eq. 5.15) is mainly driven by the scratch profile (and

thus binormal direction). Stam’s model, on the other hand, creates bumps of defined geom-

etry which results in diffraction patterns in both, tangential and binormal direction. This

leads to a (spectral) re-distribution of energy and therefore a change in color which is clearly

visible in the upper row (area light only). The re-distribution of energy is emphasized in

the bottom-row renderings (additional environment light) as it allows for the low-intensity

higher order diffraction still to be visible. In contrast, our model is able to produce sparsely

scratched surfaces such as shown in Fig. 5.7 where single scratches can be distinguished as

well as the change of color along the scratch, a common phenomenon in non-manufactured

real world scratches.
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Figure 5.11: Variation of scratch parameters greatly enhances the realistic appearance of our

renderings. Subimages (a),(c): without variation; (b),(d): with variation along the scratches.
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Figure 5.12: Our editing tool allows us to map complex scratch patterns onto objects of

our choice. Here we “engraved” a ring and a planar surface with an intricate vector pattern

(inset). Depth and width were drawn from a Gaussian distribution.

Coherent vs. incoherent superposition The treatment of coherence is of great impor-

tance for effects such as mutual interference from structured surfaces, for example compact

discs or holographic papers. Our model treats spatial coherence by applying a Gaussian

weight to the contributions of scratches according to their position, as the complex diffracted

amplitudes per scratch are superposed. Figure 5.9 reveals that without coherent superposi-

tion, effects such as diffraction orders generated by gratings are neglected and therefore the

associated separation of colors cannot be reproduced. Our model on the other hand is able

to closely reproduce such phenomena.

Profile variation Scratches on surfaces are created by multiple effects such as every-day

wear or even manufacturing. Whereas manufactured scratches or structures mostly have a

well defined geometry, scratches produced by wear do not. To account for this and more

closely reproduce such surfaces, we vary width and depth of scratch profiles by sampling from

a simplex-noise function [Per02]. The random number generator used to generate the noise

is seeded by the scratch index k to ensure determinism. This feature increases realism with

very modest impact on performance and memory footprint, since longer scratch segments

do not need to be split up to incorporate such variations. Figure 5.11 compares the effect of

this parameter variation to scratches of constant parameters.

Microfacet base blending In Fig. 5.10 we show results for our model with our simple

blending approach in comparison to the coherent base response. Our fully coherent solution

(a) shows good agreement with the specular GGX base (b) in terms of scratch colors and

base reflectance. However, some changes are noticeable: first, the specular highlight of our

model exhibits a red outline which is due to our separate treatment of wavelengths. Red

light is scattered more strongly compared to smaller wavelengths, an effect which is not the
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Figure 5.13: Comparison of numerical and analytical slices of the radiance distribution for

a single scratch (Fig. 5.14 left). Left;ξ′2 = 0: The slice in tangential direction of the scratch

reveals the impact of the Gaussian filter. Right;ξ′1 = 0: The radiance distribution in bitan-

gential direction shows the characteristic diffraction pattern. Our model greatly enhances

performances as the analytic solution exhibits a computational complexity of O(NM) for a

single scratch opposed to O(NM log(NM)) for the FFT.

case for geometrical optics models. Second, we observe more saturated colors, which results

from the lack of interference with the base. Due to the neglected scratch-base interaction,

we do not correctly account for the re-distribution of energy and we overestimate the energy

diffracted by the scratches. The use of different microfacet models allows us to incorporate

surface roughness (c) which, by construction, does not affect the scratches but only the base

response. In this way we are able to retain the iridescent effects of scratched surfaces with

only minor differences and utilize the benefits of microfacet models.

Mapping complex scratch patterns Our editing tool also allows us to project (in prin-

ciple) arbitrarily complex scratch patterns provided as vector graphics onto complex objects.

Fig. 5.12 shows the mapping of a vectorized leaf-texture onto a ring and a plate.

Approximation evaluation To evaluate the impact of our assumptions regarding sep-

arability (we discard the Gaussian filter in bitangential direction) and scratch-scratch in-

tersections, we compare the numerical radiance obtained via FFT against our model. To

this end, we create surfaces which exhibit a number of scratches and rasterize these. The

resulting heightfield (including scratch intersections) is used to create an optical transfer

function via Eq. 5.8 and then input into the FFT. The radiance is obtained according to

Eq. 5.7 with unit amplitude and the origin as the intersection point. We first show the

radiance corresponding to a surface with a single scratch with tangent (1, 0, 0) (Fig. 5.13

and Fig. 5.14(left)) to clarify single aspects of our approximation and problems that arise

when using the FFT. A slice along the scratch (left, ξ′1 is the direction cosine in tangential

direction) reveals a paraboloid function that rapidly drops off as is expected for a Gaus-

sian in logarithmic representation. We expect a Gaussian as the scratch is longer than the

surface we consider, therefore extending the integration limits for η(k) to (−∞,∞). This
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Figure 5.14: Numerical radiance obtained via FFT vs. our Model in direction cosine space.

Left: Analytic single scratch radiance in direction cosine space. Middle; Right: A surface

with 10 randomly distributed scratches. The numerical solution for the whole hemisphere

(middle) shows ghosting artifacts as well as parallelogram-shaped structures of low intensity

(PSNR=84.9 dB) which are not present in our analytic model (right). The former result from

the discretization of the heightfield whereas the latter correspond to the neglected intersec-

tions of scratches within the coherence area. All plots are available in the supplemental

material in high resolution. Additionally, plots for different discretization resolutions are

available to emphasize the difference between ghosting and assumption impact.

behavior is reproduced by our model and in good agreement with the numerical solution. A

slice across the scratch (right, ξ′2 corresponds to the bitangential direction) reveals the ef-

fects of an approximation in our model: since we neglect the convolution with the Gaussian

filter in the bitangential direction (cf. Eq. 5.11), the radiance is underestimated for larger

angles. Interpreting the convolution as a re-distribution of the diffracted energy, it should

decrease the central peak while increasing the side lobe maxima. Taking these limitations

into account, our model agrees well with the numerical results. For a surface with ten

randomly distributed scratches (Fig. 5.14), the numerical solution for the whole hemisphere

(middle) shows discretization-related ghosting artifacts, which are not present in our analytic

model (right). Additionally, parallelogram-shaped structures are visible in the numerical so-

lution that result from scratch-scratch intersection. Although of comparably low intensity

(PSNR=84.9 dB) these correspond to a re-distribution of energy from the main- and side-

lobes of the diffraction pattern to the parallelogram structures and thus, together with our

approximations (see single scratch), can lead to an overestimation of higher order diffraction

lobes resulting in overly saturated scratch colors. However, scales and primary (i.e. non-

artifact) radiance distributions agree well, especially along the bitangential directions of the

scratches, which reveals the characteristic diffraction distribution. Note that the analytical

model delivers a significant performance increase as the computational complexity is only

O(NM) for a single scratch in comparison to O(NM log(NM)). Precomputation would

furthermore require a 4D lookup table with large memory footprint to sufficiently sample

the spatial (Gaussian filter kernel) and spectral dimensions (FFT).

5.7 Discussion and future work

In this paper, we presented a wave-optical SVBRDF model for surfaces with iridescent

microscale scratches. Our model encapsulates wave-optical computations in the shading
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evaluation and accounts for diffraction and mutual interference involving multiple scratches

under a arbitrary viewing and lighting conditions. By approximating the spatial coherence

using a Gaussian filter, we are able to recreate both localized glint-like iridescence and higher

orders of diffraction from grating-like structures. Our approach is flexible on both the model

and the data side: by subdividing paths on the surface into line segments and analytically

calculating the associated diffracted complex amplitudes, we can support arbitrary scratch

profiles. Furthermore, the separation of the spatial (paths) and optical (profiles) compo-

nents enables efficient control of parameters and even spatial variation of parameters along

scratches. Additionally, our editing tool allows us to freely scratch arbitrary geometries and

apply complex scratching patterns with ease. Our model has the following limitations that

could be addressed in future work:

Footprint integration Our model subsamples the pixel footprint with a spatial filter

resembling the coherence function to recreate local wave-optical diffraction. For full conver-

gence, we rely on Monte-Carlo integration performed by the ray-tracer. In future work, an

important step to improve performance would be to approximate the integral of the coherent

SVBRDF over the pixel footprint to create a full multi-scale model.

Importance sampling Accurate sampling strategies for both, our base response func-

tionas well as for microfacet models used for our base-blending readily exist. The sampling

strategy for the scratch response function samples the azimuthal direction uniformly [dFH+11],

which is overly conservative considering for example the sinc-distribution (cf. Eq. 5.21 for

the square profile. In future work, more efficient sampling schemes for typical diffraction

patterns and, more challenging, mutual interference of scratch ensembles could be developed.

Other scratch profiles We only presented results for a rectangular profile function, show-

ing that it is expressive enough for recreating such intricate effects as iridescent scratches.

Additional renderings of rectangular and triangular profiles in comparison can be found in

the supplemental material. We expect to obtain a wider variety of scattering distributions

from different scratch profiles, leading to an increased degree of realism. Both, profiles with

analytic solutions (like V-shaped or Gaussian grooves) as well as tabulated scattering distri-

butions for arbitrary scratch profiles could be precomputed and used at moderate additional

cost.

BSDF extension So far, we showed that our model is able to represent the reflection

properties of scratched surfaces. On the other hand, the scattered radiance of our SVBRDF

is only dependent on the difference between the incident and outgoing directional cosines.

This implies that the model in principle generalizes to transmittance effects (thin materials

without internal scattering, like foils or very light curtains) via a simple sign change. This

would be an interesting avenue to explore, as many real world diffraction effects are observed

in transmittance rather than reflectance.

Coherent base - Use NDF to generate base height variation Using our base-

blending scheme we can in principle use arbitrary BRDFs as a base material. This approach



106 Chapter 5. Scratch Iridescence

does not account for phase variations that are directly produced by the surface roughness

of the unscratched material. A future direction would be to derive a modified coherent base

response function that is driven by surface roughness, for instance in the form of microfacet

models.

Comparisons against real-world material samples Given real-world data, both, ex-

perimental validation of our model and fitting of model parameters remains a major challenge

due to the large number of unknowns involved. As of now, it is not yet clear what kind of

input data would be needed to provide sufficient constraints, how to acquire such data, how

to represent the surface (individual scratches or distribution parameters) and how to deter-

mine the model parameters in finite time. We look forward to studying these aspects in

more detail in the future.



Appendix

5.A Gaussian weighted spatial phases

The integration of the spatial phases of the scratches (and masks) relies on the following

assumptions: First, the width of a scratch is negligible compared to its length with respect to

the coherence area. Second, the scratch segments we integrate are lines. Third, the profile

P does not change over a segment. To regain spatial resolution we apply a spatial filter

kernel on the surface which weights each phase according to its position relative to the point

of intersection (the origin of the footprint, see Fig. 5.2) and approximates the coherence

function. This provides us with a closed-form solution of the integral of Eq. 5.11 given by

η(k) =

∫
dtG(t) e−2πi(r′(t)·ξ′)

We represent our scratches as the relative position r′(t) = r′0+t· t̂′−x′0; t ∈ [−L/2, L/2] and

r′0(t) = r′0 − x′0 where L is the length of the scratch and the prime denotes the coordinates

in tangent space. The integral to solve then reads

η(k) =

∫
dt e−2πi(r′(t))·ξ′ e−|r

′(t)|2/(2σ2) (5.23)

= e−2πir′0(t)·ξ′ e−
|r′0|

2

2σ2

∫
dt e−2πitξ′1 e−

t2+2t(t̂′·r′r,0)

2σ2

= c0 ·
[
erf

(
a0 + L/(2σ)√

2

)
− erf

(
a0 − L/(2σ)√

2

)]
where L is the total length of the scratch and

a0 = 2πiσξ′1 +
(t̂′ · r′0)

σ
(5.24)

c0 =
√
π/2σ eh+if

h = −|r
′
0|2

2σ2
− 2π2σ2ξ′21 +

(t̂′ · r′0)2

2σ2

f = 2πξ′1(t̂′ · r′0)− 2π(r′0 · ξ′)

5.B Scratch and mask profiles

We separate the spatial and the spectral component of the scratches which enables us to

drive the reflection properties of a scratch by varying its 1d transfer function via the profile
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Pscratch(b). As we need to compute the Fourier transform of Tscratch(b) it is convenient to

choose profile functions that lead to a closed-form solution and are drivable by the geometric

parameters width W and depth D. We note that it would in general be possible to replace

this function by a lookup table. The transfer function for a specific profile in general reads:

T (b) = A(b) e−2πi(γi+γ)P(b)/λ (5.25)

where A(b) contains the Fresnel term and b is the bitangential coordinate in the (b̂,n̂)-plane

(c.f. fig 5.2).

The mask transfer function Tmask(b) and its Fourier transform, given in Eq. 5.14, for a

single scratch reads

F {Tmask(b)}ξ′2 = F
{
Abase rect

(
b

W

)}
ξ′2

(5.26)

= Abase W · sinc (πWξ′2)

which is always the case for the mask profile. On the other hand we are able to choose

an arbitrary scratch profile. For simplicity we concentrate on two different profile functions

which are driven by the scratches’ widths and depths. The simplest case is a rectangular

profile with constant depth, i.e.,

F
{
T rect

scratch(b)
}
ξ′2

= F
{
Ascratch rect

(
b

W

)}
ξ′2

ΦD (5.27)

= Ascratch W · sinc (πWξ′2) ΦD

and depth-phase

ΦD = e−2πi(γi+γ)D/λ (5.28)

For triangular profiles, we obtain

F
{
T tri

scratch

}
ξ′2

=F
{
Ascratch rect

(
b

W

)
· e2πi(γi+γ)D/λ (1−| b

W/2
|)
}
ξ′2

=B ·
(

1− eπi(ξ′2−
2D(γi+γ)

λ
)
)

+ C ·
(
e−πi(Wξ′2+

2D(γi+γ)

λ
) − 1

)
(5.29)

with

B = Ascratch
iΦD

2π(ξ′2 − 2D(γi+γ)
Wλ

)
(5.30)

C = Ascratch
iΦD

2π(ξ′2 + 2D(γi+γ)
Wλ

)
(5.31)
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5.C Diffracted radiance

This supplemental material provides detailed derivations and parameters for recreation of

results presented in the main body of our paper. In particular, we show a detailed derivation

of the BRDF from Harvey’s diffracted radiance on which our model is based. Additionally,

we list all render settings and scratch parameters and the corresponding render times for all

results obtained with our model.

Our model builds on tools from Fourier optics [Goo96], specifically the angular spectrum

and the concept of diffracted radiance [HVK+00], which we review here for completeness.

Being part of a scalar theory of light transport, these two tools assume that the electro-

magnetic field can be described by the (scalar) amplitude of the oscillations that make up

the electromagnetic field, as opposed to the commonly used vectorial electric and magnetic

fields. This approximation is accurate in the far-field and for diffracting apertures that are

larger than the wavelength of the radiation. Without loss of generality, we restrict our-

selves to monochromatic radiation at a wavelength of λ. The following discussion assumes

that all spatial coordinates are expressed in units of λ, since this leads to simpler mathe-

matical expressions. Let U(x, y, z) denote the scalar amplitude at position (x, y, z)T , and

let U0(x, y) := U(x, y, 0) denote a planar slice at position z = 0 (here called the aperture

plane). A well-studied problem in this domain entails computing U(x, y, z) for z > 0 given

the amplitude distribution in the aperture plane U0(x, y). In the context of Fourier optics,

solutions can be found by taking the Fourier transform of all quantities in the xy-plane, i.e.

V (α, β, z) := F
{
U(·, ·, z)

}
α,β
, V0(α, β) := F

{
U0(·, ·)

}
α,β
, (5.32)

and solving the Helmholtz equation [∇2 + 4π2]U = 0 analytically in terms of the frequency-

space representation V . The latter has an intuitive physical interpretation: the amplitude

U(x, y, z) on any fixed z-slice can be described as a superposition of plane waves arriving

from different directions. In this context, V (α, β, z) ∈ C denotes both phase and amplitude

of such a plane wave arriving from direction (α, β, γ) where γ =
√

1− α2 − β2 (Figure 3a,

main paper). The variables of this parameterization are referred to as direction cosines.

Evaluating the superposition of plane waves is equivalent to an inverse Fourier transform

that recovers the original signal. Assuming that radiation travels undisturbed through the

half-space z > 0, the Helmholtz equation has a particularly simple solution which states that

the plane waves arriving at any z-slice correspond exactly to those at z = 0 except for a

phase shift V (α, β, z) = V0(α, β)ei2πγz. This solution is exact under the stated assumptions,

but the resulting field U(x, y, z) is prohibitively expensive to evaluate due to its definition

in terms of a pair of Fourier transforms. We instead rely on a far-field approximation, which

makes the reasonable assumption that the distance between the surface and the camera is

much greater than the wavelength of light (Figure 3a andFigure 4(d), main paper). This far-

field approximation, known as diffracted radiance, was introduced by Harvey et al. [HVK+00]

and is defined as

L(ω) =
λ2

As

∣∣F {U0(·, ·)}
∣∣2
α,β

=
λ2

As

∣∣V0(α, β)
∣∣2, (5.33)

where ω = (α, β, γ). U0 describes both the source for the field at z > 0 and the result of

the radiation incident at z= 0, as the corresponding angular spectrum V0(α, β) is given by
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the superposition of plane waves from all directions. A change of the direction of incident

radiance by direction cosine βi results in a shift applied to all plane waves contributing to

V0(α, β), and the angle-shifted angular spectrum now reads V0(α, β−βi) (we show the one-

dimensional case for simplicity, but the concept holds for the second dimension as well).

As angular spectrum and complex amplitude are related by a Fourier transform, this can

be interpreted in terms of the Fourier shift theorem as a linear phase shift applied to U0.

An additional attenuation factor, the third direction cosine γi [HVK+00], accounts for the

decreased intensity at oblique incident angles and modulates Eq. 5.33 as

L(ω, αi, βi) = γi
λ2

As

∣∣V0(α−αi, β−βi)
∣∣2 (5.34)

= γi
λ2

As

∣∣F{U0(·, ·) e2πi(βiy+αix)
}
α,β

∣∣2.
This influence of the angular distance in direction cosine space on the diffracted radiance is

also known as shift invariance.

BRDF model

Following Sec.3.2 (main paper) we repeat the well-known definition of the bidirectional

reflectance distribution function (BRDF) and the accompanying notations for completeness;

fr =
dLs(x, ω̂o)

dEi(ω̂i)
, (5.35)

which relates differential irradiance to scattered radiance. x represents a position on the

surface, ω̂i is the direction from which this surface is illuminated and ω̂o the direction from

which it is observed. The radiance scattered by a diffracting aperture is given by Eq. 5.34

as a function in direction-cosine space using a coordinate system where all spatial variables

are normalized to the optical wavelength. A change of variables enables us to rewrite the

representation of the Fourier transform in a non-scaled coordinate system as

Ls(ξ) = γi
1

As

1

λ2

∣∣F{U0(x)
}∣∣2
ξ1,2

(5.36)

We can describe the complex wavefront U0(x) in the surface plane by the modulation of

the wavefront of the incident light Ui(x) with the so-called transfer function T (x) [LLL10;

Goo96] of the diffracting plane as

U0(x) = Ui(x) · T (x). (5.37)

Since the diffracting aperture is uniformly illuminated ([HVK+00]), we can neglect the posi-

tion dependence of the complex amplitude of the incident light in the aperture plane. Thus,

Ui(x) = Ui is a constant modulation factor. Substitution into Eq. 5.36 then yields

Ls(ξ) = γi
1

As

1

λ2
|Ui|2

∣∣F{T (x)
}
ξ1,2

∣∣2. (5.38)

In the context of a BRDF definition, Ui corresponds to the differential incident radiance, i.e.

Ei = |Ui|2, which enables us to substitute Eq. 5.38 into Eq. 5.35; we can therefore write

fr(ξ) = γi
1

As

1

λ2

∣∣F{T (x)
}
ξ1,2

∣∣2. (5.39)
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Figure 5.15: Comparison of radiance reflected of a scratched surface. The numerical solu-

tion (left) was computed using an explicit heightmap (c.f. Fig. 5.16), the analytical solution

(right) was obtained using our model. The ghosting artefacts due to discretization are

suppressed with increasing resolution of the heightmap whereas the parallelogram-shaped

features originating from scratch-scratch intersections are not reproduced by our model.

The (square) heightmaps are supplied with resolutions of 9 MP (upper row), 36 MP (middle

row) and 144 MP (bottom row) with an area of 1 mm2. This figure supplements Sec. 6:Ap-

proximation evaluation.
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Figure 5.16: Surface heightmaps used as input for the numerical computation of reflected

radiance for a single scratch (left) and ten randomly distributed scratches (right). This figure

supplements Sec. 6:Approximation evaluation.
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Figure 5.17: Rendering of a scratched plate with 3000 scratches uniformly distributed on the

surface. Scratch parameters (depth, width) are kept constant, only the profile is changed

from rectangular (left) to triangular (right). The change of the scratch profile results in a

different scratch response function and thus reflectance distribution visible as a change in

color of the scratches. This figure supplements Sec. 7:Other scratch profiles.



5
.C

.
D
if
f
r
a
c
t
e
d

r
a
d
ia
n
c
e

1
1
3

Figure Nλ Scene
Scratch

Scratch parameters Variation parameters
Render time

count [min]

Fig. 1 (middle)
16

Dining table 300000 UD[0, 6]µm; UW [0, 6]µm – 93

Fig. 1 (insert) 197

Fig. 1 (right)
16

Door 370000 UD[0, 6]µm; UW [0, 6]µm – 32

Fig. 1 (insert) 67

Fig. 6 (top, left) 16 Door 370000 UD[0, 6]µm; UW [0, 6]µm D[1.1, 0.04] 33

Fig. 6 (top, middle)
16

Dining table 300000 UD[0, 6]µm; UW [0, 6]µm D[1.1, 0.04] 120

Fig. 6 (insert) 147

Fig. 6 (top, right) 16 CD 3128400 D = 120nm; W = 1µm 1029

Fig. 6 (bottom, left) 16 Spoon 100000 UD[0, 6]µm; UW [0, 6]µm D[1.1, 0.04] 69

Fig. 6 (bottom, middle) 16 83

Fig. 6 (bottom, right) 16 368

Fig. 7 (b, @1MP) 16 Plate 3000 GD[250, 80]nm;GW [4, 1.3]µm D[1.1, 0.04] 15

Fig. 7 (d) 16 Disc 3700 GD[250, 80]nm;GW [5, 1.6]µm D[1.1, 0.03] 25

Fig. 8 (b) 16 CD BRDF∗ BRDF∗ – 200

Fig. 8 (d) 16 CD BRDF∗ BRDF∗ – 204

Fig. 9 (left, incoherent) 16 Grated plate 1600 D = 1µm; W = 1µm – 14

Fig. 9 (right, coherent) 19

Fig. 10 (a) 16 Scratched plate 1500 D = 250nm; W = 1µm D[1.1, 0.04] 32

Fig. 10 (b, specular) 23

Fig. 10 (c, diffuse) 23

Fig. 11 (a) 16 Dining table 300000 UD[0, 6]µm; UW [0, 6]µm – 266

Fig. 11 (b) D[1.1, 0.04] 284

Fig. 11 (c) – 167

Fig. 11 (d) D[1.1, 0.04] 168

Fig. 12 (left, @1MP) 3 Ring 547381 D = 500nm; W = 1µm – 23

Fig. 12 (right, @1MP) 3 Plate 481905 GD,W [4.0, 0.01]µm 31

Fig. 17:SuppMat (left) 16 Plate 3000 D = 1µm; W = 2µ D[1.1, 0.03] 30

Fig. 17:SuppMat (right) 16 Plate 3000 D = 1µm; W = 2µ D[1.1, 0.03] 31



114 Chapter 5. Scratch Iridescence

Table 5.3: Performance values, scratch parameters and render settings for the renderings

presented. Rendering was performed on 72 CPU cores (i7-5820K@3.30GHz) and, if not

stated otherwise, corresponds to a resolution of 4MP@16384 samples per pixel(SPP). The

high number of SPP results from the fact that we rely on Monte Carlo integration over

the pixel footprint, which is inherently done by the ray-tracer, to achieve incoherent super-

position of the coherent subsamples responsible for diffraction and interference. All scenes

except Figures 7, 8, 9 and 10 were scratched using our editing tool.

Nλ gives the number of spectral samples used, the total number of scratches within the scene

is given by scratch count.

Scratch parameters describes the parameters used to generate the scratch profiles on the

surface, namely width and depth. U [lower, upper] refers to a uniform, G[mean, stddev] to a

Gaussian distribution from which these parameters are drawn and the respective parameter

is denoted via the index W for width and D for depth. For constant parameters the notation

reads index = value.

Variation parameters are given as a tuple [amplitude, frequency] describing the relative vari-

ation amplitude and frequency of the respective parameter. The frequency thereby is based

on a simplex-noise function with 255 gradients, such that a frequency of 1/255 corresponds

to exactly one oscillation along the scratch. Notation for the respective parameter is given

by the prefix W [· · · ] for width and D[· · · ] for depth.

Render time is given in minutes and is always set to the next larger integer value.

BRDF∗ relates to a CD-BRDF generated for periodic surfaces. We created an ensemble of

parallel scratches within one circular coherent sample, their parameters depth and width as

well as their separation are taken from Stam [Sta99]. Only view- and lighting conditions

change within the rendering, the ensemble itself is constant. For the parameters taken from

Stam, the number of scratches within the coherence area, and thus every coherent subsam-

ple, is n = 2 3σ
∆track+Wscratch

+ 1 ≈ 21, where ∆track is the track separation, Wscratch the scratch

width and σ = δc/6 the standard deviation of the Gaussian filter kernel.



CHAPTER 6

Discussion and insights

This final chapter discusses the projects presented in this thesis, provides possible directions

for future research and concludes this cumulative thesis as a whole. We therefore split the

discussion into summaries of the different projects in Section 6.1 and an overview-oriented

conclusion in Section 6.2. For more details on the individual projects, we refer the reader to

Sections 2.7, 3.4 and 5.7 respectively.

6.1 Discussion

Our work targets the building blocks of digital doubles directly: The shape and materials

used for digital recreations. Per definition, our methods are restricted to the methodologies

they are developed for: Our shape acquisition techniques rely on specific hardware that,

although commonly available, is tailored to the task and offers characteristics we exploit

for our approaches. The surface material we develop on the other hand is useful only in a

physically-based rendering (PBR) framework [PJH16] and can only be employed to simulate

materials that fulfill the model’s assumptions.

Moment-based structured light In Chapter 2, we presented a frequency-domain ap-

proach to enhance the capabilities of available phase-shifting structured light shape acqui-

sition setups. These approaches rely on the illumination of an unknown scene with specific

spatially modulated patterns and use camera-projector-pixel correspondences to estimate

the geometry of objects. Such methods suffer from complex light paths within the scene or

even objects, induced by concave geometry or translucent materials for example. We utilize

a closed-form spectral estimation to reconstruct per-camera-pixel reflectance profiles as if

illuminated by a linesweep. This has the advantage of separating signals the camera would

otherwise receive from different scene points along the sweep direction. A naive linesweep

would require an amount of acquisitions equal to the number of projector pixels along the

sweep direction. In contrast, we can reduce the number of acquisitions to only 20 for a

reliable reconstruction in combination with a high quality confidence rating of individual

pixel measurements and drastic noise reduction. In addition, we enable the user to semi-

automatically edit the result in a data-driven fashion, for example to close gaps in the data.

Our method performs well for scenes with and without global light transport contributions
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by translucent objects or interreflections induced by complex scene geometry.

Currently, our method is restricted to acquisitions with integer multiples of a base frequency

and an equal number of phase shifts per frequency, which introduces ringing artifacts due to

undersampling. Measurements with higher frequencies mitigate this effect but drastically in-

crease the amount of acquisitions for our method, posing a severe limitation to the approach.

A major step with respect to future work would be to allow for arbitrary combinations of

frequencies employed for the measurements as well as non-equal numbers of phase shifts per

frequency. This is already available for standard phase-shifting techniques such as presented

by Chen et al. [CLF+07] but does not allow for the maximum entropy spectral estimate which

is our key component. Here, one way to achieve this goal would be to employ a weighting

scheme that accounts for the different counts of phase measurements, to not overestimate

the contribution of measurements with more phases. Introducing arbitrary frequencies on

the other hand is a difficult task as the underlying mathematical theory of our approach

does not allow for such alteration. However, the measurements are performed with integer

multiples of a certain base frequency: Instead of acquiring data with a single base frequency,

we could use a portfolio of such frequencies and their multiples to sample high-frequency

content of the scene, leaving “only” a phase-unwrapping step to be solved.

Additionally, we rely on empirical values for the confidence map (cf. Sec. 2.5) which works

well for our scenes. . Our approach utilizes relative measures to estimate the confidence

per camera pixel, rendering it robust to scene-based amplitude alterations but might require

more careful choice of thresholds for different, not yet considered materials. This in the end

has to be done manually or by providing a catalog of possible values.

Our method only reconstructs a linesweep-like illumination with a specific sweep direction.

Along this, signals that might otherwise mix in a single camera pixel are separated. For

pixels contained in a single line illumination however, this is not the case. A major improve-

ment with this regard would be the extension to two-dimensional measurements that resolve

such superpositions, which in theory can be achieved by one of two ways: First, performing

more measurements (at least two) with sinusoidal illumination patterns oriented at an angle

(perpendicular for two directions) with respect to each other. This would further reduce the

possible superpositions to a limited subset, but not fully remove them. Second, the usage

of another illumination pattern that is spatially modulated in both dimensions. Although

such patterns are readily employed, none allows for a closed-form reconstruction of per-pixel

reflectance profiles yet.

Finally, a plausible extension of the approach would be a machine-learning based material

characterization that utilizes the measured reflectance profiles. Such a method would also

benefit from the aforementioned extension to 2D modulation.

Pulsed Correlation Time-of-Flight Chapter 3 presents our improvements for correlation-

based Time-of-Flight range finding sensors. These consist of a laser illumination source (typ-

ically infrared) and a specialized sensor. Both are driven by a signal generator, inducing a

time-dependent periodic amplitude modulation on the illumination signal and a gain mod-

ulation of each sensor pixel. As light traverses the unknown scene, the illumination, usually

with sinusoidal or rectangular amplitude modulation, undergoes a phase shift that encodes

the travel time and hence the distance. Per sensor pixel, this signal is then “compared” to
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the original modulation which allows to reconstruct the depth of an object.

We improve available methods by introducing an additional mode of operation that seam-

lessly integrates into the standard acquisition scheme: Using the available acquisition mode

we obtain a rough range estimate that indicates a certain depth of interest an object is

positioned at. With a subsequent measurement combining pulsed illumination and rectan-

gular sensor modulation, we are able to significantly improve the accuracy for this particular

depth, introducing a focusing step much like for conventional cameras. The benefit of our

approach is strongest for low frequency setups and bad (low signal-to-noise ratio) illumina-

tion conditions. These two characteristics combined render our method especially useful for

mobile applications such as handheld devices.

A major limiting factor of our approach is the inherent dependence on an sufficiently accu-

rate shape of illumination and sensor modulation signals: We require a delta pulse and a

rectangular signal at best. This on the other hand proves difficult to realize in hardware,

which limits the achievable accuracy gain.

Linked to this is the requirement of a lookup table that is the result of a rigorous calibra-

tion: As pulse shape and modulation signal do not necessarily match the theory, we cannot

derive a closed-form solution for the depth estimation but rely on aforementioned lookup

table. The key problem here is the inversion of an integral expression. A possible solution

to this could be to not directly measure the lookup table but instead measure signal charac-

teristics such as the pulse width and the rise time of the modulation signal. In combination

with a more expressive theoretical model, this could allow for a numerical generation of the

lookup table, replacing its detailed measurement.

Finally, our approach trades the ability to measure depth variations over a wide range of up

to several meters, depending on the modulation frequency, for the highly increased sensitiv-

ity around a given depth of interest. This limits our approach to either operate in a two-step

fashion as described before, or to task-specific setups where this depth is a priori known: We

cannot perform measurement that cover several meters in depth with a single acquisition.

Scratch Iridescence Finally, in Chapter 5 we present an illumination model that simu-

lates opaque materials with microscopic scratches. Due to diffraction, these give rise to iri-

descent colors that can be found on many everyday items such as kitchen tools for example.

We develop this model to close the gap between distinct surface detail commonly rendered

using geometrical optics and diffracting surfaces that are available only in models that ne-

glect macroscopic details and focus on random surface defects. To this end, we develop a

wave-optical spatially-varying bidirectional reflectance distribution function (BRDF), which

is a representation commonly used in physically-based rendering frameworks. Our model

thereby accounts for both, diffraction due to single scratches as well as mutual interference

from scratch ensembles. To describe these effects, we base our BRDF on physically accurate

models and methodologies.

The solution of the involved mathematical descriptions however is only possible due to as-

sumptions that restrict the validity of our model: First, we assume our microscopic scratches

to consist of linear segments with either triangular or rectangular profile. Second, our scratch

representation does not include intersections of scratches nor self-shadowing effects within

the profiles. Third and last, the solution of the diffraction integral makes use of the far-field
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assumption, which requires the observer of a scratched surface to be at least centimeters

away.

All these assumptions are necessary design choices that ultimately allow to solve the problem

in the first place but pose restrictions to the applicability. While the far-field assumption is

reasonable for our purpose (we do not consider microscopic observations), neglecting scratch

intersections as well as only considering symmetric profiles is not: Such profiles are rather

uncommon in real-world examples. However, our approach allows to replace the profiles by

in principle arbitrary functions. These however might impose additional computational cost,

increasing the already costly computation even more. Still, for specific cases we can exploit

certain properties of the mathematical expression and achieve real-time performance, which

has been published in Velinov et al. [VWH18] as a result of additional research from the

authors of the paper contained in this thesis.

A further limitation is the restriction to only opaque materials. We showed that our model

is able to represent the reflection properties of scratched surfaces. Our model however in

principle generalizes to diffraction effects observed on transmissive, thin materials without

internal scattering, like foils or very light curtains. This would be an interesting avenue

to explore, as many real world diffraction effects are observed in transmittance rather than

reflectance.

Finally, it would be great to utilize our model to infer parameters of scratched surfaces from

real-world samples. Given real-world data, both, experimental validation of our model and

fitting of model parameters remains a major challenge due to the large number of unknowns

involved. As of now, it is not yet clear what kind of input data would be needed to provide

sufficient constraints, how to acquire such data, how to represent the surface (individual

scratches or distribution parameters) and how to determine the model parameters in finite

time. Answering these questions provides an interesting topic for future research.

6.2 Conclusion and outlook

In this thesis we presented three approaches to widen the gamut and enhance the quality

of available digital doubles. Digital doubles are omnipresent with respect to computer-

generated imagery, as they encode the geometrical and optical properties required to gen-

erate a faithful digital recreation of real-world- and virtual objects alike. Our approaches

build on available off-the-shelf hardware and target commonly used measurement setups

and software frameworks to allow for reliable and accessible implementation. In particular,

we presented two range finding methods that significantly enhance the quality of shape ac-

quisition techniques, but do not require new hardware. Instead, we deliberately developed

our approaches to make them available to a wide community. In Chapter 2 we present a

modification for the acquisition and processing modalities of structured light methods that

utilize a conventional camera and projector. In Chapter 3, we develop an additional mode

of operation that relies on standard Correlation Time-of-Flight sensors that can be acquired

at reasonable cost. Thereby, our approach is purely implemented in software, effectively

reusing and enhancing the capabilities of available hardware solutions. On the other hand,

our illumination model to simulate worn and scratched surfaces with microscopic surface

defects as presented in Chapter 5 is built on a rigorous theoretical description that allows
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for its use in available physically-based rendering frameworks.

Our methods are based on results from a variety of different disciplines, including com-

puter graphics, physics (especially wave-optics) and the mathematics of signal processing.

Thereby, each of our publications targets a specific problem and either solves previously

open challenges, or improves the existing state-of-the art. Apart from these improvements

and additions to the spectrum of digital doubles we see future challenges that can make use

of our approaches.

Shape acquisition for instance has an ever-growing need for high-quality range-finding tech-

niques that are fast and resilient with respect to complex light transport. We have shown

that with available, low-cost hardware, structured light methods can be realized that exhibit

a significantly improved measure of confidence with respect to measurements in combination

with data-driven editing for error correction. Our approach does not require any additional

laboratory equipment at all and can be employed for industrial use-cases as well as hobbyist

projects alike. However, the closed-form reconstruction of per-pixel profiles at this point

cannot separate contributions from a virtual line of illumination pixels. We here see the

opportunity to improve the spectral estimation technique to 2D to shift the focus of the

approach from shape acquisition towards the acquisition of reflectance fields. This would

open opportunities especially in the fields of material characterization, virtual relighting and

dual photography [SCG+05; SD09].

Our pulsed Correlation Time-of-Flight range finding technique on the other hand requires

specific hardware tailored to the task. Such modules however are commonly available at low

cost, often in the form of developer boards with an accompanying interface for program-

mers, which we rely on. Here again, we offer a software solution for improvements. Our

method scales with new generations of ToF sensors as long as the working principle remains

unchanged. As a two-step procedure however, it relies on a first measurement to obtain a

rough notion of depths present in a scene. Here, we see the possibility to draw on ideas

from other sensor fusion approaches [CEJ15; ECJ17], where different kinds of sensors, such

as ToF and conventional cameras are combined to provide high-resolution depth maps for

example [FRR+13; FAT11]. Here we see the opportunity to combine ToF approaches such as

ours with spatial modulation, combining the advantages of ToF and structured light range

finding.

Our model to simulate iridescent scratches on worn surfaces is a purely parameter-driven

BRDF model that utilizes an abstract description of scratches by their profile, width and

depth. This way, the process remains data-independent and no high-cost measurement de-

vice is required. As recent approaches enable real-time performance of a simplified version

of our method, the high computation cost of the original is no longer a drawback. Al-

though being targeted at a niche effect, we feel that our publication shares renewed interest

in the computer graphics community with concurrent research that aims at wave-optical

effects [YHW+18]. We expect future work in this area to move from surface-based consid-

erations to the simulation of wave-optical effects such as diffraction from three-dimensional

objects.

Digital doubles, as a key component of CGI, will become more and more important as

the amount of applications grows, ranging from entertainment to education and training of

specialized personnel with virtual- and augmented reality setups. Likewise, the demand for
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ever more realistic digital materials and more accurate geometry acquisition increases, lead-

ing to the emergence of new technologies. As with our approaches today, we look forward

to see these new technologies be improved, to craft more realistic digital doubles.
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