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Introduction

This thesis consists of two parts. The first part consists of two chapters. The second
part has one chapter.

How does the information of citizens shape the democratic process? This is the
question asked in the first part. Each chapter of the first part proposes a specific
economic model and analyzes a particular dimension of this question. Chapter 1:
“Persuasion and Information Aggregation in Elections”, which is joint work with
Stephan Lauermann, analyzes the scope of persuasion of voters by interested third
parties. Howmanipulable are elections by third parties who hold private information
and can strategically release relevant information to affect voters’ behavior. Exam-
ples are numerous: in a shareholder vote, the management may strategically provide
information regarding a potential merger through presentations and conversations;
similarly, lobbyists provide selected information to legislators to influence their vote.
We show that a manipulator can ensure that a majority of a large electorate supports
his favorite policy simply by releasing some additional information to the voters.
Moreover, persuasion does not require detailed knowledge about the citizens, the
precise distribution of their preferences or their previous information. With very lit-
tle knowledge about these, a third party manipulates by sending out private signals
randomly to the citizens. A numerical example shows that persuasion is effective in
elections with as few as 15 voters.

Chapter 2: “Voter Attention and Distributive Politics” studies how citizens
paying attention to politics (or not) affects election outcomes, social welfare and
its distribution. Demographic groups care differently much about different issues:
e.g. older people care more about healthcare issues, while changes in education pol-
icy are more relevant to citizens with children. People that care more, pay more
attention. We show that this attention effect shifts election outcomes into a direc-
tion that improves the overall welfare of a society. Elections often lead to outcomes
that maximize a weighted welfare rule: the implicit decision weight of each voter is
higher when he cares more about the issue voted on; however, less so when informa-
tion is more cheap. In general, the decision weight is proportional to how informed
the voter is. These results are important as they stress that information is a critical
determinant of democratic participation. They imply that uninformed voters have
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effectively almost no voting power, and that elections are susceptible to third-party
manipulation of voter information.

Taken together, the first two chapters shed light upon two general topics. First,
political actors seek to influence the citizens’ opinions and behavior through propa-
ganda, by the diverting of attention of the citizens, or by spreading false information,
even more so in the digital age. How manipulable elections are through such infor-
mational tools? The first two chapters point out that the scope of manipulation is
rather large. These insights may serve as a starting point for studying related ques-
tions, that, I believe, are highly relevant and deserve further analysis. The second
broader topic this thesis touches upon is how the incentives of individuals shape
their political beliefs. The second chapter points out that the size of the incentives
matters since it affects the precision of people’s beliefs, and thereby their implicit
decision weight in elections. Studying the interaction of incentives and political be-
liefs has a positive motivation: we have a very limited understanding on how people
form political beliefs, let alone why beliefs differ so much. But it also has a normative
motivation since it informs about the consequences of economic interventions that
shape the incentives.

The second part of the thesis is devoted to the social dimension of incentives
and their role for belief formation, taking a step back from the political environ-
ment, however. Much empirical evidence has shown that many people depart from
maximizing their self-interest, if doing so benefits others.1 This means that these
individuals’ decisions are not sorely governed by their material desires, but also by
“social motives”. The recent research on motivated reasoning shows that many peo-
ple deviate from complete egoism in order to ‘feel moral’ (for a review, see Gino,
Norton, and Weber, 2016). It argues that, in social decisions, individuals can behave
selfishly without a guilty conscience if they can make themselves believe that the
selfish decision harms no others (for a review, see Gino, Norton, and Weber, 2016).
In Chapter 3: “Motivated Information Acquisition in Social Decisions”, which is
joint work with Si Chen, we ask: when do people stop acquiring information before
a decision where pursuing one‘s own material benefitsmight harm others. Examples
include medical examinations that help a doctor to decide between treatments with
different profits, media consumption of voters before casting a ballot on ethically
controversial policies, or consumers choosing to get informed about potential ethi-
cal issues of the products they would like to buy. Using a laboratory experiment, we
provide causal evidence that having a selfishly preferred option makes individuals
more likely to continue their inquiry for information when the information received
up to that point suggests that the selfish behavior harms others. In contrast, when the
information received up to that point suggests that being selfish harms nobody, indi-

1. For example, people donate to charity (e.g. DellaVigna, List, and Malmendier, 2012), pay
postage to return misdirected letters (e.g. Franzen and Pointner, 2013), and share wealth with
strangers in laboratory dictator games (e.g. Forsythe, Horowitz, Savin, and Sefton, 1994).
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viduals are more likely to stop acquiring information. In some sense, individuals are
fishing for excuses to behave selfishly until they find them.We also provide a theoret-
ical model, drawing on the Bayesian Persuasion literature (Kamenica and Gentzkow
(2011)). The model shows that the information acquisition strategy documented in
our experiment can be optimal for a Bayesian agent who values the belief of her-
self not harming others but attempts to persuade herself to behave self-interestedly.
Further, we empirically and theoretically provide results regarding the externalities
that might not be obvious at first sight. Although one might think that strategic in-
formation acquisition must lead to more negative externalities when motivated by
selfish interests, our model shows that also the reverse can happen: for some agent
types, motivated information acquisition improves the welfare of the others affected
by the decision. This counter-intuitive result rests on the observation that an “unmo-
tivated” agent faces a moral hazard problem: when unmotivated, some agent types
acquire only a small amount of information due to, for example, the satisficing be-
havior (Simon, 1955). The agent’s selfish preference for one option over the other
can mitigate this moral hazard problem by causing her to acquire more information
in order to make sure that she chooses her least-preferred option only when certain
that it is harmless to others. This result implies that delegating information acquisi-
tion to a neutral investigator might lower the welfare of the others affected by the
decision.
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Chapter 1

Voter Persuasion and Information
Aggregation in Elections
Joint with Stephan Lauermann

In most elections, a voter’s ranking of outcomes depends on her information. For
example, a shareholder’s view of a proposed merger depends on her belief regarding
its profitability and a legislator’s support of proposed legislation depends on her be-
lief regarding its effectiveness. An interested party that has private information may
utilize this fact by strategically releasing information to affect voters’ behavior. Ex-
amples of interested parties holding and strategically releasing relevant information
for voters are numerous: in a shareholder vote, the management may strategically
provide information regarding the merger through presentations and conversations;
similarly, lobbyists provide selected information to legislators to influence their vote.

We are interested in the scope of such “persuasion” (Kamenica and Gentzkow,
2011) in elections. We study this question in the canonical voting setting by Fed-
dersen and Pesendorfer (1997): there are two possible policies (outcomes)—A and
B. Voters’ preferences over policies are heterogeneous and depend on an unknown
state, α or β, in a general way (some voters may prefer A in state α, some prefer A
in state β, and some “partisans” may prefer one of the policies independently of the
state). The preferences are drawn independently across voters and are each voters’
private information. In addition, all voters privately receive information in the form
of a noisy signal. The election determines the outcome by a simple majority rule.

In this setting, Feddersen and Pesendorfer (1997) have shown that within a
broad class of “monotone” preferences and conditionally i.i.d. private signals, all
equilibrium outcomes of large elections are equivalent to the outcomewith a publicly
known state (“information aggregation”). We restate their result as a benchmark in
Theorem 1.

We ask the following question: can a manipulator ensure that a majority sup-
ports his favorite policy—potentially state-dependent—in a large election by pro-
viding additional information to the voters? Formally, the manipulator can choose
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and commit to any joint distribution over states and signal realizations that are then
privately observed by the voters. In particular, the manipulator’s additional signal is
required to be independent of the voters’ exogenous private signals and their individ-
ual preferences (it is an “independent expansion”). The previous result by Feddersen
and Pesendorfer (1997) suggests a limited scope for persuasion because, if voters
simply ignored the additional information, the outcome would be “as if” the state
were known, and, hence, the information provided by the manipulator would be
worthless.

Our main result (Theorem 4) shows that, perhaps surprisingly, within the same
class of monotone preferences and for any state-contingent policy, there exists an
independent expansion of the voters’ exogenous i.i.d. signal and an equilibrium that
ensures that the targeted policy is supported by a majority with probability close to
1 when the number of voters is large. Thus, just by providing additional information,
a manipulator can implement, for example, a targeted policy that is, in every state,
the opposite of the outcome with full information.

The additional information affects the voters’ behavior directly, by changing their
beliefs about the state, and indirectly, by affecting their inference from being “piv-
otal” for the election outcome. While the direct effect is limited by the well-known
“Bayesian-consistency” requirement of beliefs, the pivotal inference turns out to have
no such constraint.

In order to explain the effectiveness of persuasion, we first consider the case
in which all information of the voters comes from a manipulator (“monopolistic
persuasion”). To invert the full information outcome, the manipulator can choose
an information structure in which, roughly speaking, signals are of two possible
qualities: revealing or obfuscating. When the signal is revealing, all voters observe
the same signal, a in state α and b in state β. The signal is revealing with probability
1− ε. Thus, when ε = 0, the election leads to the full information outcome.

However, with probability ε, the signal is obfuscating. In this case, in both states,
almost all voters receive an uninformative signal z while a few voters receive an
(“erroneous”) signal, that is, they receive a in β and b in α. Hence, in this situation,
a and b carry the opposite meaning from before.

What matters for the persuasion logic is that voters react to the closeness of the
election. The closeness of the election tells voters something about the quality of
the information of the others, and, in this way, also about the quality of their own
signal. In the equilibrium we construct, a close election will imply that the signal
of the others is of low quality (obfuscating), and, in this case, the meaning of an
otherwise strong signal a in favor of α will be different and interpreted as being in
favor of β, and vice versa for b.

A numerical example with 15 voters illustrates the persuasion logic. The con-
struction uses the exact same fixed-point argument as the general analysis, showing
that the same mechanism is already effective in small elections; see Section 1.4.3.
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The manipulated equilibrium has some desirable properties. First, this behavior
is based on a simple line of reasoning. In particular, voters will only need to interpret
their own signal conditional on it being “obfuscating” and behave optimally given
this interpretation (akin to so-called “sincere voting”). Second, the equilibrium is
“attracting.” In particular, its “basin of attraction” for the iterated best response dy-
namic is essentially the full set of strategy profiles: if we begin with almost any strat-
egy profile and consider, first, the voters’ best response to it and then the voters’ best
response to this best response, then the resulting strategy profile is arbitrarily close
to the manipulated equilibrium when the number of voters is large (Proposition 2).

Further, we show that the same information structure can be used uniformly
across many environments (Proposition 1). This implies that the sender does not
need to know the exact details of the game. By way of contrast, existing work as-
sumes that the manipulator knows the exact preference of each individual voter and
this knowledge is indeed used. We discuss persuasion with known preferences in de-
tail in Section 1.6.2. Finally, we show that, given the information structure, there
is always one other equilibrium that yields the full-information outcome (Theorem
3).

In the second part of the paper, we consider the setting in which voters already
have access to exogenous information of the form studied in Feddersen and Pe-
sendorfer (1997). We show that, by adding information with the same signal struc-
ture as before to the exogenous information, the manipulator can still persuade the
voters effectively to elect any state-contingent policy (Theorem 4). Thus, again, the
additional signal structure does not need to be finely tuned to the details of the en-
vironment and is effective independent of the voters’ private information. (In fact,
it is shown that, when voters have exogenous private signals, then the sender needs
even less information about the environment.)

In Section 2.7, we discuss the paper’s contribution to the existing literature on
information aggregation in elections and on voter persuasion, especially the work
by Wang (2013), Alonso and Câmara (2016), Chan, Gupta, Li, and Wang (2019)
and Bardhi and Guo (2018). This literature observed in particular that, with mul-
tiple receivers, the conditioning on being pivotal weakens the Bayesian consistency
constraint. The main difference is that this prior work assumes that the voters’ pref-
erences and information are commonly known. Here, we allow for heterogeneous,
privately known preferences and exogenous information. On the one hand, this al-
lows capturing the canonical environment by Feddersen and Pesendorfer (1997)
where, otherwise, equilibrium implies the full-information outcome. On the other
hand, the persuasion mechanism here is distinct from the persuasion logic when
voters’ preferences are commonly known and voters can be targeted individually, as
illustrated in an example in Section 1.6.2.

We note two broader implications of our analysis. First, it may be difficult for
an outside observer to make a “robust” prediction. If an observer knows that vot-
ers have access to at least the information assumed in Feddersen and Pesendorfer



8 | 1 Voter Persuasion and Information Aggregation in Elections

(1997) but cannot exclude that voters have access to additional information of the
type discussed here, then no outcome can be excluded as an equilibrium prediction.
Second, if one interprets an information structure with a small ε as a small depar-
ture from common knowledge, our result adds another observation to the literature
on the effects of strategic uncertainty (Weinstein and Yildiz, 2007).

1.1 Model

There are 2n + 1 voters (or citizens), two policies, A and B, and two states of the
world, ω ∈ {α,β}. The prior probability of α is Pr (α) ∈ (0, 1).

Voters have heterogeneous preferences. A voter’s preference is described by a
type t = (tα, tβ) ∈ [−1, 1]2, with tω being the utility of A in ω. The utility of B is
normalized to 0; so, tω is the difference of the utilities from A and B in ω. The types
are independently and identically distributed across voters according to a cumula-
tive distribution function G : [−1, 1]2 → [0, 1], with a strictly positive, continuous
density g. The own type is the private information of the voter.

An information structure π is a finite set of signals S and a joint distribution
of signal profiles and states that is independent of G. The conditional distribution
is exchangeable with respect to the voters. In particular, there is a finite number
of substates

{
αj
}

j=1,...,Nα
and

{
βj
}

j=1,...,Nβ
, such that the signals are independently

and identically distributed conditional on the substates.1 Abusing notation slightly,
Pr(ωj|ω) and Pr(si|ωj) denote the corresponding probabilities of the substates and
the individual signal si, conditional on a substate. Thus, the probability of the signal
profile s = (si)i=1,...,2n+1 ∈ S2n+1 is

Pr(s|ω) =
∑

j

Pr(ωj|ω)
∏

i=1,...,2n+1

Pr(si|ωj). (1.1)

The observed signal is the private information of the voter as well.
We can show our main results already with a simple class of information struc-

tures with just two substates—{α1,α2} and {β1,β2}—and three conditionally in-
dependent signals in each substate—s ∈ {a, b, z}; this information structure is illus-
trated in Figure 2.1.

The voting game is as follows. First, nature draws the state, the profile of pref-
erences types t and the profile of signals s according to G and π. Second, after
observing her type and signal, each voter simultaneously submits a vote for A or B.
Finally, the submitted votes are counted and the majority outcome is selected. This
defines a Bayesian game.

1. The Hewitt-Savage-de Finetti theorem states that, for any exchangeable infinite sequence of
random variables (Xi)i=1,...,∞ with values in some set X, there exists a random variable Y, such that
the random variables Xi are independently and identically distributed conditional on Y.
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Notes: Each state ω has two substates {ω1,ω2}, occurring with conditional probabilities Pr(ωj|ω). Con-
ditional on the substate ωj, the distribution of the signals si ∈ {a, z, b} is independent and identical
with the marginal probabilities denoted by Pr(s|ωj) (these marginals are degenerate in α1 and β1) .

Figure 1.1. The main class of information structures considered in this paper

A strategy of a voter is a function σ : S× [−1, 1]2 → [0, 1], where σ (s, t) is the
probability that a voter of type t with signal s votes for A.

We consider only weakly undominated strategies. In particular, we require that

σ (s, t) = 0 for all t =
(
tα, tβ

)
< (0, 0) , (1.2)

σ (s, t) = 1 for all t =
(
tα, tβ

)
> (0, 0) ,

where t > (0, 0) and t < (0, 0) are partisans who prefer A and B, respectively, in-
dependently of the state. Given our full support assumption on G, this rules out
degenerate strategies for which either σ (s, t) = 1 for all (s, t) or σ (s, t) = 0 for all
(s, t). Here, and in the following, we ignore zero measure sets when writing “for all”.

From the viewpoint of a given voter and given any strategy σ0 used by the other
voters, the pivotal event piv is the event in which the realized types and signals of
the other 2n voters are such that exactly n of them vote for A and n for B. In this
event, if she votes A, the outcome is A; if she votes B, the outcome is B. In any other
event, the outcome is independent of her vote. Thus, a strategy is optimal if and
only if it is optimal conditional on the pivotal event.

Let Pr(α|s, piv;σ0) denote the posterior probability of α conditional on s and con-
ditional on being pivotal, given the measure induced by the nondegenerate strategy
σ0. The strategy σ is a best response to σ0 if and only if

Pr(α|s, piv;σ0) · tα + (1− Pr(α|s, piv;σ0)) · tβ > 0⇒ σ (s, t) = 1, (1.3)
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and

Pr(α|s, piv;σ0) · tα + (1− Pr(α|s, piv;σ0)) · tβ < 0⇒ σ (s, t) = 0, (1.4)

that is, a voter supports A if the expected value of A conditional on being pivotal is
strictly positive, and supports B otherwise. Note that indifference holds only for a
set of types that has zero measure. For all other types, the best response is pure. It
follows that there is no loss of generality to consider pure strategies with σ (s, t) ∈
{0, 1} for all (s, t).

Thus, a symmetric, undominated, and pure Bayes-Nash equilibrium of Γ (π) is a
strategy σ : S× [−1, 1]2 → {0, 1} that satisfies (1.2), (1.3), and (1.4), with σ0 = σ.
We refer to such a strategy simply as an equilibrium.

1.2 Preliminary Observations

1.2.1 Inference from the Pivotal Event

When making an inference from being pivotal, voters ask which state is more likely
conditional on a tie, with exactly n voters supporting A and n supporting B. It is
intuitive that a tie is evidence in favor of the substate in which the election is closer
to being tied in expectation. Thus, conditional on being pivotal, a voter updates
toward the substate in which the expected vote share is closer to 1

2 . We now verify
this simple intuition and introduce some notation along the way.

For a strategy σ, the probability that a voter supports A in substate ωj is

q
(
ωj;σ

)
=
∑
s∈S

Pr
(
s|ωj

)
PrG

(
{t : σ (s, t) = 1}), (1.5)

where q
(
ωj;σ

)
is the expected vote share of A.

Given that the signals and the types of the voters are independent conditional
on the substate, the probability of a tie in the vote count is

Pr
(
piv|ωj;σ

)
=
(

2n
n

)(
q
(
ωj;σ

))n (1− q
(
ωj;σ

))n . (1.6)

For any two substates ωj and ω̂l, the likelihood ratio of being pivotal is

Pr
(
piv|ωj;σ

)
Pr
(
piv|ω̂l;σ

) =
(

q
(
ωj;σ

) (
1− q

(
ωj;σ

))
q (ω̂l;σ)

(
1− q (ω̂l;σ)

))n

. (1.7)

Using the conditional independence, the posterior likelihood ratio of any two sub-
states conditional on a signal s and the event that the voter is pivotal is

Pr
(
ωj|piv, s;σ

)
Pr
(
ω̂l|piv, s;σ

) =
Pr(ωj)
Pr(ω̂l)

Pr(s|ωj)
Pr(s|ω̂l)

Pr
(
piv|ωj;σ

)
Pr
(
piv|ω̂l;σ

) . (1.8)



1.2 Preliminary Observations | 11

Notes: This figure shows the function q(1− q) for q ∈ [0, 1]. If |q− 1
2 | < |q

0 − 1
2 |, then q(1− q) >

q(1− q0).

Figure 1.2. The function q(1− q) for q ∈ [0, 1].

We record the intuitive fact that voters update toward the substate in which the
vote share is closer to 1/2, that is, in which the election is closer to being tied in
expectation.

Claim 1. Take any two substates ωj and ω̂l, and any strategy σ for which
Pr
(
piv|ω̂l;σ

)
∈ (0, 1); if ∣∣∣∣q (ωj;σ

)
− 1

2

∣∣∣∣ < ∣∣∣∣q (ω̂l;σ)−
1
2

∣∣∣∣ , (1.9)

then
Pr
(
piv|ωj;σ

)
Pr
(
piv|ω̂l;σ

) > 1. (1.10)

Proof. The function q(1− q) has an inverse u-shape on [0, 1] and is symmetric
around its peak at q = 1

2 , as is illustrated in Figure 1.2. So,
∣∣∣q− 1

2

∣∣∣ < ∣∣∣q0 − 1
2

∣∣∣ implies
that q(1− q) > q0(1− q0). Thus, it follows from (1.7) that (1.9) implies (1.10).

The posterior Pr(α|s, piv;σ) follows by summing over Pr
(
αj|piv, s;σ

)
.

1.2.2 Pivotal Voting

Given any strategy profile σ0 used by the others, the vector of posteriors conditional
on piv and s is denoted as

ρ
(
σ0
)

= (Pr(α|s, piv;σ0))s∈S. (1.11)
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This vector of posteriors is a sufficient statistic for the unique best response to σ0 for
all nonpartisan voter types; see (1.3) and (1.4).

Thus, given some arbitrary vector of beliefs p = (ps)s∈S , let σp be the unique
undominated strategy that is optimal if a voter with a signal s believes the probability
of α to be ps; that is, for all (s, t),

σp (s, t) = 1⇔ ps · tα + (1− ps) · tβ > 0, (1.12)

and (1.2) holds for the partisans.
The strategy σ is a best response to σ0 if and only if σ = σp for p = ρ

(
σ0
)
. Thus,

σ∗ is an equilibrium if and only if σ∗ = σρ(σ∗). Conversely, an equilibrium can be
described by a vector of beliefs p∗ that is a fixed point of ρ(σp), that is

p∗ = ρ
(
σp∗) ; (1.13)

meaning, the belief p∗ corresponds to an equilibrium if, when voters behave opti-
mally given p∗ (i.e., vote according to σp∗), the posterior conditional on being pivotal
is again p∗.

Equation (1.13) provides an equilibrium existence argument: the expression
ρ (σp) defines a finite-dimensional mapping [0, 1]|S| → [0, 1]|S| from beliefs p into
posterior beliefs ρ (σp), and this mapping is continuous.2 Thus, an application of
Kakutani’s theorem implies the existence of a fixed point p∗ that solves (1.13).3 The
strategy σp∗ is an equilibrium.⁴

The possibility of writing equilibria in terms of posteriors enables us to connect
our model and results to the Bayesian persuasion literature.

1.2.3 Aggregate Preferences

A central object of the analysis is the aggregate preference function,

Φ(p) := PrG({t : p · tα + (1− p) · tβ > 0}), (1.14)

whichmaps a belief p ∈ [0, 1] to the probability that a random type t prefers A under
p. The function Φ proves useful to express expected vote shares: if a strategy σ is
optimal given beliefs p—i.e., σ = σp— then the expected vote share of outcome A
in substate ωj is

q
(
ωj;σ

)
=
∑
s∈S

Pr(s|ωj)Φ
(
ps
)
. (1.15)

2. To see whyρ
(
σp
)
is continuous in p, first, note that (1.12) implies that PrG({t : σp (s, t) = 1})

is continuous in p since G has a continuous density. Second, q(ωj;σp) is continuous in
PrG({t : σp (s, t) = 1}), given (1.5). Third, ρ(σp) is continuous in q(ωj;σp), given (1.6) and (1.8).

3. The ability to write an equilibrium as a finite-dimensional fixed point via (1.13) is a significant
advantage. Similar reductions to finite dimensional equilibrium beliefs were used in related voting
settings before; see Bhattacharya (2013) and Ahn and Oliveros (2012).

4. Note that, because of the partisans, σp∗
is non-degenerate.
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−1 1

−1

1

tβ = −p
1−p tα

tα

tβ

Figure 1.3. The plane of indifferent types is tβ = −p
1−p tα for any given belief p =

Pr(α) ∈ (0, 1).

Figure 1.3 illustrates Φ. Given p, the dashed (blue) line corresponds to the plane
of indifferent types t = (tα, tβ) with p · tα + (1− p) · tβ = 0. Voters having types to
the north-east prefer A given p, and Φ is the measure of such types under G. The
indifference plane

has a slope − p
1−p , and a change in p corresponds to a rotation of it. Given that

G has a continuous density, it follows that the function Φ is continuous in p. Given
that G has a strictly positive density on [−1, 1]2, we also have that

0 < Φ(p) < 1 for all p ∈ [0, 1]. (1.16)

As observed earlier, voters having types t in the north-east quadrant prefer A
for all beliefs and voters having types t in the south-west quadrant always prefer B
(partisans). Voters having types t in the south-east quadrant prefer A in state α and
B in β (aligned voters), and voters having types t in the north-west quadrant prefer
B in state α and A in β (contrarian voters).

We assume throughout the paper that the distribution of types is sufficiently rich
so that there is a belief p for which a majority prefers A and a belief p0 for which a
majority prefers B,⁵ that is,

Φ
(
p0
)
<

1
2
< Φ

(
p
)
. (1.17)

5. Otherwise, the analysis is trivial: if, for all beliefs p ∈ [0, 1], in expectation a majority prefers
A, then, for any information structure, the vote share of A is larger than 1

2 and A wins in every large
election.
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1.3 Large Elections: Basic Results

We consider a sequence of elections along which the electorate’s size n grows. For
each 2n + 1, we fix some strategy profile σn and calculate the probability that a
policy x ∈ {A, B} wins the support of the majority of the voters in state ω, denoted
Pr
(
x|ω;σn, n

)
. We will be interested in the limit of Pr

(
x|ω;σ∗n, n

)
, as n→∞, for

equilibrium sequences (σ∗n)n∈N. We first state a central observation regarding the
inference from being pivotal in large elections; then, we show how this observation
implies the “modern” Condorcet Jury Theorem (CJT), which we restate as a bench-
mark.

1.3.1 Inference in Large Elections

As a first step, we study the properties of the inference from being pivotal in a large
election. We show that Claim 1 extends in an extreme form as the electorate grows
large (n→∞): the event that the election is tied is infinitely more likely in the
(sub-)state in which the election is closer to being tied in expectation. In fact, the
likelihood ratio of the pivotal event diverges exponentially fast.

Because we want to allow the information structure to depend on n, we also
include πn in the argument. The set of substates remains fixed.

Claim 2. Consider any sequence of strategies (σn)n∈N, any sequence of information
structures (πn)n∈N, and any two substates ωj and ω̂l for which Pr

(
piv|ω̂l;σ, n,πn

)
∈

(0, 1) for all n. If

limn→∞

∣∣∣∣q (ωj;σn,πn
)
− 1

2

∣∣∣∣ < limn→∞

∣∣∣∣q (ω̂l;σn,πn)−
1
2

∣∣∣∣ , (1.18)

then, for any d ≥ 0,

limn→∞
Pr
(
piv|ωj;σn,πn

)
Pr
(
piv|ω̂l;σn,πn

)n−d =∞. (1.19)

Proof. Let

kn =
q
(
ωj;σn,πn

)
q
(
ω̂j;σn,πn

) (1− q
(
ωj;σn,πn

))(
1− q

(
ω̂j;σn,πn

)) .
From (1.7), the left-hand side of (1.19) is (kn)n

nd . If (1.18) holds, then limn→∞ kn >

1, because of the properties of q
(
1− q

)
illustrated in Figure 1.2. Therefore,

limn→∞
(
kn
)n =∞. Moreover,

(
kn
)n diverges exponentially fast and, hence, dom-

inates the denominator nd, which is polynomial.

1.3.2 Benchmark: Condorcet Jury Theorem

The model embeds a special case of the canonical voting game by Feddersen and
Pesendorfer (1997) with a binary state. In the following, we restate their full-
information equivalence result, assuming, at first, that signals are binary with
S = {u, d}.
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As in Feddersen and Pesendorfer (1997), we assume that the signals are indepen-
dently and identically distributed across voters conditional on the state ω ∈ {α,β}.⁶
This corresponds to the case of an information structure πc with a single substate in
each state; in the following, we identify the substate with this state. The probabili-
ties Pr(s|ω;πc) for s ∈ {u, d} and ω ∈ {α,β} satisfy

1 > Pr(u|α;πc) > Pr(u|β;πc) > 0 ; (1.20)

that is, signal u is indicative of α, and signal d is indicative of β. We further assume
that

Φ(p) is strictly increasing in p. (1.21)

We say that the aggregate preference function is monotone.⁷ Monotonicity (1.21)
and (1.17) together imply that Φ(0) < 1

2 < Φ(1); thus, the full information outcome
is A in α and B in β.

Theorem 1. Feddersen and Pesendorfer (1997), Bhattacharya (2013).
Suppose that Φ is strictly increasing. Then, for every sequence of equilibria

(
σ∗n
)

n∈N,

limn→∞ Pr
(
A|α;σ∗n,πc, n

)
= 1,

limn→∞ Pr
(
B|β;σ∗n,πc, n

)
= 1.

The proof of Theorem 1 is standard. We state it in the appendix for completeness
and reference. The main observation is that the election must be equally close to
being tied in both states,

limn→∞ q(α;σ∗n)− 1
2

= limn→∞
1
2
− q(β;σ∗n). (1.22)

This follows in three main steps. First, voters with a signal u believe state α to
be more likely than voters with a signal d. Since the probability of signal u is higher
in α, this, (1.15), and the monotonicity of Φ imply a larger vote share of A in α; for
all n,

q
(
α;σ∗n

)
> q

(
β;σ∗n

)
. (1.23)

Second, in equilibrium, voters do not become certain of one of the states condi-
tional on being tied. To see why, suppose that voters become certain the state is α,

6. Feddersen and Pesendorfer (1997) assume the existence of subpopulations and allow the
signal distributions to vary across these; this is not critical. Moreover, they assume a continuum of
states ω. Bhattacharya (2013) nests a binary-state version of their model. The binary state version
here is a special case of the model in Bhattacharya (2013).

7. Bhattacharya (2013) says the distribution of preferences satisfies “Strong Preference Mono-
tonicity” if (1.21) holds. He shows that monotonicity is necessary for the Condorcet Jury Theorem. If
monotonicity fails, there are parameters and equilibria that do not imply the full information outcome.
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that is, Pr(α|piv;σ∗n) n→∞→ 1. Then, in both states, the vote shares would be close to
Φ(1) for n sufficiently large; thus, given (1.23), for all n sufficiently large,

Φ(1) > q
(
α;σ∗n

)
> q

(
β;σ∗n

)
>

1
2
. (1.24)

Equation (1.24) means that the election is closer to being tied in β. In this case,
Claim 1 implies that voters update toward β conditional on being pivotal—a con-
tradiction to the voters becoming certain of state α.

Third, since voters must not become certain of the state conditional on being
pivotal, it must be that the margins of victory are equal and (1.22) holds. Otherwise,
Claim 2 would imply that voters become certain of the state in which the election is
closer to being tied.

Finally, (1.22) and (1.23) imply limn→∞ q(α;σ∗n) > 1
2 > limn→∞ q(β;σ∗n); thus,

in a large election, A wins in α and B wins in β, as claimed. The proof provides the
detailed argument following this outline.

Theorem 1 holds more generally for any sequence of information structures
(πn)n∈N for which the signals are independent and identically distributed conditional
on the state ω ∈ {α,β} (i.e., there is a single substate) and for which signals do not
become uninformative—that is,

∃s ∈ S : limn→∞ Pr(s|πn) > 0 and limn→∞
Pr(s|α;πn)
Pr(s|β;πn)

6= 1. (1.25)

Theorem 1’. Suppose Φ is strictly increasing. Then, for every sequence of informa-
tion structures (πn)n∈N with a single substate and satisfying (1.25) and for every
sequence of equilibria (σ∗n)n∈N given (πn)n∈N,

limn→∞ Pr
(
A|α;σ∗n,πn, n

)
= 1,

limn→∞ Pr
(
B|β;σ∗n,πn, n

)
= 1.

1.4 Monopolistic Persuasion

We now consider the case of a sender who aims to affect the election outcome by
providing information to voters, and voters have no other source of information on
their own. Thus, the sender is the monopolist for information, which is the case
studied in much of the literature on persuasion.

When the sender provides no information, the election outcome is trivially the
outcome preferred by the majority at the prior, as determined by Φ (Pr (α)). The
sender can also implement the full information outcome with public signals by re-
vealing the state. What else can the sender implement?

For example, could the sender implement a constant policy that is the opposite
of what the voters prefer at the prior? Or could the sender even implement the in-
verse of the full information outcome? Clearly, in order to implement these policies,
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the sender must provide some information to the voters, and, in fact, to implement
the inverse of the full information outcome, the sender must provide sufficient in-
formation for the voters to be able to collectively distinguish the two states. On the
other hand, the CJT suggests that providing information to voters may easily lead to
the full information outcome, thereby suggesting that the possibility of persuasion
is limited.

1.4.1 Result: Full Persuasion

Formally, we study what policies can be implemented in an equilibrium of a large
election for some choice of π. This determines the set of feasible policies for a strate-
gic sender.

The choice of the information structure π affects voters by affecting the poste-
riors (Pr(α|s, piv;σ,π))s∈S. There are two effects of π. First, there is a direct effect;
π pins down how voters learn from their signal. This effect is known from the work
on persuasion. Second, there is an indirect effect of π because it affects the inference
of the voters from being pivotal.

We show that there is no constraint on the set of feasible policies. For any state-
dependent policy and for large n, there is an information structure πn and an equi-
librium σn for which the targeted policy wins with probability close to 1 in the
respective state.⁸

Theorem 2. Take any Φ and any prior Pr (α) ∈ (0, 1): for every state-dependent
policy (x (α) , x (β)) ∈ {A, B}2, there exists a sequence of signal structures (πn)n∈N
and equilibria

(
σ∗n
)

n∈N given (πn)n∈N, such that

limn→∞ Pr
(
x (α) |α;σ∗n,πn, n

)
= 1,

limn→∞ Pr
(
x (β) |β;σ∗n,πn, n

)
= 1.

In the following, we first provide a proof for a special case of the theorem in
Section 1.4.2 and illustrate it with a numerical example in Section 1.4.3. In Section
1.4.4, we discuss a general insight for persuasion in elections that underlies the
result. Finally, we provide the proof for the general case in Section 1.4.5.

1.4.2 Proof: Constant Policy

This section proves Theorem 2 for the case in which Φ is monotonically increasing
and the targeted policy is A in both states (i.e.,Φ satisfies (1.21) and (x (α) , x (β)) =
(A, A)). We further assume a uniform prior in order to simplify the algebra, setting
Pr (α) = 1

2 .

8. The sender can also implement any stochastic policy by “mixing” over information structures
in the appropriate manner.
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Figure 1.4. The information structure πr
n with ε = 1

n and r ∈ (0, 1).

1.4.2.1 The Information Structure

We specialize the general information structure introduced in the model section to
the one defined in Figure 1.4. Setting ε = 1

n , the information structure has a single
free parameter, r ∈ (0, 1), and we denote it by πr

n.
As ε vanishes for large n, the signals are almost public in the following sense:

conditional on observing any signal s, a voter believes that every other voter has
received the same signal with a probability close (or equal) to 1.

Furthermore, the signals a and b reveal the state (almost) perfectly. In particu-
lar, this way the proof implies that even when constraining the sender to (almost)
perfectly revealing information structures, persuasion is not constrained. In other
words, the sender could be constrained to not “lie” too often.

The signal z contains only limited information since r ∈ (0, 1). When observing
the signal z, a voter knows that the substate must be either α2 or β2. Moreover, given
that a voter receives zwith a probability close to 1 in either substate, we have (recall
the uniform prior),

limn→∞ Pr(α|z;πr
n) = limn→∞ Pr(α|{α2,β2} ,πr

n) = r. (1.26)

1.4.2.2 Voter Inference

Clearly, for signal a,
Pr(α|a, piv;σn,πr

n) = 1. (1.27)

Hence, in state α1, when all voters receive a, the probability that a random citizen
votes A is Φ(1) > 1

2 . It follows from the weak law of large numbers that, in any
equilibrium, A is elected with probability converging to 1 in state α1.
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In state β1, all voters receive b. Conditional on the signal b alone, state β is
more likely. The remaining part of this section shows that the indirect effect from
the inference from being pivotal can dominate, such that there is an equilibrium
sequence (σ∗n)n∈N for which

limn→∞ Pr(α|b, piv;σ∗n,πr
n) = 1. (1.28)

The proof relies on two claims. First, consider the signal z and the inference
about the relative likelihood of α2 and β2. We show that, for any strategy used by
the other voters, the pivotal event contains no information regarding the relative
probability of α2 and β2 as the electorate grows large.

Claim 3. Given any r ∈ (0, 1) and any sequence of strategies (σn)n∈N,

limn→∞
Pr(piv|α2;σn,πr

n)
Pr(piv|β2;σn,πr

n)
= 1. (1.29)

The proof is in the Appendix in Section 1.B.1. The pivotal event contains no
information since the distribution of signals is almost identical in the two substates
α2 and β2 (and the distribution of preference types is identical by construction).
Therefore, for any strategy σ, the distribution of votes must be almost identical in
the two substates; in particular, the probability of a tie is also almost the same in
the two substates.⁹

Claim 3 and (1.26) imply, in particular, that for any sequence of strategies
(σn)n∈N,

limn→∞ Pr(α|z, piv;σn,πr
n) = r. (1.30)

Therefore, the sender can “steer” the behavior of voters with signal z by choosing r.
Next, we consider signal b and the voters’ inference regarding the relative like-

lihood of α2 and β1. We show that, for this signal, the inference from the signal is
dominated by the inference from being pivotal if the election is closer to being tied
in state α2 than in state β1:

Claim 4. Take any sequence of strategies (σn)n∈N such that

limn→∞ |q(σn;α2,πr
n)− 1

2
| < limn→∞ |q(σn;β1,πr

n)− 1
2
|; (1.31)

then,

limn→∞
Pr(α|b, piv;σn,πr

n)
Pr(β|b, piv;σn,πr

n)
=∞. (1.32)

9. The probability that all voters receive signal z in state α2 is (1− 1
n2 )2n and limn→∞(1−

1
n2 )2n = 1, recalling that limn→∞(1− 1

n
1
d )2n = e−

2
d . This observation is the critical step in the proof

in the appendix.
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Proof. The posterior likelihood ratio is

Pr(α|b, piv;σn,πr
n)

Pr(β|b, piv;σn,πr
n)

= Pr (α)
Pr (β)

Pr
(
α2|α,πr

n
)

Pr
(
β1|β,πr

n
) Pr

(
b|α2;πr

n
)

Pr
(
b|β1;πr

n
) Pr

(
piv|α2;σn,πr

n
)

Pr
(
piv|β1;σn,πr

n
)

= Pr (α)
Pr (β)

r1
n

1− (1− r) 1
n

1
n2

1
Pr
(
piv|α2;σn,πr

n
)

Pr
(
piv|β1;σn,πr

n
)

≈ Pr
(
piv|α2;σn,πr

n
)

Pr
(
piv|β1;σn,πr

n
)n−3. (1.33)

For the approximation on the last line we used that the prior is uniform. Given (1.31),
equation (1.32) follows from applying Claim 2 for d = 3.

Thus, for any sequence of strategies that satisfies (1.31), the critical posterior
with signal b satisfies the desired property (1.28).

1.4.2.3 Fixed Point Argument

By the richness assumption on Φ (see (1.17)), there is some r̂ such that Φ(r̂) =
1
2 . We will show that, for the information structure πr̂

n and n large enough, there
is an equilibrium in which A receives a strict majority of votes in both states in
expectation.

The basic idea is this: the choice of r̂ and (1.30) imply that the vote shares in
states α2 and β2 are close to Φ(r̂) = 1

2 . Moreover, in equilibrium, it will be the case
that A receives a strict majority of votes in state β1. Hence, the election is closer
to being tied in α2 than in β1. Therefore, by Claim 4, voters with signal b become
convinced that the state is α; thus, the vote share of A in β1 is close to Φ(1) > 1

2 .
Recall that equilibrium is equivalently characterized by a vector of beliefs, p∗ =(

p∗a, p∗z , p∗b
)
, such that p∗ = ρ

(
σp∗
)
; see (1.13). Now, for any δ > 0, let

Bδ =
{

p ∈ [0, 1]3 | |p−
(
1, r̂, 1

)
| ≤ δ

}
,

so that Bδ is the set of beliefs at most δ away from
(
1, r̂, 1

)
. Take any p ∈ Bδ and

the corresponding strategy σp. Since Φ (1) > 1
2 , this means that A receives a strict

majority of votes in the states α1 and β1 for δ small enough. In the states α2 and β2,
(almost) all voters observe signal z, so q(α2;σp,πr̂

n) ≈ Φ(r̂) and q(β2;σp,πr̂
n) ≈ Φ(r̂).

Since Φ
(
r̂
)

= 1
2 , the vote share for A is approximately 1

2 .

Now, we show that our two previous claims, Claim 3 and 4, imply that—given
σp—the posterior conditional on being pivotal is again in Bδ, for any p ∈ Bδ, any
sufficiently small δ, and any sufficiently large n:

Claim 5. For any δ sufficiently small, there exists n(δ) s.t., for all n ≥ n(δ),

∀p ∈ Bδ : ρ
(
σp;πr̂

n, n
)
∈ Bδ. (1.34)
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Proof. Take any p ∈ Bδ and its corresponding behavior σp. For the posterior follow-
ing signal a it is immediate that, for all δ and n,

ρa

(
σp;πr̂

n, n
)

= 1; (1.35)

see (1.27). Secondly,
limn→∞ ρz

(
σp;πr̂

n, n
)

= r̂, (1.36)

follows from Claim 3 for all δ; see (1.30).
Finally, for δ small enough and n large enough, the election is closer to being

tied in α2 than in β1,

∀p ∈ Bδ: |q(α2;σp,πr̂
n)− 1

2
| < |q(β1;σp,πr̂

n)− 1
2
|. (1.37)

To see why, note that for n large enough, q(α2;σp,πr̂
n) ≈ Φ

(
pz
)
and q(β1;σp,πr̂

n) =
Φ
(
pb
)
since almost all voters receive z in α2 and all voters receive b in β1. In addition,

by the continuity of Φ, for δ small enough, we have that Φ
(
pz
)
≈ Φ

(
r̂
)
and Φ

(
pb
)
≈

Φ (1). Finally, (1.37) follows then from Φ
(
r̂
)

= 1
2 and Φ (1) > 1

2 .
Now, it follows from (1.37) and from Claim 4 that

limn→∞ ρb

(
σp;πr̂

n, n
)

= 1. (1.38)

Thus, the claim follows from (1.35),(1.36), and (1.38).

Since ρ(σp) is continuous in p by the arguments after (1.13), it follows from
(1.34) and Kakutani’s theorem that there exists a fixed point p∗n ∈ Bδ for all n large
enough. By the arguments from the proof of Claim 5,

limn→∞ p∗n =
(
1, r̂, 1

)
, (1.39)

see (1.35), (1.36), and (1.38). Finally, for the corresponding sequence of equilib-
rium strategies, (σp∗n )n∈N, the policy A wins in both states; this follows from (1.39),
which implies that voters with signals a and b are supporting A with a probability
converging to Φ (1) > 1

2 , and from the weak law of large numbers.

This completes the proof of the theorem for the special case in which Φ is mono-
tone, the targeted policy is A in both states, and the prior is uniform. When the prior
is not uniform, the only piece of the argument that needs to be adjusted is the choice
of r. For a general prior Pr (α) 6= 1

2 , the value of r should be such that

Pr (α) r
Pr (α) r + (1− Pr (α)) (1− r)

= r̂, (1.40)

with Φ(r̂) = 1
2 .
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1.4.3 Numerical Example with 15 voters

Let Φ(p) = p for all p ∈ [0, 1].1⁰ Further, we set Pr (α) = 1
2 and let the information

structure be πr
n with r = 1

2 . In the Appendix in Section 1.B.2, we show that under
these primitives, when there are at least 2n + 1 = 15 voters, there is an equilibrium
σ∗n for which A is elected with a probability larger than 99.9% in the states α1 and β1.
Therefore, the overall probability of A being elected exceeds 0.999(1− 1

n), which is
larger than 85% when there are at least 2n + 1 = 15 voters.

To do so, we show that under the specified primitives, when n ≥ 7, the best re-
sponse induces a self-map ρ on the set of beliefs p = (pa, pz, pb) ∈ [0, 1]3 for which
pa ≥ 0.95, pz ∈ [0.32, 0.68], and pb ≥ 0.95. Then, an application of Kakutani’s the-
orem yields an equilibrium in which voters with an a-or b-signal vote A with a
probability of at least 95%. Evaluation of the binomial distribution B(2n + 1, x) for
x ≥ 0.95 shows that indeed A receives a majority of the votes with probability larger
than 99.9% in the states α1 and β1 where all voters receive signal a or b.

1.4.4 Persuasion in Elections

As noted, voters’ behavior is determined by their critical belief, Pr(α|s, piv;σ,π), im-
plying a close connection to the standard information design and persuasion model.
The signal structure π affects voters’ belief directly via the inference from s and in-
directly via the inference from being pivotal. Bayesian consistency is understood to
constrain a sender’s ability to affect the signal inference by choice of π; however, the
indirect effect is much less constrained.

Bayesian consistency—or the law of iterated expectation—requires that

Pr(α) =
∑
s∈S

[Pr(s, piv)Pr(α|s, piv) + Pr(s,¬piv)Pr(α|s,¬piv)] , (1.41)

where Pr(α|s,¬piv;σ,π) is the posterior conditional on not being pivotal, and we
omitted (σ,π). With a single voter, Pr(piv) = 1, and so the expected critical belief is
constraint to be the prior. However, with many voters, Pr(piv) becomes small, and,
consequently, (1.41) imposes only a small constraint.

The effectiveness of “pivotal persuasion” has been observed before in a setting
with known preferences and no private information by the voters; see our discussion
of the related literature in Section 1.6.2; especially Chan et al. (2019) and Bardhi
and Guo (2018).

Intuitively, what matters is that voters react to the closeness of the election. The
closeness of the election tells voters something about the information of others, and,

10. We provide an explicit example of a preference distribution G that induces Φ(p) = p for all
p. Since, therefore, Pr(t : tα > 0, tβ < 0) = 1, the example fails the assumption that G has a strictly
positive density on [−1, 1]2. This simplifies the presentation and one can find a nearby example with
full support.
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Notes: The parameter r controls the posterior after z and the parameters x and y control the beliefs
after a and b, respectively, conditional on being in substate α2 or β2.

Figure 1.5. The information structure πx,r,y
n with ε = 1

n and (x, r, y) ∈ [0, 1]3.

in this way, about the quality of the signal structure. The quality of the signal struc-
ture, in turn, affects the meaning of the own information.

In our construction, one may interpret the signal structure πr as releasing either
a high quality signal—in substates {α1,β1}—or a low quality signal—in substates
{α2,β2}. The closeness of the election depends on the signal quality. In particular,
when the quality of the signal structure is high, all voters observe the same revealing
signal and the election is far from being close. Conversely, when the election is close,
this is because the quality of the signal is low. In this case, most voters learn that the
signal quality is low but some may receive erroneous messages. In particular, when
the election is close and the signal quality low, the meaning of a b signal changes
from being indicative of β to being an erroneous signal that is indicative of α.

The pivotal voting model considers the extreme case where voters react perfectly
to the closeness of the election; it illustrates the extreme effectiveness of persuasion
in this case. One may conjecture that, in a setting in which voters react less sensi-
tively, persuasion is still effective but, presumably, less extreme.

1.4.5 Sketch of Proof: General Policy

Now, we allow for non-monotone Φ and show that the sender can implement any
intended state-dependent policy, including the one that inverts the full-information
outcome.

For this, we consider the information structure depicted in Figure 1.5. The sig-
nals are (almost) public, similar to the information structure in the previous section
from Figure 1.4. Moreover, as before, the signals a and b reveal the state (almost)
perfectly. The signal z contains only limited information since r ∈ (0, 1). When ob-
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serving the signal z, a voter knows that the substate must be either α2 or β2, and
her belief conditional on signal z is given by

limn→∞
Pr(α|z;πx,r,y

n )
Pr(β|z;πx,r,y

n )
= limn→∞

Pr(α|{α2,β2};π
x,r,y
n )

Pr(β|{α2,β2};π
x,r,y
n )

= Pr(α)
Pr(β)

r
1− r

. (1.42)

We prove Theorem 2 by showing that by choosing the parameters (x, r, y) ∈
[0, 1]3 appropriately, the sender can implement almost any belief µα in state α and
any belief µβ in state β as n→∞, in the sense that, with probability close to one,
almost all voters will have such beliefs conditional on being pivotal.

Lemma 1. Let r̂ solve Φ(r̂) = 1
2 and suppose r̂ /∈ {0, 1}. Take any (µα,µβ) ∈ [0, 1]2

with Φ(µα) 6= 1
2 and Φ(µβ) 6= 1

2 and choose (x, r, y) ∈ [0, 1]3 as the solutions to11

r̂
1− r̂

x
1− x

= µα
1− µα

, (1.43)

Pr(α)
Pr(β)

r
1− r

= r̂
1− r̂

, (1.44)

r̂
1− r̂

y
1− y

= µβ
1− µβ

. (1.45)

Then, there exists a sequence of equilibria (σ∗n)n∈N given (πn)n∈N = (πx,r,y
n )n∈N such

that

limn→∞ Pr
(
α|piv, a;σ∗n,πn

)
= µα, (1.46)

limn→∞ Pr
(
α|piv, z;σ∗n,πn

)
= r̂, (1.47)

limn→∞ Pr
(
α|piv, b;σ∗n,πn

)
= µβ . (1.48)

The lemma is proven in the Appendix in Section 1.B.3, using ideas similar to
those used earlier. First, as before, voters with signals z do not update conditional
on being pivotal as n→∞ in any equilibrium, and r is then chosen such that, in
substatesα2 and β2, the vote share of A is close to 1

2 in every equilibrium. Second, we
show that there are equilibria in which voters with signals a and b behave according
to the beliefs µα and µβ . By the choice of the beliefs, with this behavior, there is
either a strict majority for A or B in the substates α1 and β1; thus, the election is
closer to being tied in α2 and β2 than in α1 and β1. Thus, conditional on being
pivotal, voters with signals a and b believe that they are in substates α2 and β2, and,
interpreting their signals conditional on these substates, their critical posteriors are
as given in the lemma.

The lemma implies Theorem 2: the richness assumption (1.17) states that there
is a belief p for which a majority prefers A in expectation and a belief p0 for which

11. For µα = 1, let x = 1 , and for µβ = 1, let y = 1 such that the following equations hold in
the extended reals, using the convention that 1

0 =∞.
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a majority prefers B in expectation—that is, Φ(p) > 1
2 > Φ(p0). Thus, given belief

p0, it follows from the weak law of large numbers that B is elected with probability
converging to 1. Given belief p, it follows from the weak law of large numbers that
A is elected with probability converging to 1. Hence, the sender can implement any
state-contingent policy (xα, xβ) ∈ {A, B}2 by implementing belief p in any state ω
for which xω = A and by implementing belief p0 in any state for which xω = B.

1.4.6 Robustness

In this section, we discuss the robustness of the persuasion result in Theorem 2. In
particular, we ask: can the sender persuade the voters even when he does not know
the exact details of the environment? How “stable” is the equilibrium? Are there
other equilibria?

1.4.6.1 Robustness: Detail-Freeness

In this section, we show that in order to persuade the voters, the signal structure
does not need to be finely tuned to the details of the environment. Suppose that the
prior and the preference distribution are such that

|Φ(0)− 1
2
| > |Φ(Pr(α))− 1

2
|, (1.49)

|Φ(1)− 1
2
| > |Φ(Pr(α))− 1

2
|; (1.50)

therefore, when the citizens vote optimally given their beliefs, the election is closer
to being tied when they they are uninformed and hold the prior belief relative to
when know the state.

Proposition 1. Take r = 1 and (x, y) ∈ {0, 1}2. For any prior and preference distri-
bution satisfying (1.49) and (1.50), there is a sequence of equilibria

(
σ∗n
)

n∈N given
the sequence of signal structures (πx,r,y

n )n∈N such that

limn→∞ Pr
(
α|piv, a;σ∗n

)
= x, (1.51)

limn→∞ Pr
(
α|piv, z;σ∗n

)
= Pr(α), (1.52)

limn→∞ Pr
(
α|piv, b;σ∗n

)
= y. (1.53)

The proposition implies that the sender can implement any policy using a single
signal structure that works uniformly across the large set of priors and preference
distributions satisfying (1.49) and (1.50). For example, the constant policy A is im-
plemented by choosing x = y = 1, which leads to an equilibrium in which A has a
vote share Φ(1) as the election becomes large.

The proof is in the appendix in Section 1.B.4. The basic idea is that, given this
signal, the vote shares are close to Φ(Pr(α)) in states α2 and β2. Hence, by assump-
tions (1.49) and (1.50), if voters behave according to the posteriors x and y in states
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α1 and β1, the election is closer to being tied in α2 and β2 than in α1 and β1. Thus,
just as before, conditional on being pivotal, voters with signals a and b believe that
they are in states α2 and β2, and—interpreting their signals conditional on these
substates—their critical posteriors are as given in the proposition.

A similar argument implies that the signal structure from Lemma 1 is also ef-
fective when the actual environment is slightly different: When the prior and Φ is
slightly different from the one used to calculate (x, r, y), then there is still an equi-
librium close-by with critical beliefs that are close to µα, r̂, and µβ , provided that
vote shares at the critical beliefs imply that the election is still closer to being tied
in states α2 and β2 than in states α1 and β1.

Random Signal Quality. Note that the signal from Proposition 1 matches the de-
scription in the introduction. In particular, we can swap the timining in the descrip-
tion of the signal. Rather than choosing the “quality” of the signal after the state of
nature has realized, one can first choose randomly whether the signal is “revealing”
or “obfuscating” and then, if it is revealing, send a signal corresponding to the real-
ized state of nature to all voters (as in substates α1 and β1), and, if it is obfuscating,
send the signals z or b in α and z or a in β (as in substates α2 and β2 when x = 0
and y = 1).

1.4.6.2 Robustness: Basin of Attraction

We show that, for a large set of initial strategies, an iterated best response leads
quickly to the “manipulated equilibrium” of Theorem 2 described earlier.

Let (µα,µβ) be any pair of beliefs with Φ(µα) 6= 1
2 and Φ(µβ) 6= 1

2 . By Lemma 1,
there is a sequence of information structures (πx,r,y

n )n∈N and equilibria (σ∗n)n∈N that
implements the pair of beliefs as n→∞, in the sense that, with probability close
to 1, almost all voters will have such beliefs conditional on being pivotal. Hence, by
choosing (µα,µβ) appropriately, a sender can implement any desired policy. The
next result shows that, for almost any strategy σ, the twice iterated best response is
arbitrarily close to σ∗n when n is large, in the sense that the posteriors conditional
on being tied are close to (µα,µβ).

First, let us define the twice iterated best response: take any belief p and the
strategy σp that is optimal given these beliefs. Then, σρ(σp) is the best response to
σp and is optimal given the beliefs

ρ1(p) = ρ(σp), (1.54)

where ρ(σp) is the vector of the posteriors conditional on the pivotal event and the
signals. In the same way, σρ(σρ1(p)) is the best response to σρ1(p) (so it is the twice
iterated best response to σp) and is optimal given the beliefs

ρ2(p) = ρ(σρ1(p)). (1.55)
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Proposition 2 shows that for almost any p, we have |ρ2 (p)−
(
µα, r̂,µβ

)
| < ε when

n is sufficiently large. This means that the twice iterated best response is arbitrarily
close to the manipulated equilibrium σ∗n since the equilibrium is consistent with the
belief ρ(σ∗n) ≈ (µα, r̂,µβ); see (1.13).

Proposition 2. Take any beliefs (µα,µβ) ∈ [0, 1]2 with Φ(µα) 6= 1
2 and Φ(µβ) 6= 1

2
and the corresponding information structures (πx,r,y

n )n∈N from Lemma 1.
For any δ > 0, there is some B ⊂ [0, 1]3 with Lebesgue-measure of at least 1− δ

and some n̄ ∈ N such that, for all n ≥ n̄,

∀p ∈ B : |ρ2 (p)−
(
µα, r̂,µβ

)
| < δ. (1.56)

The proof is in Section 1.B.5 in the Appendix. The proof also implies that, for
“almost any” strategy σ—even those that are not optimal given some belief p—the
twice iterated best reply is arbitrarily close to the manipulated equilibrium σ∗n when
n is large, where the genericity requirement is with respect to the induced vote
shares; see condition (1.102), replacing σp by σ.

Simple Reasoning. Proposition 2 illustrates that a simple reasoning underlies
the manipulated equilibrium σ∗n. The result loosely relates to the concepts of level
k-thinking and level-k-implementability (De Clippel, Saran, and Serrano (2019)).
The theorem implies that, for almost any strategy (a “behavioral anchor”), the strate-
gies that are consistent with level-2-thinking are close to the manipulated equilib-
rium. In this sense, any state-dependent target policy (x(α), x(β)) ∈ {A, B}2 is level-
2-implementable.12

1.4.6.3 Other Equilibria

Proposition 2 shows that the basin of attraction of the iterated best response of an
arbitrarily small neighborhood of the manipulated equilibria consists of almost all
strategies when n is large enough. However, this still leaves open the possibility that
there are other equilibria, such that if we begin exactly at such a strategy profile,
the best response dynamic stays there. In the working paper version, Heese and
Lauermann (2019, Theorem 4),13 we show that this is indeed the case. There exists
another equilibrium and that equilibrium is not “manipulated” but implements the
full information outcome as n→∞. We restate the result here:

12. De Clippel, Saran, and Serrano (2019) consider a different notion of level-2-implementability
that demand that there is some behavioral anchor such that any profile of strategies that are level-1-
consistent or level-2-consistent for this anchor implement a given social choice function. Here, almost
any strategy can be such an anchor.

13. The working paper is publicly available here https://ideas.repec.org/p/bon/boncrc/
crctr224_2019_128.html.

https://ideas.repec.org/p/bon/boncrc/crctr224_2019_128.html
https://ideas.repec.org/p/bon/boncrc/crctr224_2019_128.html
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Theorem 3. Let Φ be strictly increasing. For all information structures (πx,r,y
n )n∈N

with (x, r, y) ∈ (0, 1)3, there exists an equilibrium sequence (σ∗n)n∈N for which the
full information outcome is elected as n→∞,

limn→∞ Pr(A|α;σ∗n,πn, n) = 1,

limn→∞ Pr(B|β;σ∗n,πn, n) = 1.

Intuition. Note that the signal πn almost always sends an (almost) perfectly re-
vealing signal when n is large. Hence, there is a sequence of strategies (e.g. given
by sincere voting) for which the full-information outcome is elected as n→∞. The
question is if such a sequence of strategies can be an equilibrium sequence. The the-
orem shows that, whenever Φ is monotone, the answer is yes. This is easy to see
in the extreme case when voters have a common type t, and, hence, have common
interests. A result of McLennan (1998) shows that, with common interest, the util-
ity maximizing symmetry strategy is a symmetric equilibrium. Hence, for this case,
the existence of a sequence of strategies that yields the full-information outcome
immediately implies the existence of an equilibrium sequence that yields it as well.

1.5 Persuasion of Privately Informed Voters

Recall the binary information structure from the Condorcet Jury Theorem, defined
by the signal probabilities Pr

(
s|ω
)
ω∈{α,β} for s ∈ {u, d} such that (1.20) holds. We

will think of this as exogenous private information that is held by the voters and
denote this information structure by πc. We say that an information structure π
with signal set S is an independent expansion of πc if it is the product of πc and some
additional signal structure πp that is exchangeable, as before.1⁴

We think of the expansion as resulting from additional information πp that is pro-
vided by a sender to voters who also receive private signals from πc. By considering
only independent expansions, we do not allow the sender’s signal to condition di-
rectly on the realization of πc. As before, we also do not allow the sender to elicit the
voters’ private information (the preference type and the signal). We assume that the
preferences of the voters are such that the aggregate preference function Φ is strictly
increasing so that the CJT holds (Theorem 1) and, without an additional signal, the
unique equilibrium outcome is the full information outcome as the electorate grows
large.

14. More formally, π is an independent expansion if there exists an information structure πp with
signal set S2 and substates {α1, . . . ,αNα} and {β1, . . . ,βNβ } such that S = {u, d}× S2 and

Pr(s|ωj;π) = Pr(s1|ω;πc)Pr(s2|ωj;π
p) (1.57)

for all ωj ∈ {α1, . . . ,αNα} ∪ {β1, . . . ,βNβ } and all s = (s1, s2) ∈ ({u, d}× S2)2n+1.
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What outcomes can the sender implement when the voters have exogenous sig-
nals and how should he communicate with the voters? Clearly, to implement any pol-
icy other than the full information outcome, the sender has to communicate with
the voters in some way. Consider a sender who communicates with public signals
s2 ∈ S2, meaning, that the signals are commonly received by all the voters.1⁵ When
the voters receive a public signal s2, this shifts the common belief from the prior
Pr(α) to Pr(α|s2). Since the CJT holds for any common prior, in the subgame fol-
lowing any public signal, the full information outcome is elected with probability
converging to 1, as n→∞.1⁶ So, in order to implement any outcome other than
the full information outcome, the sender has to communicate privately with the
voters.

1.5.1 Result: Full Persuasion

The following theorem shows that there exists an independent expansion of the
private information of the voters that allows implementing any state-dependent pol-
icy—even the policy that inverts the full-information outcome.

Theorem 4. Take any exogenous private signals πc of the voters satisfying (1.20)
and any strictly increasing Φ. For every state-dependent policy (x (α) , x (β)) ∈
{A, B}2, there exists a sequence of independent expansions (πn)n∈N of πc and equi-
libria

(
σ∗n
)

n∈N given (πn)n∈N such that

limn→∞ Pr
(
x (α) |α;σ∗n,πn, n

)
= 1,

limn→∞ Pr
(
x (β) |β;σ∗n,πn, n

)
= 1.

The next two sections provide an extensive sketch of the arguments establishing
the theorem. In particular, the original signals from the previous section are suffi-
cient, namely, πr

n, as in Figure 1.4 can be chosen as an additional signal to implement
equilibria in which A wins in both states, and πx,r,y

n from Figure 1.5 with x = 0 and
y = 1 can be chosen to implement a policy that inverts the full-information outcome.
Thus, the sender does not need to know whether agents have private information
nor how much private information they have—the same signal structure works uni-
formly across environments.

1.5.2 Sketch of the Proof: Constant Policy

We show that the same signal structure πr
n from Figure 1.4 leads to an equilibrium

in which A wins in both states—even when voters have private signals.

15. Alonso and Câmara (2016) have studied persuasion with public signals when voters do not
have exogenous private signals.

16. To be precise, the CJT only applies to any non-degenerate prior Pr(α) ∈ (0, 1). However, if
the sender reveals the state publicly, such that Pr(α|s) ∈ {0, 1}, trivially, the full-information outcome
is elected as n→∞.
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The critical observation in the proof is that the vote shares in α2 and β2 are
uniquely determined across all equilibria and parameter by an equal-margin-of-
victory condition.

Claim 6. Let Φ be strictly increasing. Suppose that the additional information is
given by πr

n, as in Figure 1.4. Then, there is some M with

0 < M < Φ(1)− 1
2

(1.58)

such that, for every r ∈ (0, 1) and every equilibrium sequence (σ∗n) given πr
n,

limn→∞ q(σ∗n;α2,πr
n)− 1

2
= limn→∞

1
2
− q(σ∗n;β2,πr

n) = M. (1.59)

For the proof, see Section 1.C.2 in the Appendix. The idea is the following: given
πr

n, in substates α2 and β2, every voter receives the additional signal z with proba-
bility converging to 1. Voters who received z know that either α2 or β2 holds and
that almost all other voters got a signal z as well. Hence, from their perspective, it
is close to common knowledge that the game is close to a game with a binary state
and binary signals πc, as in the original setting of the CJT. Now, the proof of the CJT
showed that the election must be equally close to being tied in expectation—see
(1.22)—and the same arguments implies (1.59) here.

Now, one can show that there is a sequence of equilibria in which the vote share
of A in state β1 approaches its maximum, Φ(1), and thus

limn→∞ q(σ∗n;β1,πn)− 1
2

= Φ(1)− 1
2
. (1.60)

Comparing (1.59) and (1.60), in this equilibrium sequence, the election is closer
to being tied in α2 than in β1. Hence, it follows from Claim 2 that

limn→∞
Pr
(
piv|β1;σ∗n

)
Pr
(
piv|α2;σ∗n

) = 0. (1.61)

Moreover, it follows also from Claim 2 that the inference from the pivotal event
dominates the direct inference from the signal;1⁷ so, a voter with additional signal
s2 = b becomes convinced that the state is α2 for either realization of the private
signal s1 ∈ {u, d},

limn→∞ Pr
(
α|piv, s1, s2 = b;σ∗n

)
= 1. (1.62)

Since all voters observe the additional signal s2 = b in state β1, it follows that the
vote share converges to Φ(1), as claimed in (1.60). Finally, it is clear that such an
equilibrium sequence leads to outcome A in both states with probability converging
to 1.

17. See the proof of the analogous Claim 4.
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Note that the basic idea here is similar to the one in Section 1.4.2 without the
private signal. Here, Claim 6 pins down behavior in states α2 and β2, analogously
to the implication of the previous Claim 3. Then, there is an equilibrium in which A
receives a strict majority in β1. In both settings, the equilibrium is supported by the
fact that the election is closer to being tied in α2 than in β1, so that, conditional on
being pivotal, voters with signal b become convinced that the state is α2.

1.5.3 Sketch of Proof: General Policy

The signal πx,r,y
n from Figure 1.5 can again be used to implement any intended policy

by the appropriate choice of (x, r, y) ∈ [0, 1]3. The proof of this general result utilizes
a lemma analogous to the previous Lemma 1, stated as Lemma 3 in the appendix.

In particular, as before, the policy that inverts the full-information outcome can
be implemented by choosing the additional signal with x = 0, y = 1, and any arbi-
trary r ∈ (0, 1): for any such choice, we show that there is a sequence of equilibria
(σ∗n) in which the posterior probabilities conditional on being pivotal and the addi-
tional signals a and b are close to 0 and 1, respectively. Moreover, since the private
signals are boundedly informative, it follows that, for s1 ∈ {a, b},

limn→∞ Pr
(
α|piv, s1, s2 = a;σ∗n

)
= 0, (1.63)

limn→∞ Pr
(
α|piv, s1, s2 = b;σ∗n

)
= 1. (1.64)

Thus, since all voters observe signals a and b in the substates α1 and β1, respec-
tively, the equilibrium vote shares converge to Φ(0) < 1/2 and Φ(1) > 1/2, with
the inequalities from Φ satisfying (1.17). Therefore, the weak law of large numbers
implies that B wins in state α1 and A wins in state β1, thereby establishing the exis-
tence of an equilibrium that inverts the full-information outcome.

1.5.4 Robustness of Theorem 4

Detail-Freeness. Can the sender persuade the voters even when he does not know
the exact details of the environment? We argue that Proposition 1 from the mo-
nopolistic sender setting holds in an even more general form when the voters hold
exogenous private signals: here, to be able to persuade the voters, it is sufficient
that the sender knows that Φ satisfies the monotonicity condition (1.21) and the
richness assumption (1.17).

Specifically, the sender can release information to the voters such that, uniformly,
for any prior Pr(α) ∈ (0, 1), any exogenous information πc of the voters satisfying
(1.20), and any aggregate preference function Φ satisfying (1.17) and (1.21), his
target policy is implemented. This is possible simply by choosing the parameters of
the general signal πx,r,y

n with x and y in {0, 1} and any arbitrary r ∈ (0, 1). Any such
information structure implements a targeted policy uniformly as outlined before.

In a sense, the conditions for uniform implementability are weaker here than
in Proposition 1 where we also required a condition on the prior. This is maybe
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surprising if one thinks of the voters’ exogenous information as a constraint on the
sender. The reason it holds is that, with exogenous private information, the relevant
“induced prior” after signal z, i.e., Pr(α|piv, z), adjusts endogenously to ensure the
equal-margin condition.

Basin of Attraction. The results from Section 1.4.6.2 regarding the basin of attrac-
tion of themanipulated equilibria for the case of amonopolistic sender do not extend
when voters have exogenous private information.1⁸

Other Equilibria. We conjecture that there always also exists a sequence of equilib-
ria yielding the full-information outcome, as in the case of the monopolistic sender
(see Theorem 3). However, we have not been able to prove this result so far for the
case with private signals.

Belief Implementation. As in the monopolistic sender scenario, we provide a result
more general than Theorem 4: In the spirit of the literature on Bayesian persuasion,
we show that, for large electorates, there is a set of “implementable” posterior belief
distributions, including arbitrarily extreme beliefs. This result is stated in Lemma 3
in the appendix, which is corresponds to Lemma 1 for the monopolistic sender. How-
ever, when voters have exogenous information, not all beliefs are implementable;
this is consequential when the sender is only partially informed, discussed below in
Section 1.6.1.

1.6 Remarks and Extensions

1.6.1 Partially Informed Sender

In the working paper version, Heese and Lauermann (2019), we consider a sender
who does not know the state ω ∈ {α,β}.1⁹ Instead, the sender receives a private
signal m. Conditional on the private signal m, the sender can release signals to the
voters that are coarsenings of m.

Suppose that the sender’s signal is binary, m ∈ {`, h}. Then, we show the follow-
ing: if the sender is the monopolistic information provider (voters receive no private
information), then the sender can implement any policy as a function of the own sig-
nal, i.e., for any (x(`), x(h)) ∈ {A, B}2, the sender can ensure that a majority votes
for x(`) given the information released to voters after the own signal ` and for x(h)

18. Instead, one can show the following: let the sender release the information (πx,r,y
n )n∈N to the

voters as in Lemma 3. When the electorate is large enough, for almost any initial strategy, under the
iterated best response, the voter behavior after signal z jumps back and forth indefinitely from voting
approximately according to σp, with p = Pr(α|s)s∈{a,z,b}, to voting approximately as if one of the states
is known to be the true state. We omit the proof.

19. Available here https://ideas.repec.org/p/bon/boncrc/crctr224_2019_128.html.

https://ideas.repec.org/p/bon/boncrc/crctr224_2019_128.html
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after the own signal h. This is, in fact, implied by the analysis of the current paper.
To see this, note that the sender’s own signal m simply assumes the role of the state
of nature ω in the current setting, and we can “integrate out” the state to rewrite
the voters’ preferences in terms of {`, h}.

However, when the voters have private information as well, the analysis is more
subtle. Suppose voters observe an exogenous private signal πc as in the CJT setting
and the sender can release additional information in the form of a coarsening of the
own noisy signal. For this case we show that, whenever the sender’s own information
is sufficiently precise relative to πc, then again the sender can implement any policy
as a function of the own signal, (x(`), x(h)) ∈ {A, B}2; see Heese and Lauermann
(2019, Theorem 7). For example, if the voters’ signals {u, d} are symmetric across
states, then it is sufficient that the sender’s own information is at least as informative
as the joint signal of two voters (in the Blackwell sense).2⁰

1.6.2 Known Preferences: Targeted Persuasion

When the types of the voters are known to a potential sender, voters can be “targeted”
with recommendations; formally, a revelation principle applies saying that any equi-
librium is equivalent to a recommendation policy that will be followed by the voters.
Below, we show that when the preference types are known, there is a simple way
in which the sender can persuade the voters to elect a constant policy via private
recommendations.21 We also show that, with known preferences, the possibility of
persuasion is unaffected by the presence of a private signal of the voters.

Suppose that the voters’ preference types ti = (ti
α, ti

β) are commonly known for
any i ∈ {1, . . . , 2n + 1}. The voters receive exogenous private signals as in the set-
ting of the CJT (Section 1.3.2) (the following result extends when these exogenous
signals are uninformative). Suppose that the voters 1, . . . , m prefer A in α and B in
β—that is ti

α > 0 and ti
β < 0—and without loss let m > n. The remaining voters

m + 1, . . . , 2n + 1 prefer B in α and A in β, that is ti
α < 0 and ti

β > 0.22
The following recommendation policy implements the outcome A with proba-

bility of at least 1− ε in an equilibrium, for arbitrarily small ε > 0: in both states,
with probability 1− ε, all voters receive the recommendation “vote A” (signal a). In
state α, with the remaining probability ε, a random subset of size n + 1 of the voters
1, . . . , m receives the recommendation “vote A” and the remaining n voters receive
the recommendation “vote B” (signal b). In state β, with the remaining probabil-

20. This is shown in Heese and Lauermann (2019, Remark 2). The key step in the proof is the
observation that, when the sender’s signal is sufficiently precise, then the sender can induce beliefs
that are “implementable” in the sense of Lemma 3 from the current appendix.

21. This has been observed by Chan et al. (2019) and in Bardhi and Guo (2018) in similar settings.
Therefore, the main parts of these papers consider settings with voting costs (“expressive voting”) and
unanimity, respectively.

22. The example can be extended to include “partisans”.
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ity ε > 0, a random subset of size n + 1 of the voters 1, . . . , m receives b and the
remaining n voters receive a.

Voting A after an a-signal and B after a b-signal constitutes an equilibrium:
given this strategy, denoted by σ, voters i ∈ {1, . . . , m} with an a-signal are only
pivotal in α, and voters i ∈ {1, . . . , m} with a b-signal are only pivotal in β—
that is Pr(α|piv, a, i ≤ m;σ) = 1 and Pr(α|piv, b, i ≤ m;σ) = 0. Hence, voting A
after a and B after b is a strict best response for any voter i ∈ {1, . . . , m}. Voters
i ∈ {m + 1, . . . , 2n + 1} are never pivotal if the other voters follow the recommen-
dations. Hence, following the recommendation is a best response also for them, and,
therefore, σ is an equilibrium. Since with probability 1− ε all citizens vote A, given
σ, the recommendation policy implements the outcome A with a probability of at
least 1− ε.

Note how the signal structure above is finely tuned to the details of the setting.
By way of contrast, we show that persuasion is effective even if information can not
be tailored to a specific preferences profile. In fact, we show that information does
not even need to be tailored to the distribution of preferences. The mechanism driv-
ing persuasion is fundamentally different from the one described here. This differ-
ence may be most salient with exogenous private information where the equilibrium
behavior of the voters adjusts endogenously to maintain the critical “equal-margin
condition” across environments.

1.6.3 Bayes Correlated Equilibria

The Bayes correlated equilibria given some exogenous information structure πc are
the Bayes-Nash equilibria that arise from expansions π of πc (see Bergemann and
Morris (2016) for the definition of an expansion and the characterization of Bayes
correlated equilibria). In terms of Bayes correlated equilibria, Theorem 4 means
that for any state-dependent outcome function (x (α) , x (β)) ∈ {A, B}2, there exists
a sequence of Bayes correlated equilibria given πc that leads to this outcome as
n→∞.

1.7 Related Literature

Voter Persuasion Literature. The paper is related to work on information design in
general (see Bergemann and Morris (2019) for a survey), especially with multiple
receivers (e.g., Mathevet, Perego, and Taneva (2017)).

Previous work on persuasion in an election context has studied persuasion in
settings in which the preferences of the voters are commonly known and voters have
no access to exogenous private signals. The previous work has considered public
signals by the sender (Alonso and Câmara, 2016), persuasion with conditionally
independent private signals by the sender (Wang, 2013), and targeted persuasion
with private signals by the sender (Bardhi and Guo, 2018; Chan, Gupta, Li, and
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Wang, 2019).We discussed persuasion when the preferences of the voters are known
in detail in Section 1.6.2, and we showed how the persuasion mechanism and its
logic are quite different.

In contrast to the existing literature, we revisit the general voting setting of Fed-
dersen and Pesendorfer (1997) with private preferences: in this setup, as a conse-
quence of the Condorcet Jury Theorem, there is no scope for persuasion with public
signals and also no scope for persuasion with conditionally independent private sig-
nals; see Theorem .

More generally, most of the Bayesian persuasion literature assumes that the
sender has extensive knowledge of the environment; in particular, perfect knowl-
edge about the state and the receiver’s types is typically assumed.23 In this paper,
the informational requirements for persuasion are significantly weaker. We allow for
private preferences and exogenous private signals of the receivers; we also consider
the case when the sender has incomplete information regarding the prior probabil-
ities of the state, the distribution of the private preference types of the voters, or
the distribution of the private signals of the voters (see Section 1.4.6.1 and Section
1.5.4). In the working paper version, Heese and Lauermann (2019), we consider the
case when the sender’s information regarding the state is incomplete (see Section
1.6.1).

Several other papers study how groups can be influenced through strategic in-
formation transmission, but are less closely related: Kerman, Herings, and Karos
(2019) study targeted persuasion via private signals when the sender is restricted
to use signals that induce the voters to behave sincerely; compare to the discussion
of targeted persuasion in Section 1.6.2. Levy, Moreno de Barreda, and Razin (2018)
study persuasion of voters with correlation neglect. Schipper and Woo (2019) study
the persuasion of voters who are unaware of certain features. Schnakenberg (2015)
studies a cheap talk setting in which an expert tries to manipulate a voting body.
Salcedo (2019) studies persuasion of subgroups of receivers via private messages in
a setting where each receiver’s payoff only depends on his own action and the state.

More distantly related is work on the design of an elicitation mechanism to
elicit information from multiple experts for an adversary to use (Gerardi, McLean,
and Postlewaite, 2009; Feng and Wu, 2019).

Information Aggregation Literature. Voting theory has identified several circum-
stances in which information may fail to aggregate. We discuss the studies that are
most closely related: Feddersen and Pesendorfer (1997) (Section 6) show that an in-
vertibility problem causes a failure when there is aggregate uncertainty with respect
to the preference distribution conditional on the state. We have already mentioned

23. Exceptions are Guo and Shmaya (2019) and Kolotilin, Mylovanov, Zapechelnyuk, and Li
(2017), who study persuasion of a single, privately informed receiver.
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that Bhattacharya (2013) shows that information may fail to aggregate when pref-
erence monotonicity is violated.

In a pure common-values setting, Mandler (2012) shows that a failure can oc-
cur when there is aggregate signal uncertainty conditional on the state. There is a
sense in which such aggregate uncertainty is necessary for a failure of information
aggregation, in the sense that if there is a single substate, the CJT applies (Theorem
1 and the subsequent discussion). Here, as in his model, the voters’ updating about
the signal distribution of others conditional on a close election is important.2⁴ Note
that the pure common-values assumption implies that this setting is a special case of
a setting where the individual voters’ preference type is known, discussed in Section
1.6.2. In contrast to Mandler (2012), we consider a setting in which voters do not
have common values and study the effect of an additional signal in the canonical
setting by Feddersen and Pesendorfer (1997) rather than perturbing that original
signal.

Further related models of elections that perform poorly in aggregating informa-
tion are, among others, Razin (2003), Acharya (2016), Ekmekci and Lauermann
(2019), Ali, Mihm, and Siga (2018) and Bhattacharya (2018).

1.8 Conclusion

In the canonical voting setting by Feddersen and Pesendorfer (1997), information
aggregation may be upset by an interested sender who provides additional informa-
tion to the voters. We have shown how an interested sender can exploit strategic
voters by manipulating their inference from the election being close. The sender
does not need precise knowledge of the environment (“detail-freeness”), and the
same information structure is effective uniformly across model specifications. In fact,
the same information structure that implements a given policy in the monopolistic
sender setting also implements the policy when voters have private information.
Even a manipulator with very limited knowledge about the state itself can persuade
a large electorate, as we show in the working paper version, Heese and Lauermann
(2019). When the sender is the monopolistic information provider, we demonstrated
the effectiveness of persuasion in a small election with just 15 voters. We also showed
that the resulting equilibrium is simple and selected by an iterated best response dy-
namic.

The pivotal voting model considers the extreme case where voters react perfectly
to the closeness of the election when interpreting their information and illustrates
the effectiveness of persuasion in this case. One may conjecture that, in a setting in

24. Uncertainty regarding the signal distribution and updating about it is also central in Acharya
and Meirowitz (2017), where aggregate uncertainty supports sincere voting. Other recent contribu-
tions on the conditions for information aggregation are Kosterina (2019) and Barelli, Bhattacharya,
and Siga (2019).
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which voters react less sensitively, persuasion is still effective but, presumably, less
so—a conjecture that may be worthwhile exploring.

Conceptually, our results also mean that equilibrium outcomes in the setting by
Feddersen and Pesendorfer (1997) can be hard to predict for an outside observer
without precise knowledge of the voters’ information. The outside observer must be
able to exclude the possibility that voters have access to additional information of
the form discussed here.

Finally, information aggregation has also been studied in (double-) auctions, a
setting that shares some features with elections. An interesting question may be
whether, in auctions, information aggregation is an “informationally robust” predic-
tion or whether bidders having additional information can also upset it. Information
design in auction settings has been studied, among others, by Bergemann, Brooks,
and Morris (2016), Du (2018), and Yamashita et al. (2016) but mostly with a focus
on revenue and efficiency.
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1.A Proof of the Condorcet Jury Theorem

Step 1. For all n and every equilibrium σ∗n, the vote share of A is larger in α than in
β,

0 < q(β;σ∗n, n) < q(α;σ∗n, n) < 1. (1.65)

This ordering of the vote shares follows from the likelihood ratio ordering of the
signals. In particular, recall the expression (1.8) for the posterior likelihood ratio
of two states conditional on a given voter’s signal s and the event that the voter is
pivotal,

Pr
(
α|s, piv;σ∗n, n

)
1− Pr

(
α|s, piv;σ∗n, n

) = Pr (α)
Pr (β)

Pr
(
piv|α;σ∗n, n

)
Pr
(
piv|β;σ∗n, n

) Pr(s|α;πc)
Pr(s|β;πc)

, (1.66)

where Pr
(
piv|β;σ∗n, n

)
> 0 because σ∗n is nondegenerate by (1.2). Therefore,

Pr(u|α;πc)
Pr(u|β;πc) >

Pr(d|α;πc)
Pr(d|β;πc) implies that Pr

(
α|u, piv;σ∗n, n

)
> Pr

(
α|d, piv;σ∗n, n

)
. Now,

(1.65) follows from (1.15) and the monotonicity of Φ. Intuitively, the expected pos-
terior in state α is higher and this translates into a larger set of types preferring A
given the monotonicity of Φ.

Step 2. Voters cannot become certain of the state conditional on being pivotal, that
is, the inference from the pivotal event must remain bounded,

limn→∞
Pr
(
piv|α;σ∗n, n

)
Pr
(
piv|β;σ∗n, n

) ∈ (0,∞) , (1.67)

for every convergent subsequence in the extended reals.

Suppose not and suppose instead, for example, that conditional on being pivotal,
voters become convinced that the state is β, i.e., η = limn→∞

Pr(piv|α;σ∗n ,n)
Pr(piv|β;σ∗n ,n) = 0. This

would imply limn→∞ Pr
(
α|s, piv;σ∗n, n

)
= 0 for s ∈ {u, d}. Then, given Φ (0) < 1

2 , a
strict majority would support B in both states. However, the election is then closer to
being tied in state α and voters would update toward state α conditional on being
pivotal, in contradiction to η = 0.

Formally, if η = 0 for some converging subsequence, then limn→∞ q(ω;σ∗n) =
Φ (0) < 1

2 for ω ∈ {α,β}. Therefore, for large enough n, (1.65) implies that
q(β;σ∗n) < q(α;σ∗n) < 1/2. Now, Claim 1 implies that voters update toward state
α, that is, Pr(piv|α;σ∗n ,n)

Pr(piv|β;σ∗n ,n) ≥ 1, in contradiction to η = 0.

Step 3. In every equilibrium sequence (σ∗n)n∈N, the limit of the vote share of A is
larger in α than in β,

limn→∞ q(α;σ∗n) > limn→∞ q(β;σ∗n). (1.68)

From (1.67) and (1.66), we have that the limits of the posteriors conditional on
being pivotal and s ∈ {u, d} are interior and hence ordered,

0 < limn→∞ Pr
(
α|d, piv;σ∗n, n

)
< limn→∞ Pr

(
α|u, piv;σ∗n, n

)
< 1.

Now, (1.68) follows from (1.15) since Φ is strictly increasing.
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Step 4. The election is equally close to being tied in expectation, that is, (1.22)
holds:

limn→∞ q(α;σ∗n)− 1
2

= limn→∞
1
2
− q(β;σ∗n).

Since voters must not become certain conditional on being pivotal by (1.67),
Claim 2 requires that

limn→∞

∣∣∣∣q(α;σ∗n)− 1
2

∣∣∣∣ = limn→∞

∣∣∣∣q(β;σ∗n)− 1
2

∣∣∣∣ . (1.69)

Given the ordering of the limits of the vote shares from (1.68), the equation
(1.69) implies (1.22).

It follows from Step 4 and (1.68) that

limn→∞ q(α;σ∗n) >
1
2
> limn→∞ q(β;σ∗n).

Therefore, by the weak law of large numbers, A wins in state α with probability
converging to 1 as n→∞ and B wins in state β with probability converging to 1 as
n→∞. This proves Theorem 1.

Sketch of the proof of Theorem ’. To see why the theorem is true, note that,
given the binary state, the signals can be taken to be ordered by the monotone
likelihood ratio, without loss of generality. For any fixed information structure π
and any equilibrium σ∗n, it then follows from (1.66) that the distribution of poste-
riors Pr(α|piv, s;σ∗n,π, n) in the state α (as implied by the distribution over s) first
order stochastically dominates the distribution of posteriors Pr(α|piv, s;σ∗n,π, n) in
the state β. Then, given that Φ is monotone, it follows from (1.15) that the vote
shares satisfy the ordering (1.65). From (1.65) onward none of the arguments use
that the signals are binary.
By the same line of argument, Theorem 1 holds even when we allow the information
structure πn with a single substate to vary with n (keeping the signal set S fixed),
as long as the limit information structure is not completely uninformative.

1.B Monopolistic Persuasion

1.B.1 Proof of Claim 3

Without loss of generality, suppose σn is such that q(α2 ;σn)(1− q(α2 ;σn)) <
q(β2;σn)(1− q(β2;σn)) for all n. It follows directly from (1.7) that

limn→∞
Pr(piv|α2;σn,πn)
Pr(piv|β2;σn,πn)

≤ 1. (1.70)

We now show that the reverse inequality also holds and thereby finish the proof of
the lemma. For this, we show the following. There exists some L > 0 and M > 0
such that, for all n and all σn satisfying the ordering above,
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Pr(piv|α2;σn,πn)
Pr(piv|β2;σn,πn)

≥
(

1− L
Mn2

)n
. (1.71)

First, it follows from (1.15) that the expected vote share for A in α2 differs from
the expected vote share for A in β2 maximally by the probability that b is observed
in α2, that is, by ε2 = 1

n2 ; so,

|q(α2 ;σn)− q(β2 ;σn)| ≤ ε2, (1.72)

for all n. Second, recall that Φ(0) < q(ωj;σ) < Φ(1) for any strategy and any sub-
state ωj, and note that the derivative of h(q) = q(1− q) is bounded by some L > 0
on the compact interval [Φ(0),Φ(1)]. These observations taken together imply that

h(q(β2 ;σn))
∣∣∣h(q(α2 ;σn))

h(q(β2 ;σn)
− 1

∣∣∣ = |h(q(α2 ;σn))− h(q(β2 ;σn))| ≤ Lε2. (1.73)

for all n. Since 0 < Φ(0) < q(α2 ;σn) < Φ(1) and h is inverse U-shaped with maxi-
mum at 1

2 , this bound implies

h(q(α2 ;σn))
h(q(β2 ;σn)

≥ 1− L
h(q(β2 ;σn))n2 ≥ 1− L

Mn2 (1.74)

for M = min (h(Φ(0)), h(Φ(1))) and all n. Now, (1.71) follows from (1.7).
Finally, since limn→∞(1− L

Mn2 )n = 1, (1.71) implies that

limn→∞
Pr(piv|α2;σn,πn)
Pr(piv|β2;σn,πn)

≥ 1. (1.75)

To see why limn→∞(1− L
Mn2 )n = 1, note that limn→∞(1− L

Mn2 )2n =
limn→∞(1−

√
L√

Mn
)2n(1 +

√
L√

Mn
)2n = e2

√
L
M e−2

√
L
M = e0 = 1 where we used

limn→∞(1 + x
n)n = ex. This finishes the proof of Claim 3.

1.B.2 Computational Example

Note that one example of a distribution G on [0, 1]× [−1, 0] that induces a uniform
distribution of ‘thresholds of doubt’, i.e. Φ with Φ(p) = p for all p ∈ [0, 1] is given
by the density2⁵

g(tα, tβ) =


√

1 + ( tβ
tα

)2
−1
· (2 ·

∫
|tα|>|tβ |

√
1 + ( tβ

tα
)2
−1

dt)−1 if −tβ
tα−tβ

≤ 1
2 ,√

1 + ( tα
tβ

)2
−1
· (2 ·

∫
|tα|>|tβ |

√
1 + ( tβ

tα
)2
−1

dt)−1 if −tβ
tα−tβ

≥ 1
2 .

We utilize the following auxiliary result.

25. To see why, note that for each t >> 0, d(t) =
[√

1 + ( tα
tβ

)2
]
is the length of the indifference

plane of t. By setting the density of types proportional to 1
d(t) , integrating over each indifference plane

gives the same number such that types are uniformly distributed across indifference planes.
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Lemma 2. Consider any sequence of strategies (σn)n∈N and any sequence of infor-
mation structures (πn)n∈N with a common set of substates across n. Then, for any
substates ωi,ω0

j ∈ {α1, . . . ,αNα} ∪ {β1, . . . ,βNβ} and any n ∈ N,

Pr(piv|ωi;σn,πn)
Pr(piv|ω0

j ;σn,πn)
=
[
1 +

(q(ω0

j ;σ
p)− 1

2)2 − (q(ωi;σp)− 1
2)2

1
4 − (q(ω0

j ;σ
p)− 1

2)2

]n
(1.76)

Proof. Let xn = q(ωi;σn)− 1
2 and yn = q(ω0

j ;σn)− 1
2 . Then,

q(ωi;σn)(1− q(ωi;σn))
q(ω0

j ;σn)(1− q(ω0

j ;σn))
=

(1
2 + xn)(1

2 − xn)

(1
2 + yn)(1

2 − yn)

=
1
4 − y2

n + y2
n − x2

n
1
4 − y2

n

= 1 + y2
n − x2

n
1
4 − y2

n

The claim follows from (1.8).

Fixed Point Argument.
Consider a belief p = (pa, pz, pb) with

pa ≥ 0.95, (1.77)

pb ≥ 0.95, (1.78)

pz ∈ [0.32, 0.68]. (1.79)

Given (πn)n∈N = (πr
n)n∈N with r = 1

2 , we have the following bounds for n ≥ 8:

q(ω1;σp, n) ≥ 0.95 for ω1 ∈ {α1,β1}, (1.80)

q(α2;σp, n) > 0.3 (1.81)

q(β2;σp, n) ≤ 0.7. (1.82)

In the following, we omit the dependence on σp and on πn most of the time.

Step 1. For any n ∈ N and any ω1 ∈ {α1,β1},ω0

2 ∈ {α2,β2},

Pr(piv|ω0

2)
Pr(piv|ω1)

≥ (4.4)n (1.83)

Indeed,
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Pr(piv|ω0

2)
Pr(piv|ω1)

≥ [1 + min
ω1,ω0

2

(q(ω1;σp)− 1
2)2 − (q(ω0

2;σp)− 1
2)2

1
4 − (q(ω1;σp)− 1

2)2
]n

≥ (1 + (
( 9

20)2 − ( 4
20)2

1
4 − ( 9

20)2
))

≥ (1 + 65
19

)n

≥ (4.4)n. (1.84)

where we used Lemma 2 for the inequality on the second line.

Step 2. For n ≥ 7: ρa(σp) ≥ 0.95, ρb(σp) ≥ 0.95 and ρz(σp) ∈ [0.32, 0.68].

First,
ρa(σp) = 1 (1.85)

since a is only sent in α. Second,

ρb(σp)
1− ρb(σp)

= p0

1− p0

Pr(α2|α) Pr(b|α2) Pr(piv|α2)
Pr(β1|β) Pr(b|β1) Pr(piv|β1)

≥
1
n

1
n2

(1− 1
n)

(4.4)n

≥ 100 for n ≥ 7.

where we used (1.84) for the inequality on the second line. Hence, for n ≥ 7,

ρ(σp)b ≥
100
101

> 0.95. (1.86)

Third,

Pr(piv|α2)
Pr(piv|β2)

≤ [1 +
|(q(β2;σp)− 1

2)2 − (q(α2;σp)− 1
2)2|

1
4 − (q(β2;σp)− 1

2)2
]n

≤ (1 +
1
n4 + 1

n2

1
4 −

16
400

)n

≤ 2. for n ≥ 7.

where we used Lemma 2 for the inequality on the first line. For the inequality on the
second line, we used that z is sent with probability 1− 1

n2 in both α2 and β2 such
that the difference in the squaredmargins of victory cannot exceed (x + 1

n2 )2 − x2 ≤
2x
n2 + 1

n4 where x is the minimum margin of victory in the states α2,β2. Finally, the
inequality follows since the margin of victory in both α2 and β2 is bounded by 0.2.
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So,

ρz(σp)z

1− ρz(σp)
= Pr(α)

Pr(β)
Pr(α2|α)
Pr(β2|β)

Pr(z|α2)
Pr(z|β2)

Pr(piv|α2)
Pr(piv|β2)

= (1− 1
n2 )

Pr(piv|α2)
Pr(piv|β2)

≤ 2 for n ≥ 7.

Consequently, for all n ≥ 7,

ρ(σp)z ≤
2
3

. (1.87)

Fourth,

Pr(piv|α2)
Pr(piv|β2)

≥ (1−
|(q(β2;σp)− 1

2)2 − (q(α2;σp)− 1
2)2|

1
4 − (q(β2;σp)− 1

2)2

≥ (1−
1
n4 + 1

n2

1
4 −

16
400

)n

≥ 0.48 for n ≥ 7. (1.88)

So, for all n ≥ 7,

ρ(σp)z

1− ρ(σp)z
= (1− 1

n2 )
Pr(piv|α2;σp)
Pr(piv|β2;σp)

≥ 0.471.

This gives for all n ≥ 7,

ρ(σp)z ≥
0.471

1 + 0.471
≥ 0.32. (1.89)

The claim follows from (1.85) - (1.89).

Step 3. For n ≥ 7, there is an equilibrium σ∗n which satisfies (1.80) - (1.82).

It follows from Step 2 that, for any n ≥ 7, the continuous map that sends p to
ρ(σp) is a self-map on the set of beliefs that satisfy (1.77) - (1.79). It follows from
the Kakutani fixed point theorem that there exists fixed points p∗n that satisfy (1.77)
- (1.79). The corresponding strategies σp∗n are equilibria (compare to (1.13)) and
they satisfy (1.80) - (1.82).

Step 4. Given the equilibrium σ∗n for n ≥ 7, the probability that A is elected is larger
than 99.9% · (1− 1

n).

Evaluation of the binomial distribution shows that Pr(B(2n + 1, x)) > n) ≥
0.999999 if n ≥ 7 and x ≥ 0.95. Hence, given σ∗n, A is elected with probability larger
than 99.9% in the states α1 and β1. Finally, the claim follows since these states oc-
cur with probability larger than (1− 1

n). The fourth step finishes the calculations
for the example.



44 | 1 Voter Persuasion and Information Aggregation in Elections

1.B.3 Proof of Lemma 1

1.B.3.1 Preliminaries: Voter Inference

The basic arguments of the previous discussion of the voters’ inference from Section
1.4.2.2 extend to the general case.

Consider the signal z and the inference about the relative likelihood of α2 and β2.
As in Claim 3, for any strategy used by the other voters, the pivotal event contains
no information about the relative probability of α2 and β2 as the electorate grows
large.

Claim 7. Given any parameters (x, r, y) ∈ [0, 1]3 and any sequence of strategies
(σn)n∈N,

limn→∞
Pr(piv|α2;σn,πx,r,y

n )
Pr(piv|β2;σn,πx,r,y

n )
= 1. (1.90)

The arguments from the proof of the analogous Claim 3 hold verbatim with the
required changes in notation; therefore, the proof is omitted. Claim 7 and (1.42)
imply, in particular, that

limn→∞
Pr(α|z, piv;σn,πx,r,y

n )
Pr(β|z, piv;σn,πx,r,y

n )
= Pr(α)

Pr(β)
r

1− r
. (1.91)

Next, we consider a signal s ∈ {a, b} and the voters’ inference about the relative
likelihood of α and β. We show that, analogous to Claim 4, for this signal, the
inference from the signal is dominated by the inference from being pivotal if the
election is closer to being tied in states α2 and β2 than in the states α1 and β1.

Claim 8. Take any sequence of strategies (σn)n∈N such that

limn→∞ max
ω2∈{α2,β2}

|q(σn;ω2,πx,r,y
n )− 1

2
|

< limn→∞ min
ω1∈{α1,β1}

|q(σn;ω1,πx,r,y
n )− 1

2
|; (1.92)

then, for s ∈ {a, b},

limn→∞
Pr({α2,β2}|s, piv;σn,πx,r,y

n )
Pr({α1,β1}|s, piv;σn,πx,r,y

n )
=∞. (1.93)

The claim follows from the same arguments as Claim 4, and we omit this proof
as well.

For any sequence of strategies that satisfies (1.92), Claims 7 and 8 imply that,
for signal a,2⁶

26. Recall the convention 1
0 =∞, such that, for x = 1, the following equalities hold in the ex-

tended reals.



1.B Monopolistic Persuasion | 45

limn→∞
Pr(α|a, piv;σn,πx,r,y

n )
Pr(β|a, piv;σn,πx,r,y

n )
= Pr(α2|{α2,β2}, a;σn,πx,r,y

n )
Pr(β2|{α2,β2}, a;σn,πx,r,y

n )

= Pr(α)
Pr(β)

r
1− r

x
1− x

(1.94)

and that for signal b,

limn→∞
Pr(α|b, piv;σn,πx,r,y

n )
Pr(β|b, piv;σn,πx,r,y

n )
= Pr(α2|{α2,β2}, b;σn,πx,r,y

n )
Pr(β2|{α2,β2}, b;σn,πx,r,y

n )

= Pr(α)
Pr(β)

r
1− r

y
1− y

. (1.95)

1.B.3.2 Implementable Beliefs

We use that an equilibrium is equivalently characterized by a vector of beliefs, p∗ =(
p∗a, p∗z , p∗b

)
such that p∗ = ρ

(
σp∗
)
; see (1.13). Take any δ > 0 and let

Bδ =
{

p ∈ [0, 1]3 |
∣∣p− (µα, r0,µβ

)∣∣ ≤ δ} , (1.96)

so that Bδ is the set of beliefs at most δ away from
(
µα, r0,µβ

)
.

We show that Claim 7 and 8 imply that there is a large set of belief triples
(µα, r0,µβ) such that, given σp, the posterior conditional on being pivotal is again
in Bδ, for any p ∈ Bδ, any sufficiently small δ and any sufficiently large n.2⁷

Claim 9. Let (µα,µβ) ∈ [0, 1]2 and r0 ∈ (0, 1) with

|Φ(µα)− 1
2
| > |Φ(r0)− 1

2
| and |Φ(µβ)− 1

2
| > |Φ(r0)− 1

2
|. (1.97)

For any δ > 0 small enough, there exists n(δ) such that for all n ≥ n(δ),

∀p ∈ Bδ : ρ
(
σp;πx,r,y

n , n
)
∈ Bδ (1.98)

for (x, r, y) being the solutions to Pr(α)
Pr(β)

r
1−r

x
1−x = µα

1−µα ,
Pr(α)
Pr(β)

r
1−r

y
1−y = µβ

µβ
, and

Pr(α)
Pr(β)

r
1−r = r0

1−r0 .

Proof. Let πn = π
x,r,y
n . Take any p ∈ Bδ and consider the corresponding strategy σp.

The condition (1.97) implies that for δ small enough, the election is closer to being
tied in the states α2 and β2 than in the states α1 and β1 in expectation as n→∞:

∀p ∈ Bδ: limn→∞ max
ω2∈{α2,β2}

|q(ω2;σp,πn)− 1
2
|

< limn→∞ min
ω1∈{α1,β1}

|q(ω1;σp,πn)− 1
2
|. (1.99)

27. In the following, we use the convention that dividing by zero yields a result of infinity such
that formulas like Pr(α)

Pr(β)
r

1−r
x

1−x = µα
1−µα

make sense for µα ∈ {0, 1}.
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To see why, note that for n large enough, q(α2;σp,πn) ≈ Φ
(
pz
)
and q(β2;σp,πn) ≈

Φ
(
pz
)
since almost all voters receive z in α2 and β2. Also, q(α1;σp,πn) = Φ

(
pa
)

since all voters receive a in α1 and q(β1;σp,πn) = Φ
(
pb
)
since all voters receive

b in β1. In addition, by the continuity of Φ, for δ small enough, we have that
Φ
(
pz
)
≈ Φ

(
r0
)
, Φ
(
pa
)
≈ Φ (µα) and Φ

(
pb
)
≈ Φ

(
µβ
)
. Finally, (1.99) follows then

from Φ
(
r̂
)

= 1
2 and Φ (µω) 6= 1

2 for ω ∈ {α,β}. Now, it follows from (1.99), Claim
8, and its implications (1.94) and (1.95) that

limn→∞ ρa
(
σp;πn, n

)
= µα, (1.100)

limn→∞ ρb
(
σp;πn, n

)
= µβ . (1.101)

for any δ > 0 small enough. Thus, the claim follows from (1.91), (1.100) and
(1.101).

We finish the proof of Lemma 1. Let r = Pr(α)̂r
Pr(α)̂r+(1−Pr(α))(1−r̂) with Φ(r̂) = 1

2 ;
see (1.40). Take any (µα,µβ) with Φ(µα) 6= 1

2 and Φ(µβ) 6= 1
2 . Then, given Claim 9,

ρ(σp) is a self-map on Bδ for δ small enough and n ≥ n(δ). Since ρ(σp) is continuous
in p, it follows from Kakutani’s theorem that there exists a fixed point p∗n ∈ Bδ for
all n large enough, i.e., p∗n = ρ(σp∗n ) and the corresponding behavior σp∗n forms a
sequence of equilibria. Lemma 1 follows from (1.100) and (1.101).

1.B.4 Proof of Proposition 1

We provide the proof for the constant target policy A in both states, i.e.,
(x(α), x(β)) = (A, A). Let the sender use the information structures πn = π

x,r,y
n with

x = y = 1 and r = 1
2 . It follows from Claim 9 that, for any Φ for which (1.49) and

(1.50) hold, there is a δ small enough such that ρ(σp) is a self-map on Bδ = {p ∈
[0, 1]3 : |p− (1, Pr(α), 1)| ≤ δ} for all n large enough.
Since ρ(σp) is continuous in p, it follows from Kakutani’s theorem that there ex-
ists a fixed point p∗n ∈ Bδ for all n large enough, i.e., p∗n = ρ(σp∗n ) and the corre-
sponding behavior σp∗n forms a sequence of equilibria that implements the beliefs
(µα,µβ) = (1, 1). Given (σp∗n )n∈N, the policy A wins in both states; this follows since
voters with an a and b-signal are supporting A with a probability converging to
Φ(1) > 1

2 and from the weak law of large numbers. The other cases are analogous.
This finishes the proof of the lemma.

1.B.5 Proof of Proposition 2 (Basin of Attraction)

Recall that for any strategy σ, the distance between the margin of victory in α2 and
β2 is smaller than 2

n2 in expectation since the probability that a voter receives the
signal z is at least 1− 2

n2 in both the substates. Now, consider any belief p ∈ [0, 1]3

such that under the corresponding strategy σp the margins of victory differ by at
least δ > 0 for any other pair of substates. The theorem follows from the following
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claim: we show that for any such belief p, the twice iterated response is δ-close to
the manipulated equilibrium when n is large enough.

Claim 10. Take any beliefs (µα,µβ) ∈ [0, 1]2 with Φ(µα) 6= 1
2 and Φ(µβ) 6= 1

2 and
the corresponding information structures (πx,r,y

n ) from Lemma 1.
For any δ > 0, there exists n̄ ∈ N s.t., for any p ∈ [0, 1]3 for which∣∣∣|q(ωi,σp,πn)− 1

2
| − |q(ω0

j ,σ
p,πn)− 1

2
|
∣∣∣ > δ, (1.102)

for all ωi ∈ {α1,α2,β1,β2} and ω0

j ∈ {α1,β1} with ωi 6= ω0

j , it holds that, for n ≥ n̄,

|ρ2 (p)−
(
µα, r̂,µβ

)
| < δ. (1.103)

The claim implies Proposition 2 because δ can be chosen arbitrarily small.

Proof. Take any p ∈ [0, 1]3 such that (1.102) holds and consider the corresponding
behavior σp. Denote the best response to σp by σ̃ = σρ(σp;πn,n) and let πn = π

x,̂r,y
n

with x = µα and y = µβ . The critical step is to show that σ̃ satisfies (1.92), i.e., the
expected margin of victory in the states α1 and β1 is larger than in the states α2 and
β2. We show one part of (1.92), namely,

limn→∞ max
ω2∈{α2,β2}

|q(σ̃;ω2,πn)− 1
2
| < limn→∞ |q(σ̃;α1,πn)− 1

2
|.(1.104)

The proof for the second part, the analogous statement where we replace α1 by β1,
is verbatim with the required changes in notation. To prove (1.104), we distinguish
two cases.

Case 1. limn→∞ |q(σp;ω2,πn)− 1
2 | < limn→∞ |q(σp;α1,πn)− 1

2 |.

Given (1.102), the difference is at least δ. Since almost all voters receive signal
z in α2 and β2, the expected vote shares in α2 and β2 differ by much less than δ

2 for
n large enough. So, the expected margin of victory in α1 is larger than the expected
margin of victory in both α2 and β2 for n large enough. It follows from Claim 2 that
for any ω2 ∈ {α2,β2} for which Pr(a|ω2;πn, n) > 0,

limn→∞
Pr
(
ω2|piv, a;σp,πn

)
Pr
(
α1|piv, a;σp,πn

) =∞. (1.105)

Since all voters receive a in α1, it holds q(α1; σ̃,πn) = Φ(ρa(σp)). Since almost all
voters receive z in α2 and β2 (see Figure 1.5), it holds q(α2; σ̃,πn) ≈ Φ(ρz(σ

p))
and q(β2; σ̃,πn) ≈ Φ(ρz(σ

p)). It follows from (1.105) and Claim 7, which says that
conditional on α2 and β2, there is nothing to be learned from the pivotal event, that,
when a voter observes signal a, the inference from the signal probabilities in the
states α2 and β2 pins down the limits of the beliefs conditional on being pivotal,

limn→∞ Pr(α|a, piv;σp,πn) = limn→∞ Pr(α|a, {α2,β2};σp,πn)

= µα; (1.106)
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compare to (1.94). Finally, (1.104) follows from (1.106) and (1.91) together with
Φ(µα) 6= 1

2 and Φ(r̂) = 1
2 . This finishes the first case.

Case 2. limn→∞ |q(σp;ω2,πn)− 1
2 | > limn→∞ |q(σp;α1,πn)− 1

2 |

Given (1.102), the difference is at least δ. Since almost all voters receive signal z
in α2 and β2 (see Figure 1.5), the expected vote shares in α2 and β2 differ by much
less than δ

2 for n large enough. So, the expected margin of victory in α1 is smaller
than the expected margin of victory in both α2 and β2 for n large enough. It follows
from Claim 2 that for ω2 ∈ {α2,β2},

limn→∞
Pr
(
piv|α1;σp,πn

)
Pr
(
piv|ω2;σp,πn

) =∞. (1.107)

Therefore,

limn→∞
ρa(σp;πn, n)

1− ρa(σp;πn, n)

≥ limn→∞
Pr(α) Pr(α1|α) Pr(a|α1) Pr

(
piv|α1;σp,πn

)∑
j=1,2 Pr(β) Pr(βj|β) Pr(a|βj) Pr(piv|βj, a;σp,πn)

,

= Pr(α)
Pr(β)

(1− r
n2 )

(1− r)1
n

1
(1− x) 1

n2

Pr
(
piv|α1;σp,πn

)
Pr
(
piv|β2;σp,πn

)
= ∞, (1.108)

where the equality on the third line follows since the probability of signal a is zero
in β1 and where we used (1.107) for the equality on the last line.
We will show now that (1.108) implies (1.104): to see why, recall that for n large
enough, q(α2; σ̃,πn) ≈ Φ(ρz(σ

p;πn, n)) and q(β2; σ̃,πn) ≈ Φ(ρz(σ
p;πn, n)) since

almost all voters receive z in α2 and β2. Also, q(α1; σ̃ ,πn) = Φ(ρa(σp;πn, n)) since
all voters receive a in α1. In addition, we have that ρz(σp;πn, n) ≈ r̂ by (1.91)
and ρa(σp;πn, n) ≈ 1 by (1.108). Finally, (1.104) follows since Φ(r̂) = 1

2 and since
Φ(1) 6= 1

2 . This finishes the second case.

Now, we finish the proof of Claim 10. Since we just showed that, given σ̃ =
σρ(σp;πn,n), the expected margin of victory in α1 and β1 is larger than in α2 and β2,
it follows from Claim 8 that

limn→∞
Pr
(
{α2,β2}|piv, s; σ̃,πn, n

)
Pr
(
{α1,β1}|piv, s; σ̃,πn, n

) =∞ (1.109)

for any s ∈ {a, b}. It follows from (1.109) and Claim 7, which says that conditional
on α2 and β2, there is nothing to be learned from the pivotal event, that, given
σ̃; when a voter observes signal a, the inference from the signal probabilities in
the states α2 and β2 pins down the limits of the beliefs conditional on being pivotal,
such that (1.94) and (1.95) hold for σn = σ̃. This, together with (1.91) yields Claim
10.
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1.C Persuasion of Privately Informed Voters

This section proves the following lemma that shows the “implementability” of a large
set of beliefs by an appropriate choice of (x, r, y) ∈ (0, 1)3.

Lemma 3. Take any exogenous private signals πc of the voters satisfying (1.20)
and any strictly increasing Φ. There exist 0 < λα < λ < λβ < 1 such that, for any
(µα,µβ) ∈ [0, 1]2 satisfying µα /∈ [λα,λ] and µβ /∈ [λ,λβ], when (x, y) ∈ [0, 1]2

are given by

xλ
xλ+ (1− x) (1− λ)

= µα, (1.110)

yλ
yλ+

(
1− y

)
(1− λ)

= µβ , (1.111)

and r ∈ (0, 1), there exists a sequence of equilibria (σ∗n) given πx,r,y
n such that

limn→∞ Pr
(
α|piv, s2 = a;σ∗n

)
= µα, (1.112)

limn→∞ Pr
(
α|piv, s2 = z;σ∗n

)
= λ, (1.113)

limn→∞ Pr
(
α|piv, s2 = b;σ∗n

)
= µβ . (1.114)

In particular, µα ∈ {0, 1} and µβ ∈ {0, 1} satisfy the conditions of the lemma.
This implies Theorem 4.

1.C.1 Preliminaries

We provide a compact representation of equilibrium as a belief vector, similar to
before in (1.13). Given any strategy σ0 used by the others, the vector of posteriors
conditional on piv and the additional signal s2 ∈ S2 is denoted as

ρ̂(σ0;π, n) = (Pr(α|s2, piv;σ0,π))s2∈S2 , (1.115)

and called the vector of induced priors.2⁸ It follows from the independence of the
additional information and the exogenous information πc that the vector of induced
priors pins down the full vector of the critical beliefs: for any s2 ∈ S2 and any s1 ∈
{u, d},

Pr(α|s1, s2, piv;σ0,π) = ρ̂s2(σ0;π, n) Pr(s1|α)
ρ̂s2(σ0;π, n) Pr(s1|α) + (1− ρ̂s2(σ0;π, n)) Pr(s1|β)

.(1.116)

Recall that the vector of beliefs (Pr(α|s1, s2, piv;σ0,π))(s1,s2)∈{u,d}×S2 is a sufficient
statistic for the unique best response to σ0 for all types; see (1.11). Hence, the vec-
tor of induced priors pins down the best response for all types. Slightly abusing

28. We adopt the terminology from Bhattacharya (2013).
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Figure 1.6. The function q̂(α; p,πc) of the implied vote share in state α and the
function q̂(β; p,πc) of the implied vote share in state β.

notation, for any p = (pa, pz, pb) ∈ [0, 1]3, we let σp be the unique strategy that is
optimal given the induced prior p, i.e., when a voter with signal (s1, s2) believes the
probability of α is

ps2 Pr(s1|α)
ps2 Pr(s1|α) + (1− ps2) Pr(s1|β)

. (1.117)

Equilibrium can be equivalently characterized by a vector of induced priors p∗ =
(p∗a, p∗z , p∗b) such that

p∗ = ρ̂(σp∗;π, n); (1.118)

as before; see (1.13).

For any induced prior p ∈ (0, 1),

q̂(ω; p,πc) =
∑

s1∈{u,d}

Pr(s1|ω;πc)Φ(
p Pr(s1|α)

p Pr(s1|α) + (1− p) Pr(s1|β)
), (1.119)

is the probability that a voter with induced prior p draws a type t and a signal s1 ∈ S1

for which she votes for the outcome A in state ω. Figure 1.6 illustrates the functions
q̂(ω; p,πc).

Since Φ is continuous and strictly increasing, it follows from (1.17) and the in-
termediate value theorem that there exists a unique belief λ such that the implied
vote shares satisfy

q̂(α;λ,πc)− 1
2

= 1
2
− q̂(β;λ,πc); (1.120)
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see Figure 1.6. Let M = q̂(α;λ,πc)− 1
2 .

The boundaries λα and λβ are such that all beliefs outside the intermediate
intervals [λα,λ] and [λ,λβ] imply margins of victory that are larger than the ones
implied by λ in any state ω ∈ {α,β}, i.e., larger than M. Formally, λα and λβ are
given by

q(α;λα,πc) = q(β;λ,πc), (1.121)

q(β;λβ ,πc) = q(α;λ,πc). (1.122)

Figure 1.6 illustrates the boundaries λα and λβ . For a belief p > λβ ,

q̂
(
β; p,π1

)
− 1

2
> M (1.123)

Similarly, for p > λ,

q̂
(
α; p,π1

)
− 1

2
> M (1.124)

Note that when the exogenous information πc of the voters becomes revealing
(the signal likelihood ratios of d and u go to 0 and∞, respectively), then

λα → 0, and λβ → 1. (1.125)

1.C.2 Proof of Claim 6

The Claim 6 in the main text is stated for the information structure πr. Claim 11
below shows the analogous statement for the information structure πx,r,y, noting
(1.127). The same arguments imply Claim 6, and we will therefore omit its proof.

1.C.3 Voter Inference

We show that, when the sender provides additional information (πx,r,y
n )n∈N, the in-

duced prior after z—and thereby the margin of victory in the states α2 and β2—is
the same across all equilibrium sequences and determined uniquely by the exoge-
nous information πc of the voters.

Claim 11. Suppose the additional information is given by (πx,r,y
n )n∈N for some

(x, y) ∈ [0, 1]2 and r ∈ (0, 1), and consider the induced sequence (πn)n∈N of inde-
pendent expansions of πc. For any equilibrium sequence (σ∗n) given (πn),

limn→∞ ρ̂z(σ∗n,πn, n) = λ. (1.126)

Proof. The key idea is that, for any equilibrium sequence (σ∗n)n∈N, the election is
equally close to being tied in expectation in α2 and β2 as n→∞.

limn→∞ q(σ∗n;α2,πn)− 1
2

= limn→∞
1
2
− q(σ∗n;β2,πn), (1.127)

by arguments similar to those from the proof of the CJT; see (1.22).
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Since almost all voters receive z in α2 and β2, the expected vote share in these
states converges to the vote share implied by the induced prior after z; for ω2 ∈
{α2,β2},

limn→∞ q(σ∗n;ω2,πn) = limn→∞ q̂(ω; ρ̂z(σ∗n;πn, n),πc). (1.128)

Recall that λ is the unique induced prior such that the margins of victory are
equal given the implied vote shares; see (1.120). So, (1.127) and (1.128) imply the
claim, (1.126). It remains to show (1.127).

Step 1. For all n and every equilibrium σ∗n, voters with a (z, u)-signal are more likely
to vote A than voters with a (z, d)-signal when n is large enough, i.e.

Φ(ρz,u(σ∗n)) > Φ(ρz,d(σ∗n)). (1.129)

This ordering follows from the likelihood ratio ordering of the signals u and d,
i.e., Pr(u|α;πc)

Pr(u|β;πc) >
Pr(d|α;πc)
Pr(d|β;πc) , and the independence of πx,r,y

n and πc. Using (1.117), we
have Pr

(
α|z, u, piv;σ∗n,πn, n

)
> Pr

(
α|z, d, piv;σ∗n,πn, n

)
. Now, (1.129) follows from

the monotonicity of Φ.

Step 2. For all n and every equilibrium σ∗n, the vote share of A is at most 1
n2 smaller

in α2 than in β2,

q(α2;σ∗n)− q(β2;σ∗n) ≥ − 1
n2 (1.130)

For signals (a, b), the ordering may be the reverse of (1.129). However, in α2

and β2, the likelihood that a voter does not receive signal z is smaller than 1
n2 . So,

this follows from (1.15), given (1.20) and (1.129).

Step 3. For every equilibrium sequence (σ∗n),

limn→∞ ρ̂z(σ∗n;πn, n) /∈ {0, 1}. (1.131)

We have

ρ̂z(σ∗n;πn, n)
1− ρ̂z(σ∗n;πn, n)

= Pr(α)
Pr(β)

Pr(α2|α;πn)
Pr(β2|β;πn)

Pr(piv|α2;σ∗n,πn, n)
Pr(piv|β2;σ∗n,πn, n)

. (1.132)

Suppose that limn→∞ ρ̂z(σ∗n;πn, n) = 0. We show that this implies

limn→∞
Pr(piv|α2;σ∗n,πn, n)
Pr(piv|β2;σ∗n,πn, n)

≥ 1; (1.133)

a contradiction. Since almost all voters receive z in α2 and β2 and since Φ(0) < 1
2 ,

the hypothesis limn→∞ ρ̂z(σ∗n;πn, n) = 0 implies that

limn→∞ q(α2,σ∗n) = limn→∞ q(β2,σ∗n) <
1
2

. (1.134)
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Recall thatΦ(0) < q(ωj;σ) < Φ(1) for any strategy and any substate ωj and note
that the derivative of h(q) = q(1− q) is bounded below by some Lipschitz constant
L > 0 on the compact interval [Φ(0),Φ(1)]. Hence, (1.130) implies

h(q(β2,σ∗n))(
h(q(α2,σ∗n))
h(q(β2,σ∗n))

− 1) = h(q(α2,σ∗n))− h(q(β2,σ∗n)) ≥ − L
n2 . (1.135)

Recall that the function h(q) = q(1− q) is inverseU-shaped with a peak at q = 1
2

and note that it follows from (1.17) and Φ being strictly increasing that 0 < Φ(0) <
1
2 and Φ(1) > 1

2 . Since Φ(0) < q(β2;σ∗n) < Φ(1),

h(q(α2,σ∗n))
h(q(β2,σ∗n))

≥ 1− L
h(q(β2 ;σn))n2 ≥ 1− L

Mn2 (1.136)

for M = min (h(Φ(0)), h(Φ(1))) and all n. It follows from (1.7) that
Pr(piv|α2;σ∗n ,πn,n)
Pr(piv|β2;σ∗n ,πn,n) ≥ (1− L

Mn2 )n. Now, (1.133) follows since limn→∞(1− L
Mn2 )n = 1;

see the analogous argument at the end of the proof of Claim 3. A similar argument
excludes limn→∞ ρ̂z(σ∗n;πn, n) = 1 (using the analogous bound to (1.130)). This
finishes the proof of the step.

Step 4. In every equilibrium sequence (σ∗n)n∈N, the limit of the vote share of A is
larger in α2 than in β2,

limn→∞ q(α2;σ∗n) > limn→∞ q(β2;σ∗n). (1.137)

Since almost all voters receive z in α2 and β2, we have

limn→∞ q(α2;σ∗n) = limn→∞ q̂(α; ρ̂z(σ∗n,πn, n)), (1.138)

limn→∞ q(β2;σ∗n) = limn→∞ q̂(β; ρ̂z(σ∗n,πn, n)). (1.139)

From (1.131), the limits of the posteriors conditional being pivotal, the signal z and
the signals s ∈ {u, d} are interior, and hence, strictly ordered,

0 < limn→∞ Pr
(
α|z, d, piv;σ∗n,πn, n

)
< limn→∞ Pr

(
α|z, u, piv;σ∗n,πn, n

)
< 1.(1.140)

Now, (1.137) follows from (1.138), (1.139), and (1.119), given (1.20), (1.140), and
since Φ is strictly increasing.

We now finish the proof of Claim 11. It follows from (1.131) that voters must
not become certain conditional on being pivotal and the substate being α2 or β2,
i.e., limn→∞ Pr(α|{α2,β2}, piv;σ∗n,πn) /∈ {0, 1}. Hence, Claim 2 requires that

limn→∞

∣∣∣∣q(α2;σ∗n)− 1
2

∣∣∣∣ = limn→∞

∣∣∣∣q(β2;σ∗n)− 1
2

∣∣∣∣ . (1.141)

Given the ordering of the limits of the vote shares from (1.137), the equation (1.141)
implies (1.127). As noted, this completes the proof of Claim 11.
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Consider a voter who received an additional signal s2 ∈ {a, b}. The following
result shows that the inference from the signals is dominated by the inference from
the pivotal event if the election is closer to being tied in states α2 and β2 than in the
states α1 and β1. The arguments are analogous to the ones from the proof of Claims
4 and 8; we therefore omit the proof.

Claim 12. Suppose that the additional information is given by (πx,r,y
n )n∈N for some

(x, y) ∈ [0, 1]2 and r ∈ (0, 1), and consider the corresponding sequence (πn)n∈N of
independent expansions of πc. Take any sequence of strategies (σn)n∈N such that

limn→∞ min
ω1∈{α1,β1}

|q(σn;ω1,πn)− 1
2
| > limn→∞ max

ω2∈{α2,β2}
|q(σn;ω2,πn)− 1

2
|;(1.142)

then, for any s ∈ {u, d}× {a, b},

limn→∞
Pr({α2,β2}|s, piv;σn,πn)
Pr({α1,β1}|s, piv;σn,πn)

=∞. (1.143)

Now, take any sequence of equilibria (σ∗n)n∈N that satisfies (1.142). Claim 12
implies that

limn→∞
Pr(α|a, piv;σ∗n,πn, n)
Pr(β|a, piv;σ∗n,πn, n)

= limn→∞
Pr(α2|a, piv;σ∗n,πn, n)
Pr(β2|a, piv;σ∗n,πn, n)

(1.144)

In the following formula, we omit the dependence on σ∗n and πn. Using Bayes’
rule,2⁹

limn→∞
Pr(α2|a, piv)
Pr(β2|a, piv)

= limn→∞
Pr(α)
Pr(β)

Pr(α2|α)
Pr(β2|β)

Pr(a|α2)
Pr(a|β2)

Pr(piv|α2)
Pr(piv|β2)

= limn→∞
Pr(α|{α2,β2}, piv)
Pr(β|{α2,β2}, piv)

Pr(a|α2)
Pr(a|β2)

. (1.145)

Note that limn→∞ ρ̂z(σ∗n;πn, n) = limn→∞ Pr(α|{α2,β2}, piv;σ∗n,πn, n) such that
Claim 11 implies

limn→∞ Pr(α|{α2,β2}, piv;σ∗n,πn, n) = λ. (1.146)

Using (1.144), (1.145), (1.146), and the definition of the information structure
π

x,r,y
n , we conclude

limn→∞
Pr(α|a, piv;σ∗n,πn)
Pr(β|a, piv;σ∗n,πn)

= x
1− x

λ

1− λ
. (1.147)

Similarly, for the additional signal b,

limn→∞
Pr(α|b, piv;σ∗n,πn, n)
Pr(β|b, piv;σ∗n,πn, n)

= y
1− y

λ

1− λ
. (1.148)

29. As before, if x = 1, that is if Pr(a|β2) = 0, using the convention 1
0 =∞, the following equality

holds in the extended reals.
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1.C.4 Fixed Point Argument

In this section, we prove Lemma 3, using the observations from the preceding section.
Let us consider some belief µα /∈ [λα,λ] and some belief µβ /∈ [λ,λβ] with λ,λα,
and λβ given by (1.120), (1.121) and (1.122).
Recall from Section 1.C.1 that equilibrium can be equivalently characterized by a
vector of beliefs p∗ = (p∗a, p∗z , p∗b) such that p∗ = ρ̂(σp∗;π, n); see (1.118). Now, take
any δ > 0 and let

Bδ =
{

p ∈ [0, 1]3 | |p−
(
µα,λ,µβ

)
| ≤ δ

}
.

Take any p ∈ Bδ and the corresponding strategy σp. We define a constrained best-
response function as its “truncation” to Bδ:

ρ̂tr
a (σp) =


µα − δ if ρ̂a(σp) < µα − δ,
µα + δ if ρ̂a(σp) > µα + δ,

ρ̂a(σp) else.

(1.149)

The components ρ̂tr
z and ρ̂tr

b are defined in the analogous way. The function ρ̂tr(σp) is
continuous in p such that Kakutani’s theorem implies that ρ̂tr(σp) has a fixed point
p∗ ∈ Bδ.

Any fixed point p∗ of ρ̂tr is shown to be in the interior of Bδ when n is large
enough and δ is small enough, i.e., ρ̂tr(σp∗) = ρ̂(σp∗):

Claim 13. Consider any µα /∈ [λα,λ] and any µβ /∈ [λ,λβ]. Consider the sequence
of independent expansions (πn)n∈N of πc with additional information (πx,r,y

n )n∈N
where µα = xλ

xλ+(1−x)(1−λ) and µβ = yλ
yλ+(1−y)(1−λ) and r ∈ (0, 1).

For any δ > 0 small enough, there exists n(δ) ∈ N such that for all n ≥ n(δ), any
fixed point of ρ̂tr is in the interior of Bδ.

Proof. Pick some p for which pz is on the boundary. We show p cannot be a fixed
point for n large enough and δ small enough. First, suppose pz = λ− δ. Then, given
σ and as n→∞, the margin of victory in α2 is strictly smaller than the margin of
victory in β2, given the definition of λ; see (1.120). Hence, Claim 2 implies that
limn→∞

Pr(piv|α2;σp,πx,r,y
n ,n)

Pr(piv|β2,σp,πx,r,y
n ,n)

=∞. This implies, limn→∞ ρ̂z(σp;πx,r,y
n , n) = 1. For any n

large enough this contradicts pz = λ− δ and so p is not a fixed point of ρ̂tr(σp). In
the same way we can exclude that pz = λ+ δ for any n large enough. In general,
the same argument implies that, for n large enough, for any fixed point p∗,

ρ̂z(σp∗) ≈ λ. (1.150)

Given the assumptions on µα,µβ , we can choose δ > 0 small enough such that, for
any p ∈ Bδ and the corresponding behavior σp, the expected margins of victory in
the states α2 and β2 are strictly smaller than the expected margins of victory in the
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states α1 and β1, i.e., σp satisfies (1.142). Therefore, it follows from Claim 12 and
(1.150) that (1.147) and (1.148) hold; hence, given the definition of ρ̂

ρ̂a(σp∗) ≈ µα, (1.151)

ρ̂b(σp∗) ≈ µβ . (1.152)

We conclude that any fixed point p∗ of ρ̂tr is interior when δ is small enough and n
is large enough.

Now, we finish the proof of Lemma 3. Note that the strategy σp∗ corresponding
to any interior fixed point p∗ of ρ̂tr is an equilibrium. Therefore, Claim 13 implies
the existence of a sequence of equilibria (σ∗n)n∈N for which (1.150), (1.151), and
(1.152) hold. This finishes the proof of Lemma 3.
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Chapter 2

Voter Attention and Distributive
Politics

2.1 Introduction

This paper studies how endogenous attention to politics affects social welfare and
its distribution. It is guided by the empirical observation that voters that care more
about a political issue will acquire more information about it.1

I propose a model of an election over a distributive reform with uncertain con-
sequences.Examples of such reforms are numerous: a trade reform opens new mar-
kets for exporting firms but threatens the prospects in other sectors;a public health
policy reform makes certain treatments more accessible to some citizens, while im-
plying price increases for a range of pharmaceuticals needed by others; and a new
education reform benefits some children but affects others negatively. In all these
examples, some voters are ex-ante uninformed about the consequences of the re-
form, e. g. which sectors gain from a trade reform, or if their child benefits from
education reform. However, they hold private information about their exposure to
the proposed reform, that is, about the magnitude of their preference intensities:
older people care more about healthcare issues, while changes in education policy
are more relevant to citizens with children (Iyengar, Hahn, Krosnick, and Walker,
2008).

Are referenda and elections efficient mechanisms of collective choice in such
situations? This paper considers a modified version of the canonical setting by Fed-
dersen and Pesendorfer (1997). Relative to Feddersen and Pesendorfer (1997), the
voters’ information about the policies is endogenous and the setting allows that the
voters have conflicting interests (distributive politics). There are two possible poli-
cies: a reform and a status quo. Voters’ preferences over policies are heterogeneous

1. This is known as the “issue publics hypothesis” (Converse, 1964). See e.g. Krosnick (1990)
and Henderson (2014), and Carpini and Keeter (1996) for an overview about the American public’s
factual knowledge about politics.
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and depend on an unknown, binary state in a general way (some voters may prefer
the reform only in the first state, others may prefer the reform only in the second
state, while some “partisans” may prefer one of the policies independently of the
state). The preferences are each voter’s private information. Besides, all voters can
receive information about the state in the form of a noisy signal, and each voter
freely chooses the precision of her private signal. More precise information is more
costly. Upon receiving their signals, all citizens vote simultaneously. The election de-
termines the outcome by simple majority rule. Feddersen and Pesendorfer (1997)
have shown that when voters receive conditionally i.i.d. signals of some exogenous
quality and their preferences are “monotone” in all equilibria of large elections the
outcome preferred by the median voter is elected state-by-state.2 In many situations
where voters have conflicting interests this is not the first-best outcome: for example,
when 51% of the citizens marginally benefit from a reform, while the other 49% are
severely impacted by it.

In our setting, elections either lead to the full-information outcome, but other-
wise lead to outcomes that are only preferred by a minority ex-post (Theorem 2).
This is the case when a minority of the voters is more severely affected by the re-
form. As a consequence, the minority will be better informed. Importantly, the more
information the minority voters acquire, the more they correlate their vote with the
unknown state of the world, thereby pushing the outcome in their favorite direction
in each state. When voters of the minority group acquire substantially more infor-
mation than others, they coordinate well on voting for their preferred policy, and
this policy will indeed be elected in each state.

We provide the result that election outcomes are as if the decision weight of a
citizen is proportional to how informed she is, provided the cost of voters to acquire
political information are not “too high”. This has important implications: first, when
information cost are extremely low, all voters are relatively well informed, the im-
plicit decision weights of citizens are approximately equal, and election outcomes
almost always lead to majority-preferred outcomes. Second, uninformed citizens
have no voting power, similar to voters that abstain due to voting being costly. Third,
elections may be susceptible to targeted informational interventions of third-parties,
which we will discuss in Section 2.6.

The main result characterizes which group of voters sharing a common inter-
est will win the election. For this, we aggregate the decision weights of the citizens
to describe the power of voter groups with common interests. A group’s power in-
creases in its size and the group’s welfare at stake. The main result shows that the
group with the larger power wins the election in each state. Under an independence
condition,this yields sharp welfare predictions: elections lead to outcomes that max-
imize a weighted welfare rule. The weight of a voter is higher when her utilities are

2. The preference distribution of the voters is “monotone” if a higher belief in the first state
entails that more voters prefer the reform.
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higher, but less so, when information is more cheap. For example, for intermediate
cost, each citizen’s information and weight turn out to be proportional to her utility.
Then, elections lead to utilitarian outcomes.3

The main result describes the properties of limit equilibria with state-dependent
election outcomes in large electorates. Thereby, we show, in particular, existence of
such informative limit equilibria. This is economically surprising since voters of a
large electorate face a severe free-rider problem when acquiring private informa-
tion is costly, much similar to the reasoning in Downs’ paradox of voting (Downs,
1957). The existence of informative limit equilibria relies on the observation that
information acquisition in elections can be complementary, which we discuss in Sec-
tion 2.4.5.4. This complementarity also drives an equilibrium multiplicity. Citizens
may coordinate on paying much or very few attention to politics (Theorem 4).

In Section 2.6, we provide several extensions: first, we discuss the role of polar-
ization of utilities within voter groups, and show that a more polarized group has a
smaller electoral power and sufficiently much polarization, ceteris paribus, will lead
the group to lose the election (Theorem 6). Second, we provide an extension where
the cost of information of voters is heterogeneous, capturing that citizens have dif-
ferent abilities to access and interpret political information. Third, we discuss the
potential of manipulative information provision by third-parties and its effective-
ness.

In Section 2.7, we discuss the paper’s contribution to the literature on voting cost
and vote buying, especially Krishna andMorgan (2011) and Lalley andWeyl (2018).
We also discuss the contribution to the literature on distributive politics, especially
Fernandez and Rodrik (1991), and to the literature on information aggregation in
elections: both modifications relative to Feddersen and Pesendorfer (1997) that are
made in this paper have been studied before, but not together: Martinelli (2006) has
studied a variant with endogenous information, and shown that the median voter
theorem also holds, but only if voters can acquire relevant political information at a
cost that is “not too high,” thereby establishing the first existence result for informa-
tive equilibrium sequences.⁴ Bhattacharya (2013a) has shown that the median voter
result generalizes to settings with conflicting interests.⁵ Importantly, his model does
not allow to study the role of the intensity of preferences since the result is invariant

3. I also show that aggregate cost of the voters converge to 0 as the electorate grows large such
that the equilibrium sequences with utilitarian outcomes imply first-best results, even when taking
into account the cost of voters, see Lemma 12.

4. Formally, what matters for the result is how fast cost goes to zero when a voter chooses an
arbitrarily uninformative signal. Basically, the critical condition is that elasticity of the cost function
at the precision of the uninformative signal is large enough. The same condition is necessary in this
paper for the existence of limit equilibria with non-trivial state-dependent outcomes, as the electorate
grows large.

5. Bhattacharya (2013a) also shows that the result breaks down when preferences are non-
monotone; in particular, even minimal non-monotonicities turn around welfare predictions.
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to scaling the intensities of specific groups of voters. The paper also relates to a liter-
ature studying the interaction of limited attention of voters and the policy choices of
political platforms. Matějka and Tabellini (2017) study this question in a probabilis-
tic voting model.⁶ There, citizens who pay attention are more responsive to policy
changes, and as a consequence, political candidates offer policies catered to more
attentive citizens. What differs is that in their work, endogenous attention distorts
equilibrium policies away from first-best policies; in other words, the welfare im-
plication is in the opposite direction relative to this paper. Second, the mechanism
how attention affects policy outcomes is distinct from this paper, where information
implicitly allows voter groups to coordinate more strongly, thereby enhancing their
electoral power.

A Two-Type Example

The following extreme setting shows how a minority can overcome the dominance
of a majority by correlating their vote more strongly with the state than the majority.
Thereby, we illustrate how utilitarian outcomes can be elected, even when a major-
ity of the voters do not prefer the outcome ex-post.⁷ There are 2n + 1 voters. With
probability 1 > λ > 1

2 , a voter is aligned and prefers the reform A over the status
quo B only in α and B over A in β. Otherwise, a voter is contrarian and prefers A in β
and B in α.⁸ An aligned voter gets a small utility of ε > 0 when her preferred policy
is adopted, while a contrarian voter gets a utility of 1 when her preferred policy is
adopted. Each voter can either get a private, perfect signal about the state at a given
cost c > 0 or an uninformative signal at no cost. The common prior about the state
is uniform, i.e., Pr(α) = 1

2 . Let ε is sufficiently small such that ελ < (1− λ); hence,
in order to maximize utilitarian welfare, the election should choose the contrarians’
prefered policy.
Consider three scenarios: zero, intermediate and high cost. When cost is zero, i.e.
c = 0, all voters become perfectly informed about the state and the outcome pre-
ferred by the median voter is elected in each state. When the cost is very high, e.
g. c > 1, nobody gets informed, and the policy elected is independent of the state.
Now, suppose that only the contrarians receive the perfect signal, and vote for their
prefered outcome in each state; the aligned have no information about the state and
vote for each policy with the same probability, i.e. 50− 50. Then, in each state, the
outcome preferred by the contrarians is elected as the electorate grows large. We
claim that this behaviour is an equilibrium for an intermediate range of cost c. The

6. See also Hu and Li (2018).
7. We do not discuss the welfare effects of the cost for the example since it turns out that the

aggregate cost is arbitrarily small in the equilibria of the main model when the electorate is large,
n→∞ (see Section 2.6.4).

8. The terminology used to label the voter types carries no economic meaning whatsoever but
only relates to the notation. Aligned voters prefer the outcome that is “aligned” with the state.
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relevant observation is that the value of information is higher for the contrarians
since ε < 1. As a consequence, there are intermediate levels of cost that exceed the
value of information for the aligned, but not for the contrarians.⁹

2.2 Model

There are 2n + 1 voters (or citizens), two policies A and B, and two states of the
world ω ∈ {α,β} = Ω. The prior probability of α is Pr (α) ∈ (0, 1).

Voters have heterogeneous and state-dependent preferences. A voter’s prefer-
ence is described by a type t = (tα, tβ), where tω ∈ [−1, 1] is the utility of A in ω.
The utility of B is normalized to zero, so that tω is the difference between the utilities
of A and B in ω. The types are identically distributed across voters according to a
cumulative distribution function H : [−1, 1]2 → [0, 1] that has a continuous density
h. A voter’s type is her private information. Each voter privately observes a binary
signal s ∈ {a, b} about the state. The joint distribution of the type and the signal of
a voter is independent of the distribution of the signals and the types of the other
voters conditional on the state.
The voting game is as follows. First, nature draws the state and the profile of types
t according to H. Second, after observing her type, each voter chooses a precision
x(t) ∈ [0, 1

2] of her signal, that is
1
2 + x(t) = Pr(a|α) = Pr(b|β). Then, private sig-

nals realize. After observing her private signal, each voter simultaneously submits a
vote for A or B. Finally, the submitted votes are counted and the majority outcome
is chosen.
There is a strictly increasing, strictly convex, and twice continuously differentiable
cost function c : [0, 1

2]→ R+ and when choosing precision x, the voter bears a cost
c(x) where c(0) = 0. There is d > 1 such that1⁰

limx→∞
c0(x)
xd−1 ∈ R. (2.1)

A strategy σ = (x,µ) of a voter consists of a function x : [−1, 1]2 → [0, 1
2]mapping

types to signal precisions and of a function µ : [−1, 1]2 × {a, b}→ [0, 1] mapping
types and signals to probabilities to vote A, i.e., µ(t, s) is the probability that a voter

9. For completeness, note that without the private signal, a citizen is indifferent between voting
for either of the policies. First, recall that the prior is Pr(α) = 1

2 . Second, the citizens do not infer
anything about the state from conditioning on being pivotal for the election outcome. This is because
the event in which the citizen’s vote affects the outcome is equally likely in each state in the candidate
equilibrium since in β the reform wins with the same margin of

[
λ 1

2 + (1− λ)
]
− 1

2 = 1
2 (1− λ) and

in α the reform loses with a margin 1
2 (1− λ) in expectation.

10. It will be a direct insight from the preliminary results in the next section that without the
condition d > 1, no voter acquires any information in equilibrium when n is sufficiently large; see
(2.18).
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of type t with signal s votes for A. I consider only non-degenerate strategies.11 I ana-
lyze the Bayes-Nash equilibria of the Bayesian game of voters in symmetric strategies,
henceforth called equilibria.

2.2.1 Preferences

Figure 2.1 shows the area of possible preference types. Voters having types t in the
north-east quadrant prefer A for all beliefs and voters having types t in the south-
west quadrant always prefer B (partisans). Voters having types t in the south-east
quadrant prefer A in state α and B in β (aligned voters), and voters having types
t in the north-west quadrant prefer B in state α and A in β (contrarian voters). To
simplify the exposition, in the rest of the paper, we only consider strategies σ where
the partisans use the (weakly) dominant strategy to vote for their preferred policy.12

Aggregate Preferences. A central object of the analysis is the aggregate prefer-
ence function

Φ(p) = PrH({t : p · tα + (1− p) · tβ ≥ 0}), (2.2)

which maps a belief p ∈ [0, 1] about the state being α to the probability that
a random type t prefers A given p. Figure 2.1 illustrates Φ: the (colored) line
corresponds to the set of types t = (tα, tβ) that are indifferent between policy A
and policy B when holding the belief p. Voters having types to the north-east prefer
A given p (shaded area); these types have mass Φ(p). The indifference set has a
slope of −p

1−p and an increase in p corresponds to a clockwise rotation of it. Given
that H has a continuous density, Φ is continuously differentiable in p.

I assume that

Φ(0) <
1
2

, and Φ(1) >
1
2

(2.3)

such that the median-voter preferred outcome is A in α and B in β. In particular, this
excludes the cases when there is a majority of partisans for one policy in expectation.
I also make the genericity assumption that Φ is not constant on any open interval.13
Henceforth, I will call distributionsH that have a continuous density and satisfy (2.3)
simply preference distributions. The set of the aligned types is denoted L = {t : tα >

11. A strategy σ is degenerate if µ(t, s) = 1 for all (t, s) or if µ(t, s) = 0 for all (s, t). When all
voters follow the same degenerate strategy and there are at least three voters, if one voter deviates to
any other strategy, then the outcome is the same. Therefore, the degenerate strategies with x = 0 are
trivial equilibria.

12. In fact, for any non-degenerate strategy, I show that the likelihood that a given voter is pivotal
for the election outcome is non-zero (see Section 2.3.1) such that voting for the preferred policy while
not acquiring any information is the unique strict best response for all partisans.

13. This assumption is known from the literature, see Bhattacharya (2013b).
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Figure 2.1. The preference types

0, tβ < 0} and the set of the contrarian types is denoted C = {t : tα < 0, tβ > 0} and
g ∈ {L, C} is the generic symbol for a voter group, aligned or contrarians.

Threshold of Doubt and Preference Intensity It is useful to view types as in-
formation about, first, the relative preference intensities across states,

y(t) = −tβ
tα − tβ

, (2.4)

and, second, the total intensity,

k(t) = tα − tβ . (2.5)

For any aligned type t, y(t) and k(t) together uniquely pin down t.1⁴ Similarly, for any
contrarian type t, y(t) and k(t) together uniquely pin down t. Recall that a strategy
describes a voting choice and an information choice for each type. Section 2.3 shows
that the threshold of doubt y(t) determines the voting choice of (non-partisan) types,
and the total intensity determines the information choice.

2.3 Citizens’ Votes and Information

2.3.1 Threshold of Doubt Pins Down Vote

Take any strategy σ = (x,µ) of the voters. The probability that a voter of random
type votes for A in state ω ∈ {α,β} is denoted q(ω;σ). A simple calculation shows

14. For t ∈ L, y(t)k(t) = tβ , and (1− y(t))k(t) = tα.



66 | 2 Voter Attention and Distributive Politics

that

q (α;σ) =
∫

t∈[−1,1]2
(
1
2

+ x(t))µ(t, a) + (
1
2
− x(t))µ(t, b)dHt, (2.6)

and

q (β;σ) =
∫

t∈[−1,1]2
(
1
2
− x(t))µ(t, a) + (

1
2

+ x(t))µ(t, b)dHt. (2.7)

I also refer to q (ω;σ) as the (expected) vote share of A in ω.

Pivotal Voting. Take a single citizen, and fix a strategy σ0 of the other voters.
The given citizen’s vote determines the outcome only in the event when the votes
of the other citizens tie, denoted piv. Thus, a strategy is optimal if and only if it is
optimal conditional on the pivotal event piv. The probability that the votes of the
other citizens tie in ω is

Pr
(
piv|ω;σ0, n

)
=
(

2n
n

)(
q
(
ω;σ0

))n (1− q
(
ω0;σ

))n . (2.8)

since conditional on the state, the type and the signal of a voter is independent of
the types and the signals of the other voters. For any type t of the given citizen,
and given the precision choice x(t), let Pr(α|s, piv;σ0, n) be the posterior probability
of α conditional on having received the private signal s and conditional on being
pivotal when the other voters use σ0. We conclude that, µ is part of a best response
σ = (x,µ) if and only if for all t = (tα, tβ) and for the signal precision x(t),

Pr(α|s, piv;σ0, n) · tα + (1− Pr(α|s, piv;σ0, n)) · tβ > 0⇒ µ (s, t) = 1, (2.9)

Pr(α|s, piv;σ0, n) · tα + (1− Pr(α|s, piv;σ0, n)) · tβ < 0⇒ µ (s, t) = 0, (2.10)

that is, a voter supports A if the expected value of A conditional on being pivotal and
s is strictly positive and otherwise supports B. Note that for each aligned type t ∈ L,
(1.3) and (1.4) are equivalent to

Pr(α|s, piv;σ0, n) > y(t)⇒ µ(t, s) = 1, (2.11)

Pr(α|s, piv;σ0, n) < y(t)⇒ µ(t, s) = 0; (2.12)

and for all contrarian types t ∈ C, (1.3) and (1.4) are equivalent to

Pr(α|s, piv;σ0,σ, n) > y(t)⇒ µ(t, s) = 0, (2.13)

Pr(α|s, piv;σ0,σ, n) < y(t)⇒ µ(t, s) = 1, (2.14)

We see that y(t) is the unique belief that a makes a voter of type t indifferent, thereby
qualifying the name threshold of doubt.
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2.3.2 Preference Intensity Pins Down Information Level

What is the marginal value of information to a citizen? Take an aligned voter, and
fix the likelihood x(t) > 0 of her receiving a correct signal about the state. At the
end of this section, we establish that she votes A after a and B after b (Lemma 1),
that is, she votes for her preferred policy in each state whenever receiving a “correct
signal” . When she is not pivotal, the policy elected is independent of her private
precision x(t). In the pivotal event, using Lemma 1, her expected utility from the
elected policy is

Pr(piv|σ0, n) Pr(α|piv;σ)(
1
2

+ x(t))tα (2.15)

in state α, and

Pr(piv|σ0, n) Pr(β|piv;σ)(
1
2
− x(t))tβ (2.16)

in state β, where we used that the utility from B is normalized to zero.1⁵ Therefore,
the marginal benefit of a higher precision x(t) is

MB(x(t);σ0, n) (2.17)

= Pr(piv|σ0, n)(Pr(α|piv;σ)tα − Pr(β|piv;σ)tβ)

= Pr(piv|σ0, n)k(t)c1(y(t))

for c1(y(t)) = Pr(α|piv;σ)(1− y(t)) + Pr(β|piv;σ)y(t), where we used that tα =
k(t)(1− y(t)) and tβ = k(t)y(t) for the last equation. We see that the total intensity
k(t) is decisive. Finally, for any type t for which it is optimal to acquire some infor-
mation, x(t) > 0, the precision is pinned down by equating marginal benefits and
marginal cost,

c0(x(t)) = MB(x(t);σ0, n) (2.18)

It follows from the strict convexity of c, that for any t, there is a unique solution to
(2.18), denoted x∗(t;σ0, n). Moreover, x∗(t;σ0, n) is continuously differentiable by
an application of the implicit function theorem, and, given (2.1),

x∗(t;σ, n) ≈ MB(x(t);σ0, n)
1

d−1 . (2.19)

15. Similarly, in the pivotal event, a contrarian’s expected utility when choosing x(t) is

Pr(piv;σ0, n) Pr(α|piv;σ)(
1
2
− x(t))tα

in state α, and

Pr(piv;σ0, n) Pr(β|piv;σ)(
1
2

+ x(t))tβ

in state β.



68 | 2 Voter Attention and Distributive Politics

Lemma 1. Take any strategy σ0. The function µ is part of a best response σ = (x,µ)
if and only if

∀t ∈ L : x(t) > 0⇒ µ(t, a) = 1 and µ(t, b) = 0, (2.20)

∀t ∈ C : x(t) > 0⇒ µ(t, a) = 0 and µ(t, b) = 1. (2.21)

The proof is in the Appendix.

2.3.3 Information Acquisition Region

The critical types t with y(t) = Pr(α|piv;σ0, n) are indifferent between A and B with-
out further information, given (2.11) - (2.14). Lemma 2 shows that, for each total
intensity k = k(t) ∈ [0, 2], only types in a certain interval around the critical types
acquire information.

Lemma 2. Let σ0 be a strategy with limn→∞ Pr(α|piv;σ0, n) ∈ (0, 1). When
n is large enough, for any k ∈ (0, 2) and any g ∈ {L, C} there are φ−g (k) <
Pr(α|piv;σ0, n) < φ+

g (k) for such that for any best response σ = (x,µ) to σ0 and
any type t ∈ g with k(t) = k,

x(t) > 0 ⇔ y(t) ∈ [φ−g (k),φ+
g (k)], (2.22)

The proof is in the Appendix. Figure 2.2 illustrates the functions φ−g and φ+
g . For

intuition: one can show that y(t) ≥ φ−g (k) if and only if

Pr(α|piv)
Pr(β|piv)

1
2 − x∗∗(t)
1
2 + x∗∗(t)

≤ y(t)
1− y(t)

, (2.23)

and y(t) ≤ φ+
g (k) if and only if

y(t)
1− y(t)

≤ Pr(α|piv)
Pr(β|piv)

1
2 + x∗∗(t)
1
2 − x∗∗(t)

, (2.24)

for x∗∗(t;σ, n) = x∗(t;σ, n)(1− c(x∗(y,k;σ,n))
x∗(t;σ,n)c0(x∗(t;σ,n))), where x∗(t;σ, n) is the solution

to the first-order condition (2.18). Thus, to decide if to acquire any information, a
voter discounts the precision x∗(t;σ, n) of her optimal informative signal by a certain
cost factor, and then considers if, given the discounted precision, one of the signals,
a or b, sways her opinion on which policy to vote for or if none of the signals sways
her.

For the later equilibrium analysis, it is key to observe that the region of types
acquiring information vanishes as n→∞. This observation will allow us to under-
stand the aggregate information acquisition of large electorates by local approxima-
tions.
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Lemma 3. Take any σ0. Take the best response σ = (x,µ). Then, for any k ∈ [0, 2],

limn→∞ φ
+
g (k) = limn→∞ Pr(α|piv;σ0, n) = limn→∞ φ

−
g (k). (2.25)

We claim that limn→∞ Pr
(
piv|σ, n

)
= 0, that is, the pivotal likelihood goes to

zero as n→∞. In fact, a Stirling approximation of the binomial coefficient and
(2.8) yields1⁶ 1⁷

Pr
(
piv|ω;σ, n

)
≈ 4n(nπ)−

1
2

[
q(ω;σ)(1− q(ω;σ)

]n
, (2.26)

and limn→∞ Pr
(
piv|σ, n

)
= 0 follows from (2.26) since q(1− q) is bounded above

by 1
4 on [0, 1]. Importantly, this implies

x∗(t;σ, n)→ 0, (2.27)

given (2.19) and (2.17). Hence, x∗∗(t;σ, n)→ 0. This, together with (2.23) and
(2.24) implies (2.25).

2.4 Informative Equilibrium Sequences

In the following, for the ease of the exposition, we takeΦ to be strictly monotone. The
results in the general case do not differ qualitatively, and are provided in Section 2.6.

16. The notation xn ≈ yn describes that two sequences (xn)n∈N and (yn)n∈N are asymptotically
equivalent in the following sense: limn→∞

xn
yn

= 1.
17. Stirling’s formula yields (2n)! ≈ (2π)

1
2 22n+ 1

2 n2n+ 1
2 e−2n and (n!)2 ≈ (2π)n2n+1e−2n. Conse-

quently,
(

2n
n

)
≈ (2π)−

1
2 22n+ 1

2 n−
1
2 = 4n(nπ)−

1
2 .
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We consider a sequence of elections along which the electorate’s size 2n + 1 grows.
For each n and a strategy σn, we calculate the probability that a policy z ∈ {A, B}
wins the support of the majority of the voters in state ω, denoted Pr(z|ω;σn, n).
We are interested in the limits of Pr(z|ω;σ∗n, n) for equilibrium sequences (σ∗n)n∈N.
We are particularly interested in equilibrium sequences where citizens vote in an
informed manner such that the election outcomes differ across the states,

limn→∞ Pr(A|α;σn, n) 6= limn→∞ Pr(A|β;σn, n), (2.28)

which we call informative.1⁸

2.4.1 Information Weighted Majority

What will matter in informative equilibria is if the aligned voters or the contrarian
voters acquire more information, that is if∫

t∈L
x(t)dH(t) >

∫
t∈C

x(t)dH(t). (2.29)

The precision x(t) of a voter will play the role of an implicit decision weight of each
voter. We will show that, in large electorates, in all states, the policy preferred by the
aligned is elected when the sum of their decision weights is larger than that of the
contrarians, and vice versa. A heuristic explanation is this: when all citizens acquire
some information, x(t) > 0,

q(α;σ∗n) =
[ ∫

t∈L

1
2

+ x(t)dH(t) +
∫

t∈C

1
2
− x(t)dH(t)

]
, (2.30)

q(β;σ∗n) =
[ ∫

t∈L

1
2
− x(t)dH(t) +

∫
t∈C

1
2

+ x(t)dH(t)
]
, (2.31)

given Lemma 1. Hence,

q(α;σ∗n) >
1
2
> q(β;σ∗n)

⇔
∫

t∈L
x(t)dH(t) >

∫
t∈C

x(t)dH(t). (2.32)

Thus, whenever (2.29) holds, a majority of citizens votes for A in α and B in β, that
is for the outcomes prefered by the aligned. What this heuristic does not capture
though is that the uninformed types, x(t) = 0, may play a role in the election unless
they randomize their vote 50− 50.

In Section 2.4.2, we describe
∫

t∈g x(t)dH(t) in terms of the primitives of the
model, thereby uncovering how the properties of a voter group g determine the

18. For large classes of settings, any typical efficiency measure, for example, full-information
equivalence or utilitarian efficiency, requires equilibrium sequences to be informative.
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endogenous information and the electoral power of the group. In Section 2.4.3,
we state and prove the main result, characterizing all informative equilibrium se-
quences, thereby showing the somewhat surprising implication that the uninformed
types (mis)coordinate on voting 50− 50 in the aggregate.

2.4.2 Information and Power of Voter Groups

The following result shows that, when n is large, the information
∫

t∈g x(t)dH(t) ac-
quired by a voter group is proportional to the mass of the critical types in the voter
group and proportional to a weighted mean of the intensities of these critical types.
The weight of the intensities depends on the limit elasticity of the cost function,
d = limx→0

c0(x)x
c(x) , which can be interpreted as a measure of how “cheap” informa-

tion of low precision is.1⁹ The proof uses Lemma 3 and is provided in Section 2.4.2.1
and Section 2.4.2.2.

Lemma 4. Let g ∈ {L, C}. Take any strategy σ0. Let p̂ = limn→∞ Pr(α|piv;σ0, n) ∈
(0, 1), and

W(g, p̂) = Pr({t : t ∈ g}) Pr({t : y(t) = p̂}|t ∈ g)︸ ︷︷ ︸
likelihood of critical types

E(k(t)
2

d−1 |y(t) = p̂, t ∈ g)︸ ︷︷ ︸
weighted mean intensity of critical types

.

For the best response σ = (x,µ) to σ0,∫
t∈g

x(t)dH(t) ≈ W(g, p̂) Pr(piv|σ0, n)
2

d−1 c2, (2.33)

where c2 > 0 is a constant independent of g.

Note that, in the following, we sometimes denote types by (y, k) instead of t.

2.4.2.1 How Many Voters Acquire Information and How Much

Fix k = k(t). Given Lemma 3, when n is large, only types close to critical type
with y(t) = Pr(α|piv;σ, n) acquire information, x(t) > 0. We show that, as a con-
sequence, all such types choose asymptotically equivalent precisions as n→∞. In
the following, we sometimes drop σ and n to shorten notation.

Claim 1. Take any strategy σ0. Take the sequence of best responses. Let k ∈ [0, 2].
Take any converging sequence (yn)n∈N. If x(yn, k) > 0 for all n,

xn(yn, k)
xn(Pr(α|piv), k)

≈ 1. (2.34)

19. For illustration, take e.g. cd(x) = xd. Then limx→0
cd(x)
cd0 (x) =∞ if d0 > d.
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Proof. Differentiating the first-order condition (2.18) implicitly, we show

limn→∞
∂x∗(y, k;σn, n)

∂y
= 0. (2.35)

in the Appendix. Together with Lemma 3, (2.35) implies (2.34).

We show that the interval of types acquiring information, x(t) > 0, is asymptot-
ically symmetric around the critical type with y(t) = Pr(α|piv).

Claim 2. Take any sequence σ0

n. Take the sequence of best responses σn = (xn,µn).
Then, for any k ∈ (0, 2),

x∗∗n (Pr(α|piv), k)
φ+

g (k)− Pr(α|piv)
≈ x∗∗n (Pr(α|piv), k)

Pr(α|piv)− φ−g (k)
≈ c3, (2.36)

for x∗∗n (y, k) = xn(y, k)(1− c(xn(y,k))
c0(xn(y,k))xn(y,k)), and where c3 is a constant that only de-

pends on limn→∞ Pr(α|piv).

Proof. The proof of Lemma 2 provides also an equivalent description of the boundary
conditions (2.23) and (2.24): the information acquisition interval [φ−g (k),φ+

g (k)] is
implicitly given by

1
2
− x∗∗(φ−g (k), k) = χ(φ−g (k)), (2.37)

1
2

+ x∗∗(φ+
g (k), k) = χ(φ+

g (k)), (2.38)

for χ(y) = Pr(β|piv)y
Pr(α|piv)(1−y)+Pr(β|piv)y .2⁰ Since φ−g (k)→ Pr(α|piv) and φ+

g (k)→
Pr(α|piv) (see Lemma 3) and since χ(Pr(α|piv)) = 1

2 , Taylor approximations of
χ(φ−g (k)) and χ(φ−g (k)) give

χ0(Pr(α|piv))
[
φ+

g (k)− Pr(α|piv))
]
≈ x∗∗(φ+

g (k)), (2.39)

χ0(Pr(α|piv))
[

Pr(α|piv)− φ−g (k)
]
≈ x∗∗(φ−g (k)). (2.40)

Finally, (2.36) follows from (2.39), (2.40), (2.34), and the continuity of c.

2.4.2.2 Aggregate Information of a Voter Group

Denote by f the density of the cumulative distribution function of the threshold of
doubt y(t). Now, we finish the proof of Lemma 4. For this, we show that, fixing the

20. To see how (2.37) and (2.23) relate, rewrite (2.23),
1
2−x∗∗(t)
1
2 +x∗∗(t)

≤ Pr(β|piv)
Pr(α|piv)

y(t)
1−y(t) , and rewrite

further, 1
2 − x∗∗(t) ≤ χ(y). Similarly, for (2.38) and (2.24).
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total intensity k = k(t), the average precision of citizen types is proportional to the
likelihood of the critical type and the weighted intensity k(t)

2
d−1 ,

E(x(t)|k(t) = k, t ∈ g)

≈ f(Pr(α|piv)|k(t) = k, t ∈ g)︸ ︷︷ ︸
likelihood of critical type

k
2

d−1︸︷︷︸
weighted intensity

Pr(piv)
2

d−1 c1. (2.41)

for a constant c1 > 0 that only depends on Pr(α|piv). Then, we aggregate over k to
obtain (2.36). Details for this aggregation are in the Appendix.

First, given Lemma 3, Taylor approximations of the c.d.f yield

f(Pr(α|piv) | k(t) = k, t ∈ g)
[
φ−g (k)− φ+

g (k)
]

Pr({t : φ−g (k) ≤ y(t) ≤ φ+
g (k)} | k(t) = k, t ∈ g)

≈ 1. (2.42)

Combining (2.34), (2.36), and (2.42), for any k,

E(x(t)|k(t) = k, t ∈ g)

≈ xn(Pr(α|piv), k)x∗∗n (Pr(α|piv), k)f(Pr(α|piv)|k(t) = k, t ∈ g)c4

≈ xn(Pr(α|piv), k)2f(Pr(α|piv)|k(t) = k, t ∈ g)c5. (2.43)

for constants c4 6= 0 and c5 6= 0 and where, for the last line, we used that
x∗∗n (Pr(α|piv), k) ≈ d−1

d xn(Pr(α|piv), k) since 1
d = limx→0

c(x)
c0(x)x . We see that what

matters are the likelihood and the precision of the critical type. The precision of
the critical type scales with the total intensity,

x(Pr(α|piv), k)2 ≈ k(t)
2

d−1

[
Pr(piv)c1(Pr(α|piv))

] 2
d−1 , (2.44)

given (2.18), so that (2.44) and (2.43) imply (2.41).

2.4.2.3 Power of a Voter Group

We call

W(g) = W(g, p̂) (2.45)

the power of a voter group, where p̂ is the unique belief p̂ for which the electorates
preferences are split, Φ(p̂) = 1

2 . The next lemma shows that for any informative
equilibrium sequence, the threshold of doubt of the critical types converges to p̂, so
that, given Lemma 4, W(g) measures the amount of information acquired by the
group in any such equilibrium sequence.

Lemma 5. Let Φ(p̂) 6= 1
2 . Then, for any informative equilibrium sequence (σ∗n)n∈N,

limn→∞ Pr(α|piv;σ∗n, n) = p̂. (2.46)
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The proof is provided in the Appendix. There, we show that when (2.46) does
not hold, the vote shares q(ω;σ∗n) do not converge to 1

2 , and as a consequence, the
citizens choose exponentially low levels of precision. This, in turn, implies that the
difference in the vote shares in α and β is exponentially small. Finally, we show
that this implies that the distribution of the election outcome is asymptotically the
same in both states as n→∞, which cannot be true in any informative equilibrium
sequence.

2.4.3 Result

The main result shows that for all informative equilibrium sequences, the outcome
preferred by the group with the larger power is elected as n→∞. Moreover, there
exists an informative equilibrium sequence when information of low precision x ≈ 0
is sufficiently cheap; this will be captured by a condition on the elasticity at zero,
limx→0

c0(x)x
c(x) .21 We call W(L) 6= W(C), W(L) 6=, and W(C) 6= 0 the genericity condi-

tions.

Theorem 1. Let limx→0
c0(x)x
c(x) > 3. Take any preference distribution H satisfying the

genericity conditions and Φ(Pr(α)) 6= 1
2 .

1. For all informative equilibrium sequences (σ∗n)n∈N,

limn→∞ Pr(A|α;σ∗n, n) = limn→∞ Pr(B|β;σ∗n, n)

=

0 if W(L) < W(C),

1 if W(L) > W(C).
(2.47)

2. There is an informative equilibrium sequence (σ∗n)n∈N.

2.4.4 Proof: Power Rule

This section proves the first item of Theorem 1, showing that the order of the power
of aligned and contrarians determines election outcomes. First of all, q(α;σ∗n) >

q(β;σ∗n)⇔
∫

t∈L
x(t)dH(t)∫

t∈C
x(t)dH(t)

> 1,22 so that, given Lemma 4, the order of W(g) pins down

the order of the vote shares: for n large enough,

q(α;σ∗n) > q(β;σ∗n) ⇔ W(L)
W(C)

> 1, (2.48)

21. The same condition appears in Martinelli (2006)’s model as a sufficient condition for infor-
mative and determinate equilibrium outcomes.

22. First, partisans vote the same in both states. Second, for aligned types the likelihood to vote
A in α differs by 2x(t) from the likelihood to vote A in β. Third, for contrarian types the likelihood
to vote A in α differs by −2x(t) from the likelihood to vote A in β. Together, q(α;σ∗n )− q(β;σ∗n ) =∫

t∈L
2x(t)dH(t)−

∫
t∈C

2x(t)dH(t), which implies the equivalence stated.
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The key step is to establish that when the elasticity of the cost function at zero is
sufficiently large, limx→0

xc0(x)
c(x) = d > 3, then, for any equilibrium sequence (σ∗n)n∈N

outcomes are determinate as n→∞,

limn→∞ Pr(A|ω;σ∗n, n) ∈ {0, 1}. (2.49)

in each state ω. For informative equilibrium sequences, this implies that A is elected
in one state, and B in the other. When the vote share for policy A is higher in α than
in β, A is elected in α, and B in β and vice versa when the vote share for policy A
is higher in β than in α. We conclude that (2.48) and (2.49) together imply (2.47).
The following section proves (2.49).

2.4.4.1 Determinate Outcomes

We show that, given d > 3, for any sequence of equilibria, the outcomes are deter-
minate, as n→∞, that is, we prove (2.49).

For this, for any sequence of strategies (σn)n∈N and any n, let q(σn) =

(q(α;σn), q(β;σn)), and denote by s(ω; q(σn)) =
[
q(ω;σn)(1− q(ω;σn)(2n + 1)

] 1
2

the standard deviation of the vote share in ω. Let

δ(ω) = limn→∞
2n + 1

s(ω; q(σn))

[
q(ω;σn)− 1

2

]
(2.50)

be the normalized distance of the expected vote share to the majority threshold as
n→∞.

The proof of (2.49) proceeds in three steps. The first step shows that, as a con-
sequence of the central limit theorem, as n→∞, the asymptotic distribution of the
outcome policies only depends on the distance of the vote share to the majority
threshold in terms of standard deviations, i.e. δ(ω). The proof of this step is in the
Appendix.

Lemma 6. Take any sequence of strategies (σn)n∈N and any state ω ∈ {α,β}. The
probability that A gets elected in ω converges to

limn→∞ Pr(A|ω;σn) = Φ(δ(ω)),

where Φ(·) is the cumulative distribution of the standard normal distribution.

What determines the equilibrium distance of the vote shares to each other, and
thereby their distance to the majority treshold, is how much information the voters
acquire in equilibrium,

q(α;σn)− q(β;σn) = 2
[ ∫

t∈L
x(t)dH(t)−

∫
t∈C

x(t)dH(t)
]
. (2.51)

For the second step, suppose that the election is not determinate in a state ω, e.g.
in α. Given Lemma 6, δ(α) ∈ R. We show that q(α;σn)− q(β;σn) is of of an order
larger than inverse of the standard deviation of the vote share,

limn→∞
[
q(α;σn)− q(β;σn)

]
s(ω; q(σn)) ∈ {∞,−∞}. (2.52)
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if d > 3. To prove (2.52), first, we show that

limn→∞
[
q(α;σn)− q(β;σn)

]
Pr(piv|σn, n)−1 =∞. (2.53)

if d > 3. To see why, note that∫
t∈L

x(t)dH(t)−
∫

t∈C
x(t)dH(t)

≈
[
W(L)−W(C)

]
Pr(piv|σ∗n, n)

2
d−1 c2, (2.54)

given Lemma 4. Using that the pivotal likelihood goes to zero as n→∞, (2.53)
follows from (2.51), (2.54), and the genericity conditions. Second, using the local
central limit theorem, we show that, for all strategies with vote shares close to the
majority threshold as in the lemma, the pivotal likelihood is inversely proportional
to the the standard deviation of the vote share.

Lemma 7. For any sequence of strategies (σn)n∈N. If limn→∞ q(ω;σn) ∈ (0, 1), then

limn→∞ Pr(piv|ω;σn)s(ω; q(σn)) = φ(δ(ω)), (2.55)

where φ the probability density function of the standard normal distribution.

The proof is an application of the local central limit theorem, and provided in
the Appendix.23 Lemma 7 and (2.53) together yield (2.52).

Finally, we prove (2.49). Note that we can write δ(ω) =
limn→∞ s(ω; q(σn))

[
q(ω;σn)− 1

2

]
. Hence, (2.52) implies δ(α)− δ(β) ∈ {∞,−∞}.

Since δ(α) ∈ R, we have δ(β) ∈ {∞,−∞}. Then, Lemma 7 implies that the
inference from the pivotal event is not bounded, and limn→∞ Pr(α|piv, s;σ∗n) = 0
for s ∈ {a, b}. Hence, as n→∞, citizens vote as if they know that β holds, so that
limn→∞ q(α;σ∗n) = Φ(0) < 1

2 , which contradicts δ(α) ∈ R. The assumption that
the election outcome is determinate in β similarly leads to a contradiction.

2.4.5 Proof: Existence

This section proves existence of an informative equilibrium sequence when
limx→0

c0(x)x
c(x) > 3. For this, first, we provide a convenient equilibrium representation.

2.4.5.1 Equilibrium Representation through Vote Shares

It follows from the analysis of the best response in Section 2.2 that, for n large
enough, an equilibrium is a (non-degenerate) strategy σ = (x,µ) that satisfies
(2.11)-(2.14), with σ0 = σ, (2.18) for all types t with x(t) > 0, and (2.22).

23. See Gnedenko (1948), and Davis and McDonald (1995) for the local limit theorem for trian-
gular arrays of integer-valued variables.



2.4 Informative Equilibrium Sequences | 77

I claim that equilibrium can be alternatively characterized in terms of the vector of
the expected vote shares of outcome A in state α and β, i.e.,

q(σ) = (q(α;σ), q(β;σ)). (2.56)

Note that for any σ and any ω ∈ {α,β}, the vote share q(ω;σ) pins down the likeli-
hood of the pivotal event conditional on ω, given (2.8). Given (2.11)-(2.14), (2.18),
and (2.37)-(2.38), the vector of the pivotal likelihoods is a sufficient statistic for
the best response, and therefore q(σ) as well. Given some vector of expected vote
shares q = (q(α), q(β)) ∈ (0, 1) , let σq be the best response to q. Then, σ∗ is an
equilibrium, if and only if, σ∗ = σq(σ∗). Conversely, an equilibrium can be described
by a vector of vote shares q∗ that is a fixed point of q(σ−), i.e.,2⁴

q∗ = q
(
σq∗
)
. (2.57)

In the following, I use the notation Pr(α|piv; q) to denote the posterior consistent
with (2.8) and the vote shares q, and also further analogous notation. The next two
sections provide an analysis of the best response function q(σ−) in two steps. Section
2.4.5.2 describes the pivotal inference given vote shares q. Section 2.4.5.3 describes
the vote shares of the best response, given some pivotal inference about the state.

2.4.5.2 Inference in Large Elections

We record the intuitive fact that voters update toward the substate in which the
vote share is closer to 1/2, that is, in which the election is closer to being tied in
expectation.

Lemma 8. Take any strategy σ for which Pr
(
piv|β;σ, n

)
∈ (0, 1). If∣∣∣∣q (α;σ)−

1
2

∣∣∣∣ < (≤)
∣∣∣∣q (β;σ)−

1
2

∣∣∣∣ , (2.58)

then
Pr
(
piv|α;σ, n

)
Pr
(
piv|β;σ, n

) > (≥)1. (2.59)

Proof. The function q(1− q) has an inverse u-shape on [0, 1] and is symmetric
around its peak at q = 1

2 . So,
∣∣∣q− 1

2

∣∣∣ < (≤)
∣∣∣q0 − 1

2

∣∣∣ implies that q(1− q) > (≥
)q0(1− q0). Thus, it follows from (2.8) that (2.58) implies (2.59).

24. The ability to write an equilibrium as a finite-dimensional fixed point via (2.57) is a significant
advantage. Similarly, a reduction to finite dimensional equilibrium beliefs has been useful in other
settings; see Bhattacharya (2013b), Ahn and Oliveros (2012) and Heese and Lauermann (2017).
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Moreover, Lemma 8 extends in an extreme form as the electorate grows large
(n→∞): the event that the election is tied is infinitely more likely in the state in
which the election is closer to being tied in expectation. In fact, the likelihood ratio
of the pivotal event diverges exponentially fast.

Lemma 9. Consider any sequence of strategies (σn)n∈N. If,

limn→∞

∣∣∣∣q(α;σn)− 1
2

∣∣∣∣ < (>) limn→∞

∣∣∣∣q(β;σn)− 1
2

∣∣∣∣ , (2.60)

then, for any κ ≥ 0,

limn→∞
Pr(piv|α;σn, n)
Pr(piv|β;σn, n)

n−κ =∞(0). (2.61)

Proof. Let

kn = q(α;σn)(1− q(α;σn))
q(β;σn)(1− q(β;σn))

.

From (2.8), the left-hand side of (2.61) is (kn)n

nκ . The function q(1− q) has an in-
verse u-shape on [0, 1] and is symmetric around its peak at q = 1

2 . Therefore, (2.60)
implies that limn→∞ kn > 1. So, limn→∞

(
kn
)n =∞. Moreover,

(
kn
)n diverges expo-

nentially fast and, hence, dominates the denominator nκ, which is polynomial.

2.4.5.3 Vote Shares and the Citizen’s Inference

We show that, as n→∞, under the best response, the expected vote share for
policy A in ω is given by the mass of types preferring A given the pivotal belief
Pr(α|piv;σ0.n), that is Φ(Pr(α|piv;σ0

n)).

Lemma 10. Take any sequence of strategies (σ0

n)n∈N. Take the sequence of best
responses σn. For any ω ∈ {α,β},

limn→∞ q(ω;σn) = limn→∞ Φ(Pr(α|piv;σ0

n)). (2.62)

The proof is provided in the Appendix. The basic intuition is that, as n→∞, the
precision of all types signals goes to zero uniformly, (2.27), so that, given (2.11)-
(2.14), “in the limit” voters decide simply according to the pivotal belief.

2.4.5.4 Intuition: Information Acquisition can be a Complement

Lemma 10 is key to get an intuition why informative equilibrium sequences exist.
The relevant economic observation coming from the lemma is that information ac-
quisition can be complementary as a result of the pivotal inference: Take the case
Φ(Pr(α)) > 1

2 . Without pivotal inference, Pr(α|piv;σn, n) = Pr(α). Then, under the
best response, A is elected with a positive margin as n→∞, limn→∞ q(ω;σ∗n) > 1

2 ,
using Lemma 10 and the weak law of large numbers. Since A is elected with a posi-
tive margin, the incentives to get informed are small, in fact, exponentially small, see
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(2.26). However, if citizens acquire more information, so that q(α;σn) and q(β;σn)
differ sufficiently much, voters may make an inference about the state when condi-
tioning on the election being tied in a way, so that limn→∞ Φ(Pr(α|piv;σn, n)) = 1

2 .
Then, under the best response, the election is close to being tied, thereby creating in-
centives to get informed. This illustrates how information acquisition can spur even
more information acquisition, that is information acquisition may be complemen-
tary.

2.4.5.5 Fixed Point Argument

This section uses a fixed point argument to show that there is a sequence of equi-
librium vote shares (q∗n)n∈N such that the corresponding sequence of equilibrium
strategies are informative. We provide the proof for the case when Φ(Pr(α)) < 1

2
and when the minority group has the higher power, W(L) < W(C). The proof pro-
ceeds in two steps. First, we show that for any vote share q(α) in α close to 1

2 , we
find a vote share q∗n(β) such that the best response to (q(α), q∗n(β)) has again the
same vote share in α.

Step 1. Let Φ(Pr(α)) < 1
2 and W(L) < W(C). For any ε > 0 small enough, any 1

2 −
ε
2 ≤ q(α) ≤ 1

2 , and any n large enough, there is q∗n(β) ≥ 1
2 such that

q(α) = q(α;σ(q(α),q∗n (β))). (2.63)

and q∗n(β) is continuous in q(α).

Take 1
2 −

ε
2 ≤ q(α) ≤ 1

2 , and let q = (q(α), q(β)) in the following.

Step 1.1. If q(β) = 1
2 + ε , then, for ε > 0 small enough and n large enough,

q(α;σq) > q(α). (2.64)

The election is more close to being tied in α, and, by Lemma 9, voters become
convinced that the state isα, i.e., limn→∞ Pr(α|piv; q, n) = 1. It follows from Lemma
10 that limn→∞ q(α;σq) = Φ(1). Finally, (2.64) followswhen ε is small enough since
Φ(1) > 1

2 .

Step 1.2. If q(β) = 1
2 , then for ε > 0 small enough and any n,

q(α;σq) < q(α). (2.65)

The election is more close to being tied in β, and, by Lemma 8, voters update
towards β, i.e. Pr(α|piv; q, n) ≤ Pr(α). Since Φ(Pr(α)) < 1

2 , Lemma 10 implies that
limn→∞ q(α;σq) < 1

2 . Finally, (2.65) follows when ε is small enough.
Since q(α;σq) is continuous in q(β), it follows from Substep 1.1, Substep 1.2,

and the intermediate value theorem that, for n large enough, there is q∗n(β) such that
(2.63) holds. It follows from the implicit function theorem that q∗n(β) is continuous
in q(α).
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Step 2. For any n large enough, there is q∗n(α) such that

q∗n(β) = q(β;σ(q∗n (α),q∗n (β))). (2.66)

Step 2.1. For q(α) = 1
2 , and any n large enough,

q(β;σ(q(α),q∗n (β))) > q∗n(β), (2.67)

Recall that Φ is strictly increasing. Lemma 10 together with (2.63) implies
limn→∞ Pr(α|piv; qn, n) = p̂ ∈ (0, 1) for qn = (1

2 , q∗n(β)). We claim that

δ(β)(qn) ∈ R, (2.68)

where the notation highlights that δ(β) = limn→∞(q∗n(β)− 1
2) 2n+1

s(β;qn) depends
on qn. Otherwise, since δ(α)(qn) = limn→∞(q(α)− 1

2) 2n+1
s(α;qn) = 0, Lemma 7

implies limn→∞ Pr(α|piv; qn, n) = 1, which contradicts the earlier observation
limn→∞ Pr(α|piv; qn, n) ∈ (0, 1). We claim that

limn→∞
[
q(β;σqn)− q(α;σqn)

]
s(β;σqn) ∈ {∞,−∞}. (2.69)

For this, we show that

limn→∞
[
q(β;σqn)− q(α;σqn)

]
Pr(piv|qn, n)−1 =∞. (2.70)

To see why, note that

q(β;σqn)− q(α;σqn) = 2
[ ∫

t∈L
x(t)dH(t)−

∫
t∈C

x(t)dH(t)
]

≈
[
W(L)−W(C)

]
Pr(piv|qn, n)

2
d−1 c2, (2.71)

where the first equality restates (2.51), and the second line follows from Lemma 4.
Using that the pivotal likelihood goes to zero as n→∞, (2.70) follows from d > 3,
(2.71), and the genericity conditions. Then, (2.69) follows from (2.70), Lemma
7 and δ(ω)(qn) ∈ R. Note that q(α;σqn = 1

2 , given (2.63), and that q(β;σqn) >
q(α;σqn) for n large, given (2.48) and W(L) < W(C). Therefore, (2.68) and (2.69)
together imply (2.67).

Step 2.2. For q(α) = 1
2 − ε, and any n large enough,

q(β;σ(q(α),q∗n (β))) < q∗n(β), (2.72)

Lemma 10 together with (2.63) implies limn→∞ q(β;σ(q(α),q∗(β))) = 1
2 − ε.

Since q∗n(β) > 1
2 by construction, (2.72) holds for n large enough.

Finally, using (2.72) and (2.67) and that q(β;σ(q(α),q∗n (β))) is continuous in q(α),
the claim of Step 2 follows from an application of the intermediate value theorem .
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It follows from Step 1 and Step 2 that for any n large enough, there is a pair of
vote shares q∗n(α) such that q∗n = (q∗n(α), q∗n(β)) is a fixed point of q(σ−). More-
over q∗n(α) ≤ 1

2 ≤ q∗n(β) by construction, implying that limn→∞ Pr(A|α;σq, n) ≤
1
2 ≤ limn→∞ Pr(A|β;σq, n). Recalling that limit equilibrium outcomes are determi-
nate when d > 3 (see (2.49)), this implies that the equilibrium sequence is infor-
mative. This concludes the proof when W(C) > W(L) and Φ(Pr(α)) < 1

2 . The other
cases are analogous.

2.4.6 Weighted Welfare Rules

This section shows that for a large class of settings, elections lead to outcomes that
maximize a weighted welfare rule. Roughly speaking, the result holds under inde-
pendence conditions which imply that the utilities of the critical types are represen-
tative of the whole population.

Independence Conditions. We consider preference distributions for which the
conditional distribution of the threshold of doubt, F(·|t ∈ g), is independent of the
voter group, i.e. for all g ∈ {L, C},

F(·|t ∈ g) = F. (2.73)

The conditional distribution J(·|t ∈ g) of the total intensities of types t ∈ g is inde-
pendent from F, that is, for all g ∈ {C, L} and all y ∈ [0, 1]

J(·|t ∈ g, y(t) = y) = J(·|t ∈ g). (2.74)

Recall that partisans stay uninformed and simply vote for their preferred policy, so
that the information cost cannot screen their intensities. Therefore, we consider
settings without partisans,2⁵

Pr({t : t ∈ L}) ∪ Pr({t : t ∈ C}) = 1. (2.75)

Weighted Welfare. For any κ ∈ [0, 1], any state ω, the κ-weighted welfare of A
is ∑

i=1,...,2n+1

(tω(i))κ, (2.76)

where we added the label i of each citizen to the notation. The κ-weighted
welfare of B is zero. Given the independence assumptions (2.73) and (2.74),

25. In fact, all results hold under the weaker condition that the welfare at stake is, in expectation,
the same for A-partisans and B-partisans,

Pr({t : tα > 0, tβ > 0})EH(|tω||ω, {t : tα > 0, tβ > 0})

= Pr({t : tα < 0, tβ <})EH(|tω||ω, {t : tα < 0, tβ < 0}).

for all ω ∈ {α,β}.
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W(L) > W(C)⇔ Pr({t : t ∈ L})E(k(t)
2

d−1 |t ∈ L) > Pr({t : t ∈ C})E(k(t)
2

d−1 |t ∈ C).
Using tα = k(t)(1− y(t)) and tβ = k(t)y(t) and the assumption that the total
intensity k(t) is independent of the threshold of doubt y(t),

W(L) > W(C)

⇔ Pr({t : t ∈ L})E(t
2

d−1
ω |t ∈ L) > Pr({t : t ∈ C})E(t

2
d−1
ω |t ∈ C). (2.77)

for any state ω. Therefore, Theorem 1 together with the weak law of large numbers
yields:

Theorem 2. Let limx→0
c0(x)x
c(x) > 3. Take any preference distribution H satisfying the

genericity conditions and the independence conditions (2.73)- (2.75). For all infor-
mative equilibrium sequences, the elected policy maximizes κ-weighted welfare, for
κ = 2

d−1 with probability converging to 1, as n→∞.

2.5 Non-Informative Equilibrium Sequences

This section shows that there are two types of non-informative equilibrium se-
quences, thereby finishing the complete characterization of equilibrium sequences.

2.5.1 Voting According to the Prior is a Limit Equilibrium

There is an equilibrium sequence where, as n→∞, all citizens vote according to
the prior belief. Hence, A is elected when a majority prefers A given the prior belief,
Φ(Pr(α)) > 1

2 , and B is elected when a majority prefers B given the prior belief,
Φ(Pr(α)) < 1

2 . The proof is in the Appendix.

Theorem 3. Let Φ(Pr(α)) 6= 1
2 . There exists an equilibrium sequence (σ∗n)n∈N for

which

limn→∞ Pr(A|α;σ∗n, n) = limn→∞ Pr(A|β;σ∗n, n) =

1 if Φ(Pr(α)) > 1
2 ,

0 if Φ(Pr(α)) < 1
2 ,

(2.78)

Theorem 3 and Theorem 1 show that citizens may coordinate on acquiring much
information, but they may also (mis)coordinate on acquiring very few information.
The proof of Theorem 3 highlights the role of the complementarity of information
acquisition. Given the equilibrium sequence that converges to “voting according to
the prior”, citizens acquire very few information, so that the vote shares are approx-
imately the same in each state. As a consequence, the pivotal event contains no in-
formation, limn→∞ Pr(α|piv;σ∗n, n) = Pr(α), and limn→∞ q(ω;σ∗n) = Φ(Pr(α)) 6= 1

2
(see Lemma 10), so that either policy A or policy B wins by a clear margin. Antici-
pating this, citizens have in fact low incentives to get informed since the individual
likelihood of affecting the outcome is exponentially small.
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2.5.2 All Other Equilibria

We complete the characterization of equilibrium sequences. We show that when
limx→0

c0(x)x
c(x) > 3, there is a third type of equilibrium sequence. This equilibrium

sequence leads to the outcome that is preferred by the voter group with the larger
power given the prior belief. The proof is in the Appendix.

Theorem 4. Take any preference distribution H satisfying the genericity conditions.

1. If limx→0
c0(x)x
c(x) < 3, all equilibrium sequences satisfy (2.78).

2. If limx→0
c0(x)x
c(x) > 3, there are three types of equilibrium sequences. There is an

informative equilibrium sequence satisfying (2.47). There is an equilibrium sat-
isfying (2.78), and there is an equilibrium sequence (σ∗n)n∈N with

limn→∞ Pr(z(ω)|α;σ∗n, n) = limn→∞ Pr(A|β;σ∗n, n) = 1 (2.79)

where z(ω) is the outcome preferred by the group g0 with the larger power, g0 =
arg maxg∈{L,C}W(g).

3. Any equilibrium sequence satisfies either (2.47), (2.78), or (2.79).

The basic intuition for why there is another equilibrium sequence comes again
from the observation that information acquisition of citizens can be complementary,
as discussed in Section 2.4.5.3.

For illustration, let p̂ > Pr(α), so a majority prefers B given the prior. We argue
that, when the contrarians have a larger power, W(L) < W(C), then, there is an equi-
librium sequences where A is elected in both states. To construct such an equilibrium
sequence, we employ a fixed point argument similar to the one for the informative
equilibrium sequence in Section 2.4.5.5, . We show that there are equilibrium vote
shares q∗n = (q(α)n, q(β)n), satisfying

Φ(Pr(α)) <
1
2
< qn(α) < qn(β) (2.80)

for n large such that Φ(Pr(α|piv; q∗n))→ 1
2 as n→∞. Policy A is elected in both

states cince equilibrium outcomes are determinate, as n→∞, when limx→0
c0(x)x
c(x) >

3 (see (2.49)). Information acquisition is complementary in the following sense:
citizens acquire information such that the inference about the state implies
Φ(Pr(α|piv; qn, n)) ≈ 1

2 . Thus, the resulting vote shares are close to 1
2 by Lemma

10, making the election close to being tied, and thereby creating incentives for all
citizens to acquire information.

2.6 Discussion and Extensions

2.6.1 Heterogenous Information Access and Skills

Access to information sources and the ability to interpret information vary widely
across citizens. We can capture this in the alternative model where the attention
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cost of the citizens depends on a private type γ ∈ [ 1
M , M] for M > 0, and γ is drawn

i.i.d. across voters from some absolutely continuous distribution with strictly positive
density. For a given cost function c, a voter of effort type γ pays c(γ, x) = γc(x) for a
signal of precision x.

It turns out that the previous analysis already captures this alternative model
since cost and preference intensities are strategically equivalent: precisely, the best
response of an aligned or contrarian voter with effort type γ, total intensity k and
threshold of doubt y is the same as that of the voter with effort type γ0 = 1, total
intensity k

γ and threshold of doubt y, given the characterization of the best response,
(2.11)-(2.14), (2.18), (2.37) and (2.38). Therefore, it is without loss to treat the
additional heterogeneity in terms of cost as part of the preference type distribution;
for any distribution of γ and H, call Ĥ the induced preference distribution, capturing
both types of heterogeneity.

When the effort type is independent of the preference types and signals of the
voters, the previous welfare results (e.g. Theorem 2) carry over. This is for two rea-
sons: first, independence implies that the policies maximizing κ-weighted welfare
are the same under H and Ĥ as n→∞.2⁶ Second, if H satisfies the independence
conditions (2.73)-(2.75), then so does Ĥ.

More interesting are the situations where attention cost and preference types are
correlated. It can happen that such correlation hinders welfare-efficient outcomes.
An example: suppose that elder people prefer policies aligned with the state and
younger people do not. Empirically, elder people care a lot about healthcare issues.
Thus, suppose that it is utilitarian to choose their preferred policy. Typically, elder
people are also less educated in information technologies. One can show, that, when,
ceteris paribus, effort cost are much higher for the elder, their electoral power W(L)
is relatively low, and their preferred policy is not elected in any informative equilib-
rium, given limx→0

c0(x)x
c(x) > 3.

2.6.2 Third-Party Manipulation: Obfuscation of Voters

From the entertainment of the arena in ancient rome to hollow media campaigns on
social media platforms nowadays, diverting the attention of the people from impor-
tant economic and political issues, is an ubiquitous tool of politicians for managing
democracies. We ask: how manipulable are elections by hollow information provi-
sion of third-parties? To analyze this question, we consider the alternative model
where a third party can send a signal to specific voters, and the signal is uninfor-
mative for the issue relevant to the election (“obfuscation”). The game is as before,
except that voters of the targeted group draw an uninformative signal with a given
probability q̃, and else the costly signal with the precision x(t) as acquired. Obfusca-

26. Since γ and t are independent, E(( 1
γ

k(t)y(t))κ) = E( 1
γ

κ)E(k(t)y(t))κ). Thus
E(( 1

γ
k(t)y(t))κ) > 0 is equivalent to E(k(t)y(t))κ) > 0.
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tion has two effects. First, there is a direct effect on the precision of targeted voters;
the average precision of a targeted voter choosing x(t) is

(1− q̃)x(t). (2.81)

There is also an indirect effect since the targeted voter anticipates drawing an unin-
formative signal. This reduces the excepted benefit as well as the expected marginal
benefit of her private information. One can show, that, as a consequence, a voter
of a given type t is less likely to acquire any information when targeted relative to
when not, and also chooses a lower precision.

Now—similar to the analysis before— the decision weight of each individual
voter is given by her average precision. The obfuscated power of a voter group g is

W̃(g, q̃) = (1− q̃)W(g). (2.82)

The analogue of Theorem 1 holds: when limx→0
c0(x)x
c(x) > 3, in any informative equi-

librium sequence, the policy preferred by the voter group with the larger power
W̃(g, q̃) is elected. This illustrates the effectiveness of the obfuscation of voters, and
implies:

Theorem 5. Let limx→0
c0(x)x
c(x) > 3. Take any preference distribution H satisfying the

genericity conditions and Φ(Pr(α)) 6= 1
2 . There is q̄ < 1, so that, if the third-party

obfuscates a group g with a likelihood q̃ > q̄, then, for all informative equilibrium
sequences (σ∗n)n∈N,

limn→∞ Pr(z(ω)|ω;σ∗n, n) = 0

for all ω ∈ {α,β}, where z(ω) is the policy preferred by the obfuscated voter group
in ω.

2.6.3 Polarized Preferences

This section shows that groups of voters that share common interests are less likely
to win an election when the preference intensities vary more strongly across the
voters in the group.

First, Lemma 11 shows that the relative power of a voter group is smaller when
the preference intensities are more dispersed within the group. A preference distri-
bution H0 is a g-intensity spread of H if, ceteris paribus,

J(−|t ∈ g; H) <mps J(−|t ∈ g; H0), (2.83)

where J(−|t ∈ g; H) is the conditional distribution of the (total) intensities k(t) of the
types t ∈ g, and where (2.83) means that J(−|t ∈ g; H0) is a mean-preserving spread
of J(−|t ∈ g; H), and by ceteris paribus, we mean that the conditional distribution of
the preference types t ∈ g0 6= g is unchanged as well as the conditional distribution
of the threshold of doubt y(t) of the types t ∈ g and also the likelihood of a type
being aligned or contrarian.
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Lemma 11. Let d = limx→0
c0(x)x
c(x) > 3. Let g ∈ {C, L}. Take any preference distribu-

tions H, H0 satisfying (2.73) - (2.75) and the genericity conditions.

1. If H0 is an L-intensity spread of H,

WH0(L)
WH0(C)

<
WH(L)
WH(C)

. (2.84)

2. If H0 is a C-intensity spread of H,

WH0(L)
WH0(C)

>
WH(L)
WH(C)

. (2.85)

The proof is in the Appendix. The basic argurment is that, when d > 3, the
power of the group, W(g), is proportional to the mean of a concave function of
the intensities, E(k(t)

2
d−1 ) see the definition in (4). The result will follow from an

application of Jensen’s inequality.

We lift the restriction that t ∈ [−1, 1]2, and allow for more extreme preference
types t ∈ [−M, M]2 for M > 0. When M is arbitrarily large, there can be arbitrar-
ily large within-group preference dispersion. Theorem 1 still holds, and based on
it, we show that, when, ceteris paribus, the intensities within a given voter group
are sufficiently dispersed, for all informative equilibrium sequences, the outcome
preferred by the voter group is elected with probability going to 0 as n→∞. The
formal statement and the proof are in the Appendix in Section 2.G.

2.6.4 Further Remarks

Median-Voter Outcomes. Whenever the contrarians have a larger power, W(L) <
W(C), then, the vote shares are ordered as q(α;σ∗n) < q(β;σ∗n) in any equilibrium
when n is large, see (2.48). This implies, in particular, that the median voter-
preferred policy is less likely to be elected in one of the states since the median
voter prefers A only in α.

Median-Voter Theorem with Common Interests. Suppose that all voters share
a common interest, PrH({t ∈ C}) = 0. For such situations, Theorem 1 implies that
whenever information of low precision x ≈ 0 is sufficiently cheap, d > 3, there is
an equilibrium of the large election where the median-voter preferred outcome is
elected state-by-state. In particular, outcomes are equivalent to the outcome with
publicly known states (“full-information equivalence”). This has only been known
for certain symmetric settings so far (Martinelli (2006), Oliveros (2013b)).

Aggregate Cost. We show that the sum of the voters’ cost converges to zero in
all equilibrium sequences when limx→0

c0(x)x
c(x) 6= 3. The proof is in the Appendix.
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Lemma 12. Let limx→0
c0(x)x
c(x) 6= 3. Take any preference distribution satisfying the

genericity conditions. Take any equilibrium sequence (σ∗n)n∈N and let xi be the real-
isation of the precision of voter i ∈ {1, . . . , 2n + 1}. Then,

limn→∞
[ ∑

i=1,...,2n+1

c(xi)
]

= 0. (2.86)

The lemma qualifies the discussion of welfare implications in Section 2.4.6 that
does not take into account the costs of the voters.

Non-Monotone Preferences. So far, we provided the analysis assuming that the
aggregate preference function Φ is strictly monotone. When Φ is non-motone, there
may be multiple beliefs p̂ for which Φ(p̂) = 1

2 . One can show that, for any such p̂,
there will be two equilibrium sequences, both satisfying limn→∞ Pr(α|piv;σ∗n, n) =
p̂. There is one informative equilibrium sequence, for which the outcome preferred
by the group with the larger power W(g, p̂) is elected state-by-state. And, there is
one non-informative equilibrium sequence, for which the outcome preferred by the
group with the larger power W(g, p̂) given the prior belief, is elected; compare to
Theorem 4. In particular, it may happen that different outcomes arise in different
informative equilibria since the power of a voter gorup is a local notion when Φ is
non-monotone.2⁷

2.7 Literature

Information Aggregation Literature. This paper contributes to the literature on
information aggregation in large elections. Condorcet’s Jury Theorem (1785) states
that if voters have common interests, but the information is dispersed throughout
the electorate, then majority rule results in socially optimal outcomes. Information
aggregates in the sense that electoral outcomes correspond to the choices of a fully
informed welfare-maximizing social planner. Austen-Smith and Banks (1996), Fed-
dersen and Pesendorfer (1998) have established a “modern” version of Condorcet’s
Jury Theorem in a setting where citizens vote strategically. Their results show that
election outcomes are “ full-information equivalent”, that is, as if citizens have no
uncertainty about the state. However, full-information equivalent outcomes are not
necessarily socially optimal when voters have conflicting interests: take a situation
where 51% of citizens marginally benefit from a reform, while the other 49% are
severely impacted by it. This paper points at an empirical observation that has been
mostly overlooked in this context: namely, that the dispersion of the voters’ infor-
mation is endogenous. We show how, for a large class of settings, the information

27. These results mirror known results for the model with exogenous information: if citizens
were to receive a binary, conditionally i.i.d. signal about the state and Φ is non-monotone, it is known
that there is a multiplicity of equilibrium sequences, some of which do not aggregate information
(Bhattacharya (2013a)).
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being endogenous leads to equilibria with outcomes that maximize a weighted wel-
fare rule (Theorem 2).

This paper also contributes to the literature on elections with costly information
acquisition by studying a general setup that allows the voters to have conflicting
interests. Thereby, we capture many relevant economic applications; for example,
distributive reforms. The previous literature has studied information aggregation
in situations where all voters share a common interest.2⁸ For the common interest
case, we generalize the result of the literature showing that information aggregation
is possible under a condition on the cost function provided in Martinelli (2006). We
show that the possibility result extends to general continuous preference distribu-
tions, see the discussion in Section 2.6.4. Also, we characterize all the equilibria of
the voting game, revealing an equilibrium multiplicity, and establishing that, gener-
ically, information aggregation only occurs in one of three equilibria (Theorem 4).

Vote Buying and Costly Voting Literature. This paper is related to work on
elections with voting cost and vote-buying. Krishna and Morgan (2011) and Krishna
and Morgan (2015) have shown that elections yield first-best outcomes when voting
is voluntary and costly. In a companion paper Heese (2020), we show that analogous
results hold when voters have the binary choice between a costless uninformative
signal and a given costly informative signal, similar to the binary choice between
voting at a cost and not voting.

The model in this paper is more closely related to the literature on vote-buying.
Lalley and Weyl (2018) have shown that equilibrium outcomes in large electorates
are utilitarian when each voter can buy any number of votes at a total price that
is quadratic in the number of votes bought. Similarly, this paper shows that when
information is costly and cost are arbitrarily close to “cubic”, e.g. c(x) = x3+ε, there
are equilibrium sequences where limit outcomes maximize utilitarian welfare for a
large class of preference distributions.2⁹

Eguia and Xefteris (2018) show that vote-buying mechanisms with general price
functions implement a set of weighted welfare rules. Similarly, we have shown that a
subset of the same weighted welfare rules arises when political infomation is costly
(Theorem 2).

Distributive Politics Literature. A rich literature in distributive politics seeks
to understand if, and when, elections select policies that maximize social welfare.

28. See Martinelli (2006) and Oliveros (2013a)), and the more distantly related papers Triossi
(2013) and Martinelli (2007) who study heterogeneous cost in common interest setups, and Oliveros
(2013b) who studies the relationship of abstention and information cost.

29. Given the assumptions of Theorem 2, the informative equilibrium sequences lead to outcomes
maximizing 1

1+ε -weighted welfare. Note that utilitarian welfare is what we call 1-weighted welfare.
Hence, these equilibrium sequences are utilitarian except for the small set of preference distributions
where the policy maximizing 1-and 1

1+ε -weighted welfare is not the same.
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See e.g. Fernandez and Rodrik (1991), Alesina and Rodrik (1994) and Persson and
Tabellini (1994). This paper introduces a novel aspect into this discussion; namely,
endogenous attention to politics.3⁰ Fernandez and Rodrik (1991) study the effect of
asymmetric information on distributive politics: there is a group of citizens who gain
from a reform with certainty; however, for a majority, the individual consequences
are uncertain, and given the prior, each majority voter’s expected gain is negative.
Without further information, this leads to rejection of the reform in a simple majority
vote, even when the reform enhances the utilitarian welfare of the electorate as
a whole. We would like to point out that these results may not carry over when
citizens can acquire information about the distributive consequences. Future work
may investigate the closer connection to this literature.

2.8 Conclusion

A modified version of the classical setting by Feddersen and Pesendorfer (1997) cap-
tures applications like distributive reforms, e.g. health care or education reforms.
Election results are driven by how much demographic groups pay attention to pol-
itics. In all limit equilibria with state-dependent outcomes, the implicit decision
weight of a voter is proportional to how much attention she pays to politics. This
is a structural insight with wide-reaching consequences. Since citizens with higher
utilities pay more attention, elections screen the voter’s utilities, and the result im-
plies strong welfare properties of elections for a large class of settings. Elections lead
to policies maximizing a certain weighted welfare rule.

The results, albeit implying a positive welfare theorem when information cost
are symmetric across voters, point at the scope of manipulability of elections through
informational campaigns. Politicians and third parties may successfully affect elec-
tions by diverting attention of targeted groups, thereby reducing their effective elec-
toral power. They may successfully affect elections by hampering the physical access
to information, or by spreading confusion among target groups; in other words, by
making it more costly to acquire knowledge about policies and their consequences.
We believe that this paper can be a starting point for the analysis of many current
topics concerning the role of information in elections.

30. Similar to this paper, Ali, Mihm, and Siga (2018) transports the informational approach to
elections to the literature on distributive politics.
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2.A Auxiliary Results

The auxiliary results are used in the proofs of this Appendix. Some of the auxiliary
results will be restated as lemmas or observations in the main text when needed for
the arguments there.

2.A.1 Pivotal Likelihood Ratio

For any sequence of strategies (σn)n∈N and any n, let q(σn) = (q(α;σn), q(β;σn)),

and denote by s(ω; q(σn)) =
[
q(ω;σn)(1− q(ω;σn)(2n + 1)

] 1
2 the standard devia-

tion of the vote share in ω. Let

δn(ω) = 2n + 1
s(ω; q(σn))

[
q(ω;σn)− 1

2

]
(2.87)

be the normalized distance of the expected vote share to the majority threshold, and
δ(ω) = limn→∞ δn(ω).

Lemma 13. For any sequence of strategies (σn)n∈N,

Pr(piv|α;σn, n)
Pr(piv|β;σn, n)

=
[
1− 1

2n + 1
xn

]n
. (2.88)

for

xn = q(α;σn)(1− q(α;σn))
q(β;σn)(1− q(β;σn))

δn(α)2 − δn(β)2. (2.89)

Proof. Recall the definitions of δn(ω) and s(ω; q(σn)),

δn(ω) = 2n + 1
s(ω; q(σn))

(q(ω;σn)− 1
2

)

= (2n + 1)
1
2

q(ω;σn)− 1
2

q(ω;σn)(1− q(ω;σn))
. (2.90)

The ratio of the likelihoods of the pivotal event in the two states is

Pr(piv|α;σn, n)
Pr(piv|β;σn, n)

=
[q(α;σn)(1− q(α;σn)

q(β;σn)(1− q(β;σn)

]n
.

=
[
1−

(q(α;σn)− 1
2)2 − (q(β;σn)− 1

2)2

q(β;σn)(1− q(β;σn)

]n

=
[
1− 1

2n + 1
(
q(α;σn)(1− q(α;σn))
q(β;σn)(1− q(β;σn)

δn(α)2 − δn(β)2
]n

.

where we used (2.90) for the equality on the last line. Plugging in (2.89) yields
(2.88).
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Lemma 14. Take any sequence of strategies (σn)n∈N. If limn→∞ δn(α)− δn(β) = 0,
then

limn→∞
Pr(piv|α;σ∗n, n)
Pr(piv|β;σ∗n, n)

= 1, (2.91)

Proof. Recalling Lemma 13, we rewrite (2.88),

Pr(piv|α;σ∗n, n)
Pr(piv|β;σ∗n, n)

= (
[
1− 1

2n + 1
xn

]n
− e−

1
2 xn) + e−

1
2 xn (2.92)

with xn given by (2.89). In the following, we analyse the two summands separately.
Note that limn→∞ δn(α)− δn(β) = 0 implies limn→∞ q(α;σn)− q(β;σn) = 0, and
therefore

limn→∞ xn = 0. (2.93)

This yields

limn→∞ e−
1
2 xn = 1, (2.94)

Second, using the Lemmas 4.3 and 4.3 in Durrett (1991) [p.94], for all n ∈ N,

|(1− xn

(2n + 1)
)n − e−xn | ≤ x2

n

(2n + 1)3 (2.95)

Finally, (2.91) follows from (2.92) - (2.95).

2.A.2 Proof of Lemma 6: Outcome Distribution

Lemma 6. Take any sequence of strategies (σn)n∈N and any state ω ∈ {α,β}. The
probability that A gets elected in ω converges to

limn→∞ Pr(A|ω;σn) = Φ(δ(ω)),

where Φ(·) is the cumulative distribution of the standard normal distribution.

Proof. Let qn = q(ω,σn). By using the normal approximation31

B(2n + 1, qn) ' N ((2n + 1)qn, (2n + 1)qn(1− qn)), (2.96)

31. For this normal approximation, we cannot rely on the standard central limit theorem, because
qn varies with n. Recall that for any undominated strategy, types t with tα > 0, tβ > 0 vote A and types
t with tα < 0, tβ < 0 vote B. Hence, since the type distribution has a strictly positive density, there
exists ε > 0 such that ε < qn < 1− ε for all n ∈ N. As a consequence, we can apply the Lindeberg-
Feller central limit theorem (see Billingsley (2008), Theorem 27.2). To see why, one checks that a
sufficient condition for the the Lindeberg condition is that (2n + 1)qn(1− qn)→∞ as n→∞ since
this implies that for n sufficiently large the indicator function in the condition takes the value zero.
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we see that the probability that A wins the election in ω converges to

Φ(
1
2(2n + 1)− (2n + 1) · qn

((2n + 1)qn(1− qn))
1
2

). (2.97)

Taking limits n→∞, gives

limn→∞ Φ(
1
2(2n + 1)− (2n + 1) · qn

(2n + 1)qn(1− qn))
1
2

)

= limn→∞ Φ(
(2n + 1)1

2 − (2n + 1)(1
2 + (qn − 1

2))

((2n + 1)
1
2 (qn(1− qn))

1
2

)

= limn→∞ Φ((qn −
1
2

)
[ (2n + 1)

qn(1− qn)

] 1
2 )

= Φ(δ(ω)), (2.98)

where the equalities on the last two lines hold both when δ(ω) ∈ {∞,−∞}
and when δ(ω) ∈ R. For the equality on the last line, I used that the formula

s(ω; q(σn)) =
[
q(ω;σn)(1− q(ω;σn)(2n + 1)

] 1
2 .

2.A.3 A Lemma on the Optimal Precision

Lemma 15.

limn→∞
∂x∗(y, k;σn, n))

∂y
= 0. (2.99)

uniformly for all (y, k).

Proof. Implicit differentiation of the first-order condition (2.18) shows
∂x∗(y, k;σ0

n, n))
∂y

= MB0(y)
c00(x∗(y, k;σ0

n, n))
. (2.100)

Using (2.17) and (2.18), MB0(y) = Pr(piv|σ0, n)
[

Pr(β|piv;σ0, n)−

Pr(α|piv;σ0, n)
]

= c0(x∗(y, k;σ0

n, n))c2 for some constant c2 ∈ R. Therefore,
(2.27) together with limx→0

c0(x)
c00(x) = limx→0

x
d−1 = 0 imply (2.35).

2.A.4 Proof of Lemma 10: Limit Vote Shares

Lemma 10. Take any sequence of strategies (σ0

n)n∈N. Take the sequence of best
responses σn. For any ω ∈ {α,β},

limn→∞ q(ω;σn) = limn→∞ Φ(Pr(α|piv;σ0

n)). (2.62)

Proof. Recall that Pr(piv|σ0

n)→ 0 as n→∞. Therefore, the first-order condition
(2.18) implies that x(t)→ 0 uniformly. Hence, for any private signal realization s of
a voter type, limn→∞ Pr(α|piv, s;σ∗n, n)− Pr(α|piv;σ∗n, n) = 0. Thus, (2.11)-(2.14)
imply limn→∞ q(ω;σ∗n) = Φ(limn→∞ Pr(α|piv;σ∗n)). Finally, (2.62) follows since Φ
is continuous.
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2.B Proof of Lemma 1

Since signal a is indicative of α and b of β, voters with a signal a believe state α to
be more likely than voters with a signal b. In fact, given any x > 0, we show below
that the posteriors are ordered as

Pr
(
α|b, piv;σ0, n

)
< Pr

(
α|a, piv;σ0, n

)
. (2.101)

We argue that x(t) > 0 implies

Pr(α|b, piv,σ0, n) < y(t) < Pr(α|b, piv,σ0, n). (2.102)

Otherwise, given (2.11)-(2.14), there is a policy z ∈ {A, B} that the voter weakly
prefers, independent of her private signal s ∈ {a, b}. But then, she would be strictly
better off by not paying for the information x(t) > 0 and simply voting the same
after both signals. Finally, (2.11)-(2.14), and (2.102) together imply (2.20).

2.B.1 Proof of (2.101)

Note that the posterior likelihood ratio of the states conditional on a signal s ∈ {a, b}
with precision x(t) and the event that the voter is pivotal is

Pr
(
α|s, piv;σ0, n

)
Pr
(
β|s, piv;σ0, n

) = Pr (α)
Pr (β)

Pr
(
piv|α;σ0, n

)
Pr
(
piv|β;σ0, n

) Pr(s|α;σ)
Pr(s|β;σ)

, (2.103)

if Pr
(
piv|β;σ0, n

)
> 0, where I used the conditional independence of the types and

signals of the other voters from the signal of the given voter. Then, the order of the
likelihood ratios in (2.101) follows from Pr(a|α;σ) = 1

2 + x and Pr(a|β;σ) = 1
2 − x,

and the analogous formula for s = b.

2.C Proof of Lemma 2

Step 1. There is n0 ∈ N such that for all n ≥ n0: take any strategy σ0. For any t,
x(t) > 0 if and only if

1
2

+ x∗∗(t) ≥ χ(y(t)) ≥ 1
2
− x∗∗(t) (2.104)

for χ(y) = Pr(β|piv;σ0,n)y
Pr(α|piv;σ0,n)(1−y)+Pr(β|piv;σ0,n)y and x∗∗(t;σ0, n) = x∗(t;σ0, n)(1−

c(x∗(t;σ0,n))
x∗(t;σ0,n)c0(x∗(t;σ0,n))), where x∗(t;σ0, n) is the unique solution to the first-order
condition (2.18).

Proof. Take an aligned type. Recall that, if x(t) > 0, then, x(t) = x∗(t;σ0, n), and her
expected utility from the policy elected in the pivotal event is given by (2.15) in α
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and by (2.16) in β. Hence, an aligned type prefers choosing precision x = x∗(t;σ0, n)
over voting A without further information if

Pr(piv|σ0, n)
[
Pr(α|piv;σ0, n)(

1
2

+ x)tα + Pr(β|piv;σ0, n)(
1
2
− x)tβ

]
− c(x)

≥ Pr(piv|σ0, n)
[

Pr(α|piv; x,σ0, n)tα + Pr(β|piv;σ0, n)tβ
]
. (2.105)

Rearranging,

Pr(piv|σ0, n)
[
(
1
2

+ x)
[
Pr(α|piv;σ0, n)tα − Pr(β|piv;σ0, n)tβ

]
+ Pr(β|piv;σ0, n)tβ

]
− c(x)

≥ Pr(piv|σ0, n)
[
Pr(α|piv;σ0, n)tα − Pr(β|piv;σ0, n)tβ + 2 Pr(β|piv;σ0, n)tβ

]
(2.106)

Plugging (2.17) and (2.18) into (2.106),

(
1
2

+ x)c0(x)− c(x) + Pr(piv|σ0, n) Pr(β|piv;σ0)tβ

≥ c0(x) + 2 Pr(piv|σ0, n) Pr(β|piv;σ0, n)tβ . (2.107)

We divide by c0(x) rearrange, and use (2.18) and (2.17) again,

(
1
2

+ x)− c(x)
c0(x)

≥ 1 + Pr(β|piv;σ0, n)tβ
Pr(α|piv;σ0, n)tα + Pr(β|piv;σ0, n)(−tβ)

. (2.108)

Using tα = k(t)(1− y(t)) and tβ = k(t)y(t),

(
1
2

+ x)− c(x)
c0(x)

≥ 1 + − Pr(β|piv;σ0, n)y(t)
Pr(α|piv;σ0, n)(1− y(t)) + Pr(β|piv;σ0, n)y(t)

. (2.109)

Rearranging gives the right inequality of (2.104). In the same way one shows that
an aligned type prefers choosing precision x = x∗(t;σ0, n) over voting B without
further information only if the left inequality of (2.104) holds. The argument for
the contrarian types is analogous.

Step 2. For any g ∈ {L, C}, any k > 0 and any ε > 0, there is δ > 0 such that the
derivatives of

1
2

+ x∗∗(y, k)− χ(y), and, (2.110)

1
2
− x∗∗(y, k)− χ(y) (2.111)

are negative and bounded above by −δ.

Proof. Since limx→0
c0(x)x
c(x) = d, Lemma 15 implies that the derivative of

x∗∗(y, k;σ0, n) with respect to y converges to zero uniformly as n→∞. Not
that χ is continuously differentiable in y; moreover, for any ε > 0, there is δ > 0
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such that χ0(y) > δ for any y ∈ (ε, 1− ε) and any n.32 For n large, enough, (2.110)
and (2.111) follow.

Now, we finish the proof of Lemma 2. Note that χ(ŷn) = 1
2 and x∗∗(ŷn, k) > 0

for ŷn = Pr(α|piv;σ0, n). Thus, χ(ŷn) < 1
2 + x∗∗(ŷn, k) and χ(ŷn) > 1

2 − x∗∗(ŷn, k).
It follows from Step 1 and Step 2 and since limn→∞ x∗∗(ŷn, k) = 0, that, for any n
large enough, there are φ−g (k),φ+

g (k) with φ−g (k) < Pr(α|piv;σn, n) < φ+
g (k) such

that it is optimal to acquire information if and only if y(t) ∈ [φ−g (k),φ+
g (k)].

2.D Proof of Lemma 4: Aggregation over k = k(t)

Here, we finish the proof of Lemma 4. We have∫
t∈g

x(t)dH(t) = Pr(t ∈ g)E(x(t)|t ∈ g)

= Pr(t ∈ g)E(E(x(t)|t ∈ g, k(t) = k))

= Pr(t ∈ g)
∫

k=k(t)
E(x(t)|t ∈ g, k(t) = k)dH(k(t)|t ∈ g),(2.112)

where we used the law of iterated expectations for the second equality and where
H(k(t)|t ∈ g) is the conditional distribution of the total intensity of the types t ∈ g.
Using (2.41),∫

t∈g
x(t)dH(t)

≈ Pr(t ∈ g)
∫

k=k(t)
f(Pr(α|piv)|k(t) = k, t ∈ g)k

2
d−1 dH(k(t)|t ∈ g)

Pr(piv)
2

d−1 c2 (2.113)

for a constant c2 6= 0 that only depends on Pr(α|piv). Rewriting,∫
t∈g

x(t)dH(t)

≈ Pr(t ∈ g)f(Pr(α|piv)|t ∈ g)E
[
k(t)

2
d−1 |t ∈ g, y(t) = Pr(α|piv)

]
(2.114)

Taking limits n→∞, ∫
t∈g

x(t)dH(t) ≈ W(g, p̂) Pr(piv)
2

d−1 c2, (2.115)

for p̂ = limn→∞ Pr(α|piv;σ, n).

32. For any p ∈ (0, 1), ∂
∂y ( py

py+(1−p)(1−y) ) = (1−p)p
(p(2y−1)−y+1)2 . Thus, for any ε > 0, there is δ > 0

such that for all p ∈ (ε, 1− ε), ∂
∂y ( py

py+(1−p)(1−y) ) > δ. The assumption limn→∞ Pr(α|piv;σ0, n) ∈ (0, 1)
implies that, moreover, there is δ > 0 such thatχ0(y) is uniformly bounded below by a positive constant
for any n large enough.
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2.E Proof of Lemma 5

Suppose that limn→∞ Pr(α|piv;σ∗n) 6= p̂. Then, Lemma 10 implies
limn→∞ q(ω;σn) 6= 1

2 for ω ∈ {α,β}. Then, (2.26) implies that the pivotal
likelihood is exponentially small, which in turn implies that x(t) is exponentially
small for all t, given (2.19) and (2.17). Therefore, the difference in the vote
shares is exponentially small, which implies

[
q(α;σ∗n)− q(β;σ∗n

]
s(ω;σ∗n) = 0 for

ω ∈ {α,β} since the standard deviation of the realized votes is of order n
1
2 . Hence

δ(α) = δ(β). Finally, Lemma 6 implies limn→∞ Pr(A|α;σ∗n) = limn→∞ Pr(A|β;σ∗n).
But this contradicts with the assumption that (σ∗n)n∈N is an informative equilibrium
sequence.

2.F Proof of Lemma 7

Fix a voter and a state ω. The number of realized A-votes among the votes of
the other citizens is the sum of 2n i.i.d. Bernoulli variables with mean q(ω;σn).
Let Xk,n = B(1, q(ω;σn)) for any 1 ≤ k ≤ 2n and n ∈ N. Recall the assumption
limn→∞ q(ω;σn) ∈ (0, 1), and check that the conditions of Theorem 2 in Davis and
McDonald (1995) are satisfied for Xk,n, an = 2nq(ω;σn), and bn =

[
q(ω;σn)(1−

q(ω;σn)
] 1

2 )(2n)
1
2 . Note that bn ≈ s(ω; q(σn)). Further note that Pr(piv|ω;σn, n) =

Pr(Tn = n) for Tn =
∑

i=1,...,2n Xk,n. Application of Theorem 2 in Davis and McDon-
ald (1995) gives

limn→∞ Pr(piv|ω;σn, n)s(ω,σn) = φ(δ(ω)). (2.116)

2.G Proof of Lemma 11

Proof. Recall limx→0
c0(x)x
c(x) = d. Since k

2
d−1 is strictly concave when d > 3, an appli-

cation of Jensen’s inequality shows that for any g-intensity spread H0 of H,

E(k
2

d−1 |t ∈ g; H0) < E(k
2

d−1 |t ∈ g; H) (2.117)

It follows from the definition of a g-intensity spread that for g 6= g0 ∈ {L, C},

E(k
2

d−1 |t ∈ g0; H0) = E(k
2

d−1 |t ∈ g0; H). (2.118)

Since H and H0 satisfy (2.74), E(k
2

d−1 |t ∈ g0; H0) = E(k
2

d−1 |t ∈ g0, y(t) = p̂; H) and
E(k

2
d−1 |t ∈ g0; H0) = E(k

2
d−1 |t ∈ g0, y(t) = p̂; H) for all g0 ∈ {L, C}. Therefore (2.117),

(2.118), the definition of W(g) (see (2.45)) and the definition a g-intensity spread
together imply (2.84) for g = L and (2.85) for g = C, which finishes the proof of the
lemma.



2.H Proof of Theorem 3 | 97

Theorem 6. Let limx→0
c0(x)x
c(x) > 3. Let g ∈ {L, C}. Take any preference distribution H

satisfying the genericity conditions and the independence conditions (2.73) - (2.75).
When M is large enough, there is a g-intensity spread H0 of H such that

limn→∞ Pr(z(ω)|ω;σ∗n, n) = 0 (2.119)

for all ω ∈ {α,β}, where z(ω) is the policy preferred by the voter group g in ω.

Consider the case g = L. Given Lemma 1 and Lemma 4, it remains to show that
for any H there is an L-intensity spread H0, so that

WH0(L)
WH0(C)

< 1. (2.120)

For this, it suffices to show that for any ε, we can choose H0, so that

EH0(k(t)
2

d−1 |t ∈ g) < ε (2.121)

since the genericity conditions ensure that WH(C) = WH0(C) > 0. Take L-intensity
spreads H0(κ) of H, so that

Pr({t : κ ≤ k(t) ≤ κ+ δ}|t ∈ L; H0(κ))

+Pr({t : 0 ≤ k(t) ≤ δ}|t ∈ L; H0(κ)) ≥ 1− δ (2.122)

for some κ > 0 and δ > 0. Since the mean of the intensities is preserved under the
L-intensity spread, the iterated law of expectation gives limδ→0 Pr({t : κ ≤ k(t) ≤
κ+ δ}|t ∈ L; H0(κ))κ = E(k(t)|t ∈ L; H0(κ)). Hence,

limδ→0 E(k(t)
2

d−1 |t ∈ L; H0(κ)) = limδ→0 Pr({t : κ ≤ k(t) ≤ κ+ δ}|t ∈ L; H0(κ))κ
2

d−1

= E(k(t)|t ∈ L; H0(κ))
κ

κ
2

d−1
κ→∞→ 0, (2.123)

where I used that d > 3 and hence 2
d−1 < 1. We conclude that for κ large enough

and κ < M, we find an L-intensity spread of H, so that (2.120) holds. This finishes
the proof for g = L. The proof for g = C is analogous.

2.H Proof of Theorem 3

Recall that equilibrium can be alternatively characterized in terms of the vector of
the expected vote shares of outcome A in state α and β, (2.56). Let

Qε,n = {q = (q(α), q(β)) : |q− (
1
2

,
1
2

)| > ε and |q(α)− q(β)| < 1
n2 } (2.124)

We claim that when δ is small enough and n large enough, the best response is a
self-map on Bδ,n,

q ∈ Qε,n ⇒ q(σq) ∈ Qε,n. (2.125)
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The proof consists of three steps: Take q ∈ Qε,n. First, the vote shares in the two
states are almost identical; in particular, the probability of a tie is also almost the
same in the two states. Therefore, the pivotal event contains no information as n→
∞,

limn→∞ Pr(α|piv;σq, n) = Pr(α), (2.126)

To see why, recall that for any q ∈ Qε,n, q(α)− q(β)| ≤ 1
n2 . Recalling (2.90), this

implies limn→∞ δn(α)− δn(β) = 0. Then, (2.126) follows from Lemma 14. Using
Lemma 10, (2.126) implies |q(σq)− (1

2 , 1
2)| > δ when ε is small enough and n large

enough.
Second, the likelihood of the pivotal event is exponentially small, given (2.26).

Thus, also q(α;σq)− q(β;σq) is exponentially small, given Lemma 4.
Finally, an application of Kakutani’s fixed point theorem shows that there is a

sequence of equilibrium vote shares (q∗n)n∈N, that is, vote shares satisfying (2.56),
and, given (2.126) and Lemma 10,

limn→∞ q∗n(ω) = Φ(Pr(α)). (2.127)

for all states ω. The theorem follows from the weak law of large numbers and
Φ(Pr(α)) 6= 1

2 .

2.I Proof of Theorem 4

2.I.1 Third Item of Theorem 4

Take any equilibrium sequence (σ∗n)n∈N. with p̂ = limn→∞ Pr(α|piv;σ∗n, n). Given
(2.48), the order of the vote shares is pinned down by the order of the voter groups’
power W(g). Inspection of the cases shows that it is sufficient to show that when
W(L) > W(C), there is no equilibrium sequence for which, in both states, the out-
come preferred by the contrarians is elected given the prior belief.

Case 3. Φ(Pr(α)) > 1
2 .

Suppose limn→∞ Pr(A|α;σ∗n, n) = limn→∞ Pr(A|α;σ∗n, n) = 0. Hence,
q(ω;σ∗n) ≤ 1

2 for n large. The order W(L) > W(C) pins down the order of the vote
shares, q(α;σ∗n) > q(β;σ∗n) for n large. Thus, Pr(piv|α;σ∗n, n) ≥ Pr(piv|β;σ∗n, n)
for n large enough. Since Φ is strictly increasing, limn→∞ Φ(Pr(piv|α;σ∗n, n)) >
Φ(Pr(α)). Lemma 10 implies limn→∞ q(ω;σ∗n) > 1

2 . The weak law of large numbers
implies limn→∞ Pr(A|α;σ∗n, n) = limn→∞ Pr(A|α;σ∗n, n) = 1, contradicting the
initial assumption.

Case 4. Φ(Pr(α)) < 1
2 .

The proof is analogous to the case Φ(Pr(α)) > 1
2 .
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2.I.2 First Item of Theorem 4

Take any equilibrium sequence (σ∗n)n∈N.

Case 1. limn→∞ Φ(Pr(α|piv;σ∗n, n)) 6= 1
2

Given (2.26), the likelihood of the pivotal event is exponentially small. As a
consequence, the difference of the vote shares q(α;σ∗n)− q(β;σ∗n) is exponentially
small, given Lemma 4 and (2.51). This implies δn(α)− δn(β)→ 0 (see the defini-
tion (2.87)). It follows from Lemma 14 that limn→∞ Pr(α|piv;σ∗n, n) = Pr(α). Then,
it follows from the weak law of large numbers that the equilibrium sequence satisfies
(2.78). This was to be shown.

Case 2. limn→∞ Φ(Pr(α|piv;σ∗n, n)) = 1
2

Recall that p̂ is the unique belief with Φ(p̂) = 1
2 , thus p̂ =

limn→∞ Pr(α|piv;σ∗n, n). Recall the definition of δn(ω), that is (2.90). We show that

limn→∞ δn(α)− δn(β) = 0. (2.128)

For this, first, we show

limn→∞
[
q(α;σn)− q(β;σn)

]
Pr(piv|σn, n)−1 = 0. (2.129)

if d < 3. To see why, note that∫
t∈L

x(t)dH(t)−
∫

t∈C
x(t)dH(t)

≈
[
W(L)−W(C)

]
Pr(piv|σ∗n, n)

2
d−1 c2, (2.130)

given Lemma 4. Using that the pivotal likelihood goes to zero as n→∞, (2.129) fol-
lows from (2.51), (2.130) and d < 3. Given Lemma 7, the pivotal likelihood is of an
order weakly smaller than s(ω;σ∗n)−1. Hence, (2.129) implies limn→∞

[
q(α;σn)−

q(β;σn)
]
s(ω;σ∗n) = 0, and thereby (2.128).

Now, Lemma 14 and (2.128) imply limn→∞ Pr(α|piv;σ∗n) = Pr(α). However,
this yields a contradiction to limn→∞ Φ(Pr(α|piv;σ∗n) = 1

2 since Φ(Pr(α)) 6= 1
2 by

assumption. Hence, all equilibrium sequences satisfy the condition of Case (1), and
we have already shown that this condition implies (2.78), which was to be shown.

2.I.3 Second Item of Theorem 4

This section uses a fixed point argument to show that there is a sequence of equi-
librium vote shares (q∗n)n∈N such that the corresponding sequence of equilibrium
strategies satisfies (2.79). We provide the proof for the case when Φ(Pr(α)) < 1

2
and when the minority group has the higher power, W(L) < W(C). The proof pro-
ceeds in two steps. First, we show that for any vote share q(α) in α close to 1

2 , we
find a vote share q∗n(β) such that the best response to q = (q(α), q∗n(β)) has again
the same vote share in α.
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Step 1. Let Φ(Pr(α)) < 1
2 and W(L) < W(C). For any ε > 0 small enough, any 1

2 ≤
q(α) ≤ 1

2 + ε
2 , and any n large enough, there is q∗n(β) ≥ 1

2 such that

q(α) = q(α;σ(q(α),q∗n (β))). (2.131)

and q∗n(β) is continuous in q(α).

Let q = (q(α), q(β)) in the following.

Step 1.1. If q(β) = 1
2 + ε , then, for ε small enough and n large enough,

q(α;σq) > q(α). (2.132)

The election is more close to being tied in α, and, by Lemma 2, voters become
convinced that the state isα, i.e., limn→∞ Pr(α|piv; q, n) = 1. It follows from Lemma
10 that limn→∞ q(α;σq) = Φ(1). Finally, (2.64) followswhen ε is small enough since
Φ(1) > 1

2 .

Step 1.2. If q(β) = 1
2 , then for ε small enough and any n,

q(α;σq) < q(α). (2.133)

The election is more close to being tied in β, and, by Lemma 1, voters update
towards β, i.e. Pr(α|piv; q, n) ≤ Pr(α). Since Φ(Pr(α)) < 1

2 , Lemma 10 implies that
limn→∞ q(α;σq) < 1

2 . Finally, (2.65) follows when ε is small enough.
Since q(α;σq) is continuous in q(β), it follows from Step 1.1, Step 1.2, and the

intermediate value theorem that, for n large enough, there is q∗n(β) such that (2.131)
holds. It follows from the implicit function theorem that q∗n(β) is continuous in q(α).

Step 2. For any n large enough, there is q∗n(α) such that

q∗n(β) = q(β;σ(q∗n (α),q∗n (β))). (2.134)

Step 2.1. For q(α) = 1
2 , and any n large enough,

q(β;σ(q(α),q∗n (β))) > q∗n(β), (2.135)

Recall that Φ is strictly increasing. Lemma 10 together with (2.131) implies
limn→∞ Pr(α|piv; qn, n) = p̂ ∈ (0, 1) for qn = (1

2 , q∗n(β)). We claim that

δ(β)(σqn) = limn→∞(q∗n(β)− 1
2

)s(β;σqn) ∈ R. (2.136)

Otherwise, since δ(α)(σqn) = limn→∞(q(α)− 1
2)s(β;σqn) = 0, Lemma 7 im-

plies limn→∞ Pr(α|piv; qn, n) = 1, which contradicts the earlier observation
limn→∞ Pr(α|piv; qn, n) ∈ (0, 1). Recall (2.53); together with Lemma 7 and
δ(ω)(σqn) ∈ R for ω ∈ {α,β},

limn→∞
[
q(β;σ(q(α),q∗n (β)))− q(α;σ(q(α),q∗n (β))

]
s(β;σqn) ∈ {∞,−∞}. (2.137)

Since q(α;σ(q(α),q∗n (β))) = 1
2 , given (2.63), and since q(β;σ(q(α),q∗n (β)) >

q(α;σ(q(α),q∗n (β)) for n large, given (2.48) and W(L) < W(C), (2.136) and (2.137)
together imply (2.135).
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Step 2.2. For q(α) = 1
2 + ε, and any n large enough,

q(β;σ(q(α),q∗n (β))) < q∗n(β), (2.138)

Recall Lemma 10, which states limn→∞ q(ω;σ(q(α),q∗(β))) =
limn→∞ Φ(Pr(α|piv;σn, n)). Given (2.131), limn→∞Φ(Pr(α|piv;σn, n)) = 1

2 + ε.
Since Φ is strictly increasing, this implies limn→∞ Pr(α|piv; qn) > Pr(α), given that
Φ(Pr(α)) < 1

2 . Recalling Lemma 13, this implies that

limn→∞ xn = limn→∞
q(α)(1− q(α)

(q(β)(1− q(β))
δn(α; qn)2 − δn(β; qn)2 ∈ (0, 1) (2.139)

Note that, in particular, this implies q∗n(β)→ 1
2 + ε. Now, we study the best response

σqn . The pivotal likelihood given qn is exponentially small since limn→∞ q∗n(β) =
q(α) = 1

2 and (2.26). Hence, given Lemma 4 and (2.51),

q(α;σqn)− q(β;σqn) ≤ yn (2.140)

for some 0 < y < 1. This together with (2.139) implies (2.138) for n large enough.
Finally, using (2.135) and (2.138) and that q(β;σ(q(α),q∗n (β))) is continuous in

q(α), the intermediate value theorem implies Step 2.

It follows from Step 1 and Step 2 that for any n large enough, there is a pair of
vote shares q∗n(α) such that q∗n = (q∗n(α), q∗n(β)) is a fixed point of q(σ−). More-
over q∗n(α) ≤ 1

2 ≤ q∗n(β) by construction, implying that limn→∞ Pr(A|α;σq, n) ≤
1
2 ≤ limn→∞ Pr(A|β;σq, n). Recalling from (2.49) that limit equilibrium outcomes
are determinate when d > 3, this implies that the equilibrium sequence is infor-
mative. This concludes the proof of existence of informative equilibrium sequences
when W(C) > W(L) and Φ(Pr(α)) < 1

2 . The proof for the other cases is analogous.

2.J Proof of Lemma 12

Case 1. limn→∞ Φ(Pr(α|piv;σ∗n)) 6= 1
2 .

Then, (2.26) implies that the likelhood of the pivotal event is exponentially
small,

Pr(piv|α;σ∗n) < zn (2.141)

for some 0 < z < 1 and for n large enough. Hence, for all t,

x∗(t) < znc2 (2.142)

for some c2 ∈ R, given (2.19). Finally, this implies that (2n + 1)E(c(x(t))→ 0 as
n→∞ since c(x) is approximately polynomial for x small enough, given (2.1). An
application of the weak law of large number shows that the realized sum of the votes
converges to 0 as n→∞.
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Case 2. limn→∞ Pr(α|piv;σ∗n, n) = p̂.

Recall that Φ(p̂) = 1
2 . Fix g ∈ {`, s}. We use the notation (y, k) = (y(t), k(t))

for types t ∈ g, noting that (y, k) pin down the type uniquely. Let α =
arg max (|q(α;σ∗n)− 1

2 |, |q(α;σ∗n)− 1
2 |). The other case will be analogous. First,

limn→∞
Pr(piv|α;σ∗n)
Pr(piv|β;σ∗n)

= Pr(β)
Pr(α)

p̂
1− p̂

. (2.143)

Multiplication of the first-order condition (2.18) by n
1
2 together with (2.143) yields

n
1
2 c0(x∗(Pr(α|piv;σ∗n, n), 1))

= n
1
2 Pr(α) Pr(piv|α;σ∗n, n)k(t)

[
(1− y(t))− y(t)

Pr(piv|β;σ∗n, n)
Pr(piv|α;σ∗n, n)

]
.(2.144)

Note that

4n(q(1− q))n = 4n
[
(
1
2
− (

1
2
− q))(

1
2

+ (
1
2
− q)

]n

= 4n(
1
4
− (

1
2
− q)2)n

= (1− 4
(n

1
2 (1

2 − q))2

n
)n. (2.145)

for all q ∈ (0, 1). Combining (2.26) with (2.144) and (2.145) gives

n
1
2 c0(x∗(Pr(α|piv;σ∗n, n), 1)) ≈ c2(1− 4

(n
1
2 (1

2 − q(α;σ∗n))2

n
)n

for some constant c2 > 0. Multiplication of both sides with δn = n
1
2 |q(α;σ∗n)− 1

2 |
yields

δnn
1
2 c0(x∗(Pr(α|piv;σ∗n, n), 1)) ≈ c3δne−4δ2

n + δn

[
(1− 4

δ2
n

n
)n − e−4δ2

n

]
. (2.146)

for some constant c3 > 0. Using Lemmas 4.3 and 4.3 in Durrett (1991),

(1− 4
δ2

n

n
)n − e−4δ2

n ≤ 16δ4
n

n3 . (2.147)

Therefore, limn→∞ δn

[
(1− 4 δ

2
n
n )n − e4δn

]
= 0. Since, given d > 3, all equilibrium

sequences are determinate by (2.49), Lemma 6 implies limn→∞ δn =∞, which in
turn implies limn→∞ δne−4δn = 0. I conclude,

limn→∞ δnn
1
2 c0(x∗(Pr(α|piv;σ∗n, n), 1)) = 0. (2.148)

Recall (2.51),

q(α;σ∗n)− q(β;σ∗n) = 2
[ ∫

t∈`
x(t)dH(t)−

∫
t∈s

x(t)dH(t)
]
. (2.149)
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Recall (2.115) and (2.44), which imply
∫

t∈g x(t)dH(t) ≈ c4x∗(p̂, 1)2W(g) for
some constant c4 6= 0. Hence,

x∗(p̂, 1)2 ≈ c5

[
q(α;σ∗n)− q(β;σ∗n)

]
for some constant c5 6= 0. Then,

x∗(p̂, 1)2 ≤ 2c5

[
|q(α;σ∗n)− 1

2
|+ |q(β;σ∗n)− 1

2
|
]

≤ 4c5
δn

n−
1
2

, (2.150)

where I used the triangle equality on the first inequality and α =
arg max (|q(α;σ∗n)− 1

2 |, |q(α;σ∗n)− 1
2 |) for the second inequality. Hence, (2.148)

implies

limn→∞ nx∗(Pr(α|piv;σ∗n, n), 1)2c0(x∗(Pr(α|piv;σ∗n, n), 1)) = 0 (2.151)

Using (2.1),

limn→0
x2c0(x)
xc(x)

= d. (2.152)

Recall (2.27), hence x∗(Pr(α|piv;σ∗n, n), 1)→ 0 as n→∞. Thus, combining (2.151)
and (2.152),

limn→∞ nx∗(Pr(α|piv;σ∗n, n), 1)c(x∗(Pr(α|piv;σ∗n, n), 1)) = 0. (2.153)

We claim that any equilibrium sequence (σ∗n)n∈N satisfies∫
t∈g

c(x(t))dH(t) ≈ 2(d− 1)
d

c(x∗(p∗, 1))x∗(p∗, 1)
χ0(p∗)

W(g). (2.154)

The proof follows from previous arguments: the proof is a verbatim to the calcula-
tions in section 2.4.2.2, except that we need to replace x(Pr(α|piv;σ∗n, n), k) with
c(x(Pr(α|piv;σ∗n, n), k)) at the appropriate places. Then, (2.153) and (2.154) imply

limn→∞(2n + 1)
[ ∫

t∈[−1,1]2
c(x(t))dH(t)

]
= 0. (2.155)

Finally, the lemma follows from the weak law of large numbers.
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Chapter 3

Motivated Information Acquisition
in Social Decisions
Joint with Si Chen

3.1 Introduction

The motivated reasoning literature demonstrates that people often trade off the ac-
curacy against the desirability of their beliefs (for a review, see Bénabou and Tirole,
2016). The desirability of beliefs can arise in decisions where benefiting oneself
might harm others. In these situations, individuals can behave selfishly without a
guilty conscience if they believe that the selfish decision harms no others (for a re-
view, see Gino, Norton, and Weber, 2016). In this paper, we analyze how individuals
acquire information about the externalities of the decisions that they are about to
make.

To shed light on the dynamics of the information acquisition process, we focus
on information that unveils the unknown externalities gradually (i.e., noisy informa-
tion). Whereas a piece of perfect one-shot information uncovers the truth immedi-
ately, noisy information increases one’s belief accuracy bit by bit. Individuals can not
only decide whether to start acquiring noisy information but also when to stop the
inquiry. Compared to perfect information, situations with noisy information offer
individuals a higher chance to end up with beliefs more desirable than their initial
beliefs, by allowing them to choose when to stop their inquiries strategically.

In many economic decisions with potential externalities, individuals can acquire
noisy information to guide their decisions. Examples include medical examinations
that help a doctor to decide between treatments with different profits, media con-
sumption before voting on ethically controversial but personally costly policies, or
candidate screening and interviewing by discriminatory employers on the labor mar-
ket. In these decisions, when individuals decide to stop acquiring noisy information
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plays an important role in both the decision-making and the resulting welfare out-
comes.

This paper makes three main contributions. (i) We experimentally show how in-
dividuals strategically decide when to stop acquiring noisy information about their
options’ externalities when an option benefits themselves. (ii) We propose a theoret-
ical model that makes testable predictions about individuals’ information choices in
social decisions. These predictions are consistent with empirical findings, including
the noisy information acquisition strategy found in our experiment. (iii) We show
both in theory and in our experimental data that strategic information acquisition
motivated by selfish interests can reduce the negative externalities resulting from
the decision. We present these three contributions in detail below.

First, we conduct a laboratory experiment to investigate the acquisition of noisy
information empirically. By doing so, we address three challenges that render an
investigation of noisy information acquisition in the field, using observational data,
difficult. First, individuals’ often unknown and heterogeneous prior beliefs can act
as a confounding factor; in our laboratory experiment, we fix the prior beliefs of
all subjects such that they begin with the same known prior belief. Second, the
information history of each individual is usually hard to monitor; our experiment
allows us to monitor the entire information history of each subject. Third, the access
to information and interpretation of it are often heterogeneous; the information in
our experiment has a clear Bayesian interpretation and is costless for all subjects.
Besides, we provide the subjects with the Bayesian posterior beliefs after each piece
of information to address heterogeneous ability to interpret information rationally.

More specifically, our subjects take part in a modified binary dictator game, in
which each dictator has to decide between two options. The dictators know each
option’s outcome for themselves. In our baseline, the two options pay the dictators
themselves equally. In the treatment, in contrast, one option pays the dictators more
than the other option. For each dictator, contingent on an unknown binary state, one
of the options reduces the payoff of the receiver, while the other does not. Before
making the decision, each dictator can acquire as much noisy information as they
want about which option harms the receiver. The information is costless. If one op-
tion generates a higher payoff for the dictators, they can opt for the extra payoff
without a guilty conscience, as long as they believe that this option does not harm
others. Whereas when the options pay themselves equally, the dictators do not have
this incentive to prefer certain beliefs about the harmful option. Hence, the dictators
in the latter case serve as the baseline.

In the laboratory experiment, we find that compared to the baseline, dictators
facing a self-benefiting option exploit information: when most of the information re-
ceived up to that point suggests that the self-benefiting option harms the receivers,
a higher proportion of them continue acquiring information; when most of the infor-
mation received up to that point suggests that the selfish option causes no harm to
the receivers, a higher proportion of them stop acquiring information. How does this
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information acquisition strategy arise? Intuitively, having received dominant infor-
mation suggesting that the self-rewarding option harms the receivers, the dictators
become more inclined to forsake the additional payment. In this case, the further
information might present supporting evidence for a selfish decision favorably and
make them choose the self-benefiting option instead. In contrast, having received
dominant information supporting the innocuousness of the self-rewarding option,
individuals face the undesirable risk that further information might challenge the
previous evidence. This intuition is formalized in our theoretical model.

As the second contribution, we propose a theoretical model that analyzes the
acquisition of information to all degrees of noise. It shows that the information ac-
quisition strategy found in our experiment can be optimal. In our model, a Bayesian
agent, who values her belief in her righteousness, attempts to persuade herself to
behave selfishly by strategically acquiring information. This self-persuasion model-
ing approach draws on the Bayesian persuasion model (Kamenica and Gentzkow,
2011). In our model, the sender and the receiver of the signal in Bayesian per-
suasion are the same person, namely the dictator in our experiment. The agent’s
signal-sender-self first chooses the information to acquire, and the information pins
down her posterior belief distribution. Then the agent’s signal-receiver-self chooses
the option that maximizes her expected utility given the realized posterior belief.
The agent’s utility consists of two preference components: preferences for material
gains (material utility) and preferences for beliefs that her decision does not harm
others (belief utility). Intuitively, in decisions with a self-benefiting option, the opti-
mal information acquisition strategy has two properties: first the agent forgoes her
self-interests only when she is certain that doing so benefits others; second, when
she chooses the self-benefiting option, her marginal gain of belief utility from being
more certain about the state is weakly smaller than the downside risk that the real-
ized posterior belief leans against the self-benefiting option. Leveraging techniques
from the Bayesian persuasion model of Kamenica and Gentzkow (2011), our model
offers tractable tools for analyzing information acquisition. It generates rich testable
predictions, including predictions about the welfare consequences of the motivated
information acquisition strategy documented in our experiment.

As a third contribution, we theoretically and empirically show results regard-
ing receiver welfare that might not be obvious at first sight. Although one might
think that strategic information acquisition motivated by selfish interests must lead
to more negative externalities, our model shows that also the reverse can happen:
for some agent types, motivated information acquisition improves the welfare of the
others affected by the decision. Our experimental data provide evidence consistent
with this prediction. This counter-intuitive result arises from a moral hazard prob-
lem: when disinterested, some agent types acquire only a small amount of informa-
tion due to, for example, the satisficing behavior (Simon, 1955). The agent’s selfish
preference for one option over the other can mitigate this moral hazard problem by
causing her to choose her least-preferred option only when she is certain that it is
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harmless to others. This result implies that delegating information acquisition to a
neutral investigator might lower the welfare of the others affected by the decision.

In terms of the empirical literature, this paper contributes insights into how peo-
ple engage in motivated reasoning. To the best of our knowledge, we are the first to
show that individuals strategically decide when to stop acquiring noisy information,
even if they interpret information rationally. The existing literature on motivated be-
liefs has largely focused on biases in processing exogenous information and find that
people react to exogenous information in a self-serving manner (Eil and Rao, 2011;
Mobius, Niederle, Niehaus, and Rosenblat, 2011; Falk and Szech, 2016; Gneezy, Sac-
cardo, Serra-Garcia, and Veldhuizen, 2016; Exley and Kessler, 2018; Zimmermann,
forthcoming). In the literature on excusing selfish behavior without involving infor-
mation, individuals have been found to manipulate their beliefs and avoid being
asked for good deeds (Haisley and Weber, 2010; DellaVigna, List, and Malmendier,
2012; Di Tella, Perez-Truglia, Babino, and Sigman, 2015; Andreoni, Rao, and Tracht-
man, 2017). An early psychology paper of Ditto and Lopez (1992) documents that
individuals require less supportive information to reach their preferred conclusion,
possibly due to the bias of overreacting to their preferred information. In compari-
son, the psychology behind our finding is the tradeoff between a more informed vs.
a more desirable decision, rather than the fact that information deemed more valid
leads to a conclusion faster. Our experiment shows evidence that individuals use
strategic information acquisition itself as an instrument for motivated reasoning.

Our empirical investigation of endogenous information choice relates to the em-
pirical studies on the avoidance of perfectly revealing information in social decisions
(Dana, Weber, and Kuang, 2007; Feiler, 2014; Grossman, 2014; Golman, Hagmann,
and Loewenstein, 2017; Serra-Garcia and Szech, 2019). In contrast to information
avoidance, we find that when it comes to noisy information, individuals seek fur-
ther information if the previously received information is predominantly against the
innocuousness of their selfish interests. The avoidance of perfect information docu-
mented in the previous studies importantly reveals that individuals have information
preferences in social decisions. Delving into how people acquire information, our in-
vestigation sheds light on what the individuals’ information preferences are in social
decisions. Our model provides a unified framework for analyzing the acquisition of
information, with the avoidance of perfect information as a special case.

Another related strand of the empirical literature is the one focusing on rational
inattention, showing that individuals who allocate costly attention rationally might
make decisions based on incomplete information (e.g. Bartoš, Bauer, Chytilová,
and Matějka, 2016; Ambuehl, 2017; Masatlioglu, Orhun, and Raymond, 2017). As
pointed out by Bénabou and Tirole (2016), when the nature of the decision so deter-
mines that some beliefs are more desirable than others, the decision-makers might
engage in motivated reasoning and lean towards these beliefs. This is a different
psychology than the undirected inattention. For inattention to be rational, informa-
tion must be costly. In contrast, in our experiment, information entails no monetary
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cost and a highly limited time cost. We also limit the cognitive cost to interpret the
information by providing Bayesian posterior beliefs to subjects after each piece of
information.

In terms of the theory literature, featuring an agent who cares about her own
belief that her decision harms no others, our model relates to the literature on belief-
dependent utility. Deviating from the outcome-based utility, economic research has
put forward concepts of utility directly derived from beliefs, including the utility
derived from memories (remembered utility, Kahneman, Wakker, and Sarin, 1997;
Kahneman, 2003, etc), the anticipation of future events (anticipatory utility, Loewen-
stein, 1987; Brunnermeier and Parker, 2005; Brunnermeier, Gollier, and Parker,
2007; Schweizer and Szech, 2018, etc), ego-relevant beliefs (ego utility, Köszegi,
2006, etc), and belief-dependent emotions (Geanakoplos, Pearce, and Stacchetti,
1989, etc). We suggest that individuals receive utility from believing that their de-
cisions impose no harm on others. This approach is most similar to the belief util-
ity from a moral self-identity proposed by Bénabou and Tirole (2011) in the self-
signalling games.

By modelling social decisions as driven by utility based on beliefs in one’s righ-
teousness, we add to the discussion of an important yet less-understood aspect of
social preference, namely social preference under uncertainty. In social decisions
with uncertainty, an expected-utility-maximizing agent with intrinsic valuation for
the welfare outcome of others always prefers complete knowledge in social decisions
(for example, the agents in Andreoni, 1990; Fehr and Schmidt, 1999; Bolton and
Ockenfels, 2000; Charness and Rabin, 2002). It contradicts our empirical finding of
strategic information acquisition and the avoidance of perfect information observed
by, for example, Dana, Weber, and Kuang (2007). Reassessing individuals’ motives
in social decisions, some models deviate from outcome-based social preferences. An-
dreoni and Bernheim (2009) propose that individuals act fairly to signal to others
that they are fair. Niehaus (2014) proposes a model with an agent who receives a
warm glow from her perceived social outcomes of her decision. Rabin (1994), Konow
(2000), and Spiekermann and Weiss (2016) suggest cognitive dissonance to be a
factor for prosocial decisions. In these models, the conflicting desires for selfish in-
terests and fairness create an unpleasant tension, which the agents can reduce by
deceiving themselves that a selfish option is fair. A model proposed by Rabin (1995)
views moral dispositions as “internal constraints on the agent’s true goal of pursuing
her self-interest.” It shows that for an agent who only engages in a self-benefiting
action if she is certain enough that this action harms no one else, partial informa-
tion or information avoidance can be optimal. In comparison to these studies, our
modeling approach connects to the literature of belief-based utility and Bayesian
persuasion (Kamenica and Gentzkow, 2011) by modeling an agent who gains util-
ity directly from her beliefs and attempts to persuade herself to behave selfishly.
Mathematically, our model includes the agent in Rabin (1995) as a special type.
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Another strand of the literature proposes self-signaling as the main concern in
social decisions (Akerlof and Kranton, 2000; Bodner and Prelec, 2003; Bénabou and
Tirole, 2006; Bénabou and Tirole, 2011; Grossman and Weele, 2017). Assuming
a high level of individual rationality, a self-signaling model features intrapersonal
signaling games in which one self of the agent knows her prosocial type and makes
decisions, including the decision on what information to collect, and the other self
observes the decisions to infer her prosocial type. Addressingwhether people acquire
perfect information, Grossman and Weele (2017) endogenize the decision to avoid
perfectly revealing information and show that the avoidance of perfect information
can be an equilibrium outcome in a self-signaling model. In contrast, we model
the process of acquiring information as the process of a person persuading herself
to behave selfishly. Leveraging insights from the Bayesian persuasion, our model
is tractable. It goes beyond the binary decision of acquiring or avoiding a certain
type of information and characterizes the optimal information acquisition strategies
regarding a large range of information environments.

We organize the rest of the paper as follows: In Section 3.2, we first detail the
experimental design and then empirically analyze the dictators’ information acqui-
sition strategy in our experiment. In Section 3.3, we present the theoretical model
that predicts our empirical findings. In Section 3.4, we theoretically show that
strategic information acquisition motivated by the dictator’s selfish interests can
improve the receiver welfare. We also provide consistent results in our experimental
data. In Section 3.5, we conclude and propose some ideas for future research.

3.2 Motivated Information Acquisition

This section focuses on how individuals acquire information about their options’ ex-
ternalities in a decision. In Section 3.2.1, we provide details of the experimental
design. In Section 3.2.2, we empirically analyze the dictators’ information acquisi-
tion strategies.

3.2.1 A Laboratory Experiment With Modified Dictator Games

We conduct a laboratory experiment with modified binary dictator games. Contin-
gent on an unknown state, one of the two options of the dictator game reduces the
receivers’ payoffs, and the other does not. Before deciding, the dictators can acquire
information about the harmful option at no cost.

3.2.1.1 The Treatment Variations

Our experiment has a 2× 2 design and 4 treatments, as illustrated in Table 3.1. The
treatments vary on two dimensions: (i) whether one of the dictator game options



3.2 Motivated Information Acquisition | 113

increases the dictators’ payoffs; (ii) whether the dictators can proceed to the dictator
game without acquiring any information on the externalities of their options.

The key treatment variation in our experiment is whether the dictators’ selfish in-
terests are concerned in the dictator game. In the “Tradeoff” treatments, one option
increases the dictators’ payoffs, while the other does not. In the “Control” treatments,
neither option affects the dictators’ payoffs. The comparison between the Tradeoff
and Control pins down the causal effect of having a self-benefiting option on the
dictators’ information acquisition behavior. We describe the details of this treatment
variation below when we present the dictator game.

The second treatment variation concerns the dictators’ freedom to acquire no
information. It serves two purposes: (i) In the “NoForce” treatments, dictators are
not forced to acquire any information. These treatments allow us to examine the
proportion of dictators who do not acquire any information, but they also leave
room for self-selection into the information processes. (ii) In the “Force” treatments,
the dictators are forced to acquire at least one piece of information before making
their decisions in the dictator game. This modification eliminates the potential self-
selection into the information process.1

Table 3.1. Treatments

With Selfish Interests No Selfish Interests Shorthand
No Forced Draw Tradeoff–NoForce Control–NoForce NoForce
A Forced Draw Tradeoff–Force Control–Force Force
Shorthand Tradeoff Control -

This table presents our four treatments with a two by two design. Tradeoff vs. Control is our key
treatment variation. Dictators in Tradeoff can gain additional payment by choosing a particular option
in the modified dictator game, while those in Control cannot. Force vs. NoForce differ in that in the
former the dictators have to acquire at least one piece of information, while in the latter they can
choose to acquire no information.

3.2.1.2 The Dictator Game

Table 3.2 presents the payment scheme of the dictator game in the Tradeoff and the
Control treatments respectively. In all treatments, the dictators choose between two
options, x and y. There are two states of the world, “x harmless” or “y harmless”.
Depending on the state, either option x or y reduces the receivers’ payments by
80 points, while the other one does not affect the receivers’ payment. Note that
each option harms the receiver in one of the states. This design makes sure that the
dictators cannot avoid the risk of harming the receiver without learning the state.
In Control, the dictators receive no additional points regardless of their choices and

1. We explain in details this selection effect when we analyze the data in Section 3.2.2.
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Table 3.2. Dictator Decision Payment Schemes

(a) Control Treatments

Good state Bad state
(x harmless) (y harmless)

x (0, 0) (0,−80)
y (0,−80) (0, 0)

(b) Tradeoff Treatments

Good state Bad state
(x harmless) (y harmless)

x (+25, 0) (+25,−80)
y (0,−80) (0, 0)

These tables present the dictator games in Control and Tradeoff treatments. The number pairs in the
table present (dictator’s payment, receiver’s payment).

the state. In Tradeoff, x is self-benefiting for the dictators: they receive 25 additional
points when choosing x, but no additional points when choosing y.

Good State vs Bad State. For the ease of exposition, we hereafter refer to the state
“x harmless” as the “Good state”, and the state “y harmless” as the “Bad state”. It is
because in state x harmless, the dictator’s and the receiver’s interests are aligned in
Tradeoff : option x is better for both of them. The dictator can claim the additional
payment of 25 points without harming the receiver. Reversely, in state y harmless,
if the dictator decides to choose x to gain the additional payment, she makes the
receiver worse-off. The dictator is in a dilemma between less payment for herself
or hurting the receiver. Although this contrast between states does not apply to the
Control treatments, we will refer to “x harmless” as the Good state and “y harmless”
as the Bad state for consistency.

Note that in treatments Tradeoff, dictators would prefer to believe that they are in
the Good state, such that they can choose option x and gain the additional payment
without having a bad conscious; whereas in the Control treatments, dictators are
indifferent about which state they are in, since their payments are not affected by
their decisions in either state.

The dictators start the experiment without knowing the state that they are in
individually. They only know that in every twenty dictators, seven are in the Good
state, and thirteen are in the Bad state. That is, the dictators start the experiment
with a prior belief of 35% on that they are in the Good state and 65% in the Bad state.
Before making the decision, they can update their beliefs by drawing information
described in the next subsection.

3.2.1.3 The Noisy Information

We design a noisy information generator for each state, which generates information
that is easily interpretable according to the Bayes’ rule. Specifically, each piece of
information is a draw from a computerized box containing 100 balls. In Good state,
60 of the balls are white and 40 are black; in Bad state, 40 balls are white and 60 are
black (Figure 3.1). The draws are with replacement from the box that matches to
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Figure 3.1. The Noisy Information Generators

each dictator’s actual state. After each draw, we display the Bayesian posterior belief
on the individual computer screen, to reduce the cognitive cost of interpreting the
information and reduce non-Bayesian updating.

Good News vs. Bad News. For the ease of exposition, we refer to a white ball as
a piece of “good news” and a black ball as a piece of “bad news”. It is because, in
the Good state, dictators draw a white ball with a higher probability. A white ball
hence supports the dictators to believe in the Good state, in which the dictators
in treatments Tradeoff can choose x and gain the additional payment without
reducing the payment of the receiver. Reversely, in the Bad state, dictators would
draw a black ball with higher probability. A black ball is an evidence for the Bad
state, in which option x rewards the dictators in Tradeoff at the cost of the receivers.
Although dictators in Control do not have a preference over the two states, and
hence unlikely to have a preference for black or white balls, we will still refer to a
white ball as good news and a black ball as bad news for consistency.

3.2.1.4 The Experimental Procedure

The experiment consists of three parts: the preparation stage, the main stage, and
the supplementary stage.

The Preparation Stage:. (i) The dictators read paper-based instructions on the dic-
tator decision, and the noisy information. (ii) We also describe in written the Bayes
rule and tell the dictators that later in the experiment, we are going to help them
to interpret the information by showing them the Bayesian posterior beliefs after
each ball that they draw. (iii) Besides, the instructions specify that each experiment
participant starts the experiment with 100 points of an endowment. (iv) We also
inform them that option x is harmless for 7 out of 20 of the dictators and y for 13
out of 20. That is, the dictators’ prior beliefs on the states are 35% and 65% on the
Good state and the Bad state.
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After reading the instructions, the dictators answer five control questions de-
signed to check their understanding of the instructions. They keep the paper in-
structions for reference throughout the experiment.

Figure 3.2. Screenshot of the Information Stage

TheMain Stage:. In themain stage, (i) dictators can acquire information about the
state that they are individually in; (ii) they choose between x and y in the dictator
game.

Specifically, the dictators can acquire a piece of information by clicking a button
that makes the computer draw a ball randomly from the box matched to their actual
individual state (see Figure 3.1). The draws are with replacement. After each draw,
the screen displays the latest ball drawn and the Bayesian posterior beliefs on the
Good state and the Bad state given all the balls drawn so far (rounded to the second
decimal, see Figure 3.2). There are two buttons on the screen: one to draw an addi-
tional ball, and the other to stop drawing and proceed to the dictator game. Either
to draw a ball or to stop drawing, a dictator must click on one of the buttons.

The draws do not impose any monetary cost on the dictators. The time cost of
acquiring information is limited: between draws, there is a mere 0.3 second time



3.2 Motivated Information Acquisition | 117

lag to allow the ball and the Bayesian posterior belief to appear on the computer
screen. It means that a dictator can acquire 100 balls within 30 seconds, which
would almost surely yield certainty.

In the NoForce treatments, the dictators can draw from zero to infinitely many
balls. That is, they can proceed directly to the dictator game without drawing any
ball, and if they decide to acquire information, the information acquisition can only
be ended by them. In the Force treatments, the dictators must draw at least one ball,
and after the first draw, they have full autonomy regarding when to stop drawing just
like in NoForce. Besides drawing balls, the dictators have no other way to learn about
the true state that they are in throughout the experiment. It is common knowledge
that the receivers do not learn the information acquired by the dictators throughout
the experiment.

Having ended information acquisition, dictators choose between x and y in the
dictator game in Table 3.1a (in the Control treatments) or Table 3.1b (in the Trade-
off treatmentss). Next in the implementation state, the dictator’ choices are imple-
mented and the payments are calculated.

The Supplementary Stage:. (i)We elicit the dictators’ posterior beliefs on the state
after the dictator game. The belief elicitation is incentivized by using the randomized
Quadratic Scoring Rule. We compare the elicited and the Bayesian posterior beliefs
in Appendix 3.A.5 and find that for the majority of dictators, their elicited posterior
beliefs and their Bayesian posterior beliefs coincide. (ii) The subjects take part in
the Social Value Orientation (SVO) slider measure, which measures “the magnitude
of concern people have for others’ and categorizes subjects into altruists, prosocials,
individualists, and competitive type (Murphy, Ackermann, and Handgraaf, 2011).
(iii) The subjects answer a questionnaire consisting of socio-demographics, prefer-
ences, a selection of HEXACO personality inventory (Lee and Ashton, 2018), and a
5-item Raven’s progressive matrices test (Raven et al., 1998). We report the details
of the questionnaire in Appendix 3.A.5.

Implementation:. We randomize within each laboratory session: (i) the Tradeoff
and Control treatments, (ii) the states: we randomly assign 35% of the laboratory
terminals to the Good state, and 65% to the Bad state. The subjects are then ran-
domly seated and randomly matched in a ring for the dictator game. The subjects
are told that their decisions would affect the payment of a random participant in the
same experimental session other than themselves. After all the subjects have decided
in the dictator game, the experiment moves on to the implementation stage, where
we inform the subjects that the dictator game decisions are being implemented and
their payments are affected according to another participant’s dictator game deci-
sion. Each subject plays the dictator game only once.

We conducted the experiment in October and December 2018 at the BonnEcon-
Lab (NoForce and Force treatments respectively). 496 subjects took part (168 in
Tradeoff–NoForce, 167 in Control–NoForce, 82 in Tradeoff-Force and 79 in Control-
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Force). Among the subjects, 60% are women, and 93% are students. They are, on
average, 24 years old, the youngest being 16 and the oldest being 69. The subjects
are balanced between treatments, concerning gender, student status, and age (see
Appendix 3.A.5). We used z-tree (Fischbacher, 2007) to implement the experiment
and hroot (Bock, Baetge, and Nicklisch, 2014) to invite subjects and to record their
participation. Instructions and interfaces on the client computers were written in
German, as all subjects were native German speakers.

Payments:. In the experiment, payments are denoted in points. One point equals
0.05 EUR. At the end of the experiment, the details of the points and the equiva-
lent payments earned in the experiment are displayed on the individual computer
screens. The subjects received payments in cash before leaving the laboratory. The
total earnings of a subject were the sum of the following components: an endow-
ment of 5 EUR, an additional 1.25 EUR if the subject was in treatments Tradeoff
and chose x, a 4 EUR reduction if the subject’s randomly assigned dictator made a
decision that reduces her payments, a random payment of either 1.5 EUR or 0 for
revealing their posterior beliefs, a payment ranging from 1 to 2 EUR depending on
the subject’s decisions in the SVO slider measure, a payment ranging from 0.3 to 2
EUR depending on the decisions in the SVO slider measure of another random sub-
ject in the same laboratory session, and a fixed payment of 3 EUR for answering the
questionnaire. A laboratory session lasted, on average, 45 minutes, with an average
payment of 11.14 EUR.

3.2.2 Empirical Analyses of Motivated Information Acquisition

In this section, we analyze the data from our experiment to investigate the effect
of having a selfishly preferred option on how individuals acquire information about
their options’ externalities. The median number of balls drawn by the dictators is
6 (Tradeoff : 6, Control: 5; Mann-Whitney-U p = 0.98). We summarize our data in
Appendix 3.A.1 and proceed below with the analyses of the dictators’ information
acquisition behavior.

Consequently, the effect of our interest – the effect of the information histories
on acquiring further information – might be confounded by the prior beliefs. These
two effects can be disentangled by comparing treatments Tradeoff to Treatments
Control since the prior beliefs are the same across treatments. The latter treatments
serve as a baseline.

Do dictators acquire information?

Finding 1. The proportion of dictators who do not acquire any information is 15%
in Tradeoff–NoForce and 7% in Control–NoForce.

In the NoForce treatments, where the dictators are allowed to draw no informa-
tion before the dictator game, 38 out of 335 proceed to the dictator game without
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drawing information (Tradeoff–NoForce: 15%; Control–NoForce: 7%). Among them,
in Tradeoff–NoForce, 25 out of 26 choose x, the option with additional payments for
themselves; in Control– NoForce, where neither option produces additional payments
for the dictators themselves, only 2 out of 12 choose x.

Table 3.3. Proportion of Dictators Drawing No Ball

No Info% Their Choices
Tradeoff–NoForce 15% x: 96% y: 4%
Control–NoForce 7% x: 17% y: 83%
Chi-2 p-value 0.02 0.00

This table displays in each treatment (i) the proportion of dictators who do not draw any ball before
making their decisions between x and y; (ii) the proportion among them who choose option x. Note
that in treatment Tradeoff–NoForce, dictators who choose option x receive additional payment, while
those in treatment Control–NoForce do not.

Do dictators stop earlier in Tradeoff than in Control?

Finding 2. Overall, the proportions of dictators who continue acquiring information
after each draw do not differ between treatments.

Figure 3.3 presents in Tradeoff and Control the proportions of dictators surviving
over time, i.e. the proportion of dictators who are still acquiring information over
time. The survival function does not differ between Tradeoff and Control (log-rank
test for equality of survivor functions, p = .63).

Finding 2 speaks against an overall lower propensity to acquire noisy informa-
tion when individuals’ selfish interests are involved in the decision. It contrasts the
avoidance of perfect information found by the previous literature (e.g. Dana, Weber,
and Kuang, 2007).
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This figure plots the fraction of dictators remaining in the information acquisition process over the
number of draws.

Figure 3.3. Life Table Survival Function

When do dictators stop acquiring information? We now turn to the 458 dicta-
tors who did acquire information and focus on the role of the information history in
their decisions to continue acquiring information after each draw of ball.

Specifically, we predict:

Having an option that generates additional payoffs for the dictators themselves (i) in-
creases their tendency to continue acquiring information, when a dominant amount
of information received up to that point is bad news against the innocuousness of
this option; (ii) but increases their tendency to stop, when a dominant amount of
information received is good news supporting the innocuousness of this option.

The intuition of the prediction is that when the dictators are inclined to forgo
their selfish interests upon receiving dominant bad news, continuing the inquiry
might reverse the previous bad news favorably and make them choose the self-
rewarding x instead. This possibility might encourage dictators to continue drawing
balls. However, when the dictators have received dominant desirable good news and
are inclined to behave selfishly, the further information might be bad news that dete-
riorates their current desirable beliefs. This risk might discourage the dictators from
drawing further information. This intuition is formalized in the theoretical model
presented in Section 3.3.

In what follows, we first compare the decisions to stop acquiring the information
directly after the first draw between Tradeoff and Control. Then, we analyze the
entire information histories, levering insights from the research of survival analysis.
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3.2.2.1 The First Draw of Ball

For dictators, whose first ball is good news and those whose is bad news, we respec-
tively compare between Tradeoff and Control their decisions to continue acquiring
information right after the first draw. The good and bad nature of the first draw is
exogenous in our experiment since the composition of the 100 balls in the boxes
depends solely on the exogenous state, and the draws are random.

Finding 3. (i) When the first draw is bad news, the proportion of dictators who
continue drawing balls right after it is similar across treatments. (ii) In case of good
news, the proportion is smaller in Tradeoff treatments than in Control treatments.

Finding 3 shows evidence that having a self-rewarding option causes individuals
to be more likely to stop acquiring further information when the previous informa-
tion supports the innocuousness of this option. On the opposite, when the informa-
tion received up to that point suggests that the selfish decision harms others, indi-
viduals continue acquiring information similarly with or without the self-rewarding
option. Table 3.4 and Figure 3.4 present the exact proportions of dictators who con-
tinue acquiring information right after the first draw.

Table 3.4. Proportion of Dictators Continuing After the First Ball

First News Good First News Bad
Treatment Pooled Force NoForce Pooled Force NoForce
Tradeoff 83% 79% 86% 91% 93% 90%
Control 97% 97% 97% 86% 88% 85%
Chi-2 p-value .00 .01 .00 .26 .52 .22

This table displays the proportions of dictators who continue acquiring information after the first draw
in the respective treatment, given the respective first draw. In the Force treatments, dictators have to
draw at least one ball before choosing between x and y. Note that in the Control treatments the within
treatment differences given different news are due to the asymmetric prior belief of 35% in the Good
state.

Discussion. Finding 3 is less prominent in the NoForce treatments, where the dic-
tators can choose to draw no information. The reason might be the fact that the
dictators in NoForce have selected themselves into the information process.

In Tradeoff–NoForce, almost all dictators who do not acquire information choose
x directly. Had they received a further piece of good news, they would also be willing
to stop immediately. Therefore, the Tradeoff–NoForce dictators’ sorting out of the
information process decreases the proportion of themwho stop directly after the first
good news and reduces the observed effect of the treatment. Similarly, in treatment
Control–Force, almost all dictators who do not acquire information choose y directly.
Had they received a piece of bad news, they might also stop immediately to choose
y. Therefore, the self-selection out of the information process of the Control–Force
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(a) Pooled Data (b) Force Treatments (c) NoForce Treatments

These figures present the proportion of dictators who continue acquiring information after the first
draw.

Figure 3.4. Proportion of Dictators Continuing after the First Draw

dictators decreases the observed proportion of them who stop right after the first
bad news and hence is also against our finding.

3.2.2.2 The Entire Information Histories

Now we turn to the dictators’ complete information acquisition process. Each dicta-
tor’s information history evolves over time. To be able to include it in our analyses,
we first split each dictator’ complete information history at the unit of one draw.2
The resulting data set consists of records at the person-draw level. For every draw of
each dictator, the pseudo-observation records the dictator’s information history up
to that draw, whether the dictator chooses to stop or continue acquiring the informa-
tion directly after that draw and time-constant characteristics of the dictator such as
her identity, treatment assignment, and gender. After each draw, we can distinguish
between information histories dominated in amount by good and bad news, using
a binary dummy variable.

In the framework of a Cox proportional hazard model, we compare the decision
to stop acquiring further information between treatments, given these two types of
information histories: one dominated in amount by good news, and the other by
bad news.3

2. Time-varying covariates in survival analysis are often obtained by the method of splitting
episodes (see Blossfeld, Rohwer, and Schneider, 2019, pp 137-152).

3. The Cox model has the advantage that the coefficient estimates are easy to interpret. We
report a robustness check using the logistic model in Appendix 3.A.4. The results of the logistic model
are in line with those of the Cox model.
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We are interested in the dictators’ hazard to stop acquiring information. The
Cox proportional hazard model factors the hazard rate to stop acquiring information
into a baseline hazard function h0(t) and covariates Xt that shift the baseline hazard
proportionally, as in (3.1). The baseline hazard function h0(t) fully captures the time
dependency of the hazard.⁴

h(t|Xt) = h0(t) · exp(Xt · b). (3.1)

Our model specification is as follows:

h(t|X) = h0(t) · exp(β1Tradeoff + β2Info + β12Tradeoff× Info + αzt), (3.2)

where “Tradeoff” is a dummy variable for treatment Tradeoff, “Info” is a categori-
cal variable denoting information histories that are dominated by bad news, good
news, or balanced between the two, with bad news dominance as the baseline. zt

is a control variable that measures the accuracy of the individual belief after each
ball drawn.⁵ After controlling for the belief accuracy, the color of the balls per se
appears to have no significant effect on dictators’ stopping decisions, as shown later
in Table 3.5. To allow for different shapes of the hazard function with respect to
gender, cognitive ability (measured by Raven’s matrices test) and prosocial types
(categorized by SVO measure by Murphy, Ackermann, and Handgraaf, 2011), we
stratify the Cox model by these variables (Allison, 2002).⁶

We are interested in the following two hazard ratios:
(i) the first one reflects the effect of the treatment on the hazard rate, given bad
news dominance in the information history. That is, ceteris paribus

HRBad = h(t|Bad, Tradeoff = 1)
h(t|Bad, Tradeoff = 0)

= exp(β1 · 1 + β2 · 0 + β12 · 1 · 0 + αzt)
exp(β1 · 0 + β2 · 0 + β12 · 0 · 0 + αzt)

= exp(β1 + αzt)
exp(αzt)

= exp(β1); (3.3)

(ii) the second one reflects the effect of the treatment on the hazard rate, given good
news dominance in the information history. That is, ceteris paribus

4. Unlike many other regression models, the Cox model naturally includes no constant term,
since the baseline hazard function already captures the hazard rate at covariate vector 0 (see for
example Cleves, Gould, Gutierrez, and Marchenko, 2010).

5. We use the following score as a proxy for the accuracy of beliefs: beliefGood × belief2Bad +
beliefBad × belief2Good. It is a probabilistic belief’s expectated Brier score (Brier, 1950). Brier score is a
proper score function that measures the accuracy of probabilistic predictions.

6. As shown in Table 3.5, after the stratification, our main covariates affect the hazard to stop
acquiring information proportionally. That is, the proportional hazard assumption of the Cox model is
not violated.
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HRGood = h(t|Good, Tradeoff = 1)
h(t|Good, Tradeoff = 0)

= exp(β1 · 1 + β2,Good · 1 + β12,Good · 1 · 1 + αzt)
exp(β1 · 0 + β2,Good · 1 + β12,Good · 0 · 1 + αzt)

= exp(β1 + β2,Good + β12,Good + αzt)
exp(β2,Good + αzt)

= exp(β1 + β12,Good). (3.4)

Our prediction suggests that HRBad is smaller than 1 and HRGood is larger than 1.
That is, (i) β1 < 0; (ii) β1 + β12,Good > 0.

In Table 3.5, we report the Cox model results, with standard errors clustered
at the individual level. Pooling all treatments, the Cox model coefficient estimates
yields Finding 4.

Finding 4. (i) Having received more bad news than good news, the dictators are
more likely to continue acquiring information in Tradeoff than in Control; (ii) while
they are more likely to stop in Tradeoff than in Control, having received more good
news than bad news.

The estimated coefficient of the treatment dummy is β1 = −.28, and its inter-
action with the categorical variable indicating good news dominance is β12 = .43,
both significant at 5 percent level. If bad news dominates the information history,
the hazard to stop acquiring information in Tradeoff is exp(−.28) = .76 of that in
Control, i.e. 24% lower in Tradeoff. In contrast, if good news dominates, the hazard
in Tradeoff is exp(−.28 + .43) = 1.16 of that in Control, i.e. 16% higher in Trade-
off. That is, the treatment of having a selfishly preferred option makes the dictators
more likely to continue acquiring information, when they have received predomi-
nantly bad news, and more likely to stop when they have predominantly good news.
The estimation in the Force and NoForce treatments point in the same direction.

The Role of Cognitive Ability. When we focus exclusively on dictators above the
median cognitive ability, as measured by Raven’s matrices test (Table 3.6), we find
that the effects in Finding 4 become stronger than the average effect that we re-
port in Table 3.5. Having received more bad news, these dictators’ hazard to stop
acquiring information in Tradeoff is exp(−.35) = .70 of that in Control. Having re-
ceived more good news, the hazard to stop acquiring information in Tradeoff is
exp(−.35 + .59) = 1.30 of that in control. In comparison, considering all dictators,
these numbers are .76 and 1.16, indicating that the tendency to acquire information
strategically is more moderate averaging across dictators with all levels of cognitive
ability than focusing on the ones with high cognitive ability. This finding suggests
that the information acquisition behavior in Finding 4 is more likely out of strategic
considerations than due to limited cognitive abilities.
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Table 3.5. The Cox Proportional Hazard Model Results

Pooling All Force NoForce
β̂1 treatment Tradeoff -.28** -.24* -.38* -.18

(.12) (.13) (.21) (.16)
β̂12 Tradeoff ×

Good news dominance .43** .41** .32 .42*
(.20) (.21) (.39) (.26)

Balanced -.35 -.42 -.59 -.34
(.38) (.38) (.69) (.47)

β̂2 Good news dominance -.14 -.23 -.18 -.23
(.16) (.12) (.31) (.22)

Balanced -.52** -.56** -.48 -59**
(.24) (.22) (.38) (.30)

Control Variables:
Belief Accuracy Yes Yes Yes Yes
Gender, IQ, Prosociality FEs Yes Yes Yes Yes
Force treatment FE No Yes – –
Observations (individuals) 458 458 161 297
Chi2 p-value .00 .00 .00 .00
Violation of PH NO NO NO NO

This table presents the estimated coefficients of the Cox model in (3.2), with standard errors clustered
at the individual level. *, **, and *** denote significance at the 10, 5, and 1 percent level. The depen-
dent variable is the hazard to stop acquiring information, and the key coefficients of interests are β̂1

and β̂12. exp(β̂1) reflects the treatment effect on the dictators’ hazard to stop acquiring further informa-
tion, given information histories dominated by bad news; and exp(β̂1 + β̂12|Good news dominance)

reflects the treatment effect on the hazard, given information histories dominated by good news
(derivation see Equation (3.4)).
The fixed effects are taken into account by stratification, which allows the baseline hazard to differ ac-
cording to the control variables, i.e., gender, the prosocial types (categorized by the SVO test), and the
cognitive ability (measured by Raven’s matrices test). We also control for the belief accuracy, measured
by the Brier score of the beliefs after each draw (see Footnote 5). The reported likelihood Chi-square
statistic is calculated by comparing the deviance (−2× log-likelihood) of each model specification
against the model with all covariates dropped. The violation of the proportional hazard assumption of
the Cox model (PH) is tested using Schoenfeld residuals. In all four cases, the PH is not violated for
each covariate nor globally. We use the Breslow method to handle ties.



126 | 3 Motivated Information Acquisition in Social Decisions

Table 3.6. The Cox Model Results For Above and Below Median Raven’s Scores

Above Median Below Median
β̂1 treatment Tradeoff -.35** -.17

(.16) (.20)
β̂12 Tradeoff ×

Good news dominance .59** -.21
(.27) (.30)

Balanced .32 -1.03*
(.54) (.59)

β̂2 Good news dominance -.10 -.25
(.22) (.27)

Balanced -.98** -.21
(.40) (.32)

Control Variables:
Belief Accuracy Yes Yes
Gender, IQ, Prosociality FEs Yes Yes
Force treatment FE No Yes
Observations (individuals) 267 191
Chi2 p-value .00 .00
Violation of PH NO NO

This table presents the Cox model results for the subjects above and below median cognitive ability,
measured by the number of correctly answered questions in Raven’s matrices test, pooling data from
all treatments. Standard errors are clustered at the individual level. The median number of correct
answers to Raven’s test is four out of five in our experiment. In this table, the subjects above the
median have given correct answers to four or five questions in Raven’s test, and the subjects below the
median have correctly answered below four questions in Raven’s test. We find that subjects with higher
cognitive ability have a higher tendency to acquire information strategically. For a comprehensive table
description, please see that of Table 3.5.



3.3 Optimal Information Acquisition in Theory | 127

3.3 Optimal Information Acquisition in Theory

In this section, we present a model that characterizes individuals’ optimal informa-
tion choices in decisions affecting others. Its predictions include the noisy informa-
tion acquisition strategy found in Section 3.2.2 and the avoidance of perfect infor-
mation evidenced by Dana, Weber, and Kuang (2007) (see Appendix 3.A.6).

Heavily drawing on the Bayesian persuasion model (Kamenica and Gentzkow,
2011), we assume Bayesian updating and transform the problem of information
acquisition to the problem of self-persuasion.⁷ We compare the optimal information
acquisition strategy between two scenarios: a decision in which one of the options
benefits the agent herself (like in Tradeoff), and a decision in which her benefits are
not concerned (like in Control).

To make the idea of self-persuasion concrete, let us consider the dictators in our
experiment and answer two questions. First, which option would the dictators per-
suade themselves to choose? In Control, the payment of a dictator is not affected by
her choice between the two options x and y. She hence has no incentive to persuade
herself of either of the options. Only in Tradeoff where a dictator receives additional
payment for choosing x, the dictator has the incentive to persuade herself to choose
x.

Second, why would a dictator in Tradeoff need self-persuasion at all? If she cares
more about her own payment, she can choose x to claim the additional payment,
without drawing any information. Or if she cares more about the receiver’s pay-
ment, she can acquire information until she is sufficiently certain about the state,
and decide accordingly. Our observation that the majority of dictators in Tradeoff
do neither of the above points at a third possibility – while caring for their own pay-
ments, the dictators also want to believe that they are not harming the receivers. This
is where self-persuasion comes into play. Although the problem concerns only one
person, i.e., the dictator, we can understand her as having two selves: a Sender-self
who affects her beliefs by acquiring information, but does not make the decision be-
tween x and y; and a Receiver-self ⁸ who has a plan regarding which option to choose
given any belief in the states, she is the self making the dictator decision. By acquir-
ing information, the dictator’s Sender-self sends signals to persuade her Receiver-self
to choose the self-benefiting option x.

Information can be used by an individual’s Sender-self to persuade her Receiver-
self to make a certain decision because it affects her beliefs. For example, in our
experiment, information influences a dictator’s belief about which state she is in.
This belief in turn affects her decision between x and y. A Bayesian agent’s beliefs

7. In the experiment, we facilitate Bayesian updating by providing the dictators with the
Bayesian posterior beliefs after each draw of information.

8. The Receiver-self is to be distinguished from the receiver in the dictator game. The former
refers to the receiver of signals in the Bayesian persuasion model (Kamenica and Gentzkow, 2011).
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only change when responding to information. When committing to acquiring in-
formation in a certain way, the Sender-self is committing to the distribution of her
posterior beliefs. She can choose any distribution of posterior beliefs that is Bayes-
plausible, i.e., any posterior belief distributions with expectation equal to her prior
belief.

To illustrate how information persuades, consider a dictator in treatment Trade-
off whose Receiver-self chooses x whenever her belief in the Good state is not lower
than 40%. Recall that her prior belief in the Good state is 35%. Hence without in-
formation, this Receiver-self would choose y. By acquiring information, the dictator’s
Sender-self can with some probability make her Receiver-self choose x instead. For ex-
ample, if the Sender-self sends her Receiver-self full information that reveals the state
completely, the Sender-self has a 35% chance to persuade her Receiver-self to choose
x. By not acquiring full information, the Sender-self can do even better. For example,
by choosing an information acquisition strategy that yields either 70% or 0% poste-
rior belief in the Good state, she can persuade her Receiver-self to choose x 50% of
the time, i.e. whenever 70% posterior is realized. By reducing the certainty in the
Good state for which the Sender-self makes the Receiver-self choose x, the Sender-self
can increase the probability of successful persuasion. However, the downside of do-
ing so is that she would be less certain that she is not harming others when choosing
x – her belief utility of choosing x falls. The optimal information acquisition strategy
is determined by trading-off the probability of successful persuasion and the belief
utility of being certain that the decision does not harm others.

Our model analyzes the optimal information acquisition strategy for an agent
to persuade herself to choose a selfish option when she also wants to believe that
her decision does not harm others. We focus on binary action space and binary state
space, like in our experiment. The optimal information acquisition strategies in the
model are in line with our empirical findings in the experiment.

In Section 3.3.1, we set up the model. In Section 3.3.2, we compare the optimal
information acquisition in two scenarios: one in which the receiver’s choice solely
affects a third person, one in which a certain option benefits the decision-maker
herself. Finally, in Section 3.3.3, we show in our data direct evidence of the model
predictions.

3.3.1 Setup of the Model

An agent (she) has to make a decision between two options x and y. There is an
unknown binary state ω ∈ {X, Y} = Ω and the prior belief is that the probability of
X is p0 ∈ (0, 1). A passive agent, whom we hereafter refer to as the other (he), can
be affected by the agent’s decision between x and y – when the agent chooses an
action that does not match the state, i.e. x in Y or y in X, the action has a negative
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externality of−1 on the other (he) and otherwise not.⁹ The agent dislikes the belief
that her decision harms the other. When the agent believes that state X holds with
probability p and chooses a ∈ {x, y}, her utility is given by

U(a, p; r) =

u(p) + r if a = x

u(1− p) if a = y.
(3.5)

If choosing x, she receives a state-independent remuneration r ≥ 01⁰ and belief util-
ity u(p) for believing that her choice x is harmless for the other agent with proba-
bility p. The belief utility u is weakly increasing, weakly concave, and continuously
differentiable; we normalize u(1) = 0. That is, the dictator feels no disutility if he
is certain that the action of his choice does not harm the receiver.11 If choosing y,
she only receives belief utility u(1− p) for believing that her choice y is harmless
for the other with probability 1− p. We call u the (other-regarding) preference type
of the agent.

Before deciding between x and y, the agent has unrestricted access to informa-
tion about the state at no cost.12 Formally, she can choose any signal structure, i.e.,
a joint distribution of a set of signals s ∈ S and the state. For any signal structure,
the distribution of her posterior beliefs Pr(X|s) conditional on the realized signal s
must be Bayes-plausible.13 In the following, we model her choice of a signal struc-
ture as the choice of a posterior belief distribution τ ∈ ∆(∆(Ω)) from the set of
Bayes-plausible distributions.1⁴ After choosing τ , a posterior p ∈ supp(τ) is drawn
by nature and privately observed by the agent. Then, she decides on a ∈ {x, y} to
maximize her utility given the realized posterior belief p.

Preliminaries. A posterior belief determines the utility in two steps. First, it deter-
mines the agent’s choice of action between x and y – the agent chooses the action

9. The negativity of the externality is only a matter of normalization. Our model applies to all
situations where one of the options is better for the other agent, and one worse.

10. A remuneration r > 0 might arise in situations where she receives a choice-contingent mon-
etary payment, e.g. a commission, a prize or it might arise from choice-contingent non-monetary re-
wards, e.g. an increase in the reputation within a group or the feeling of satisfaction from a particular
choice.

11. This normalization is without loss of generality. Our results hold as long as u is weakly in-
creasing, weakly concave, and continuously differentiable.

12. Later, in the Online Supplement, we describe how the model naturally generalizes to the
situation when information is costly.

13. A distribution of posteriors is called Bayes-plausible if the expected posterior equals the prior,
that is

∑
p∈supp(τ) pPrτ (p) = p0.

14. It has been shown in the literature on Bayesian persuasion (Kamenica and Gentzkow, 2011)
that the model where the agent can choose any signal structure and the model where she can choose
any Bayes-plausible distribution of posteriors are equivalent. It is because, for any Bayes-plausible
distribution of beliefs τ , there is a signal structure such that the distribution of posterior belief Pr(X|s)
is τ .
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that maximizes U(a, p; r) for any given belief. Then, together with the chosen op-
tion, it determines the utility. Hence, we can get rid of the argument a in the utility
function and directly express utility as a function of posterior belief p:

V(p; r) = max
a∈{x,y}

U(a, p; r). (3.6)

V(p; r) is the continuation value for any posterior realization p given remuneration
r. The optimal posterior belief distribution τ is the one maximizing her expected
continuation value, i.e.

EτV(p; r) =
∑

p∈supp(τ)

Prτ (p)V(p; r). (3.7)

Before analyzing the optimal posterior belief distribution, we first narrow down
the space of the optimal τ in Lemma 1. It shows that for any other-regarding prefer-
ence type, there exists an optimal posterior distribution τ∗ that is supported on two
(potentially identical) beliefs p ≤ p ∈ [0, 1]. We show in the proof of Lemma 1 that
the agent chooses x when her posterior belief realizes as p and chooses y when her
posterior realizes as p, whenever p < p. The proof is in the Appendix.

Lemma 1. For any r ≥ 0 and any u, there is an optimal posterior distribution τ∗ with
binary support supp(τ∗) = {p, p} and p ≤ p0 ≤ p ∈ [0, 1], where p0 is the agent’s
prior belief.

3.3.2 The Optimal Information Acquisition Strategy

In this section, we compare the optimal belief cutoffs p and p in the scenario without
a remuneration (r = 0) and in the scenario with a remuneration (r > 0). Theorem
1 shows that, for all preference types that acquire at least some information in both
scenarios, both belief cutoffs p and p are weakly smaller when there is a remunera-
tion for option x, i.e. r > 0.

Theorem 1. Take any u and any optimal belief cutoffs (pco, pco) given r = 0. If it
is not optimal to acquire no information given r̄ > 0, then for any optimal belief
cutoffs (ptr, ptr) given r̄ > 0,

ptr ≤ pco, (3.8)

ptr ≤ pco. (3.9)

The formal proof is in the Appendix, while we elaborate the intuition below. Note
that the statement of the theorem is trivially true when the agent’s belief utility
u is weakly convex: no matter r = 0 or r > 0, she always strictly prefers accurate
beliefs and acquires all possible information, i.e. ptr = pc = 0 and ptr = pc = 1. Our
empirical finding that most of the dictators stop acquiring information when their
beliefs are far from certainty suggests that the belief utility is likely concave. The
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concavity of the belief utility captures the following psychological mechanism: it
is increasingly more uncomfortable for the individual to choose an option, as she
becomes more certain that her chosen option is the one worse for the other.

The intuition of this theorem goes back to the observation that only an agent
in scenario r > 0 wants to persuade herself to choose x. Lower p or lower p makes
the agent to choose x with a higher probability. Recall that she chooses x only if the
upper cutoff p is realized. To increase the probability that she chooses x, she has
to increase the probability that the upper cutoff p is realized. There are two things
that our Bayesian agent can do to increase the probability of the upper cutoff being
realized. First, she can require lower certainty to choose x, i.e., reduce the upper
cutoff p, such that it is realized with higher probability. Second, she can require
higher certainty to choose y, i.e., reduce the lower cutoff p, such that the lower
cutoff is realized with lower probability.

While the model does not restrict the information environment of the agent, our
experiment focuses on information environments in which the decision-makers can
sequentially acquire noisy information and freely decide when to stop. The feature
of unrestricted access to information in our model approximates these information
environments. The optimal belief cutoffs (p, p) of our model translate into the fol-
lowing dynamic behaviour in the experiment: a dictator chooses belief cutoffs p and
p and acquires information until her belief reaches either p or p. She then chooses
x if p is reached, and y if p is reached.1⁵ Theorem 1 is in line with our empirical
findings from the laboratory experiment, i.e. when most of the information received
so far indicates that the remunerative option x is harmless to others (p > p0), weakly
more dictators in Tradeoff (r > 0) stop acquiring information; when most of the
information received so far indicates that the remunerative option x is harmful to
others (p < p0), weakly less dictators in Tradeoff (r > 0) stop acquiring information.

In finer details, Theorem 1 can be understood by considering the optimal infor-
mation acquisition strategy in scenario r = 0 and r > 0 respectively. We first intro-
duce an important value of belief

l = min {q : u(q) = 0}.

l ≤ 1 is the threshold above which any further certainty that her chosen option is
harmless does not increase her belief utility any more;1⁶ whereas when her belief
that her chosen option is harmless is lower than l, her utility increases when she
gains additional certainty that the option is harmless. We term l the agent’s moral

15. Note that an equivalence between static persuasion models and dynamic information acquisi-
tion models in the presence of information cost has been shown formally in Morris and Strack (2019).

16. See Simon (1955) for seminal literature on satisficing. One feature of the satisficing behavior
in our setting is that the agent exhibits satisficing behavior for beliefs instead of outcomes.
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standard. A moral standard l < 1 captures the idea of satisficing – the agent is “satis-
ficed” if she is certain with l probability that her chosen option does not harm others,
and any further certainty no longer brings her additional utility.

(a) l < 0 and r = 0

(b) l < 0 and r > 0

Figure 3.5. Illustration of Optimal Cutoffs

Figure 3.6a illustrates V(p) in the scenario without remuneration, i.e. r = 0. The
agent’s only concern is her belief utility u. Whenever she is more certain than her
moral standard that her decision does not harm the other (pc < 1− l or pc > l), her
belief utility is at its highest value 0. Therefore, any information acquisition strategy
that always makes her more certain in the state than her moral standard is optimal
for her. Formally:
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Theorem 2. When r = 0, any cutoff pair (pc, pc) with pc ∈ [0, 1− l] and pc ∈ [l, 1]
is optimal.

Next, we turn to the optimal cutoffs when x is remunerative, i.e., r > 0.
In the presence of remuneration, the agent values her belief utility that she does

no harm on the other, as well as the remuneration utility r given by choosing x.
Regarding ptr, we first observe that the agent chooses the non-remunerative option
y only if she is certain that y is the option harmless to the other, i.e. ptr = 0. This
is because if choosing y for any ptr > 0, she can always improve her belief utility
by choosing y at ptr = 0. Meanwhile, ptr = 0 minimizes the probability that ptr is
realized, ceteris paribus, so that she can choose the remunerative option x with the
highest probability. Theorem 2 shows that pc ∈ [0, 1− l]. Therefore, like Theorem
1 shows, ptr ≤ pc.

Regarding ptr, when she considers choosing the remunerative option x, she faces
a trade-off: on the upside, she appreciates higher ptr, as it increases her belief utility
from believing that x is harmless with higher certainty; on the downside, the higher
ptr is, the lower is the probability that it is realized, and hence the lower is the
probability that she can choose x. This tradeoff determines the optimal cutoff ptr.

Among those who acquire information, there are two classes of agent types. The
types in the first class acquire complete information given r > 0.1⁷ These types must
have moral standard l = 1, i.e., they are not satisfied by any belief lesser than cer-
tainty. Besides, they value additional certainty in their beliefs so much that their
marginal belief utility still exceeds the remuneration r even when their belief is al-
ready very close to certainty. Since their moral standard is equal to 1, these types
also acquire complete information when r = 0. Hence for them, ptr = pc = 1, con-
sistent with Theorem 1.

The second class of types does not acquire complete information. Next, we will
show that for the types who do not acquire complete information, ptr < pc, in line
with Theorem 1. We first formally express the tradeoff between the belief utility
and the risk of the undesirable realization of ptr. Recall the agent’s maximization
problem (3.7); given that ptr = 01⁸ and V(0) = 0, her maximization problem is

ptr = argmaxp∈[p0,1]Pr(p)V(p; r), (3.10)

subject to the Bayes-plausibility constraint. Bayes-plausibility, together with ptr = 0,
implies that Pr(ptr) = p0

ptr ∈ [0, 1]. The first-order condition is therefore

Pr(p)u0(p) + ∂Pr(p)
∂p

V(p; r) = 0 (3.11)

⇔ p0

p
u0(p)− p0

p2 V(p; r) = 0

17. Formally they are those who satisfy the condition u0(1) ≥ r. u0(1) ≥ r implies that l = 1.
Since u is continuously differentiable, if l < 1, then r > u0(1) = 0.

18. Proof see Appendix.
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ptr is the solution to (3.11). The intuition of (3.11) is that its first term describes the
marginal increase in belief utility u for being more certain that the chosen option x
is harmless; and its second term captures the marginal undesirable risk that higher
information can make the remunerative option unacceptable.

Figure 3.6b illustrates the problem geometrically. It is easy to see in (3.11) that
its solution p̄tr is where the linear line connecting point (0, 0) and point (p̄tr, V(p̄tr))
is exactly tangential to V(p) at the latter. This linear line is the smallest concave
function lying weakly above V(p), which we refer to as the concavification of V(p).
The expected utility given belief cutoffs (0, p̄tr) is given by the intersection of the
concavification and the vertical line above p0.

Theorem 3 shows that when the interior solution p̃ exists, it must be the optimal
upper cutoff ptr and it must be smaller than l, i.e. ptr = p̃ < l.1⁹ Since pco ≥ l, for
this class of types, ptr < pco.

Theorem 3. When r > 0, for any type u with u0(1) < r, let p̃ be the interior solution
of (3.11). When p0 ≥ p̃, the agent acquires no information; When p0 < p̃, ptr = 0
and ptr = p̃ < l.

The proof of Theorem 3 is in the Appendix.
In summary, we have shown that, just like Theorem 1 states, (i) the lower cutoff

ptr is always weakly smaller than pco, since it is always 0; (ii) the upper cutoff ptr is
always weakly smaller than pc. Specifically, when the upper cutoff ptr is equal to 1,
pco also must be 1; when the upper cutoff ptr is smaller than 1, it must be strictly
smaller than pco.

3.3.3 Belief Cutoffs in the Experiment

In this section, we infer the belief cutoffs using the experimental data and compare
them between treatments.

We find that the large majority of subjects behave consistently with the model
(431 out of 496; Control: 228 out of 246; Tradeoff : 203 out of 250), i.e., they choose
x if they stop at a posterior weakly above the prior or y if they stop at a posterior
weakly below the prior.2⁰ For dictators who stop acquiring information at the equiv-
alent of their prior belief of 0.35, 0.35 is interpreted as their upper cutoffs if they
choose x and as their lower cutoffs if they choose y.

Table 3.7 summarizes the fraction of dictators who stop at their upper belief
cutoffs p. It reveals that the distribution of posterior belief cutoffs differ between
Tradeoff and Control. In Tradeoff, 49% dictators stop acquiring information at a

19. In the Appendix we show that an interior solution of (3.11) exists when u0(1) < r, i.e. when-
ever the agent does not acquire full information.

20. In the Control treatment, 14 dictators choose y after having received more good news, 4
dictator choose x after having received more bad news. In the Tradeoff treatment, 10 dictators choose
y after having received more good news, 37 subjects choose x after having received more bad news.
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posterior belief above the prior belief, while in Control the fraction is only 31% (Chi
square, p = 0.00). This finding is consistent with our theoretical model.

Figure 3.6 shows the empirical cumulative distribution function of the upper and
lower belief cutoff. Both the lower and the upper cutoff are lower in the Tradeoff
treatment, consistent with Theorem 1.21

Table 3.7. Proportion of Dictators Reaching the Upper Belief Cutoff p̄

Overall Tradeoff Control Chi-2 p
Stop at p 39% 49% 31% 0.00

(a) CDf of the lower belief cutoff (b) CDF of the upper belief cutoff

These figures show the empirical cumulative distribution functions of the lower belief cutoff (Figure
3.7a) and the upper belief cutoff (Figure 3.7b). The CDF of the lower belief cutoff reflects the data of
dictators who stop information acquisition at posterior beliefs weakly below the prior and choose y.
The CDF of the upper belief cutoff reflects dictators who stop weakly above the prior and choose x.

Figure 3.6. Distribution of the Observed Belief Cutoffs

3.4 Receiver Welfare

Do the dictators in Tradeoff, for whom x is self-rewarding, more often choose the
option that reduces the receivers’ payment, than the dictators in Control? This might
seem to be the case, since the dictators in treatment Tradeoff might bias towards
choosing x, whereas the dictators in Control are impartial between the option x and
y. Indeed, our data show that in both states the dictators in Tradeoff are more likely
to choose x than dictators in Control (details see Section 3.4.2). However, we find

21. For the interpretation of the right tail of the distribution, note that only 5% dictators stop at
beliefs higher than 0.80, such that only very few observations drive the estimation of the cumulative
distribution functions at very high beliefs.
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that, despite the higher tendency to choose x, the dictators in Tradeoff do not choose
the option that reduces the receivers’ payments significantly more often (Tradeoff :
32%; Control: 27%; Chi-2 p = 0.17). These two observations seem to contradict
each other. What is the missing piece of the puzzle?

An option being remunerative does not only directly affect the agent’s decision
between the options (the decision effect), but also indirectly by affecting how she
acquires information (the information effect). In Section 3.4.1, we theoretically show
that, while the decision effect of the remuneration is always negative on the welfare
of the other, the information effect is positive for some agent types. This information
effect can sometimes offset the decision effect and leads to an overall neutral or even
positive effect of the remuneration on the welfare of the other.

This counter-intuitive result arises from a moral hazard problem: when impar-
tial between options, the agent might acquire little information. Therefore she some-
times mistakenly chooses the harmful option because she is ill-informed about the
state. We show that one option being remunerative can mitigate this moral hazard
problem. Although she now more often falsely chooses x, the agent less often falsely
chooses y because she now requires higher certainty in the innocuousness of y before
choosing it.

In Section 3.4.2, we take the theory to our data. We disentangle the decision and
the information effect in our experimental data. In our experiment, the information
effect indeed improves receiver welfare, and it offsets the negative decision effect,
resulting in no overall significant difference between treatments regarding the pro-
portion of receivers whose payments were reduced by the dictators’ decisions.

3.4.1 Disentangling the Decision Effect and the Information Effect in
Theory

In this section, we theoretically analyze the effect of a remuneration r̄ > 0 for option
x on the welfare of the passive person affected by the agent’s decision between x and
y. We call the passive person “the other”.

First, let us formally express the expected utility of the other. Let v(a,ω) be the
utility of the other when the agent chooses a ∈ {x, y} in ω ∈ {X, Y}. Recall that the
other has negative utility of −1 if the chosen option does not match the state and
has utility 0 otherwise, i.e. v(x, Y) = v(y, X) = −1 and v(x, X) = v(y, Y) = 0.

For any given belief, the agent chooses the option a ∈ {x, y} that maximizes her
own utility U(a, p; r) (see (3.5)). Hence for given r, we write the chosen option as a
function of her belief p, i.e. ar(p) = maxa∈[x,y] U(a, p; r). We call ar the decision rule
given r. τ pins down the joint distribution of the posterior belief realization and the
state ω, given the prior belief p0 and the Bayes-plausibility constrain. We hence can
write the expected utility of the other given posterior belief distribution τ as

Eτv ≡ Ev(ar(p),ω)|τ . (3.12)
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Notice in (3.12) that the agent determines the expected utility of the other by
making two decisions: first, she chooses the decision rule ar(p); second, she chooses
the information acquisition strategy and hence the posterior belief distribution τ . A
remuneration for choosing x, i.e. r̄ > 0, affects both decisions. We call the effect of
r̄ on Eτv through changing the decision rule ar(p) the decision effect; and we call the
one through changing the posterior belief distribution τ the information effect.

We write the overall effect of the remuneration r̄ on the expected utility of the
other as

Ev(atr(p),ω)|τ tr − Ev(aco(p),ω)|τ co, (3.13)

where τ tr is the optimal information acquisition strategy given r̄ > 0 and τ co the
optimal strategy given r = 0; atr is the decision rule when r̄ > 0 and aco the decision
rule given r = 0.

Next, we discuss the decision effect and the information effect of r̄ on the ex-
pected utility Ev(ar(p),ω)|τ respectively.

The Decision Effect. We first discuss the decision effect, i.e. the effect of r̄ > 0 on
the expected utility of the other through affecting the agent’s choice between x and
y given posterior beliefs. This effect can be expressed by the difference of expected
utility of the other when keeping the posterior belief distribution fixed at τ co and
changing the decision rule:

DE ≡ Ev(atr(p),ω)|τ co − Ev(ac(p),ω)|τ co (3.14)

For any belief p, the agent chooses x over y iff

u(p) + r > u(1− p). (3.15)

When there is no remuneration, i.e. r = 0, for any belief the agent always chooses
the option that is less likely to be harmless for the other. She is indifferent between
the two options at belief p = 0.5. However, when x is remunerative, i.e., r̄ > 0, the
agent’s indifferent point becomes lower – she chooses x for less certainty that it is
harmless. Theorem 4 shows that this change of decision rule makes the other weakly
worse off. The proof is in the Appendix.

Theorem 4. For any r̄ > 0, any agent type u(.),

Ev(atr(p),ω)|τ co ≤ Ev(aco(p),ω)|τ co,

i.e. the decision effect is weakly negative.

The Information Effect. Next we discuss the effect of remuneration r̄ > 0 on the
expected utility of the other that is due to change of the agent’s optimal information
acquisition strategy τ , i.e. the information effect. This effect can be expressed by
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keeping fixed the decision rule that is optimal given r̄ > 0 and changing the infor-
mation acquisition strategy from τ co to τ tr:

IE ≡ Ev(atr(p),ω)|τ tr − Ev(atr(p),ω)|τ co. (3.16)

Recall that Theorem 2 shows that when r = 0, an agent with moral standard l <
1 has optimal information acquisition strategy that does not yield perfect beliefs, i.e.,
cutoffs other than 0 and 1 can be optimal for the agent. It implies that when r = 0, if
the agent is satisfied before her belief reaches certainty, a truemoral hazard problem
arises: the agent only acquires partial information about the state. Consequently,
she sometimes mistakenly chooses x when the state is Y, and she also sometimes
mistakenly chooses y when the state is X.

Theorem 5 shows that a self-reward of an option can serve as a motivation device
andmitigate the moral hazard problem. The intuition is that when x is remunerative,
the agent makes no mistakes when she chooses option y – she only chooses y when
she is certain that it is the option harmless to the other. The information effect,
therefore, can be positive. We also show that the positive information effect can
dominate the decision effect and result in an overall positive effect of r̄ > 0 on the
expected utility of the other.

Theorem 5. There are agent types u such that the presence of a remuneration r̄ > 0
has a positive information effect on the expected utility of the other and the overall
effect of r̄ > 0 on the expected utility of the other is positive.

The proof is in the Appendix. Note that the overall effect is

DE + IE = Ev(atr(p),ω)|τ tr − Ev(aco(p),ω)|τ co,

namely, the difference of the other’s expected utility between r̄ > 0 and r = 0.

3.4.2 The Receiver Welfare in the Experiment

In this section, we discuss the receiver welfare in our laboratory experiment. A
direct between-treatment comparison of the receiver welfare confounds two effects
of the self-reward on the receiver welfare: first, it directly affects their decision
between x and y, given any acquired information (decision effect); second, the
self-reward affects dictators’ information acquisition, which in turn affects their
beliefs about the unknown state and their choices between the options (information
effect). Before we disentangle the decision effect and the information effect, we
first present the dictators’ choice of x and y given realized posterior beliefs at their
decisions.

We observe in our data that, fixing the posterior belief, the dictators in Tradeoff
decide differently between x and y than the dictators in Control. This difference
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affects the proportion of receivers whose incomes are reduced by the dictators’
decisions (the decision effect). Specifically, in both treatments most dictators
who have received more good news than bad news choose option x (Tradeoff :
91%, Control: 93%, chi-2 p = 0.63). Difference arises among those who have
received more bad news than good news – a significantly higher fraction of
these dictators in Tradeoff choose option x (Tradeoff : 27%, Control: 3%, chi-2
p = 0.00). Similarly, among those who have received equal number of good
and bad news (final belief on x being harmless = 0.35), including those who
acquire no information, significantly more dictators in treatment Tradeoff choose
x than those in the Control treatment (Tradeoff : 81%, Control: 11%, chi-2 p = 0.00).

To empirically disentangle the decision effect and the information effect of the
remuneration on the receivers’ welfare, we construct a Counterfactual scenario, in
which dictators acquire information as in the Control treatment, but decide as in the
Tradeoff treatment given the acquired information and the final posterior beliefs (as
illustrated in Table 3.8). When comparing the receiver welfare in the Counterfactual
to the Control treatment, we isolate the decision effect by keeping fixed the informa-
tion acquisition behavior; when comparing the receiver welfare in the Counterfactual
to that in the Tradeoff treatment, we isolate the information effect by keeping fixed
the decision between x and y given beliefs.

Table 3.8. Counterfactual Scenario

Control Tradeoff
posterior beliefs ×

decision given belief ×
compared to the Counterfactual decision effect information effect

Tables 3.9a and 3.9b show the decision effect and the information effect respec-
tively. In Table 3.9a, we compare the Counterfactual with the Control and find a
negative decision effect. The dictators in the Counterfactual, who employ the deci-
sion rules in Tradeoff given any posterior belief, choose x more often in both states.
Overall, in the Counterfactual, the proportion of unharmed receivers is lower than
in the Control treatment (62% compared to 73%). This means that the decision ef-
fect is negative: option x being self-rewarding for the dictators leads to a change of
decision rule that makes the receivers worse-off.

In Table 3.9b, we compare Tradeoff with the Counterfactual and find a positive
information effect. The remuneration makes a higher fraction of dictators choose
x when x is harmless (81% compared to 75%), and a higher fraction of dictators
to choose y when y is harmless (60% compared to 54%). Overall, in Tradeoff, the
proportion of unharmed receivers is higher than in the Counterfactual (68% com-
pared to 62%). The information effect of remuneration on the receiver welfare is
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hence positive: option x being self-rewarding makes the dictators acquire informa-
tion strategically, and in turn, improves the receiver welfare.

As discussed before, there is a moral hazard problem when no option is remu-
nerative – the dictators do not fully learn the state before they make a decision and
hence often mistakenly choose the harmful option for the receiver. Note that in both
states, the proportions of dictators who choose the harmless option for the receiver
are lower in Counterfactual than in Tradeoff. This difference can only be due to dif-
ferent information acquisition behavior since the decision rule is the same between
the Counterfactual and Tradeoff. In our experiment, in Control, 36% dictators who
are actually in the Good state stop acquiring information at a belief in the Good
state lower than their prior. The additional payment that the dictators can obtain by
choosing x mitigates this moral hazard problem: in treatment Tradeoff, the propor-
tion of dictators in the Good state who stop acquiring information below the prior
is 26% – lower than in Control.

Aggregating both effects, the proportion of the receivers spared from harm does
not significantly differ between the Tradeoff and the Control (68% compared to
73%, Chi-2 p = 0.17). It is decreased from 73% (Control) to 62% (Counterfactual)
by more selfish decision-making, i.e. the decision effect, and is increased from 62%
(Counterfactual) to 68% (Tradeoff) by strategic information acquisition, i.e. the in-
formation effect.
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Table 3.9. The Effects of Remuneration on Receiver Welfare

(a) The Decision Effect

State Good State Bad State Overall
(x harmless) (y harmless)

Counterfactual:
% no harm 75% 54% 62%
(# total dictators) (88) (158) (246)

Control:
% no harm 54% 83% 73%
(# total dictators) (88) (158) (246)

The decision effect: -11%

(b) The Information Effect

State Good state Bad state Overall
(x harmless) (y harmless)

Tradeoff:
% no harm 81% 60% 68%
(# total dictators) (87) (163) (250)

Counterfactual:
% no harm 75% 54% 62%
(# total dictators) (88) (158) (246)

The information effect: 6%

This table presents the decision effect and the information effect of the remuneration in our experiment.
The Counterfactual is calculated by combining the posterior beliefs from the Control and the mapping
from beliefs to choices in the dictator game from Tradeoff. Comparing the Conterfactual to the Control
(Tradeoff), we obtain the decision effect (information effect).
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3.5 Concluding Remarks

This paper experimentally and theoretically investigates how people acquire infor-
mation about the externalities of their options before making a decision.

We present experimental evidence that when faced with a self-benefiting option
that might harm others, individuals acquire noisy information strategically: they
tend to carry on acquiring information when they have received mostly information
suggesting that the selfish decision harms others; while they tend to stop having
received information indicating the opposite. Moreover, in our experiment, individ-
uals with higher intelligence exhibit a stronger tendency to acquire information this
way, suggesting that this information acquisition behavior is more likely to be due
to strategic considerations than limited cognitive ability.

This empirical finding sheds light on how people acquire information in various
contexts where decisions incur unknown consequences on others, and noisy informa-
tion is available for inquiry. One example is the credence goods market. The research
on credence goods has been focusing on the deceptive behavior of the credence
goods provider, while the psychology of them is less understood. The credence goods
providers – physicians, car mechanics, taxi drivers – who care for the well-being of
their customers face a dilemma between their monetary compensations and their
unwillingness to harm their customers. Our finding suggests that credence goods
providers might mitigate this dilemma by strategically learning about the best op-
tion for the customers. If by examining the need of a customer, they can persuade
themselves that a profitable option is the right one for the customer, their dilemma
is resolved.

Our findings also help to understand labor market discrimination. A discrimi-
natory recruiter who likes to think of himself as nondiscriminatory might be able
to maintain his positive self-view while hiring in a biased manner, by selectively
stopping interviewing the candidate to persuade himself that a candidate of his less
preferred character is disqualified. This insight has implications on the quality dis-
tribution of successful labor market candidates across ethnic groups and gender.

In other contexts, such as charitable giving and media consumption for voting,
our result highlights the importance of the first pieces of information sent and re-
ceived. If the potential donors’ first information about a charitable organization is
negative, she might readily stop learning about the charity and decide to keep her
money in her pocket. The charity will then have a hard time to raise for its cause.
When a voter inquires about an ethical issue with a personal cost for him (e.g., addi-
tional taxes), if the first news articles that he reads lean against it, the voter is likely
to stop the inquiry and vote against it.

In terms of theory, we propose a tractable model that analyzes the acquisition
of information with any degree of noise. The model applies techniques developed
for studying interpersonal Bayesian persuasion, by Kamenica and Gentzkow (2011),
to the investigation of information acquisition of a single Bayesian agent. It offers
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intuitive geometric tools that generate rich results. Our model also addresses an im-
portant yet little understood dimension of social decision making: other-regarding
preferences under uncertainty. We suggest that other-regarding preferences can be
modeled by a belief utility that is increasing in the probability with which the agent
believes that her decision does not harm others. With this modeling approach, we
can explain many empirical findings on the information choices in social decisions
with uncertainty, including the noisy information acquisition strategy found in our
experiment and the avoidance of perfect information observed by Dana, Weber, and
Kuang (2007) and Feiler (2014) (see Appendix 3.A.6). We hope that it is a step
towards a more comprehensive understanding of other-regarding preferences, and
might facilitate modeling in related settings in the future.

Our finding that motivated information acquisition can improve the welfare of
the other affected by the decision is particularly relevant for policymakers. Under
the opposite intuition that strategic information acquisition motivated by selfish in-
centives must increase negative externalities, it might seem to be a good idea to
de-bias the information acquisition behavior by involving an independent investi-
gator whose compensation is not related to the decision. However, our model and
our data suggest that sometimes such strategic information acquisition motivated by
selfish incentives can make the other party affected by the decision better-off. This
finding offers the novel insight that assigning the job of collecting information to an
independent investigator, who is disinterested in the decision, can sometimes lead
to worse decision making and more negative externalities.

3.A Empirical Appendices

3.A.1 Summarizing Statistics

Here we provide summarizing statistics on our data. The basic information of the
subjects in each treatment is summarized in Table 3.10.
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Table 3.10. Basic Information of Subjects

no. obs. Good
State

women student av. age

Force Tradeoff 82 .34 .45 .95 22
Control 79 .37 .54 .95 22
p value .73 .24 .56 .50

NoForce Tradeoff 168 .35 .66 .93 24
Control 167 .35 .65 .92 24
p value .97 .79 .56 .36

Pooled Tradeoff 250 .35 .59 .94 24
Control 246 .36 .61 .93 24
p value .82 .62 .56 .25

This table presents the basic characteristics of our subjects in each treatment. The Mann-Whitney U

test verifies that our randomization was successful.

3.A.2 Number of Balls Drawn and the Posterior Beliefs

Table 3.11 summarizes the dictators’ information acquisition behavior.

Table 3.11. Information Acquisition Behavior

no. balls
(median)

av. belief at
decision

% stop above
prior

Force Tradeoff 7.5 .30 .33
Control 4 .36 .37
p value .04 .04 .67

NoForce Tradeoff 5 .34 .37
Control 6 .33 .33
p value .92 .76 .44

Pooled Tradeoff 6 .35 .36
Control 5 .36 .34
p value .24 .82 .71

This table presents the statistics of the dictators’ information acquisition behavior and the Mann-

Whitney-U test p values comparing between Tradeoff and Control, respectively. In the NoForce treat-

ments, only dictators who draw at least one ball are included.
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3.A.3 Dictator Game Decision

Table 3.12 summarizes the dictator game decisions.

Table 3.12. Dictator Game Decisions

Choosing x%
Harm %

Good Bad Overall
Force Tradeoff .71 .43 .54 .38

Control .62 .14 .32 .23
p value .46 .00 .01 .04

NoForce Tradeoff .86 .38 .55 .30
Control .51 .18 .29 .29
p value .00 .00 .00 .84

Pooled Tradeoff .81 .40 .54 .32
Control .54 .16 .30 .27
p value .00 .00 .00 .17

The first three columns of this table presents the proportions of dictators who choose x given Good and

Bad states and the treatments, together with the Mann-Whitney U test p values comparing between

Tradeoff and Control respectively. In the Good state, x does not harm the receiver, while in the Bad

state it does.The last column presents the percentage of dictators whose decision reduced the receivers’

payoffs in the dictator game.
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3.A.4 Robustness Check: The Logistic Regression

Using the data at the person-draw level, we estimate the following logistic model as
a robustness check and find result similar to that in Section: 3.2.2.2.

logit h(X) = X · b + Z · a + (C + T · c), (3.17)

where h(X) is the probability that the dictator stops acquiring information after that
draw; X denotes the same covariates of interest as in the Cox model, i.e.

X · b = β1Tradeoff + β2Info + β12Tradeoff× Info.

The control valuables in Z include gender, cognitive ability, prosociality and belief
accuracy, all measured in the same way as in the Cox model in Section 3.2.2.2. T is
a vector of time dummies, which captures the time dependency of the probability
to stop acquiring information.

When interpreting the results, this logistic model can be viewed as a hazard
model in which the covariates proportionally affect the odds of stopping acquiring
information (Cox, 1975). Formally,

h(t)
1− h(t)

= h0(t)
1− h0(t)

· exp(Xt · b + Zt · a)

⇒ log
(

h(t)
1− h(t)

)
︸ ︷︷ ︸

logit h(X)

= log
(

h0(t)
1− h0(t)

)
︸ ︷︷ ︸

C+T·c

+Xt · b + Zt · a. (3.18)

Unlike in the framework of the Cox model, the coefficients here cannot be in-
terpreted as hazard ratios. Instead, they should be interpreted as odds ratios. Our
prediction that the hazard to stop acquiring information is lower in Tradeoff when
bad news dominates suggests a negative β1. And the prediction that the hazard
is higher when good news dominates suggests a positive β1 + β12,Good. Results re-
ported in Table 3.13 support these predictions.
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Table 3.13. The Logistic Model Results

Pooling All Force NoForce
β̂1 treatment Tradeoff -.25* -.26* -.56** -.18

(.15) (.15) (.25) (.18)
β̂12 Tradeoff ×

Good news dominance .35* .37* .71** .34
(.22) (.22) (.37) (.26)

Balanced -.54 -.53 -.62 -.40
(.40) (.41) (.73) (.49)

β̂2 Good news dominance -.21 -.21 -.14 -.26
(.18) (.18) (.29) (.24)

Balanced -.67** -.68** -.46 -78**
(.28) (.28) (.46) (.35)

Control Variables:
Belief Accuracy Yes Yes Yes Yes
Gender, IQ, Prosociality Yes Yes Yes Yes
Time Dummies Yes Yes Yes Yes
Force Treatment Dummy No Yes – –
Observations (person-draws) 4,658 4,658 1,567 2,932
Pseudo R2 .07 .07 .09 .07

This table presents the estimated coefficients of the logistic model, with standard errors clustered at

the individual level. *, **, and *** denote significance at the 10, 5, and 1 percent level. The dependent

variable is the hazard to stop acquiring information, and the key coefficients of interests are β̂1 and β̂12.

exp(β̂1) reflects the treatment effect on the dictators’ odds to stop acquiring further information, given

information histories dominated by bad news. And exp(β̂1 + β̂12|Good news dominance) reflects the

treatment effect on the odds, given information histories dominated by good news. We control for

belief accuracy, gender, the prosocial types (categorized by the SVO test), and the cognitive ability

(measured by in Raven’s matrices test). The time dependency of the odds is accounted for by including

a dummy for each period.
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3.A.5 Complementary Stage

After the experiment, we elicited the dictators’ posterior beliefs on the state and
their SVO scores. We also asked them to answer a questionnaire consisting of ques-
tions on their sociodemographics, self-reported risk preferences, time preferences,
preferences for fairness, reciprocity. A selective subset of the HEXACO personality
inventory (Ashton and Lee, 2009) and five items from Raven’s progressive matrices
intelligence test are also included.

Elicited Beliefs. In the experiment, we display the Bayesian posterior belief on the
state after each draw of information on the screens of the dictators. After the dicta-
tors stop acquiring information, we elicit subjects’ beliefs on the state, given all the
information acquired. Figure 3.7 plots the histogram of the difference between the
Bayesian posterior beliefs, and the elicited posterior beliefs at the end of the informa-
tion acquisition. The majority of subjects’ elicited beliefs coincide with the Bayesian
posterior beliefs after the last ball they draw (299 out of 496), the elicited beliefs of
the self-rewarding option x being harmless are higher than the Bayesian posterior
beliefs by 2.60% (one-sample t-test p = 0.00). Figure 3.7 reveals no systematic bias
in the elicited beliefs.

Figure 3.7. Difference between elicited posterior beliefs and Bayesian posterior be-
liefs

SVO Scores. The average SVO score of all the subjects is 20.49, with no signif-
icant difference between Tradeoff and Control treatments (Mann-Whitney-U test,
p = 0.84). According to Murphy, Ackermann, and Handgraaf (2011), 48% subjects
are categorized as “prosocials”, 15% “individualists” and 37% “competitive type”.
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Cognitive Abilities. On average, the subjects answered 3.60 out of 5 questions
in Raven’s matrices test correctly. There is no significant difference between Control
and Tradeoff treatments (Chi-square p = 0.12). When asked about a simple question
on probability, in both treatments 92% subjects answer correctly (Mann-Whitney-U
test p = 0.85).22

Preferences. To elicit risk preferences, time preferences, preferences for fairness,
and reciprocity, we use survey questions in Falk, Becker, Dohmen, Huffman, and
Sunde (2016). We report the exact questions in Table 3.14. All answers are given
on a 0 to 10 scale.

HEXACO-60 proposed by Ashton and Lee (2009) is a personality inventory that
assesses the following six personality dimensions: Honesty-Humility (HH), Emo-
tionality (EM), Extraversion (EX), Agreeableness (AG), Conscientiousness (CO), and
Openness to Experiences (OP). We select 4 questions with the highest factor load-
ing in each dimension (as reported in Moshagen, Hilbig, and Zettler, 2014) and
in addition, include 4 questions from the Altruism versus Antagonism scale (AA)
proposed in Lee and Ashton (2006). Table 3.15 reports the exact questions we ask.
All questions are answered on a scale from 1 to 5, where 5 means strongly agree,
and 1 means strongly disagree. We use the German self-report form provided by
hexaco.org.

22. We use the following question to elicit subjects’ understanding of probabilities:
Imagine the following 4 bags with 100 fruits in each. One fruit will be randomly taken out. For which
bag, the probability of taking a banana is 40%?
A. A bag with 20 bananas.
B. A bag with 40 bananas.
C. A bag with 0 banana.
D. A bag with 100 bananas.
The correct answer is B.
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Table 3.14. Preferences Elicitation in the Questionnaire

Preferences for Question
Risk Please tell me, in general, how willing or unwilling you

are to take risks. (10 means very willing, 0 means com-
pletely unwilling)

Time How willing are you to give up something beneficial for
your today to benefit more from that in the future? (10
means very willing, 0 means completely unwilling)

Altruism I am always ready to help others, without expecting
anything in return.

Fairness
Q1: I think it is very important to be fair.
Q2: I, in general, agree that unfair behaviors should be
punished.

Positive reciprocity I am always ready to go out of my way to return a favor.
Negative reciprocity I am always ready to take revenge if I have been treated

unfairly.
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Table 3.15. Selected Items From the HEXACO Personality Inventory

Dimension Question
HH 12. If I knew that I could never get caught, I would be willing to steal a million

dollars.
18. Having a lot of money is not especially important to me.
42. I would get a lot of pleasure from owning expensive luxury goods.
60. I’d be tempted to use counterfeit money if I were sure I could get away with it.

EM 17. When I suffer from a painful experience, I need someone to make me feel
comfortable.
41. I can handle difficult situations without needing emotional support from any-
one else.
47. I feel strong emotions when someone close to me is going away for a long time.
59. I remain unemotional even in situations where most people get very sentimen-
tal

EX 10. I rarely express my opinions in group meetings.
22. On most days, I feel cheerful and optimistic.
28. I feel that I am an unpopular person.
40. The first thing that I always do in a new place is to make friends.

AG 3. I rarely hold a grudge, even against people who have badly wronged me.
15. People sometimes tell me that I’m too stubborn.
21. People think of me as someone who has a quick temper.
45. Most people tend to get angry more quickly than I do.

CO 2. I plan and organize things, to avoid scrambling at the last minute.
26. When working, I sometimes have difficulties due to being disorganized.
44. I make a lot of mistakes because I don’t think before I act.
56. I prefer to do whatever comes to mind, rather than stick to a plan.

OP 1. I would be quite bored by a visit to an art gallery.
13. I would enjoy creating a work of art, such as a novel, a song, or a painting.
25. If I had the opportunity, I would like to attend a classical music concert.
55. I find it boring to discuss philosophy.

AA 97. I have sympathy for people who are less fortunate than I am.
98. I try to give generously to those in need.
99. It wouldn’t bother me to harm someone I didn’t like.
100. People see me as a hard-hearted person.

3.A.6 Additional Theoretical Results

In this section, we discuss two additional results of our model and the respective
empirical evidence: the avoidance of noisy and perfect information. While our ex-
periment focuses on noisy information, the information that can be analyzed in our
model encompasses both noisy and perfect information, i.e., information that reveals
the truth in one piece.

Our model predicts that with or without a remunerative option, there are agents
who acquire no noisy information at all (Section 3.A.6.1). In line with this predic-
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tion, in both treatments in our experiment, some dictators do not acquire any noisy
information before making the dictator decision.

Regarding perfect information, our model predicts that there are agents who
avoid perfectly revealing information. This result is consistent with the empirical
finding of Dana, Weber, and Kuang (2007). Besides, we theoretically show that the
higher is the prior belief that the self-rewarding option is harmless to others, the
more agent types would avoid perfect information. This prediction is in line with
the experimental finding of Feiler (2014).

3.A.6.1 Avoidance of Noisy Information

Our model predicts that both in decisions with or without a remunerative option,
some agent types move on to the decision without acquiring any noisy information
(Theorem 6).

Theorem 6. 1. When r = 0, for any prior p0 ∈ (0, 1), there is a set Sco(p0) of
preference types u that avoid information completely, i.e. the belief cutoffs
pco = pco = p0 are optimal.

2. When r > 0, for any prior p0 ∈ (0, 1), there is a set Str(p0) of preference types
u that avoid information completely, i.e. the belief cutoffs ptr = ptr = p0 are op-
timal.

In the experiment, we find that 15% and 7% dictators do not acquire any noisy
information in the Tradeoff–NoForce and the NoForce –Control treatment respectively
(Chi-2 p = 0.00). In the Tradeoff–NoForce treatment, among those who avoid noisy
information completely 96% choose the remunerative action x (25/26). In contrast,
in the Control–Force treatment, only 17% of those who avoid noisy information
choose x (2/12).

In theory, the types of the agent who acquire no information, when no option
is remunerative, are those with moral standard l ≤ p0 or l ≤ 1− p0, i.e., those for
whom there is already no gain in belief utility for more certain beliefs at the prior
belief. Recall that we fix the dictators’ prior belief in our experiment at 35% in
x’s innocuousness. The observation that in the Control treatment, most dictators
who avoid noisy information completely choose option y suggests that these are the
dictators with moral standards l ≤ 65%. They are satisfied with 65% certainty that
y is the harmless option, and more certainty does not bring them any additional
utility.

In the decision with remuneration, the agent decides not to acquire noisy in-
formation only if she would choose x at the prior belief. The further information
then poses an undesirable risk that it might reverse her decision from x to y. She
avoids noisy information only when this risk outweighs her utility gain from more
certain beliefs that she does not harm the other. This intuition is consistent with
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the observation that all dictators who avoid noisy information completely in the
Tradeoff–NoForce treatment choose the option x, except for one.

3.A.6.2 Avoidance of Perfect Information

While our experimental investigation focuses on the acquisition of noisy information
that unravels the unknown state piece by piece, our model also makes predictions
about how people acquire information that reveals the truth at once – perfectly re-
vealing information.

Recall that in our theoretical model, the agent can choose any signal structure
(Section 3.3.1). Perfectly revealing information is a special case of the signal struc-
tures that the model encompasses. Let p0 ∈ (0, 1) be any uncertain prior belief. The
decision whether or not to acquire a piece of perfectly revealing information is for-
mally the preference between the posterior belief distribution τ p0 that has mass 1
on the prior belief p0 and the posterior distribution τ ce with supp(τ ce) = {0, 1}. The-
orem 7 shows that in the presence of remuneration, for any uncertain prior belief,
there are types of dictators who would avoid perfectly revealing information. The
higher is the prior belief in the alignment between the dictator’s and the receiver’s
payment, the more types of dictators would avoid perfect information.

Theorem 7. 1. When r > 0, for any prior p0 ∈ (0, 1), there is a set S(p0) of pref-
erence types u that avoid perfectly revealing information, i.e. τ p0 � τ ce.

2. For any prior beliefs pl
0 < ph

0 ∈ (0, 1), it holds that S(pl
0) ⊂ S(ph

0).

A piece of perfectly revealing information either makes the agent certain that
the remunerative option is harmless, or makes her certain that it is harmful. For an
agent who would choose the remunerative option at the prior belief, if the realized
signal is that the remunerative option is harmless, the agent gains in belief utility,
as she becomes more certain that she is not harming the other. But on the other
hand, she faces the risk that the realized signal would make her certain that the
remunerative option is harmful so that she would have to forgo the remuneration
and choose the other option instead.

The first item of Theorem 7 shows that for any uncertain prior belief, there
are some types of agents for whom the risk of having to forgo the remuneration
outweighs the potential gain in belief utility so that they would rather avoid the
perfect information and make a decision based on their prior beliefs. Trivially, agent
types with weakly convex preference type u will always acquire perfect information.
These agents who avoid perfect information must have strictly concave belief utility
u.

The second item of Theorem 7 predicts that when the prior belief is higher, it
is optimal for more agent types to avoid the perfect information and choose the re-
munerative option directly. When the prior belief increases, on the one hand, the
additional belief utility from being certain that the preferred option is indeed harm-
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less decreases, so the perfect information becomes less attractive; but on the other
hand, the probability that the remunerative option is harmless increases, so the per-
fect information becomes more attractive. Since these agent types who avoid perfect
information have strictly concave belief utilities u, the magnitude of the first nega-
tive effect becomes larger with increasing prior, while the magnitude of the second
positive effect is linear in the prior belief. Therefore, as the prior increases, the per-
fect information becomes overall less attractive and more agent types would avoid
perfect information.

These predictions are consistent with previous empirical findings. In a dictator
environment similar to ours, Dana, Weber, and Kuang (2007) find that a significant
fraction of dictators avoids information that reveals the ex-ante unknown state all
at once. Feiler (2014) further documents that the fraction of dictators who avoid
such perfectly revealing information increases with the dictators’ prior belief that a
self-benefiting option has no negative externality.

3.A.7 Proofs

3.A.7.1 Proof of Lemma 1 and Theorem 2

Proof of Lemma 1. The statement holds trivially when u is strictly convex since then
the agent strictly prefers Black-well more informative information and the unique
optional posterior distribution has support on p = 0 and p = 1. It remains to prove
the lemma when u is weakly concave. Consider any optimal posterior distribution
τ . Suppose that there are two beliefs p1, p2 ≥ p0 with Prτ (p1) > 0, Prτ (p2) > 0. Let
p̂ = Prτ (p1) + Prτ (p2)p2. Then p̂ ≥ p0. Also,

V(p̂)− (Prτ (p1)V(p1) + Prτ (p2)V(p2)) = u(p̂)− (Prτ (p1)u(p1) + Prτ (p2)u(p2)) ≥ 0,

since u is weakly concave. So, we see that she is weakly better off with the posterior
distribution that arises from τ when shifting the mass from p1 and p2 to p̂. Suppose
that there are two beliefs p1, p2 ≤ p0 with Prτ (p1) > 0, Prτ (p2) > 0. The analogous
argument shows that shifting mass from p1 and p2 to p̂ = Prτ (p1) + Prτ (p2)p2

makes her weakly better off. This finishes the proof of the Lemma.

Proof of Theorem 2.When r = 0, any pair of beliefs (pc, pc) with pc ∈ [1− l, l]c and
pc ∈ [1− l, l]c implies an expected continuation value E(pc,pc)V(p) of 0. Since, given
r = 0, the expected continuation value for any posterior distribution τ is weakly
negative, any such pair of belief cutoffs is optimal. This finishes the proof of Theorem
2.

3.A.7.2 Proof of Theorem 6, Theorem 1, and Theorem 3

Let r > 0. Any optimal pair of belief cutoffs p ≤ p satisfies Bayes-plausibility,

pPrτ (p) + p(1− Prτ (p)) = p0, (3.19)
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which pins down how likely it is that she stops at the upper cutoff p and how likely
it is that she stops at the lower cutoff p, given the prior belief. The likelihood of the
upper belief cutoff is negatively proportional to its relative distance to the prior,

Prτ (p) =
p0 − p

p− p
. (3.20)

The expected continuation value, given belief cutoffs (p, p) is therefore

E(p,p)V(p) =
p0 − p

p− p
V(p) + p− p0

p− p
V(p), (3.21)

which is simply the value of the affine function connecting V(p) and V(p) through
the prior. Since r > 0, there is a unique pair of beliefs (p˜, p̃) that support the concave
envelope.23 Note that

p˜ = 0. (3.22)

The following lemma shows that the pair of belief cutoffs (p˜, p̃) is the unique
optimal strategy whenever it is not optimal to acquire no information.

Lemma 2. Let r > 0.

1. When p0 ∈ [p˜, p̃), then there is a unique pair of optimal belief cutoffs, given by
(ptr, ptr) = (p˜, p̃).

2. When p0 /∈ [p˜, p̃), then acquiring no information is optimal, i.e. the belief cutoffs
ptr = ptr = p0 are optimal.

Proof. Consider any two belief cutoffs p ≤ p0 ≤ p and the value of the connecting
function at the prior. The optimal belief cutoffs maximize (3.21).
The claim can be seen geometrically: when p0 ∈ [p˜, p̃], the optimal belief cutoffs
are given by the unique pairs of beliefs p˜ and p̃ that support the concave envelope
of V (see Figure 3.9a). Whenever p0 /∈ [p˜, p̃), the maximum of (3.21) is achieved
through no information acquisition (see Figure 3.9b).

Proof of Theorem 6. The first item of Theorem 6 follows from Theorem 2 since,
for any prior p0 ∈ (0, 1), there is an open set of preference types u for which p0 ∈
[l, 1− l]c.
Lemma 2 together with (3.22) implies that for r > 0, the optimal lower belief cutoff
is p˜ = 0. Therefore, it follows from Lemma 2 that, for any prior p0 ∈ (0, 1), the set
S(p0) of types u for which no information acquisition is optimal is given by the types
for which p0 ≥ p̃. This shows the second item of Theorem 6. Also note that this set
is strictly smaller when the prior is larger.

23. The smallest concave function that lies weakly above V is called the concave envelope of V;
compare to Figure 3.8.
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(a) Complete Information Avoidance (b) Optimal Belief Cutoffs Other Than the Prior
Note: The green and the blue line show the continuation value function V which is defined

component-wise. The beliefs p˜ and p̃ are the unique beliefs supporting the concave envelope of V.
The agent cannot improve on the belief cutoffs (p˜, p̃) when p0 ∈ [p˜, p̃]: This can be seen

geometrically: given (3.21), the optimal cutoffs maximize the value of the connecting function at the
prior. Any other choice implies that the connecting line (grey) takes a value at the prior lower than
V(p0) (left) or lower than the line connecting p˜ and p̃ (right). When p0 /∈ [p˜, p̃], it is optimal for the

agent to acquire no information.

Figure 3.8. Optimal Belief Cutoffs

Proof of Theorem 1. It remains to show the theorem for the case when u is weakly
concave; see the discussion after Theorem 2. Take anyweakly concave u, any optimal
strategy (pc, pc) given r = 0. Suppose that it is not optimal to acquire no information
given r̄ < 0.

Given Lemma 2, there are unique optimal belief cutoffs ptr < p0 < ptr, and, given
(3.22), it holds ptr = 0. Given (3.21), the upper belief cutoff ptr maximizes

max
p∈[p0,1]

Pr(p)V(p; r̄) (3.23)

subject to the Bayes-plausibility constraint that Pr(p)p = p0. Plugging in the Bayes-
plausibility constraint gives the objective function

max
p∈[p0,1]

p
p0

V(p; r̄), (3.24)

and taking derivatives gives the first-order condition
p0

p
u0(p)− p0

p2 V(p; r̄) = 0

⇔ pu0(p)− V(p; r̄) = 0. (3.25)

The maximization problem (3.23) has a solution since continuous functions take
maxima on compact sets. Note that the second derivative of the objective function
(3.24) is weakly negative,

∂

∂p
(pu0(p)− u(p)− r̄) = pu00(p) ≤ 0, (3.26)

where we used that u is weakly concave.
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Case 1. u0(1) ≥ r̄ > 0

The condition u0(1) ≥ r̄ implies that l = 1. Therefore, without remuneration,
r = 0, the optimal belief cutoffs are (pc, pc) = (0, 1). Since ptr = 0, the inequalities
(3.8) and (3.9) follow. This finishes the proof of the theorem for Case 1.

Case 2. u0(1) < r̄

The condition u0(1) < r̄ is equivalent to

1u0(1)− V(1) < 0. (3.27)

If l < 1, then u0(p) = 0 for p ≥ l since u is continuously differentiable. In any case,

lu0(l)− V(l) < 0. (3.28)

Suppose that the derivative of the objective function is weakly negative for all p ∈
[p0, 1]; this is equivalent to

p0u0(p0)− V(p0; r̄) ≤ 0, (3.29)

given (3.26). Then, the objective function is maximized at the boundary p = p0.
Bayes-plausibility implies that Pr(p) = 1. We conclude, that no information acquisi-
tion is optimal. However, we excluded this case by assumption. Therefore,

p0u0(p0)− V(p0; r̄) > 0, (3.30)

and it follows from the intermediate value theorem, (3.28), and (3.30) that the first-
order condition (3.25) is satisfied by some p̃ with p0 < p̃ < l. It follows from (3.26)
that the derivative of the objective function is weakly positive for p < p̃ and weakly
negative for p > p̃ such that p̃ maximizes the objective function. We conclude that
the belief cutoffs

(ptr, ptr) = (0, p̃) (3.31)

are optimal. Moreover, given (3.28), any optimal upper belief cutoff satisfies ptr < l
and the first-order condition.
Now, we finish the proof of the theorem for Case 2. The inequality (3.9) follows
directly from p˜ = 0. Theorem 2 states that, without remuneration, the optimal belief
cutoffs are the pairs of beliefs (pc, pc) that satisfy pc ≥ l and p ≤ 1− l. Since p̃ < l,
the inequality (3.8) holds strictly.When l < 1, then, without remuneration, there are
optimal belief cutoffs (pco, pc) with pc > 0 = ptr. Hence, the inequality (3.8) holds
strictly. This finishes the proof of the theorem.

Proof of Theorem 3. See the proof of Theorem 1 above.
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3.A.7.3 Proof of Theorem 4 and Theorem 5

Proof of Theorem 4. Let p∗ solve

u(p) + r̄ = u(1− p). (3.32)

It is easy to see that p∗ < 0.5. Recall that pc ≥ l and pc ≤ 1− l < 0.5. If 1− l < p∗,
then at the posterior belief cutoffs pc and pc, the agent chooses x and y accord-
ing to decision rule atr just like according to ac. There is no decision effect and
Ev(atr(p),ω)|τ co = Ev(ac(p),ω)|τ co.
If 1− l ≥ p∗, then for any lower belief cutoff pc ∈ [0, p∗], there is also no the deci-
sion effect because the agent chooses x at pc and y at pc.
However, for any lower belief cutoff pc ∈ [p∗, 1− l], the agent chooses x at pc in-
stead if they decide according to atr. Therefore with atr, the expected utility of the
other if the lower cutoff is realized is

−Pr(Y|pc) = −(1− pc). (3.33)

Whereas with ac, the expected utility of the other if the lower cutoff is realized is

−Pr(X|pc) = −pc. (3.34)

Recall pc < 0.5, hence −(1− pc) < −pc, i,e, the expected utility of the other if
the lower cutoff is realized is lower with atr than with ac. Since the probability
that the lower cutoff is realized is pinned down by τ c, and the expected utility
of the other if the upper cutoff is realized is the same between the scenario with
ac and the scenario with atr, the expected utility of the other is strictly lower
keeping τ c fixed and changing ac to atr. The decision effect is strictly negative, i.e.
Ev(atr(p),ω)|τ co < Ev(ac(p),ω)|τ co.

Proof of Theorem 5. We prove the theorem with an example. Consider u such that
p0 < l < 1 and u00(x)→∞ for p ∈ [1− l, l]. When r = 0, it follows from Theorem
2 that a pair of optimal cutoffs are pco = 1− l and pco = l. When r > 0, ptr = 0 and
ptr → l, since these two points support the concave envelope.

First, we prove that for this agent, the information effect is strictly positive.
What does the agent choose at each cutoff? It follows from (3.15) that, for any

r > 0, the belief p∗ where she is indifferent between x and y, i.e. u(p∗) + r = u(1−
p∗), converges to 1

2 . So the agent chooses y at the two lower cutoffs ptr and pco, and
x at the two upper cutoffs ptr and pco. That is, the decision effect (3.14) converges
to zero.

Let us now derive the expected utility of the other with τ co and τ tr, when fixing
atr(p).
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First, with τ co,

Ev(atr(p),ω)|τ co = −1 · Pr(pco)Pr(X|pco) + (−1) · Pr(pco)Pr(Y|pco) (3.35)

= −(Pr(pco)(1− l) + Pr(pco)(1− l)) (3.36)

= −(Pr(pco) + Pr(pco))(1− l) (3.37)

= −(1− l). (3.38)

Then with τ tr,

Ev(atr(p),ω)|τ tr → −1 · Pr(ptrPr(X|ptr) + (−1) · Pr(ptr)Pr(Y|ptr) (3.39)

= −(Pr(ptr) · 0 + p0

l
(1− l)) (3.40)

= −p0

l
(1− l). (3.41)

Since p0 < l,
Ev(atr(p),ω)|τ tr > Ev(atr(p),ω)|τ co, (3.42)

In other words, we have proven that for this agent if p0 < l, the information effect
(3.16) is strictly positive.

We have already discussed above that the decision effect converges to zero for
this agent. We hence can conclude that the overall effect is strictly positive. It finishes
the proof.

3.A.7.4 Proof of Theorem 7

Proof of Theorem 7. Item 1 of Theorem 7 is a corollary of the second item of
Theorem 6: if a preference type prefers no information over all possible information
structures, clearly, she prefers no information over the fully revealing signals.
We prove item 2 of Theorem 7 by contradiction.
For any prior belief pl

0 < ph
0 ∈ (0, 1), if an agent type prefers the prior to the fully

revealing signals at this prior then

τ pl
0 � τ ce (3.43)

⇔ r + u(pl
0) > rpl

0. (3.44)

Suppose this agent prefers the fully revealing signals to prior ph
0, then

τ ph
0 ≺ τ ce (3.45)

⇔ r + u(ph
0) < rph

0. (3.46)

Subtract 3.44 from 3.46 and rearrange,we get:

u(ph
0)− u(pl

0)
ph

0 − pl
0

< r. (3.47)
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Since u(·) is concave and pl
0 < ph

0 < 1,

u(1)− u(ph
0)

1− ph
0

< r. (3.48)

Since u(1) = 0, we get

−u(ph
0)

1− ph
0

< r, (3.49)

⇒ r + u(ph
0) > rph

0, (3.50)

⇒ τ ph
0 � τ ce. (3.51)

Contradiction. Hence τ ph
0 � τ ce. In other words, S(pl

0) ⊂ S(ph
0).

3.A.8 An Order of Other-Regarding Preferences

This section shows how the preference model of Section 3.3.1 allows for stable
comparative predictions about differences in the information acquisition behaviour
of two decision-makers.
Theorem 1 and Theorem 5 illustrate that decision-makers acquire information about
the consequences of their choices on others in a self-deceptive way. Some types
exhibit a very strong form of self-deception, they avoid information completely; see
Theorem 5. Others exploit information in the following sense: the optimal belief
cutoffs (ptr, ptr) with remuneration r̄ > 0 are weakly smaller than any optimal belief
cutoffs (pc, pc) without remuneration, i.e. r = 0; see Theorem 1. Among those,
some types exploit the information less strongly than others, meaning that the
differences in the optimal belief cutoffs with and without remuneration, i.e. pc − ptr

and pc − ptr are smaller.

The next result shows that there is a simple ordering other-regarding prefer-
ence types that translates into an ordering of the predicted degree of self-deceptive
behaviour: the lower the curvature of the belief utility, the more self-deceptive the
agent behaves across all possible situations. We say that a preference type with be-
lief utility u is more self-deceptive than a type with belief utility v if u0 < v0 and write
u �dec v. For any type u, let

δ(u; r̄) = max
[
pco(u)− ptr(u)

]
, (3.52)

δ(u; r̄) = max
[
pco(u)− ptr(u)

]
. (3.53)

where we take the maximum over all pairs of optimal belief cutoffs (pco(u), pco(u))
given r = 0 and all pairs pf optimal belief cutoffs (ptr(u), ptr(u)) given r̄.
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Theorem 8. Let u �dec v. Then for all r̄ > 0, the following holds.

1. If it is optimal for the v-type to avoid information completely given r̄, then, this
is also true for the u-type. The converse is not true.

2. If it is not optimal for the v-type to avoid information completely given r̄, then
either it is optimal for the u-type to avoid information completely given r̄ or

δ(u; r̄) > δ(v; r̄),

δ(u; r̄) ≥ δ(v; r̄).

Note that, given the normalization u(1) = v(1) = 0, the relation u �dec v
implies that v(0) < u(0). It follows from (3.5) that under certainty about the
state ω = B, type v chooses the other-regarding action y whenever u does. We see
that the ordering �dec is an extension of the natural ordering of other-regarding
preference types under certainty.

Proof. Let u �dec v and consider the situation with remuneration r̄ > 0. Let p˜(u) and
p̃(u) be the unique pair of beliefs supporting the concave envelope of the continua-
tion value function V of the u-type and p˜(v) and p̃(v) be the unique pair of beliefs
supporting the concave envelope of the continuation value function V of the v-type.
Recall that p˜(u) = p˜(v) = 0, given Lemma 2 and (3.22).
Consider the first item of the theorem. Lemma 2 says that it is optimal for the v-type
to avoid information completely, given r̄, if and only if p0 /∈ [p˜(v), p̃(v)]. Similarly,
it is optimal for the u-type to avoid information completely, given r̄, if and only if
p0 /∈ [p˜(u), p̃(u)]. Since p˜(u) = p˜(v) = 0, to prove the first item of the theorem it
suffices to show that

p̃(u) < p̃(u). (3.54)

Note that the beliefs p˜(u) and p̃(u) supporting the concave envelope of V satisfy

V(p̃(u); r̄)− V(p˜(u); r̄) = u0(p̃)(p̃(u)− p˜(u). (3.55)

Since p˜(u) = p˜(v) = 0 and V(0, r̄) = 0, this implies that p̃(u) satisfies the condition

pu0(p)− V(p; r̄) = 0; (3.56)

compare to the first-order condition (3.25). Similarly, p̃(v) satisfies

pv0(p)− V(p; r̄) = 0; (3.57)

Therefore, if

∀p : pu0(p)− V(p; r̄) > pv0(p)− V(p; r̄),

⇔ ∀p : pu0(p)− u(p) > pv0(p)− v(p), (3.58)
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then (3.54) holds. We rewrite (3.58) using u(1) = v(1) = 0,

∀p : pu0(p) +
∫ 1

p
u0(p)dp > pv0(p) +

∫ 1

p
v0(p)dp. (3.59)

Clearly, u0 > v0 implies (3.59). This finishes the proof of the first item.

Consider the second item of the theorem. Given Lemma 2, if it is not optimal for
the type to avoid information completely, then, p0 < p̃(v) and the optimal belief cut-
offs of the v-type given r̄ are p˜(v) = 0 and p̃(v). Given (3.54), we have to distinguish
two cases.

Case 1. p̃(u) ≤ p0

Then, it follows from given Lemma 2 that it is optimal for the u-type not to
acquire any information. This finishes the proof of the second item in this case.

Case 2. p0 < p̃(u) < p̃(v)

Then, it follows from Lemma 2 that the optimal belief cutoffs of the u-type given
r̄ are p˜(u) = 0 and p̃(u). Consider l(v) = min {p ∈ [0, 1] : v(p) = 0} and l(u) =
min {p ∈ [0, 1] : u(p) = 0}. Note that u �dec v implies l(u) > l(v). The claim of the
second item of the theorem follows from the characterization of the optimal belief
cutoffs without remuneration in Theorem 1 and from (3.54).

3.A.9 Parametric Examples

Isoelastic Belief Utility. Let u(p) = −α(1− p)n for some n > 1. The parameter
α moderates how an individual with perfect knowledge would value the interest
of others relative to her own. The parameter n captures how the agent values the
interest of others when his belief changes; formally, n is the elasticity of the belief
utility function as a function of q = 1− p, that is as a function of the belief that the
option is harmful to the other.2⁴
Given Theorem 1, the agent’s optimal belief cutoffs are weakly smaller with remu-
neration r̄ > 0 than without if it is not optimal to avoid information completely given
r̄. Note that u0(1) = 0 for all n > 1 such that it follows from the proof of Theorem
1 (see Case 2, in particular (3.30)) that it is not optimal to avoid information com-
pletely if

0 < p0u0(p0)− u(p0)− r

⇔ r < α(1− p0)n−1((1− p0)− n)

⇔ α >
r

(1− p0)n−1((1− p0)− n)
. (3.60)

24. The elasticity of a differentiable function f(k) at k is defined as ∂f
∂k

k
f(k) .
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Since n > 1, the right hand side is negative and the condition (3.60) is generally
fulfilled. So, the condition of Theorem 1 is fulfilled. Since u0(1) = 0 for all n > 1,
it follows from Theorem 1 that the upper belief cutoff is strictly smaller with
remuneration r̄ > 0 than without.

Linear Belief Utility. 2⁵ If u(p) = α(p− 1), then, given (3.5), she chooses x at
belief p = Pr(α) if and only if

α(p− 1) + r ≥ −αp

⇔ 2αp ≥ α− r

⇔ p ≥ 1
2
− r

2α
. (3.61)

She always prefers x regardless of her belief if

1
2
− r

2α
≤ 0

⇔ α ≤ r. (3.62)

If (3.62) holds, it is optimal not to acquire any information and choose x. Conversely,
when she is sufficiently altruistic, i.e. when α > r, it is optimal to get fully informed
about the state and choose the action that is harmless to the other in both states,
i.e. x in X and y in Y.

25. The assumption of linear belief utility means that the agent is an expected utility maximizer.
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