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Abstract

Strongly correlated quantum systems display a myriad of complex, fascinating behaviour. The
competition between charge, spin, orbital, or lattice degrees of freedom and their respective en-
ergy scales gives rise to rich and complex emergent phases. More recently, the non-equilibrium
properties of correlated quantum many-body systems have come into the focus of active re-
search, with remarkable advances. While the advent of tensor network based simulations on
the theoretical side has allowed access to the full time-evolution of the quantum state as it
traverses the Hilbert space, the experimental progress in the ultracold atom community has
allowed physicists to enter the paradigm of analog quantum simulation. Their tunability and
isolation from the environment makes them ideal platforms to emulate and study open prob-
lems in condensed matter physics and go beyond the simulational capabilities of state of the art
classical simulations.

In this thesis, we explore the dynamics of correlated Fermi gases. We develop and present
di�erent facets of applicability of radiofrequency modulation techniques to drive the system
out of equilibrium. We begin by considering a homogeneous, three-dimensional Fermi gas
in the BCS-BEC crossover and develop an o�-resonant radiofrequency transfer scheme to ex-
cite the Higgs mode of the super�uid. In a subsequent study we investigate the tunability of
the coherence between Cooper pairs by tuning the duration of interaction ramps of the inter-
nal interaction strength. These works highlight the possibility to externally tune and stabilise
complex quantum many-body states away from equilibrium. Using quasi-exact matrix prod-
uct state simulations, we study the response of an attractively interacting, one-dimensional
Fermi-Hubbard model to weak radiofrequency perturbations. We reveal the emergence of two
distinct dynamical regimes in the time evolution and are able to relate it back to the underly-
ing excitation spectrum of the system. Finally, we explore the possibility to perform quantum
quenches through radiofrequency π-pulses, achieving nearly complete population transfer be-
tween di�erent interacting fermionic states. We reveal non-trivial dynamical e�ects in the pair
correlation of the �nal state, as well as the excitation of a collective trap mode of the system.
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Zusammenfassung

Stark korrelierte Quantensysteme bringen eine Vielzahl komplexer, faszinierender Phänomene
hervor. Die feine Balance zwischen Ladungs-, Spin-, Orbital- oder Gitterfreiheitsgraden und
ihren jeweiligen Energieskalen führt zu reichen und komplexen Quantenphasen. In den letzten
Jahren sind die Nichtgleichgewichtseigenschaften korrelierter Vielteilchen-Quantensystemen
mit bemerkenswerten Fortschritten in den Fokus der aktiven Forschung gerückt. Während auf
der theoretischen Seite die auf Tensornetzwerken basierenden numerischen Simulationen den
Zugang zur vollständigen Zeitentwicklung eines Quantenzustands im Hilbertraum ermöglicht
haben, erlaubten es die experimentellen Fortschritte im Bereich ultrakalter Quantengase Physi-
kern, diese als analoge Quantensimulatoren zu benutzen. Ihre genaue Kontrolle, Manipulation
und Isolierung von der Umgebung machen sie zu idealen Plattformen, um o�ene Probleme der
Physik der kondensierten Materie zu emulieren und befähigen sie darüber hinaus, über die
Grenzen klassischer Simulationen hinauszugehen.

In dieser Arbeit untersuchen wir die Dynamik korrelierter Fermi-Gase. Wir entwickeln
und präsentieren verschiedene Facetten der Anwendbarkeit von Radiofrequenzmodulations-
techniken, um das System aus dem Gleichgewicht zu bringen. Wir beginnen mit der Betra-
chtung eines homogenen, dreidimensionalen Fermi-Gases im BCS-BEC-Crossover und entwi-
ckeln eine rotverstimmte Radiofrequenzmethode zur Anregung der Higgs-Mode des Super-
�uids. In einer anschließenden Studie untersuchen wir die Modulation der Kohärenz zwischen
Cooper-Paaren, indem wir die Dauer der Änderung der internen Wechselwirkungsstärke vari-
ieren. Diese Arbeiten heben die Möglichkeit hervor komplexe Vielteilchen-Quantenzustände
im Nichtgleichgewicht zu stabilisieren. Mit quasi-exakten Matrix-Produktzustand-Simulationen
untersuchen wir die Reaktion des attraktiven, eindimensionalen Fermi-Hubbard-Modells auf
schwache Radiofrequenzstörungen. Wir zeigen die Entstehung zweier dynamischer Regime in
der Zeitentwicklung und sind in der Lage, diese mit dem zugrundeliegenden Anregungsspek-
trum des Systems in Beziehung zu setzen. Schließlich untersuchen wir die Möglichkeit einen
Quantenquench durch einen Radiofrequenz-π-Puls durchzuführen, wodurch ein nahezu voll-
ständiger Populationstransfer zwischen unterschiedlichen wechselwirkenden, fermionischen
Zuständen erreicht wird. Hier demonstrieren wir nichttriviale, dynamische E�ekte in der Paar-
korrelation des Endzustandes sowie die Anregung einer kollektiven Fallenmode des Systems.
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Chapter1
Introduction

The intricate balance of competing energy scales and degrees of freedom in interacting quantum
many-body systems leads to the emergence of complex phases and phenomena. In particular, in
strongly correlated materials we can no longer understand the system as a whole by thinking
about the individual particles it is comprised of, but rather have to understand the collective
behaviour of all its constituents. The emergent quasiparticles behave in their own right and
bear no resemblance to the underlying electrons or atoms the system is comprised of; they
are thus truly a collective many-body quantum e�ect. To theoretically capture and understand
these quantum systems is a notoriously di�cult task to tackle, �rst and foremost because of the
exponentially large Hilbert space of any real material with a macroscopic number of individual
particles. With even the most sophisticated supercomputers in the world, we are limited to
study a few tens of particles interacting with each other exactly. Hence various analytical and
numerical approaches have been developed to study these systems in certain limits and under
careful approximations [1–16].

One example highlighting the breadth, complexity, and potential for future applications
of correlated quantum systems is the phenomenon of superconductivity [17, 18]. The super-
conducting state is now understood to originate from the condensation of Cooper pairs akin
to a Bose-Einstein condensate [19–21], and culminated, almost 50 years after its experimental
discovery in 1911 [17], in the remarkably successful microscopic theory of superconductivity
(and Nobel prize) of Bardeen, Cooper and Schrie�er (BCS) [18, 22–24]. In 1986 a new class
of superconductors with unprecedented high critical temperatures, henceforth termed high-
temperature superconductors, was discovered by Bednorz and Müller [25, 26]. Their discovery
has led to a proliferation of discoveries of new materials with ever increasing transition temper-
atures, with a broad range of applications. While much has been learned about these correlated
electron systems and they seem to follow the general phenomenology of conventional super-
conductors, the basic mechanism giving rise to the superconducting state and a quantitative
understanding is still eluding physicists to this day [18, 27].

Ultracold atomic quantum gases have emerged as immensely versatile, very successful plat-
forms to explore the physics of interacting quantum many-body systems. Advances in cooling,
and trapping of atoms with laser light have led to a remarkable control and tunability of cold
atomic gases [28, 29]. Experimental progress has been rapid and exciting, with the �rst reali-
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CHAPTER 1. INTRODUCTION

sation of Bose-Einstein condensation (BEC) in dilute quantum gases in 1995 [30, 31], and the
realisation of a degenerate quantum gas of fermions shortly thereafter [32]. The observation of
quantised vortices demonstrated the super�uid character of the BEC [33, 34], while the success-
ful con�nement of ultracold fermions to a three-dimensional optical lattice [35] opened up the
possibility to study quantum lattice systems in a cold atom setup. Ultracold atomic quantum
gases have proven to be extremely versatile, with exceptional control of the system’s internal
parameters and their almost complete isolation from the environment. As such they can be
considered clean, highly controlled quantum systems to be used e.g. for analogue quantum
simulation of condensed matter systems [36–38]. Furthermore, the low temperatures required
for quantum degeneracy result in long coherence times, which facilitate the experimental ob-
servation of dynamics in these systems [39–44]. These advances have allowed experiments to
address and uncover some of the processes underlying the physics of non-equilibrium phenom-
ena [45, 46].

Systems away from equilibrium are of great interest and ubiquitous in nature for the simple
reason that “a living system in equilibrium is oxymoronic (or dead)” [47]. Examples range from
the various forms of transport phenomena, over active matter [48], to the study of quenches in
quantum many-body systems [43, 49]. Understanding their dynamical, non-equilibrium prop-
erties requires knowledge of the full evolution of the system. With an exponentially growing
dimension of the Hilbert space, exact approaches are scarce and numerically only available for
relatively small system sizes beyond which it becomes impossible to store the full wave func-
tion in memory. Furthermore, to understand the non-equilibrium dynamics of these systems it
does not su�ce to identify the ground state (or a few low-lying excited states), but one needs
to consider the full spectrum of the Hamiltonian. Tensor network based methods allow to e�-
ciently parametrise and reduce the Hilbert space to only the most important degrees of freedom,
thereby achieving machine precision in the full numerical simulation of such driven systems,
provided the entanglement entropy remains su�ciently small [50]. For short and intermediate
time scales these methods are therefore the method of choice for low-dimensional quantum
systems, being able to capture large systems with several hundred sites [42, 51–54].

In light of the recent advances, physicists are thus in the very promising position to address
non-equilibrium dynamics in a comprehensive way. With a continued and combined e�ort from
experiment and theory, one can imagine engineered non-equilibrium states with novel prop-
erties and vast potential. In this thesis we will investigate the non-equilibrium dynamics of
correlated Fermi gases, both in the BCS-BEC crossover, and con�ned to a one-dimensional op-
tical lattice, subject to a radiofrequency (rf) drive. In the following chapters we aim to give a
comprehensive account of using an rf-drive to bring the systems out of equilibrium, focussing
on their dynamical evolution, and exploring the multifaceted nature of the rf-drive to probe
and stabilise complex many-body quantum states.

This dissertation is organised as follows.

Chapter 2 We begin with a concise introduction to the �eld of ultracold Fermi gases and their
theoretical description. To understand the way interactions are mediated, we review the scat-
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tering theory of two particles and discuss the tunability of interactions via Feshbach resonances.
Engineering attractive interactions in this way between two di�erent fermionic species of the
degenerate Fermi gas thus realises the celebrated Bardeen-Cooper-Schrie�er (BCS) Hamilto-
nian and gives rise to a phase transition to a super�uid state. We will discuss the BCS theory
and its mean-�eld solution in detail, and outline the phases of the gas as the interaction between
the particles are tuned throughout the BCS-BEC crossover, relevant to the results presented in
chapters 4 and 5.

By creating a crystal of light with pair-wise interfering laser beams, it is possible to study
quantum lattice models in ultracold atom setups. We will detail the trapping of atoms and their
con�nement to an optical lattice geometry and introduce the Fermi-Hubbard model, a hallmark
model in condensed matter physics for over 50 years since its conception in 1963 [55].

Finally, we introduce and discuss the method of radiofrequency driving, which we will use
throughout this thesis to excite and probe the fermionic quantum gases in subsequent chapters.
In particular we highlight the rf-drive applied to a non-interacting system as our starting point
for the subsequent discussions of interacting systems.

Chapter 3 In this chapter we introduce the di�erent numerical and analytical methods used
to study the response of the Fermi gas to the rf-drive. We outline our numerical approach to
the time-dependent BCS problem, and discuss in detail the quasi-exact time-dependent matrix
product state (t-MPS) algorithm to unravel the full time evolution of one-dimensional, inter-
acting quantum systems. The t-MPS algorithm is used in chapters 6 and 7 to investigate the
dynamics of the attractive, one-dimensional Hubbard model. We supplement our numerical
approach with the analytical Bethe ansatz technique, which we outline in the latter part of this
chapter.

Chapter 4 Here, we investigate the evolution of a three-dimensional Fermi gas in the BCS-
BEC crossover, while the interaction strength is e�ectively modi�ed in time. We propose a
novel time-dependent excitation mechanism, based on radiofrequency modulation of the e�ec-
tive underlying interaction, to activate the Higgs mode, a collective excitation of the system. We
use this rf-modulation to transfer small amounts of atoms to a di�erent internal state, thereby
exciting the system. We simulate the system using the mean-�eld BCS model, explicitly includ-
ing the time-dependent drive in our description. We show that the rf-drive directly couples to
the order parameter and activates the Higgs mode, which is identi�ed as the stable, collective
oscillation of the amplitude of the Cooper pairs. This chapter is based upon a publication com-
ing out of a fruitful collaboration with the experimental group on Michael Köhl [56].

Chapter 5 Driven away from equilibrium by a rapid quench of an internal parameter, quan-
tum systems will subsequently undergo complex dynamics and non-trivial states may emerge
in the long-time limit. However, any experimental quench will inevitably be conducted over a
�nite window of time. In this chapter we therefore address the non-equilibrium behaviour of
dilute, attractively interacting Fermi gases subjected to �nite-duration ramps of their internal
interaction strength. By changing the duration of the ramp time in our numerical protocol,
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CHAPTER 1. INTRODUCTION

we identify and characterise three dynamical regimes exhibiting distinct features in their long-
time steady state. This work demonstrates the possibility to dynamically tune the coherence
between Cooper pairs, the magnitude of the superconducting order parameter, and even to
stabilise a non-equilibrium steady state made of preformed pairs. This chapter is based upon
results published in [57].

Chapter 6 In this chapter, we investigate the radiofrequency (rf) technique for an ultracold
gas of interacting fermions moving in a one-dimensional lattice. We study the full dynamics of
the fermionic gas under the rf-drive, taking three internal states of the fermions into account.
Our numerical results show how the rf-technique not only o�ers direct access to the single-
particle spectral function, but also can be employed to probe the coupling mechanisms to the
underlying excitations in the many-body system.

Chapter 7 Finally, we study the response of a harmonically trapped Fermi condensate in the
strongly-interacting regime to a fast quench of the interaction strength, by a complete popula-
tion transfer. We use our lattice model to gain insights into the condensate dynamics of a fully
interacting fermionic gas in the low density limit. We observe non-trivial pairing dynamics
in�uenced by the excitation of a collective mode of the trap. This work, submitted for publica-
tion [58], is another example of a collaboration with the experimental group of Michael Köhl,
exploring a novel route to realise quench experiments on time scales, so far inaccessible with
current magnetic �eld ramps via Feshbach resonances.

We conclude our discussions in chapter 8 with a brief summary of our results and an outlook
onto future directions.
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Chapter2
Properties of Ultracold Fermi Gases

Strongly correlated Fermi gases are ubiquitous in nature, from the quark-gluon plasma of the
early universe, via the structure of nuclear matter, and the electronic degrees of freedom of
solids, to the extreme conditions present in white dwarfs and neutron stars. Table 2.1 gives an
overview of the super�uid transition and Fermi temperatures in a variety of Fermi systems. We
see that examples of systems comprised of strongly interacting fermions span across all length
and temperature scales encountered in nature.

Examples of degenerate Fermi Gases
Tc TF Tc/TF

Ultracold Quantum Gases 200nK 1µK 0.2
conventional Superconductors 1− 10K 105 − 106K 10−5 − 10−4

high-Tc Superconductors 35− 140K 103K 10−2

Neutron Star 1010K 1011K 10−2 − 10−1

Table 2.1: Examples of degenerate Fermi gases, adapted from [59].

While there are similarities and analogies between the di�erent fermionic systems, in this
thesis we are concerned with the physics of ultracold Fermi gases. To this end, this chapter
reviews the necessary theoretical background for the discussion of ultracold fermionic quantum
gases. Due to the remarkable progress and rapid advancement of the �eld, this chapter by no
means aims to give a complete overview over the �eld, but rather we focus on the central themes
relevant for the discussion of our results in subsequent chapters. In section 2.1 we review the
scattering properties in order to understand the way interactions are mediated in ultracold
gases, and will highlight the use of Feshbach resonances in section 2.2. Section 2.3 is devoted
to the BCS-BEC crossover of an ultracold Fermi gas, which sets the theoretical background for
the results presented in chapters 4 and 5. The introduction of optical lattices in section 2.4
leads us to the celebrated Fermi-Hubbard model, which is extensively studied in the context of
radiofrequency (rf) spectroscopy (see section 2.5) in chapters 6 and 7.
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2.1 Scattering Theory of Ultracold Atoms

2.1 Scattering Theory of Ultracold Atoms
To bring atomic gases into the quantum degenerate regime the de-Broglie wavelength λdB

of the atoms must be increased to be comparable to the interparticle spacing d = n−1/3 (n being
the number density of the gas), giving the general criterion

λdB ∼
1

n1/3
−→ nλ3

dB ∼ 1 , (2.1)

where λdB =
√

2π~2/(mkBT ) with m the mass of the considered particle, and T the tem-
perature. There are now two ways one can go about achieving quantum degeneracy, namely
by increasing either the particle density n or the de-Broglie wavelength λdB . The former is
not practicable as an increased density leads to an enhancement of three-body losses, reducing
the lifetime of the atomic gas1. Therefore one is left with the task of signi�cantly reducing the
temperature T of the system, in order to increase the particles de-Broglie wavelength. With
the signi�cant advances in the �eld of ultracold atoms [60–62], the �rst realisation of a Bose-
Einstein condensate (BEC) was achieved in 1995 [30, 31]. However cooling fermionic atoms into
the quantum degenerate regime presented the next great challenge, since the Pauli exclusion
principle prohibits s-wave collisions for identical fermions and as such prevents thermalisa-
tion. It took another four years until a degenerate quantum gas of fermionic atoms was �nally
realised [32].

In the following, we consider an atomic gas in a balanced mixture of two di�erent fermionic
atoms, such that s-wave collisions between di�erent species are allowed. These gases are ex-
tremely dilute (see Table 2.1), so the atoms predominantly interact by undergoing pairwise
collisions, described by a central potential V (r), which at large distances is given by the van
der Waals potential. We will brie�y outline the necessary background of scattering theory as
applicable to these quantum gases, following [59].

Since the interaction potential of the two-body scattering process is centro-symmetric, the
Schrödinger equation decouples completely into the centre of mass motion and the relative
motion of a reduced particle of mass µ = m/2. The relative motion for the reduced particle is
described by

(∇2 + k2)Ψk(r) = v(r)Ψk(r) , (2.2)

with k2 = 2µE/~2, v(r) = 2µV (r)/~2 and E the energy of the particle. An incident plane
wave eik·r interacts with the potential v(r) and is scattered o� as an outgoing (spherical) wave,
such that the total wave function at large distances takes the superposition of the two as its
asymptotic form

1At densities n > 1014cm−3 inelastic three-body collisions start to contribute, leading to molecule formation
and the release of their binding energy, which ultimately drives the system into its stable ground state: a solid.
In fact ultracold atom experiments are all performed in a metastable state, on route to solidi�cation. Due to the
low temperatures the time scale until the atomic vapour forms a solid is long enough such that experiments
can be performed in this metastable regime [45].
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Ψk(r) ∼ eik·r + f(k′,k)
eikr

r
. (2.3)

Here f(k′,k) is the scattering amplitude for an incident wave of wave vectork to scatter into the
direction k′, where k = k′ due to energy conservation (elastic collisions). In the low momentum
limit applicable to cold gases (kr0 � 1, where r0 is the range of the interatomic potential)
a partial wave expansion into states with angular momentum l shows that s-wave collisions
(l = 0) are the only signi�cant contribution in the absence of resonance phenomena, and we
can neglect higher order angular momenta in what is to follow. The scattering amplitude now
reads

f ≈ fs =
e2iδs − 1

2ik
=

1

k cot(δs)− ik
. (2.4)

δs is the phase shift acquired during the scattering event and fs the s-wave scattering amplitude
[63]. We then de�ne the scattering length a as

a = − lim
kr0�1

tan(δs)

k
, (2.5)

which is a measure of the interaction strength and closely related to the phase shift δs. Since
atomic gases are ultra dilute and are cooled to very low temperatures, both the thermal de-
Broglie wavelength and the interparticle distance are much larger than the range of the in-
teraction potential r0. A typical scattering process will therefore not resolve or probe the �ne
details of v(r), allowing for a simpler description of the collision by the use of a contact pseudo-
potential. We replace the interaction by the contact potential δ(r), with the condition, that it
must reproduce the correct s-wave scattering results (i.e. f → −a in the s-wave limit).

To this end, we evaluate the Green’s function of the Schrödinger equation 2.2 and �nd

Gk(r) =

∫
d3p

(2π)3

eip·r

k2 − p2 + iη
= − 1

4π

eikr

r
. (2.6)

The exact solution to Eq. 2.2 far away from the origin can then be written down as

Ψk(r) = eik·r +

∫
d3r′Gk(r− r′)v(r′)Ψk(r′)

= eik·r − eikr

4πr

∫
d3r′eik

′·r′v(r′)Ψk(r′) , (2.7)

from which one can straightforwardly derive the following expression for the scattering am-
plitude by comparison with Eq. 2.3,

f(k′,k) = − 1

4π

∫
d3r′eik

′·r′v(r′)Ψk(r′) . (2.8)
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2.2 Tuning Interactions and Feshbach Resonances

Reinserting the exact solution of Ψk(r), Eq. 2.7, into the above expression, yields the Lippmann-
Schwinger equation for the scattering amplitude [59]

f(k′,k) = −v(k′ − k)

4π
+

∫
d3p

(2π)3

v(k′ − p)f(p,k)

k2 − p2 + iη
. (2.9)

The Lippmann-Schwinger equation gives an exact integral equation for the scattering ampli-
tude in terms of the Fourier transform of the scattering potential, v(k), which makes it very
amenable to perturbative calculations. For low-energy s-wave collisions the scattering am-
plitude only depends on the magnitude k = |k| of the scattering wave vector. In the low-
momentum limit and assuming a contact potential V (r) = V0δ(r), we obtain

V0 =
4π~2a

m
, (2.10)

the Born approximation (�rst order expansion in V0) for the scattering length. However already
the second order term would diverge in the calculations. The origin of the divergence is the
contact potential we assumed, since it does not decay at high momentum values. Any physical
potential will of course decay, and we can remedy this by replacing the contact potential with
the pseudo-potential V (r)ψ(r) = V0δ(r)

∂
∂r

(rψ(r)) [64]. It acts as an e�ective interaction po-
tential, is independent of the microscopic properties of the system, and exactly reproduces the
s-wave result for the scattering amplitude f(k) = − a

1+ika
, if Eq. 2.10 holds. To make the sec-

ond order term in the expansion converge, we impose a high-momentum cuto� qc, and assume
v(q) = mV0/~2 for |q| < qc and else zero. In the low-momentum limit k � 1/r0 we then �nd

1

V0

=
m

4π~2a
− m

~2

∫

|q|<qc

d3q

(2π)3

1

q2
. (2.11)

Making connection to experiments, we henceforth follow the formal prescription to replace the
strength of the potential V0 by the right hand side of Eq. 2.11 in terms of the measurable s-wave
scattering length a.

To conclude this discussion we brie�y comment on the e�ect of quantum statistics on the
scattering problem. Since the orbital wave function is symmetric for s-wave collisions, con-
sidering two interacting fermions requires an anti-symmetric wave function in the spin-sector
such that their overall wave function is anti-symmetric. This immediately rules out s-wave
collisions for indistinguishable fermions (i.e. a single species Fermi gases), and means that ther-
malisation is not possible (at least in the s-wave channel). We therefore require a Bose-Fermi
mixture or di�erent fermionic species to allow for s-wave interactions, which is the experi-
mental basis for the systems considered in the remainder of this thesis. In the following section
we now want to focus on the tunability of the interaction strength between the fermions, by
employing the tool of Feshbach resonances.

2.2 Tuning Interactions and Feshbach Resonances
As we have seen in the previous discussion interactions in an ultracold quantum gas are

mediated by collisions between the atomic species comprising the gas. At the low temperatures
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necessary to reach quantum degeneracy s-wave collisions are the dominant contribution in the
scattering process. In a dilute, ultracold quantum gas, the s-wave scattering length a can be
tuned, by the means of Feshbach resonances [65], to arbitrary repulsive or attractive values
[66], allowing experimental access to the strongly correlated regime in these systems.

open channel

closed channel

Feshbach coupling

Figure 2.1: Illustration of interatomic potentials in the open (triplet) and closed (singlet) channel of
a scattering event. By tuning an external magnetic �eld, a bound state in the closed channel can be
brought into resonance with the incident energy of the particles.

Whenever a bound state in a closed scattering channel is coupled resonantly to the energy
of the open channel in a two-particle collision, a resonance behaviour occurs. The particles can
brie�y form a quasi bound state, their interaction is strongly enhanced, and their scattering
length diverges. If the open and closed scattering channels have di�erent magnetic moments
(e.g. spin singlet and spin triplet states), the relative shift between the open channel energy and
the closed channel bound state can be tuned simply by adjusting an external magnetic �eld B,
as shown in Fig. 2.1 [66, 67]. Within second order perturbation theory, the scattering length
takes the functional form [68]

a(B) = abg

(
1− ∆B

B −B0

)
, (2.12)

where abg denotes the background scattering length, andB0 and ∆B are the position and width
of the Feshbach resonance. In ultracold quantum gases the fermionic pseudo-spin can be en-
coded into the di�erent hyper�ne levels of the electronic ground state manifold of the atoms.
Fig. 2.2 shows the hyper�ne level structure of 6Li. We highlighted the lowest three hyper�ne
levels which are used to encode the three fermionic species discussed in section 2.5.

Fig. 2.3 shows the Feshbach resonance of 6Li between the three lowest hyper�ne levels of
the electronic ground state manifold. We see the clear divergence of the scattering length and
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2.3 The BCS-BEC crossover
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Figure 2.2: Electronic ground state 2 2S 1
2

of 6Li in a magnetic �eld with hyper�ne coupling (I = 1).
Zeeman and Paschen-Back regime are shown. The lowest three hyper�ne states (marked in red) are used
to encode the fermionic spin in our model.

its change in sign, giving rise to near arbitrary control of the scattering properties and therefore
interactions of cold atomic gases.

2.3 The BCS-BEC crossover
In this section we want to discuss the properties of quantum gases comprised of paired

fermions. Fermionic pairing is a subtle e�ect, but ultimately arises from an underlying e�ective,
attractive interaction between fermions of di�erent species as dictated by the Pauli exclusion
principle. The interaction is parametrised by the dimensionless coupling parameter 1/(kFa),
where kF is the Fermi wave vector of the system, and a the s-wave scattering length. We
have seen that the scattering length can be tuned by the means of Feshbach resonances and
kF depends on the number density of atoms n (and trapping frequencies for a harmonically
trapped gas). Thus, by changing any one of temperature T , magnetic �eld B, or density n,
1/(kFa) can be varied almost at will between ±∞.

Whilst for 1/(kFa) � 1 the system realises a Bose-Einstein condensate (BEC) of bosonic
molecules, 1/(kFa) � −1 is described by the Bardeen-Cooper-Schrie�er (BCS) theory of su-
perconductivity. The two regimes realise two seemingly di�erent pictures of Fermi conden-
sates: a BEC of composite bosons with pairing occurring in real space, and a BCS super�uid
of spatially-overlapping Cooper pairs (paired in momentum space), as depicted schematically
in Fig. 2.4. In between these two regimes, for 1/(kFa) ∼ 0, the scattering length diverges,
the fermionic pair size is comparable to the interparticle spacing, and the only relevant energy
scale is the Fermi energy EF .

While the BCS super�uid is not simply a BEC of fermionic pairs [24], the two are however
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Figure 2.3: Feshbach resonances in 6Li. Shown is the s-wave scattering length a as a function of
magnetic �eld for the lowest three hyper�ne states. We clearly see the resonances around 834G in a12,
690G in a13,and 811G in a23. The data is taken from the supplementary material of [69].

Figure 2.4: By varying the dimensionless interaction parameter 1/(kFa) between two fermionic
species (here denoted in red and blue), the system smoothly interpolates between a molecular BEC
of tightly bound bosonic dimers, and a BCS super�uid of spatially extended Cooper pairs. The plot
is adapted from [70].
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2.3 The BCS-BEC crossover

intimately related. Building upon works in the 1960s [71–73], Leggett showed in 1980 that the
distinct regimes of BEC and BCS super�uidity are in fact connected by a smooth crossover [74].
The phase diagram of an interacting, two component Fermi gas in the BCS-BEC crossover is
shown in Fig. 2.5 as a function of temperature and interaction strength. For T � T ∗, the
fermions are unpaired and the system is simply a mixture of both fermionic species on either
side of the resonance. For T . T ∗, pairs start to form which condense below Tc to form a
super�uid condensate. A detailed account of the BCS-BEC crossover can be found in [59, 70,
75–77] (and references therein). In the following we will discuss the di�erent regimes in the
crossover in more detail, with a focus on BCS pairing, as this will be particularly relevant for
the discussion of our results in chapters 4 and 5.

Figure 2.5: Qualitative phase diagram of the BCS-BEC crossover as a function of temperature and
interaction 1/(kFa). Below the transition temperature Tc (blue shaded region), the system is super�uid,
and interpolates smoothly between a molecular BEC of tightly bound dimers, and a BCS super�uid of
Cooper pairs. The solid red line, T ∗, marks the onset of pairing. The Figure is adapted from [75].

2.3.1 Molecular BEC

For 1/(kFa) � 1 the interaction between fermions is so strong, that they form bosonic
dimers with a size much smaller than 1/kF and a binding energy given by [59]

Eb = − ~2

ma2
, (2.13)

where m is the mass of the fermions. For temperatures below the binding energy, and for
su�ciently strong attraction between the fermions, bosonic dimers are formed and behave as
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2.3.2 BCS Pairing and the Cooper Problem

point-like particles. These dimers in turn interact repulsively and for T < Tc undergo a quan-
tum phase transition to a super�uid Bose-Einstein condensate (BEC). It should be emphasised,
that the underlying interaction between the di�erent fermionic species is attractive and mono-
tonically growing from the BCS to the BEC regime, but that in the BEC limit there remains a
weak residual repulsion between dimers, add = 0.6a, giving rise to super�uidity in this regime
[59, 75].

2.3.2 BCS Pairing and the Cooper Problem

For 1/(kFa) � −1 the fermions feel a weak attraction between the two di�erent species,
which leads to the formation of Cooper pairs and their condensation into a BCS super�uid. In
three dimensions however, there is no two-body bound state for arbitrarily weak interactions
between two isolated fermions. This poses the question regarding the nature of the pairing
underlying the BCS condensate and the structure of the ground state. In this section we want
to elucidate the nature of the pairing mechanism for attractive interactions. To this end we will
review the formation of a two-body bound state of isolated particles, which will lead us to the
famous Cooper problem [23]. Building upon this, we give an overview over the BCS theory
of superconductivity, discussing the nature of its ground state and excitation spectrum. There
are many comprehensive reviews on the subject and our discussion will follow in particular
[18, 59].

To understand the pairing mechanism in BCS superconductors, it is instructive to look at
the corresponding two-particle problem, and to see why no bound state exists for arbitrarily
weak interactions in three dimensions. We start with the Schrödinger equation of the reduced
particle of mass µ = m/2,

(
− ~2

2µ
∇2 + V (r)

)
ψ(r) = Eψ(r) . (2.14)

Here, m1 = m2 = m is the mass of the two fermions, and V (r) is the (attractive) interaction
potential between them. We are looking for bound state solutions, i.e. E = −~2κ2

2µ
. Rewriting

the problem in momentum space yields for an n-dimensional system

ψ(q) = −2µ

~2

1

q2 + κ2

∫
dnp

(2π)n
V (q− p)ψ(p) . (2.15)

For short-range interactions, the potential is approximately constant V (q) ≈ V0 over a range
q . 1/R and then quickly falls to zero beyond this (where R is the range of the potential in
real space). By integrating on both side of the equation, the self-consistent equation 2.15 can
then be rewritten as

− 1

V0

=
2µ

~2

∫

q. 1
R

dnq

(2π)n
1

q2 + κ2
=

1

Ω

∫

ε<ER

dε
ρn(ε)

2ε+ |E| , (2.16)

where Ω is the volume of the system, ρn(ε) the density of states in n dimensions, ε = ~2q2

2m
the

energy of a free particle of mass m, and ER = ~2

mR2 the energy cuto� [59]. The problem of the
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2.3 The BCS-BEC crossover

existence of a bound state therefore translates into �nding a consistent solution to the above
equation for a given interaction V0. In particular for very weak attractive interactions |V0| → 0
the left hand side of the equation diverges, so we need to analyse the integral on the right hand
side in di�erent dimensions. The density of states for free fermions is given by

ρ(ε) =
∑

k

δ(ε− εk) ∼





1√
ε
, n = 1

Θ(ε), n = 2√
ε, n = 3

. (2.17)

Eq. 2.16 only has a solution, if the integral on the right hand side diverges for a vanishing
bound state energy E → 0. These integrals can be solved exactly (c.f. appendix section A.1)
and one �nds that in one dimension the integral diverges as 1/

√
|E|, whilst in two dimen-

sions it diverges logarithmically. This means that for n ≤ 2 we can always �nd a bound state
solution for any attractive potential. In 3D however, the integral is �nite as |E| → 0, which
implies a threshold on the interaction for the binding of two particles. This however raises the
questions, how a paired super�uid in the BCS regime of the crossover comes about. In 1956
Cooper presented a mechanism by which two fermions could pair into a bound state even at
weak attractive interactions [23]. We shall now brie�y revisit his argument before proceeding
to discuss the celebrated BCS theory of superconductivity.

The Cooper Problem

Consider two attractively interacting fermions on top of a non-interacting, �lled Fermi
sphere. Due to Pauli blocking all states below the Fermi surface are occupied and hence not
available as potential �nal states for the two interacting fermions above the Fermi surface. In
particular the fermions deep inside the Fermi sea are, to a very good approximation, ‘frozen’
inside the Fermi sphere and they do not take part in any microscopic processes. It is only
the fermions close to the Fermi surface which can be excited as particle-hole pairs. Hence for
weak interactions the only available scattering states of the two fermions are the states in the
immediate vicinity of the Fermi surface, i.e. a shallow momentum shell around kF . The density
of states at the Fermi surface is constant, ρ3D(EF ), just like the density of states of the two
dimensional problem discussed above. We can therefore expect, that pairing can happen even
for arbitrarily weak interactions, as long as the two fermions sit on top of a �lled Fermi sea.
From appendix A.1, we found that the binding energy of two particles in two dimensions is
given by

E = −2ERe
− 4π~2

m|V0| = −2ERe
− 2Ω
ρ2|V0| . (2.18)

Thus the binding energy depends exponentially on the inverse density of states of the two di-
mensional problem. In the case considered here, ρ2 = ρ3D(EF ). Now in all generality fermion
pairs can form at any momentum. However the number of available scattering states for zero-
momentum pairing is much larger than for any �nite momentum. For zero-momentum pairing,
the two fermions have to have equal and opposite momenta, which means the entire Fermi sur-
face is available. On the other hand, pairs with �nite momentum 2q can only scatter into the
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2.3.2 BCS Pairing and the Cooper Problem

ring of radius
√
k2
F − q2, o�ering signi�cantly fewer states to scatter into. With regard to Eq.

2.18 we see that a larger e�ective density of states gives rise to a larger absolute binding energy.
Therefore we conclude that the fermions with zero net momentum experience stronger pair-
ing. Up until now we have assumed the fermions inside the Fermi sea to be non-interacting. If
we imagine to slowly turn on the interactions between the fermions (starting from the Fermi
surface and moving successively further into the core of the Fermi sphere), we conclude that
the entire system will reorganise into a new, paired state, comprised of these spatially extended
Cooper pairs. The Fermi liquid therefore has an instability towards pairing in the presence of
attractive interactions (Cooper instability). In 1957 Bardeen, Cooper, and Schrie�er (BCS) pre-
sented their celebrated microscopic theory, which takes the interacting many-body problem as
well as the proper antisymmetrisation of the wave function fully into account. In the following
we will detail the ideas relevant to the results presented in chapters 4 and 5.

BCS Theory

We start our discussion with the Hamiltonian for an interacting many-body system of two
fermionic species σ = {↑, ↓} = {1, 2} (e.g. the two spin species of electrons in a solid or two
di�erent hyper�ne levels of fermionic atoms in a cold atom experiment), given by

H =
∑

σ

∫
d3r Ψ†σ(r)

(
− ~2∇2

2m
+ ε0σ − µσ

)
Ψσ(r)

+
1

2

∑

σ 6=τ

∫
d3rd3r′Ψ†σ(r)Ψ†τ (r

′)V (r− r′)Ψτ (r
′)Ψσ(r) . (2.19)

Here Ψ
(†)
σ (r) is the fermionic �eld operator annihilating (creating) a fermion of species σ and

mass m at position r, V (r − r′) = gδ(r − r′) is the contact interaction between the di�erent
(pseudo-)spin species, and µ1 = µ2 = µ the chemical potential. ε0σ is a potential spin-dependent
energy o�set e.g. the hyper�ne splitting in cold atoms. Since the Hamiltonian is conserving
the di�erent spin species separately, the di�erent hyper�ne levels can be shifted on top of each
other, ε02 → ε01 = 0, using a suitable unitary transformation (and we will neglect them from
here onwards as they just give rise to a global phase).

BCS theory applies in the parameter regime 1/(kFa) � −1 of the crossover, where two
fermions of di�erent (pseudo-)spin feel a weakly attractive interaction (g < 0). In the cold
atom context the attractive interaction can be engineered in this way by the means of Feshbach
resonances as we have seen above in section 2.2. In solid state superconductors however, spin up
and down electrons interact through the Coulomb potential repulsively. The works of Fröhlich,
and of Bardeen and Pines addressed this issue and showed that an attractive potential arises as
an e�ective interaction, when the coupling between the electrons and the phononic modes of
the crystal lattice is taken into account [22, 78–80].

We have seen from Eq. 2.18 that the bound state energy of paired fermions is lowest, if
the fermions have zero momentum in the centre of mass frame. The Pauli exclusion princi-
ple enforces the fermions forming a pair to be of opposite (pseudo-)spin species, and going to
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2.3 The BCS-BEC crossover

momentum space with Ψσ(r) = 1√
V

∑
k e

ik·rck,σ, the BCS Hamiltonian can be written as

HBCS =
∑

k,σ

ξk,σc
†
k,σck,σ +

g

V

∑

k,q

c†k,1c
†
−k,2c−q,2cq,1 , (2.20)

where ξk,σ = εk − µσ and εk = ~2k2

2m
is the (free) single-particle dispersion. The chemical

potential of species σ is µσ, V the volume of the system, and c(†)
k,σ are the annihilation (creation)

operators of a fermion in spin state σ at momentum k. The �rst term represents the kinetic
energy of the di�erent fermions, whilst the second term accounts for the interaction between
di�erent zero-momentum Cooper pairs. In writing this Hamiltonian we have already invoked
the approximation that pairs of net zero-momentum have the largest binding energy, therefore
we explicitly neglected interactions between pairs at �nite momentum here, which is a great
simpli�cation to the full many-body problem, as density �uctuations are no longer captured by
the model. In charged super�uids these are in any case suppressed by the Coulomb repulsion,
whereas in neutral super�uids sound waves are not taken into account [59].

Guided by the intuition of the previous section, we anticipate the Fermi gas to be unstable
to the formation of Cooper pairs. In this case, the pair correlator ∆k = 〈c−k,2ck,1〉 acquires a
non-zero �nite expectation value. To study the phase transition from a Fermi liquid to a BCS
superconductor, we therefore introduce the superconducting (s-wave) order parameter2,

∆ =
g

V

∑

k

〈c−k,2ck,1〉 . (2.21)

It is designed in such a way that it is zero in the (high temperature) normal phase, and non-zero
below the transition temperature to the superconducting phase. As such it is a clear indicator
of the system’s phase and will be the center of our investigations in chapters 4 and 5. It is
worth noting that in any practical computation the discrete sum over momentum in Eq. 2.21 is
replaced by an integral, and the interaction strength is replaced by applying the renormalisation
procedure outlined in 2.1, giving 1/(kFa) = (8πEF )/(gk3

F ) +
√

(4Ec)/(π2EF ).
Since in typical superconductors and super�uids a macroscopic number of particles is in-

volved in the pairing, the �uctuations around 〈c−k,2ck,1〉 can be expected to be small, which
allows us to use a mean-�eld decoupling3 to simplify Eq. 2.20 into a quadratic (and thereby
solvable) Hamiltonian

Hmf
BCS =

∑

k,σ

ξkc
†
k,σck,σ +

∑

k

(
∆c†k,1c

†
−k,2 + h.c.

)
, (2.22)

where we have neglected constant shifts to the Hamiltonian and assumed a balanced super�uid
(N1 = N2, i.e. µ1 = µ2 = µ). Note that, whilst we have simpli�ed the quartic interaction term
of the Hamiltonian, Eq. 2.22 is no longer particle number conserving. For a Fermi gas in the
BCS regime, the BCS order parameter is expressed in experimentally measurable quantities as

2In the literature it is also commonly called the superconducting gap function or simply the gap.
3The mean-�eld decoupling of two operators A and B is given by: 〈AB〉 ≈ 〈A〉B +A〈B〉 − 〈A〉〈B〉.
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2.3.2 BCS Pairing and the Cooper Problem

[59] (for more details we refer the reader to appendix A.2),

∆ =
8

e2
e−π/(2kF |a|) . (2.23)

The BCS Hamiltonian, Eq. 2.22, is quadratic in the fermionic operators, and readily diago-
nalised by a canonical Bogoliubov-Valatin transformation to a new set of fermionic quasiparticle
operators [18, 81, 82]

(
γk,0
γ†k,1

)
=

(
uk −vk
v∗k u∗k

)(
ck,1
c†−k,2

)
and

(
ck,1
c†−k,2

)
=

(
u∗k vk
−v∗k uk

)(
γk,0
γ†k,1

)
, (2.24)

where |uk|2 + |vk|2 = 1. The unitary transformation preserves the fermionic anticommutation
relations (by the virtue that it is unitary). The coe�cients uk, vk are determined by enforcing,
that the BCS Hamiltonian is diagonal with respect to the new quasiparticle operators in this
new basis. The Bogoliubov amplitudes are found to be given by |uk|2 = 1− |vk|2 = 1

2
(1 + ξk

Ek
)

and Ek =
√
ξ2
k + |∆|2, where the latter is the dispersion of the quasiparticles. Up to constant

shifts in energy, the Hamiltonian in the quasiparticle basis now reads

Hmf
BCS =

∑

k

Ek(γ†k,0γk,0 + γ†k,1γk,1) . (2.25)

The quasiparticle dispersion Ek as a function of momentum is shown in Fig. 2.6. It exhibits a
gapped dispersion, with the size of the gap given by the superconducting order parameter ∆.
It costs at least this amount of energy to excite quasiparticles on top of the BCS ground state
and thereby break Cooper pairs.

The ground state is then constructed as the vacuum of quasiparticles γk,0|ψBCS〉 = γk,1|ψBCS〉 =
0 and found to be given by the celebrated BCS wave function

|ψBCS〉 =
∏

k

(uk + vkc
†
k,1c

†
−k,2)|0〉 . (2.26)

Interestingly, the BCS wave function is not only the ground state of the mean-�eld Hamiltonian,
Eq. 2.22, but can be shown to be the exact solution to the BCS Hamiltonian in Eq. 2.20. It is a
coherent superposition of empty and occupied Cooper pair states and as such does not conserve
the total particle number. It is made of a superposition of states of di�ering particle number
sectors and describes a condensate of Cooper pairs4. An example of the Cooper pair amplitudes
as a function of momentum is shown in Fig. 2.7. We note that the BCS wave function in Eq.
2.26 contains, in the limit of vanishing interactions, the ground state of a gas of fermions, the
Fermi sea. It is recovered for uk = 0, vk = 1 for k ≤ kF and vice versa for k > kF . Turning

4One can think of the BCS wave function as a coherent state of Cooper pairs, for |ψBCS〉 ∼∏
k exp( vkuk

c†k,1c
†
−k,2)|0〉
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2.3 The BCS-BEC crossover
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Figure 2.6: Quasiparticle dispersion as a function of momentum for a BCS gap parameter of ∆ =
0.32EF . The dispersion is gapped, it therefore costs a �nite amount of energy to break Cooper pairs (by
the creation of a quasiparticle). The energy gap is exactly given by the superconducting order parameter,
hence it is also often called the superconducting gap (marked here by a black arrow).

on attractive interactions and tuning through the BCS regime of the crossover, the Bogoliubov
amplitudes smoothly evolve from the Heaviside step function behaviour to a smooth function
of momentum as shown in Fig. 2.7 for an interaction 1/(kFa) ∼ −0.6.

Using the BCS wave function, we can now evaluate the the superconducting gap as

∆ =
g

V

∑

k

〈c−k,2ck,1〉 =
g

V

∑

k

u∗kvk . (2.27)

We have an additional constraint imposed by the total number of particles in our system, and
the equation for the particle density n = N/V reads

n =
1

V

∑

k,σ

〈nk,σ〉 =
2

V

∑

k

|vk|2 . (2.28)

This is an implicit equation for the chemical potential µ, and the two equations (for the gap
and particle density Eq. 2.27 - 2.28) need to be evaluated self-consistently to yield ∆ and µ
for a given interaction 1/(kFa) [59]. Appendix A.2 gives more details on the self-consistent
solution of the two equations, the result of which is shown in Fig. 2.8. In the BCS regime,
1/(kFa) � −1, µ ≈ EF and the superconducting gap is given by Eq. 2.23. In the BEC regime
on the other hand, 1/(kFa) � 1, µ = − ~2

2ma2 + π~2an
m

, while ∆ ≈
√

16
3π

EF√
kfa

. The chemical
potential term consists of the energy of the formed bound state per particle and a mean-�eld
correction arising from the repulsive interaction between the molecules. ∆ is neither related
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2.3.2 BCS Pairing and the Cooper Problem
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Figure 2.7: Cooper pair amplitudes as a function of momentum. Shown are the Bogoliubov amplitudes
for a BCS gap parameter of ∆ = 0.32EF .

to the binding energy nor the gap in the spectrum (which in the BEC regime occurs at |k| = 0,
since µ < 0) [59].

BCS theory at �nite Temperature

Up to now we have discussed the BCS theory, its ground state wave function and the dis-
persion of quasiparticle excitations at zero temperature. In chapter 5 we will also discuss brie�y
some thermal properties of the BCS state, so we here want to very brie�y outline the necessary
ideas for the aforementioned chapter.

The excitation of a fermionic quasiparticle γ†k,σ costs and energy Ek ≥ |∆| in the BCS
regime. At �nite inverse temperature β = 1/(kBT ), the probability that such a quasiparticle is
thermally activated on top of the BCS ground state is given by the Fermi-Dirac distribution

f(Ek) =
1

eβEk + 1
. (2.29)

Therefore the momentum distribution of quasiparticles is given by 〈γ†k,σγk,σ〉 = f(Ek). With
this, the �nite temperature gap equation (c.f. Eq. 2.27) reads
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Figure 2.8: The superconducting gap ∆ and chemical potential µ as a function of the dimensionless
coupling 1/(kFa), obtained from solving Eq. 2.27 and 2.28 self-consistently (details in appendix A.2).
The plot is adapted from [59].

∆ =
g

V

∑

k

u∗kvk〈1− γ†k,0γk,0 − γ†k,1γk,1〉

=
g

V

∑

k

u∗kvk(1− 2f(Ek))

=
g

V

∑

k

∆

2Ek

tanh
(βEk

2

)
, (2.30)

which can be solved numerically.

2.4 Fermionic Atoms in Optical Lattices
The interplay of the various degrees of freedom in interacting many-body quantum sys-

tems opens up the possibility to observe and study a multitude of complex, emergent phenom-
ena. Examples include the observation of the super�uid to Mott insulator transition in the
Bose-Hubbard model [83], the collapse and revival of the macroscopic matter wave �eld of a
Bose-Einstein condensate [39], the realisation of the BCS-BEC crossover [84–89] or the gen-
eration of arti�cial gauge �eld in optical lattice systems to study topological quantum matter
[90], to name a few. These complex phases arise from the subtle competition between di�erent
energy scales and degrees of freedom of the system. The richness and complexity that can arise
from their fundamental constituents, ultimately makes strongly correlated many-body quan-
tum system the fascinating and active research �eld it is today. Major milestones achieved in
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the �eld of quantum optics and ultracold quantum gases have since led to a further accelera-
tion of the research activity. We have already seen how Feshbach resonances can be used to
tune the interactions properties of atomic vapours at will. Another route to realise strongly
correlated systems is by changing their kinetic energy to e�ectively enhance the interactions.
Experimentally this can be achieved, by subjecting the atomic particles to a crystal potential
and con�ning them to the crystal’s lattice sites. Motion of the particles is possible, if desired,
by allowing hopping process of the atoms to nearby sites. By con�ning the atoms to a lat-
tice, their kinetic energy can be varied over several orders of magnitude, allowing access to the
strongly correlated regime. Note that in this way of tuning the system, the interaction energy
has not been changed physically, so that strong interactions are accessible without risking the
stability of the atomic cloud due to three-body loss processes. The exceptional tunability of the
systems’ parameters and their excellent isolation from the environment means that degenerate
quantum gases are extremely versatile systems with long coherence times, o�ering the possi-
bility to control and explore novel phenomena in quantum many-body physics in and away
from equilibrium.

In solid state systems, the electrons feel the electrostatic potential of the ionic cores, and
the underlying lattice structure is key to understanding these systems [2, 91]. In the cold atom
context, the atoms experience an optical lattice potential created from standing waves of retro-
re�ected laser �elds due to the interaction of the induced dipole moment with the laser �eld
(see 2.4.1). Correlated quantum gases in optical lattices are a highly controlled, tuneable exper-
imental platform, with excellent isolation form the environment and the added advantage, that
complications due to lattice phonons or impurities do not arise. These systems realise Hamilto-
nians which have traditionally been studied extensively in condensed matter physics [92], and
can be considered as realisations of analogue quantum simulators [93–95]. Furthermore, by
superposing several laser �elds, the lattice structure and even the whole dimensionality of the
system can be altered. Whilst a single retro-re�ected laser beam creates a single standing wave
and produces a series of planar, two-dimensional quantum systems [96], adding a further laser
�eld results in an array of one-dimensional tubes of atoms [97]. With yet another intersecting
laser, a three-dimensional cubic lattice is realised [35].

The Hubbard model [55] is one of the hallmark models in condensed matter physics when
studying the behaviour of electrons in solids. Within a single-band tight-binding approxima-
tion, it has two key ingredients: the kinetic energy of electrons hopping between adjacent lattice
sites, and a local interactions between electrons of opposite spin. The Fermi-Hubbard model
captures these two competing energy scales in the Hamiltonian

H = −J
∑

〈i,j〉,σ

c†i,σcj,σ + U
∑

i

ni,↑ni,↓ , (2.31)

where J is the tunnelling matrix element between adjacent sites (〈i, j〉 denotes the sum over
nearest neighbours), and U is the on-site interaction between fermions of opposite spin. Ultra-
cold quantum gases have been proposed as ideal candidates to study the physics of this model
[98, 99], which, despite its apparent simplicity, remains elusive and has not been fully solved.
The Hubbard model hosts a wide range of phases and phenomena, its wealth stemming from
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2.4 Fermionic Atoms in Optical Lattices

the intricate interplay between interaction, delocalisation, and magnetic ordering. Con�ning
fermionic atoms to an optical lattice, the tunnelling matrix element J , and on-site interaction
U can be tuned experimentally by varying the depth of the optical lattice. Employing Feshbach
resonances then allows to further re�ne and in�uence the interactions of the system. Their
versatility makes cold atoms in optical lattices ideal quantum simulators, where the atoms in
the optical lattice mimic the dynamics of electrons in solid state systems [95].

In section 2.4.1 we will introduce the key ideas of how atoms can be trapped by laser light,
and will then go on to introduce the theoretical description of an atomic cloud of fermionic
atoms in an optical lattice, described by the Fermi-Hubbard model (section 2.4).

2.4.1 Trapping of Neutral Atoms

Experiments on ultracold quantum gases are only possible because of the advances made in
cooling and trapping neutral atoms using laser light. The directed absorption and spontaneous
re-emission of the laser photons gives rise to a dissipative contribution, the atoms are slowed
down due to the momentum exchange with the photons, and the cloud of atoms is cooled [29].
Furthermore, the laser �eld induces a dipole moment in the atoms which in turn interacts with
the light �eld. An e�ective, conservative potential via the AC Stark shift is created to con�ne
and trap the atoms in the intensity maxima or minima of the laser (for a red or blue detuning
respectively) [100, 101].

To illustrate the trapping mechanism we follow the dressed atom approach as detailed in
[102]. We consider a two-level atom, Ha = 1

2
~ω0σz , interacting with a single-mode quantised

light-�eld, Hp = ~ω(a†a + 1/2) via the electric dipole interaction Hint = −d · E. We label
the atomic states by |g〉 and |e〉 (ground state and excited state) and the photonic mode by its
occupation |n〉. The atomic raising and lowering operators are then given by σ± = σx ± iσy.
Within the electric dipole approximation, we can write the interaction Hamiltonian as H =
~g(σ+ +σ−)(a†+a ), where g is the coupling strength and related to the dipole operator of the
atom. In the limit of small detunings |ω−ω0| � ω+ω0 we use a rotating wave approximation
to �nally obtain the Jaynes-Cummings Hamiltonian [103]

H =
~ω0

2
σz + ~ω(a†a +

1

2
) + ~g(σ+a + σ−a†) , (2.32)

where σz = |e〉〈e| − |g〉〈g|. For g = 0 the basis states can be labelled by |{g, e}, n〉 with
eigenenergies E = ±~ω0

2
+ ~ω(n+ 1

2
). The Jaynes-Cummings model is the hallmark model in

quantum optics to study the quantised light-matter interaction. A �nite interaction leads to a
coupling of the atomic and photonic degrees of freedom between states |g, n〉 ↔ |e, n− 1〉 and
in this reduced two-dimensional space the Hamiltonian reads

H = ~
(
−δ/2 g

√
n

g
√
n δ/2

)
+ n~ω1 , (2.33)

where δ = ω − ω0 and we have identi�ed |e, n − 1〉 =

(
1
0

)
and |g, n〉 =

(
0
1

)
. In section

2.5.2 we will see that this kind of Hamiltonian gives rise to Rabi oscillations in the population
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2.4.2 Towards Strongly Correlated Fermions: The Fermi-Hubbard Model

dynamics. For our purposes here we are more interested in the exact energy spectrum, which
can be obtained by diagonalising Eq. 2.33, giving

E±(δ, g) = ~
(
nω ± 1

2

√
δ2 + (2g)2n

)
, (2.34)

for the dressed states |n,±〉. The energy shift between the levels for zero and non-zero coupling
is then given by

∆E = E±(δ, g)− E±(δ, g = 0)
δ�2g

√
n−→ ±~Ω2

R

4δ
, (2.35)

where we have de�ned the Rabi frequency ΩR = 2g
√
n ∼

√
I(r), where I(r) is the intensity

of the light �eld. We observe that for a red-detuned laser �eld (δ < 0) atoms in the ground
state experience a force towards regions of low intensity (e.g. the nodes of a standing wave),
whilst atoms in the excited state are drawn to regions of high intensity (the opposite holds
for blue detuning δ > 0). In this way it is possible to trap neutral atoms in light �elds. By
superposing several intersecting beams various lattice arrangements can be realised and even
the dimensionality of the system (by e.g. tightly con�ning the atoms in a particular direction
through a highly anisotropic intensity of the laser beams) tuned.

2.4.2 Towards Strongly Correlated Fermions: The Fermi-Hubbard Model

In one dimension, for distances much smaller than the waist of the Gaussian laser beams,
the trapping potential can be approximated by

V (z) = V0 sin2(kz) , (2.36)

where k = 2π
λ

= π
a

is the wave vector of the lattice potential. If we restrict ourselves to time-
scales, where spontaneous emission events can be neglected, the coherent dynamics of an atom
trapped in this potential is described by the Hamiltonian

H = − ~2

2m

∂2

∂z2
+ V (z) . (2.37)

Since the potential, created by the retro-re�ected laser beams, is periodic with the lattice con-
stant a (size of the unit cell), V (z + a) = V (z), the eigenfunctions of the system are given by
Bloch eigenstates [91].

Band structure

The periodic nature of the potential gives rise to allowed energy bands separated by energy
gaps. The solution of the Schrödinger equation for a particle in a periodic potential is given by
Bloch’s theorem. The eigenfunctions are Bloch wave functions, which read

φ(n)
q (z) = eiqzu(n)

q (z) , (2.38)
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2.4 Fermionic Atoms in Optical Lattices

where u(n)
q (z) is labelled by the band index n and quasi-momentum q ∈ (−π/a, π/a] living in

the �rst Brillouin zone. The envelope function u(n)
q (z) are the eigenfunctions of the Hamiltonian

[ 1

2m
(~q − i~ ∂

∂z
)2 + V (z)

]
u(n)
q (z) = E(n)

q u(n)
q (z) , (2.39)

and themselves periodic function of the lattice. Therefore we can expand them in a Fourier
series over the reciprocal lattice

u(n)
q (z) =

∑

G

u
(n,q)
G eiGz (2.40)

V (z) =
∑

G

VGe
iGz , (2.41)

where the reciprocal lattice is understood as the set of all reciprocal lattice vectors G = 2π
a

Z.
For the periodic potential given in Eq. 2.36, the time-independent Schrödinger equation then
becomes

∑

G′

Hq
G,G′u

(n,q)
G′ = E(n)

q u
(n,q)
G , (2.42)

where Hq
G,G′ = ~2

2m
(q +G)2δG,G′ + VG′−G.

Figure 2.9: Band structure of a one-dimensional optical lattice in units of recoil energy Er . We have
shown the lowest �ve Bloch bands in the �rst Brillouin zone, for three di�erent lattice depths.

This problem can be e�ciently solved numerically by truncating the e�ective Hamiltonian.
Fig. 2.9 shows the energy bands in units of the recoil energyEr = ~2k2

2m
= ~2π2

2ma2 . For weak poten-
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2.4.2 Towards Strongly Correlated Fermions: The Fermi-Hubbard Model

tials and upon unfolding the Brillouin zone, we recover approximately the parabolic dispersion
of a free particle. However, for any �nite potential V0 6= 0, band gaps open up at the Brillouin
zone edge at k = ±π/a, whose size increases with increasing lattice depth. We thus see how
the presence of a periodic potential gives rise to energy bands in the allowed energy spectrum.
Finally, for very deep lattices, the di�erent bands �atten and become more and more equidis-
tant, re�ecting the fact that in this limit we can approximate each lattice well by a harmonic
oscillator with a lattice spacing of ~ω = 2

√
V0/ErEr.

Derivation of the Fermi-Hubbard Hamiltonian

Consider a gas of fermionic atoms con�ned to a one-dimensional optical lattice geometry.
Theoretically the system is described by the many-body Hamiltonian

H =
∑

σ

∫
d3r Ψ†σ(r)

(
− ~2

2m
∇2 + V0(r)

)
Ψσ(r)

+
1

2

∑

σ 6=σ′

∫
d3r d3r′ Ψ†σ(r)Ψ†σ′(r

′)V (r− r′)Ψσ′(r
′)Ψσ(r) , (2.43)

where Ψσ(r) is the �eld operator annihilating a fermion in spin state σ = {↑, ↓} on site r, and
where the interaction is given by V (r − r′) = gδ(r − r′) and g = 4π~a

m
, with a the s-wave

scattering length. The �rst term describes the kinetic energy of the atoms, whilst the second
term captures the short-range interaction (s-wave collisions) of fermions in di�erent spin states.
If the relevant energy scales (recoil energy Er, temperature T and interaction strength g) are
small compared to the band gap, to a good approximation, the fermions are con�ned to the
lowest energy band of the system. This is for instance true for su�ciently deep lattices, where
the corresponding fermionic wave function extends only over a few lattice sites. In this situation
it is favourable to work in the orthonormal basis of localised Wannier states [104, 105]

Ψσ(r) =
∑

i

w(n)
σ (r−Ri) ci,n,σ , (2.44)

where ci,n,σ annihilates a fermion on site i in band n of spin σ. The Wannier functions are
constructed from the spin dependent Bloch wave functions as

w(n)
σ (r−Ri) =

1√
Ω

∑

k

e−ik·Riφ
(n)
k,σ(r) , (2.45)

where Ω is the volume of the system. At low temperatures, we can neglect higher-order energy
bands and restrict our discussion to the lowest band n = 0. In this approximation we can reduce
Eq. 2.43 to the single-band Fermi-Hubbard model with the parameters
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2.4 Fermionic Atoms in Optical Lattices

Ji,j = −
∫
d3r w∗σ(r−Ri)

(
− ~2

2m
∇2 + V0(r)

)
wσ(r−Rj), i 6= j (2.46)

εj =

∫
d3r w∗σ(r−Rj)

(
− ~2

2m
∇2 + V0(r)

)
wσ(r−Rj) (2.47)

Uj,k,l,m = g

∫
d3r w∗σ(r−Rj)w

∗
σ̄(r−Rk)wσ̄(r−Rl)wσ(r−Rm) . (2.48)

Here V0(r) denotes the optical lattice potential and σ̄ the opposite spin state to σ. To derive
Eq. 2.31, we further assume the tunnelling amplitude between next-nearest neighbours (and
further) to be much smaller than the nearest neighbour hopping (Ji,j 6= 0 only for i = j±1), and
we neglected all interactions between fermions that are not occupying the same site U = Ui,i,i,i
[98]. A band structure calculation, as shown in Fig. 2.10, indeed con�rms this assertion. We
�nd the tunnelling matrix element to exponentially decrease as a function of hopping distance
and lattice depth.
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Figure 2.10: Hopping amplitude as a function of distance for three di�erent lattice depths (left). We
see that the tunnelling matrix elements exponentially decrease with increasing distance, justifying the
nearest-neighbour approximation to derive the Fermi-Hubbard model. The right panel shows the tun-
nelling matrix element for three di�erent distances as a function of lattice depth V0/Er . All calculations
were performed for a one-dimensional lattice.

Generically, these integrals have to be solved numerically. For su�ciently deep lattices
however, we can approximate the Wannier functions by harmonic oscillator states, which al-
lows for an analytic solution to said integrals [68], giving
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J

Er
=

4√
π

(V0

Er

) 3
4
e−2
√
V0/Er (2.49)

U

Er
=

√
8

π
ka
(V0

Er

) 3
4
. (2.50)

For our simulations in this thesis, we will use a �nite chain with open boundary conditions.
The Fermi gas consists of two internal species which can move on a one-dimensional lattice
structure and are attractively interacting. The unperturbed Hamiltonian is given by,

H0 = −J
L−1∑

i=1,σ

(c†i,σci+1,σ + h.c.) + U
L∑

i=1

ni,1ni,2 , (2.51)

where c(†)
i,σ are the fermionic annihilation (creation) operators of spin σ = {1, 2} on site i,

and ni,σ the corresponding number operator. J denotes the hopping amplitude, U < 0 the
attractive on-site interaction, and L the number of lattice sites. The Fermi-Hubbard model in
one dimension can be solved exactly by Bethe ansatz. We will discuss its ground state phase
diagram, together with a brief summary of the Bethe ansatz solution in chapter 3 along with
the other numerical and analytical methods used throughout this thesis.

2.5 Radiofrequency Driving of Ultracold Fermions
In chapter 4 we study the collective amplitude excitation of the superconducting order

parameter in the BCS-BEC crossover. There we develop a novel approach to excite and detect
the amplitude mode of the system, which relies upon the well known method of radiofrequency
(rf) spectroscopy [106–114]. We use the rf-transfer to drive far red-detuned transitions between
di�erent hyper�ne states of the fermionic atoms to couple directly to the superconducting order
parameter. Chapter 6 investigates the detailed dynamical response of a strongly correlated
fermionic quantum gas in a one-dimensional lattice geometry subject to rf-driving. Finally, in
chapter 7 we make use of the coherent transfer of fermions between di�erent hyper�ne states,
to realise fast, e�ective interaction quenches in the one-dimensional Fermi-Hubbard model.

In this section we will therefore summarise the rf-spectroscopy background necessary for
the following chapters. We start by discussing the basic properties of rf-photons and then detail
the theoretical modelling of the rf-driving both in the case of a homogeneous three-dimensional
Fermi gas (chapter 4) as well as for a one-dimensional Fermi-Hubbard lattice model (chapters
6 and 7).

2.5.1 Modelling the Radiofrequency Drive

The rf-�eld couples di�erent hyper�ne levels of the atoms and induces transitions between
them. Referring back to the hyper�ne level structure of 6Li, Fig. 2.2, in this thesis we will
consider rf-coupling between the second and third lowest hyper�ne levels |2〉 and |3〉. The
wavelength of rf-�eld is very long (λ ∼ 1m), so the rf-photon transfers negligible momentum
and the transition is ‘vertical’ in momentum space. Furthermore, since the wavelength is large
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2.5 Radiofrequency Driving of Ultracold Fermions

compared to the atomic cloud, we can also safely assume that the rf-�eld couples to the en-
tire cloud equally strongly, i.e. the Rabi frequency associated with the transition is constant
throughout the sample, ΩR = q|E0|〈3|r|2〉 (matrix element of dipole operator which induces
transitions between |2〉 and |3〉).
Homogeneous, three-dimensional BCS model for three fermionic species

For the three-state system in chapter 4, by driving Rabi oscillations on the |2〉 → |3〉 hy-
per�ne transition, we e�ectively break the Cooper pairs and thereby drive the system out of
equilibrium. The interaction within the |12〉 = |1〉 ⊗ |2〉 manifold is treated at the mean-�eld
level as outlined before, Eq. 2.22. To add the third state, we include the rf-driving of the form
Ω(t) = ~ΩR cos(ωrft). Since momentum is conserved in the transfer, we can model the rf-drive
asH ′(t) = Ω(t)

∑
k(c†k,3ck,2 +h.c.). We assume the upper state |3〉 to be non-interacting, hence

the full Hamiltonian describing the system reads H = Hmf
BCS +H3 +H ′(t), where

H3 =
∑

k

(
εk + ε03 − µ3

)
nk,3 . (2.52)

Upon a unitary transformation |Ψ̃〉 = e−iγÔt|Ψ〉, the e�ective Hamiltonian, He�, governing the
dynamics of the transformed state is given by,

i~
∂|Ψ̃〉
∂t

= {e−iγÔtHeiγÔt + ~γÔ}|Ψ̃〉 ≡ He�|Ψ̃〉 . (2.53)

Since, [H,N1] = [H,N2 + N3] = 0, choosing ~γÔ = [(ε02 − µ2) − (ε01 − µ1)]N1, and, in a
second transformation ~γÔ = −ε02N (where N is the total particle number), allows us to shift
the hyper�ne levels |1〉 and |2〉 on top of each other and move the hyper�ne splitting fully into
the Hamiltonian describing the upper level. Since initially the upper level is empty, we can
take the chemical potential of the upper level to be zero. Furthermore, initially the system is
prepared in a balanced mixture of states |1〉 and |2〉, and once their populations are set, the net
particle number does not change anymore (within the theoretical modelling; there is no decay
channel present). In our numerical simulations we therefore initialise our system in the grand
canonical ensemble with µ1 = µ2 = µ (taking the chemical potential into account to set the
correct particle number according to Fig. 2.8). During the evolution however, we describe the
dynamics in the canonical ensemble and set µ = 0, therefore the chemical potential does not
explicitly appear in our equations of motion as we will see later in Eq. 3.3.

In order to eliminate the fast oscillating terms in the driving we evoke the rotating-wave
approximation, taking the operator γÔ = −ωrfN3. In this case [Ô,Hmf

BCS] = [Ô, Nkσ] = 0

but importantly the driving term does not commute with Ô. De�ning the rf-detuning from the
atomic resonance to be δ = ωrf − ωa with ~ωa = ε03 − µ3 − ε02 = ε03 − ε02 5, we �nd

5µ3 = 0 at t = 0 and remains zero for t > 0 since we are driving the system far red-detuned from the resonance
so the transfer rate to the upper level is very low.
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2.5.1 Modelling the Radiofrequency Drive

He� = Hmf
BCS +

∑

k

(εk + ~ωa − ~ωrf)nk,3 +
~ΩR

2
[eiωrft + e−iωrft]

∑

k

(
e−iγtc†k,3ck,2 + eiγtc†k,2ck,3

)

≈ Hmf
BCS(µ = 0) +

∑

k

(εk − ~δ)nk,3 +
~ΩR

2

∑

k

(
c†k,3ck,2 + c†k,2ck,3

)
, (2.54)

where in the last line we dropped the fast rotating terms ∼ e±2iωrft 6. For notational simplicity
we will, in all subsequent chapters, refer to the e�ective Hamiltonian simply as the Hamilto-
nian of the system. This concludes our theoretical modelling of the system. The numerical
simulation of the model is discussed in section 3.1.

Three-species Fermi-Hubbard model in a one-dimensional lattice geometry

Figure 2.11: Sketch of the underlying Fermi-Hubbard model with the rf-coupling of the di�erent in-
ternal (hyper�ne) states σ = {1, 2, 3} (here depicted in blue, red and green respectively). The hopping
amplitude J is taken to be the same in the lower and upper bands, and the hyper�ne splitting to the �nal
state is denoted by V3.

Just as in the homogeneous BCS system, the rf-�eld induces vertical transitions in momen-
tum space between the di�erent hyper�ne levels of the atom. The di�erence is the presence
of an optical lattice, which breaks the translational symmetry of the system such that ‘real’
momentum is no longer a good quantum number and states are instead labelled by their quasi-
momentum living in the �rst Brillouin zone. The attractive, one-dimensional Fermi-Hubbard
model was introduced in section 2.4.2 and is sketched in Fig. 2.11 for clarity. We model the
rf-coupling as a perturbation H ′(t) to the total Hamiltonian of the system (Eq. 2.51), given by

6This procedure is commonly known as a rotating-wave approximation.
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2.5 Radiofrequency Driving of Ultracold Fermions

H ′(t) =

Ω(t)︷ ︸︸ ︷
~Ω23 cos(ωrft)

L∑

i=1

(c†i,3ci,2 + h.c.)

= Ω(t)
L∑

m=1

(c†km,3ckm,2 + h.c.) , (2.55)

where Ω23 is the Rabi frequency of the transition, ωrf the frequency of the rf-�eld, and km = mπ
L+1

(m = 1, . . . , L) the momentum of the particle, where we have used the Fourier transform for
open boundary conditions for numerical convenience. We take the third level of the Hamilto-
nian to be a free band,

H3 = −J
L−1∑

i=1

(c†i,3ci+1,3 + h.c.) + V3

L∑

i=1

ni,3 . (2.56)

This neglects interactions in the �nal state, which for many atoms can be dominant. However,
e.g. for 6Li, any mixture of the lowest three hyper�ne states exhibits a broad Feshbach reso-
nance. Choosing the |13〉 = |1〉 ⊗ |3〉 manifold as the initial mixture and driving rf-transitions
to the initially empty |2〉 state indeed realises a system with a small scattering length in the
�nal |12〉 = |1〉 ⊗ |2〉 state [115], thus the �nal state interaction is small and we are mainly in-
terested in the dynamics induced by the rf-driving. The energetic splitting V3 between the state
|2〉 and |3〉 is usually much larger than the kinetic and interaction energy scales, i.e. V3 � J, U .
Finally, the full model is given by H(t) = H0 +H3 +H ′(t). In chapters 6 and 7 we will present
results of the quasi-exact solution of the full, interacting many-body problem H(t) using the
time-dependent matrix product state algorithm (see section 3.2 for details).

2.5.2 The non-interacting system

In this subsection, we describe the response of a non-interacting Fermi gas to the rf-drive.
The BCS Hamiltonian (Eq. 2.54) and the Fermi-Hubbard model (Eqs. 2.51, 2.55, 2.56) become
diagonal in momentum space in the absence of interactions.

HBCS(t)→
∑

k

[
εk(nk,1 + nk,2) + (εk + ~ωa)nk,3 + Ω(t)(c†k,3ck,2 + h.c.)

]
(2.57)

HFH(t)→
L∑

m=1

[
εk(nkm,1 + nkm,2) + (εk + V3)nkm,3 + Ω(t)(c†km,3ckm,2 + h.c.)

]
, (2.58)

where εk = ~2k2/(2m) for the BCS model, and εk = −2J cos(kma) for the Fermi-Hubbard
model. We see that the individual momenta fully decouple, and the system can be understood
as a series of three-level quantum systems, subject to a periodic drive,
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2.5.2 The non-interacting system

H(t) =
∑

k

Ψ†k



εk 0 0
0 εk Ω(t)
0 Ω(t) εk + ε23


Ψk , (2.59)

where Ψ†k = (c†k,1, c
†
k,2, c

†
k,3) 7 and ε23 = ~ωa (ε23 = V3) for the BCS (Fermi-Hubbard) model.

Level |1〉 is fully decoupled, and the non-trivial dynamics takes place in the two-dimensional
{|k, 2〉, |k, 3〉} subspace. The transition is ‘vertical’ in momentum space, as exemplary depicted
in Fig. 2.12 for the non-interacting Fermi-Hubbard model dispersion.

-1 -0.5 0 0.5 1

ka/π

ε k
,σ V3 � J, U

σ = 2

σ = 3

Figure 2.12: The lower and upper bands of the non-interacting system in the |23〉 = |2〉⊗|3〉manifold.
The two free bands are separated by the hyper�ne splitting ε23 = V3 � J, U .

Up to overall constant terms, the e�ective Hamiltonian of this two-level system takes the
form H23 = −1

2
ε23σz + Ω(t)σx, which we recognise as the Hamiltonian describing a two-level

atom driven by a laser �eld. Within the rotating-wave approximation, the dynamics can be
solved analytically8. The drive induces (o�)resonant Rabi oscillations given by

〈nk,3(t)〉 =
Ω2

23

Ω2
e�

sin2(
1

2
Ωe�t) , (2.60)

where Ωe� =
√

Ω2
23 + δ2 is the generalised, e�ective Rabi frequency and ~δ = ~ωrf − ε23

the detuning of the rf-�eld from the bare 2-3 transition. Fig 2.13 shows the evolution of the
7To keep the notation as simple as possible, and for this section only, we will label the momentum as k, to mean
either k (BCS) or km (Fermi-Hubbard).

8One can go beyond the rotating wave approximation, applying Floquet theory to this time-periodic problem.
For more details we refer the reader to [116].
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2.5 Radiofrequency Driving of Ultracold Fermions

upper level population 〈nk,3(t)〉 for various detunings. On resonance δ = 0 and the population
coherently oscillates between the states {|k, 2〉, |k, 3〉}. After a time t = π/Ωe� = π/Ω23, for a
system initialised in the lower |2〉 level, the populations are completely reversed and 〈nk,3〉 = 1
(π-pulse). At �nite detuning the Rabi oscillations become faster, Ωe� > Ω23, albeit with a
reduced amplitude. The overall amplitude of the oscillations has a Lorentzian dependence on
the detuning, where its width is given by the bare Rabi frequency Ω23 of the problem9. Finally,
it is important to stress the coherent nature of the transfer. Starting initially in the |k, 2〉 state,
the Hamiltonian evolves the system into a coherent superposition of states ψ(t) = α(t)|k, 2〉+
β(t)|k, 3〉 at time t. As we will see in the later part of this thesis (chapters 6 and 7) adding
interactions to the system allows for decoherence and dephasing e�ects, which reduce or even
hinder the coherent transfer of particles between the levels.

0 2π 4π
ΩRt

0

0.5

1.0

〈n
k
,3

(t
)〉

δ = −3ΩR

δ = −1ΩR

δ = 0ΩR

δ = 2ΩR

Figure 2.13: Time evolution of the upper level population 〈nk,3(t)〉. The population undergoes coher-
ent Rabi oscillations. Shown are curves for both red (δ < 0) and blue (δ > 0) detunings. For o�-resonant
driving, δ 6= 0, we observe an increase in the e�ective modulation frequency accompanied with a reduc-
tion in the amplitude of the oscillations, in accordance with Eq. 2.60.

9Note that in section 2.5 we introduced the Rabi frequency as ΩR (BCS) and Ω23 (Fermi-Hubbard). Here we
choose the latter notation but the equations hold nonetheless for both systems discussed in this thesis.
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Chapter3
Methods

In this chapter we will detail the numerical and analytical methods used throughout this thesis
to study the non-equilibrium dynamics of correlated Fermi gases. In section 3.1 we introduce
the time-dependent BCS theory and derive its equations of motion. Supplemented by a global
self-consistency condition the coupled, non-linear equations of motion are solved with a fourth-
order Runge-Kutta method, which allows us to explore the time evolution of the BCS state in
chapters 4 and 5. Section 3.2 is devoted to the theoretical background of matrix product state
techniques and how they can be used to simulate low-dimensional, interacting quantum many-
body systems. We will discuss their range of validity and highlight its algorithmic strength,
allowing us access to the quasi-exact time-evolution of driven Hubbard models, as studied in
chapters 6 and 7. In these chapters, we study the response of the system to an rf-drive, by mon-
itoring the transfer and population of the �nal state. Within linear response theory, discussed
in section 3.3, the transfer rate to the �nal state can be related to the spectral function of the
correlated, initial state, which we use to gain insight into the underlying excitation spectrum of
the Fermi-Hubbard model. Our �ndings are corroborated by exact results from the Bethe ansatz
technique, applied to the attractive Fermi-Hubbard model, which is introduced in section 3.4.
While the full theoretical framework of Bethe ansatz technique is not part of this thesis, we
will brie�y discuss the central ideas and highlight the obtained excitation spectrum, relevant
for our analytical understanding of the central results of chapter 6.

3.1 Bardeen-Cooper-Schrie�er Theory away from Equilibrium
We employ an rf-�eld to drive the BCS state away from equilibrium and study a collective

excitation of the system. In this section we want to brie�y comment on the numerical simulation
of the model. The full Hamiltonian describing the system (including the rf-drive) is given by
Eq. 2.54,

H =
∑

k

{
εk(nk,1 +nk,2)+

(
∆c†k,1c

†
−k,2 +h.c.

)
+(εk−~δ)nk,3 +

~ΩR

2

(
c†k,3ck,2 +h.c.

)}
. (3.1)

The arising equations of motion for this system in the canonical ensemble are obtained
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3.1 Bardeen-Cooper-Schrie�er Theory away from Equilibrium

from the Heisenberg equation of motion. In the Heisenberg picture ÔH(t) = eiHt/~Ôe−iHt/~

and the operators’ dynamics is governed by

∂ÔH

∂t
=
i

~
[H, ÔH ] +

(∂Ô
∂t

)
H
. (3.2)

The commutators are readily evaluated and we obtain the following closed set of six coupled
di�erential equations,

∂〈c−k,2ck,1〉
∂t

=
i

~

[
− 2εk〈c−k,2ck,1〉 −

~ΩR

2
〈c−k,3ck,1〉+ ∆(nk,1 + n−k,2 − 1)

]

∂〈c−k,3ck,1〉
∂t

=
i

~

[
− ~ΩR

2
〈c−k,2ck,1〉 − (2εk − ~δ)〈c−k,3ck,1〉+ ∆〈c†−k,2c−k,3〉

]

∂〈c†−k,2c−k,3〉
∂t

=
i

~

[
∆∗〈c−k,3ck,1〉+ ~δ〈c†−k,2c−k,3〉 −

~ΩR

2
(n−k,2 − n−k,3)

]

∂〈nk,1〉
∂t

=
1

~
=
[
− 2∆∗〈c−k,2ck,1〉

]

∂〈n−k,2〉
∂t

=
1

~
=
[
− 2∆∗〈c−k,2ck,1〉+ ~ΩR〈c†−k,2c−k,3〉

]

∂〈n−k,3〉
∂t

=
1

~
=
[
− ~ΩR〈c†−k,2c−k,3〉

]
, (3.3)

supplemented by the self-consistency condition for the superconducting gap,

∆

EF
=

4

π

1

1
kF a
− 2

π

√
Ec
EF

∫ k̃c

0

dk̃k̃2∆k̃ . (3.4)

Here k̃ = |k|/kF , and we imposed an energy cuto� Ec = ~2k2
c/(2m) for the numerical evalua-

tion of the integral. This numerical cuto� on the momentum sums yields a renormalised value
of the contact interaction g in terms of the experimentally measurable quantity 1/(kFa) =
(8πEF )/(gk3

F ) +
√

(4Ec)/(π2EF ) [59]. It is important to point out that in Eq. 3.3, all momen-
tum states are coupled implicitly through ∆.

We numerically solve these equations employing a 4th order Runge-Kutta method [117,
118], discretising both time t and momentum k. We carefully ensure the self-consistency con-
dition at each point in time, and the convergence of the simulation with the time-step dt and
the momentum spacing dk. Typical values taken are dk/kF = 5 × 10−4, dt = 5 × 10−4~/EF
and the cuto� for the momentum sum is Ec = 100EF . Unless stated otherwise, we run the
simulations up to a �nal time T = 400~/EF both for chapters 4 and 5.
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3.2 Matrix Product State Techniques for one-dimensionalQuantumSys-
tems

Here we develop the formalism and theoretical background of matrix product states, which
will allow us to simulate low-dimensional many-body quantum systems with remarkable accu-
racy. Originally formulated by S. R. White as the density matrix renormalisation group (DMRG)
to study the static ground state properties of one-dimensional quantum systems [13], under-
standing its intimate connection to matrix product states (MPS) has led to great progress and a
rapid development of the �eld. With its extension to time-dependent phenomena [14, 15, 119],
its versatile nature is highlighted by the breadth of topics investigated using this framework,
such as superconductivity and quantum magnetism. The success of the MPS technique and its
time-dependent (t-MPS) version lies in the fact, that ground states of one-dimensional local,
gapped Hamiltonians obey an area law entanglement spectrum [120], and we will see that this
implies that they can be e�ciently represented using matrix product states. Matrix product
states are a certain class of variational quantum states, which can be parameterised e�ciently
and constitute a smaller sub-manifold of the full Hilbert space. If the targeted quantum state
of interest is only moderately entangled upon any bipartition of the system, it can be faithfully
represented by a matrix product space using polynomial rather than exponential resource scal-
ing with the system size. This e�cient compression scheme makes MPS algorithms so powerful
and successful.

In the following we will begin by introducing the basic building blocks of MPS and their
corresponding graphical representation, to make the subsequent discussions more transparent.
An algorithm to �nd the ground state of a one-dimensional quantum system is discussed and
extensions to obtain the full time evolution are presented. Making use of symmetries of the
Hamiltonian will save computational resources and improve run times. Therefore, we conclude
this section with a brief outline of how to make use of abelian quantum numbers to speed up
the computational protocol. There exist a number of open source tensor network packages to
simulate MPS, such as ALPS [121], TeNPy [122], and ITensor [123, 124], where we use the latter
library for all our simulations presented in chapters 6 and 7.

3.2.1 Matrix Product State Formalism and Graphical Representation

Before discussing the matrix product state (MPS) formalism and applying it to study the
non-equilibrium dynamics of low-dimensional quantum many-body systems, we begin by in-
troducing a convenient representation of the algebraic building blocks required for the sub-
sequent discussions. Matrix product states are special cases of tree tensor networks. Graphi-
cally a tensor network is a collection of vertices (tensors) which are interconnected along their
edges (index contraction). Table 3.1 shows the most common building blocks found in a tensor
network diagram along with its formal linear algebra operation. Scalars (rank-0 tensors) are
represented by circles, vectors (rank-1 tensors) by a circle with a single edge, and a generic
rank-n tensor by a circle with n edges (representing its n indices). Index contraction, i.e. the
summation over a common index of two tensors is then depicted by connecting the shared
edges (indices) of the two tensors graphically as shown in the bottom row of the table. For
more complicated diagrams, writing down the mathematical expression quickly becomes very
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3.2 Matrix Product State Techniques for one-dimensional Quantum Systems

cumbersome and usually is not very illuminating, so the graphical representation adds clarity
and intuition. In the following we will present the idea of tensor network based algorithms and
show, where possible, the formal mathematical expression and its graphical representation in
parallel to familiarise the reader with the latter.

Table 3.1: Example of common tensor diagram elements.

Diagram Operation Equation

s scalar s

v
i vector vi

A
i j matrix Aij

A
i j

σ
rank-3 tensor Aσij

A B = C
i j k i k

matrix
multiplication

∑
j AijBjk = Cik

The great success of matrix-product state methods to solve quantum many-body problems
ultimately stems from its clever way of representing the many-body wave function in a highly
e�cient and compact form. Whilst formally being an exact representation, its power comes
from allowing for a very controlled (and usually very accurate) approximation scheme, to re-
duce the computational e�ort from exponential to polynomial complexity. Physically this ap-
proximation is based upon the intimate connection between the ‘size’ of a matrix product state
and the entanglement entropy it can represent1. There are many great articles on the subject
[16, 125–129], and our discussions will loosely follow Schollwöck’s review article [16].

The starting point of our discussion is a one-dimensional quantum system of L sites and
local dimension d. The total Hilbert space of the quantum many-body system isH =

⊗L
i=1Hi,

where dim(Hi) = d and therefore dim(H) = dL. Thus the dimension of the Hilbert space
grows exponentially with system size, which necessitates an e�cient truncation method when
trying to numerically study even medium-sized systems. Consider bipartitioning the system
into two subsystems A and B. The most general quantum state can then be written as

|ψ〉 =
∑

i,j

ψi,j|i〉A ⊗ |j〉B , (3.5)

1In the following we will precisely de�ne what exactly is meant by the ‘size’ of an MPS.
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where |i〉A and |j〉B form an orthonormal basis of subsystem A and B respectively. We can
interpret the quantum amplitude ψi,j as a matrix, which we decompose using a singular-value
decomposition (SVD) to �nd

|ψ〉 =
∑

i,j

ψi,j|i〉A ⊗ |j〉B

=
∑

i,j,α

Ui,αSα,αV
†
α,j|i〉A ⊗ |j〉B

=
r∑

α=1

√
λα

(∑

i

Ui,α|i〉A
)
⊗
(∑

j

V ∗j,α|j〉B
)

=
r∑

α=1

√
λα|α〉A ⊗ |α〉B . (3.6)

Here r is the rank of the matrix ψi,j (i.e. the number of non-zero singular values λα), and
S is a diagonal matrix of singular values

√
λα. Assuming ψi,j to have the dimensions (m ×

n), the matrices U and V † have dimensions (m × p) and (p × n) respectively, where p =
min(m,n) ≥ r. Furthermore, the two matrices satisfy the unitarity conditions U †U = 1 and
V †V = 1. This representation, known as the Schmidt decomposition of the quantum state, is
intimately connected to the von-Neumann entropy of the system, an entanglement measure of
two subsystems A and B. The entanglement entropy is calculated from the reduced density
matrix of one subsystem ρA = trB

(
|ψ〉〈ψ|

)
as

SvN = −tr
(
ρA log(ρA)

)
= −

r∑

α=1

λα log(λα) . (3.7)

We thus see that the von-Neumann entanglement entropy is constructed from the non-zero
singular values of the original matrix. If we order λα in descending order and provided the
singular values decay quickly enough, we can approximate the state |ψ〉 of Eq. 3.6 by a trun-
cated state |ψ̃〉, where we impose an upper cuto� D on the sum over the singular values. The
di�erence between the original and the truncated state is then given by

|||ψ〉 − |ψ̃〉||2 = 2
(

1−
D∑

α=1

λα

)
, (3.8)

so it is exact for D ≥ r. Since U and V † are unitary matrices, {|α〉A, |α〉B} form another
orthonormal set. To construct a matrix product state we apply these ideas now to a generic
quantum many-body state

|ψ〉 =
∑

{σi}

cσ1...σL|σ〉 . (3.9)
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(a)
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Figure 3.1:Construction of a left-canonical matrix product state by iterative applications of the singular
value decomposition (SVD), c.f. Eq. 3.10

The quantum amplitude is a rank-L tensor or equivalently a dL dimensional vector and
|σ〉 = |σ1 . . . σL〉. Reshaping it into a (d, dL−1) matrix c(σ1),(σ2...σL) and applying successive
SVDs we obtain

cσ1...σL = c(σ1),(σ2...σL)

=

r1∑

a1=1

Uσ1,a1Sa1,a1V
†
a1,(σ2...σL)

=

r1∑

a1=1

Aσ1
1,a1

ca1,(σ2...σL)

=

r1∑

a1=1

Aσ1
1,a1

c(a1σ2),(σ3...σL)

=

r1∑

a1=1

r2∑

a2=1

Aσ1
1,a1

U(a1σ2),a2Sa2,a2V
†
a2,(σ3...σL)

=

r1∑

a1=1

r2∑

a2=1

Aσ1
1,a1

Aσ2
a1,a2

c(a2σ3),(σ4...σL)

= . . .

=
∑

{ai}

Aσ1
1,a1

Aσ2
a1,a2

. . . AσL−1
aL−2,aL−1

AσLaL−1,aL
. (3.10)

We have deconstructed the quantum amplitude into a product over local matrices Aσi (for σi ∈
{1, . . . , d}). The corresponding graphical representation is shown in Fig. 3.1 for a system of
L = 6 sites and the generic matrix product state reads
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|ψ〉 =
∑

σ
Aσ1Aσ2 . . . AσL−1AσL|σ〉 . (3.11)

The dimensions of the local tensors are inherited from the unitaries in the SVD and grow
towards the centre of the lattice, after which they start to decrease. Explicitly, for an even
number of lattice sites the matrix dimensions evolve as (1×d),(d×d2),. . . ,(dL2−1×dL2 ),. . . ,(d2×
d),(d × 1). It is important to note that at this point we haven’t made any approximation, so
this representation is exact. However this does not help us with overcoming the problem of
an exponentially growing Hilbert space dimension, since the local tensors in turn also grow
exponentially if we wanted to have an exact representation of any given state. The power of
the MPS formulation stems from the fact, that with the matrix dimension of the local tensors
Aσi we have a well controlled handle on the approximation made by truncating the matrices
to some �nite maximal bond dimension. Physically, as we have seen above, this approximation
is well justi�ed for states which have a relatively low entanglement entropy (i.e. the singular
values decay su�ciently fast). The truncation error εi on a given site i measures the quality of
this truncation scheme. Referring back to Eq. 3.8, we see that the quality is directly related to
the amount of truncated singular values not considered in the approximate wave function. The
truncation error is therefore given by

εi =
∑

ai>D

λai . (3.12)

For typical simulations the global truncation error, i.e. the maximum of {εi}, is kept on the
order of 10−10 or less.

Finally, since we constructed the local MPS tensors from the matrices U of the SVD they
inherit their unitarity property which can be rewritten as

U †U = 1 −→
∑

σk

Aσk†Aσk = 1 . (3.13)

An MPS whose tensors satisfy this criterion is called ‘left-canonical’ or ‘left-normalised’ (in this
chapter we will denote a left-canonical MPS by blue vertices, see Fig. 3.1).

Simple Examples of MPS states

To gain some intuition for this construction we brie�y want to discuss explicit matrix prod-
uct state representations for two spins living on two sites (L = 2 and σ = {↑, ↓}). A basis of
the Hilbert space is formed by the triplet and singlet subspaces. Two of the triplet states are
simple product states and therefore show no entanglement. Their MPS representation is thus
particularly simple and reads A↑1 = A↑2 = 1 for |1, 1〉 = | ↑1, ↑2〉 and A↓1 = A↓2 = 1 for
|1,−1〉 = | ↓1, ↓2〉 (the other tensors are all zero). The non-trivial states are the remaining
triplet state |1, 0〉 = 1√

2

(
| ↑1, ↓2〉+ | ↓1, ↑2〉

)
which can be encoded using the MPS tensors
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A↑1 =
(
1 0

)
A↓1 =

(
0 1

)
(3.14)

A↑2 =
1√
2

(
0
1

)
A↓2 =

1√
2

(
1
0

)
. (3.15)

Similarly the singlet state |0, 0〉 = 1√
2

(
| ↑1, ↓2〉 − | ↓1, ↑2〉

)
is given by

A↑1 =
(
1 0

)
A↓1 =

(
0 −1

)
(3.16)

A↑2 =
1√
2

(
0
1

)
A↓2 =

1√
2

(
1
0

)
. (3.17)

We see that if a given state is simply a product state of the two subsystems, there is no entan-
glement between them, and the only non-zero singular value at the bipartition bond (i, i + 1)
is λ1 = 1. Consequently the entanglement entropy, Eq. 3.7, is zero. The non-trivial triplet and
singlet states however are examples of maximally entangled states, since the singular values
are all equal, λα = 1

2
, for α = {1, 2}, giving a von-Neumann entropy of SvN = log(2).

Right and Mixed canonical representation

Similarly, building up the MPS from the right,

cσ1...σL = c(σ1...σL−1),(σL)

=
∑

bL−1

U(σ1...σL−1),bL−1
SbL−1,bL−1

V †bL−1,σL

=
∑

bL−1

c(σ1...σL−2),(σL−1bL−1)B
σL
bL−1,1

=
∑

bL−1,bL−2

U(σ1...σL−2),bL−2
SbL−2,bL−2

V †bL−2,(σL−1bL−1)B
σL
bL−1,1

=
∑

bL−1,bL−2

c(σ1...σL−3),(σ3bL−2)B
σL−1

bL−2,bL−1
BσL
bL−1,1

= . . .

= Bσ1
1,b1
Bσ2
b1,b2

. . . B
σL−1

bL−2,bL−1
BσL
bL−1,bL

, (3.18)

yields a ‘right-canonical’ MPS, as seen in Fig. 3.2 (marked by red vertices). The right-canonical
tensors obey the property

V †V = 1 −→
∑

σk

BσkBσk† = 1 . (3.19)

Hence, the MPS construction is not unique, there exists a gauge freedom in choosing the
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(a)

σ1 σ2 σ3 σ4 σ5 σ6
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(d) B1

σ1
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B3

σ3
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B5

σ5

B6

σ6

Figure 3.2: Construction of a right-canonical matrix product state by iterative appliations of the sin-
gular value decomposition (SVD).

matrices Mσi . Take an invertible matrix X , we can insert XX−1 between matrices Mσi and
Mσi+1 on adjacent sites (i, i+1) in the MPS. Under this transformation the local tensors change
as Mσi →MσiX and Mσi+1 → X−1Mσi+1 and the MPS does not change.

Finally, starting the normalisation procedure from both ends of the chain, we obtain a
‘mixed-canonical’ matrix product state

|ψ〉 =
∑

σ
Aσ1Aσ2 . . . Aσl−1MσlBσl+1 . . . BσL|σ〉 , (3.20)

which will be extremely useful when computing expectation values of local observables as we
will discuss in the following.

Measurements and Matrix Product Operators

The simplest measurement one can perform is a local one. As the name says, the corre-
sponding operator only acts non-trivially on a single site, all other sites are left untouched by
it, Ol =

∑
σl,σ

′
l
Oσl,σ

′
l
|σl〉〈σ′l |. In this case the computation becomes particularly simple, using

the mixed-canonical MPS representation. Making use of the unitary properties of the left and
right canonical tensors, Eq. 3.13 and Eq. 3.19, most tensor contractions resolve in identities and
the computation reduces to simple tensor contractions on the corresponding site of the local
operator, as exempli�ed in Fig. 3.3.

O = O

Figure 3.3: Measurement of a local observable for an MPS in the mixed-canonical representation. The
blue (red) circles mark left (right) normalised tensors, while the central green tensor is not normalised.
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3.2 Matrix Product State Techniques for one-dimensional Quantum Systems

A local observable is an example of a one-point measurement. A lot of information about a
system can be gained by performing multipoint non-local measurements, the most common of
which is the two-point correlator 〈OiOj〉. Fig 3.4 shows a generic example of such an operation.
It is most convenient to gauge the MPS into mixed-canonical form, such that one can cancel the
left- and right-most tensors, due to their unitarity condition, Eq. 3.13 and Eq. 3.19, and we are
left with evaluating the reduced MPS diagram involving only all sites between and including
the measurement sites.

Oi Oj

=

Oi Oj

Figure 3.4: Measurement of a non-local two-point correlator in a mixed-canonical representation. The
blue (red) circles mark left (right) normalised tensors. The lower diagram is the simpli�ed, reduced
measurement operation needed to perform the above correlation measurement.

A general matrix product operator (MPO) can be de�ned in the same way as we derived
the MPS representation for a generic quantum state above, and reads

O =
∑

{σi,τi}

c(σ1...σL),(τ1...τL)|σ1 . . . σL〉〈τ1 . . . τL|

=
∑

{σi,τi}

c(σ1τ1)...(σLτL)|σ1 . . . σL〉〈τ1 . . . τL|

=
∑

{σi,τi}

W σ1,τ1W σ2,τ2 . . .W σL,τL|σ1 . . . σL〉〈τ1 . . . τL| . (3.21)

=

Figure 3.5: Application of a matrix product operator, to a matrix product state.

Applying an MPO, like the Hamiltonian, to an MPS is shown graphically in Fig. 3.5. We
have to contract over the physical {σi} indices common to both the MPS and MPO. If we start
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with an MPS of a given bond dimensionD and an MPO of bond dimension χ, the resulting new
MPS will have an increased bond dimensions of χD. In practice the maximal bond dimension
is limited by the desired accuracy and a truncation sweep, the successive truncation after each
local application of the MPO tensors W σi,τi , is required to limit the growth of the MPS bond
dimension.

3.2.2 Ground State Search

We are now in the position to discuss the application of the MPS formalism to �nd the
ground state of an interacting quantum many-body system. Ground states of one-dimensional,
gapped Hamiltonians with local interactions can be e�ciently represented by matrix product
states, where the bond dimension only grows polynomially with the system size [50, 120]. Fun-
damentally, the theorem comes from the fact, that these systems obey an area law [130]: the
entanglement entropy between two subsystems, upon bipartition of the system, is only de-
pendent on the area of the boundary between the two subregions, and not - as is usually the
case - on the volume of the system (i.e. the total system size). For a one-dimensional system,
the boundary of any bipartition is a single bond, and therefore the entanglement entropy is
bounded from above by a constant. As we have seen before, the bond dimension is directly re-
lated to the amount of entanglement between bipartitions of the system along a bond2, which
makes the MPS formulation the natural and convenient representation of such low-entangled
states, and yields a reduction to polynomial complexity.

In 1992 S. R. White introduced the density matrix renormalisation group (DMRG) method
to study the static properties of one-dimensional quantum systems [13], which has become one
of the most powerful methods to study correlated lattice systems. Originally formulated as an
iterative, variational algorithm on density matrices, it is now understood that matrix product
states naturally arise in its formulation and we will present the key ideas in the language of
matrix product states for clarity.

To �nd the ground state of the system we have to minimise the expectation value of the
Hamiltonian with respect to the wave function

min〈ψ|H|ψ〉〈ψ|ψ〉 . (3.22)

We can rewrite this as a constrained problem by introducing the Lagrange multiplier λ, to
ensure the normalisation of the wave function. We are then looking at the optimisation problem

∂

∂ψ

{
〈ψ|H|ψ〉 − λ(〈ψ|ψ〉 − 1)

}
= 0 . (3.23)

This is still a very complicated optimisation, because in principle we have to optimise all ele-
ments of the tensors at once and as the individual tensor elements appear as products in the

2For maximally entangled subsystems, the singular values are all equal, λα = 1
D , such that the von-Neumann en-

tropy is given bySvN = log(D) or equivalentlyD ∼ eSvN , whereD is the bond dimension of the MPS/Schmidt
decomposition. For S ∼ const., the required bond dimension to represent (in this case) the ground state faith-
fully, is thus independent of system size.
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3.2 Matrix Product State Techniques for one-dimensional Quantum Systems

expression this represents a highly non-linear optimisation problem. Instead we �x all but one
tensor on a single site. It is then variationally updated and we iteratively move on to the next
site. By ‘sweeping’ through the lattice we optimise, one by one, all local tensors in the MPS and
gradually approach the minimum of the optimisation problem. This iterative sweeping proce-
dure is at the heart of the original DMRG algorithm. Each local update reduces to an e�ective
eigenvalue equation, given by

∂〈ψ|H|ψ〉
∂Mσl∗

al−1,al

!
= λ

∂〈ψ|ψ〉
∂Mσl∗

al−1,al

(3.24)
∑

σ′l

∑

a′l−1,a
′
l

∑

b′l−1,b
′
l

L
al−1,a

′
l−1

bl−1
W

σl,σ
′
l

bl−1,bl
R
al,a
′
l

bl
M

σ′l
a′l−1,a

′
l

= λ Mσl
al−1,al

(3.25)

∑

σ′l

∑

a′l−1,a
′
l

Heff
(σl,al−1,al),(σ

′
l,a
′
l−1,a

′
l)
Mσ′l,a

′
l−1,a

′
l

= λ Mσl,al−1,al (3.26)

Heff v = λ v , (3.27)

where we recognise the last equation as an eigenvalue equation for the reshaped vector v =
Mσl

al−1,al
. The reduction of the optimisation to a local eigenvalue problem is depicted in Fig.

3.6. Here we have graphically represented the left (L) and right (R) tensors, in purple and red
colours, and the orthogonality centre (green) is the vector v. Heff then combines both the
left and right tensors and the original Hamiltonian in MPO form. The lowest eigenvalue of
Eq. 3.27 is then the current ground state energy estimation at this position in the sweep and
the corresponding eigenvalue the update for the local tensor Mσl

al−1,al
. The dimension of the

e�ective Hamiltonian is (dD2 × dD2) which can become large, but since we are usually only
interested in the lowest eigenvalue, we can employ an iterative Lanczos-type algorithm to solve
the eigenvalue problem and only target the lowest eigenvalue of the spectrum. Once we have
updated the local tensor on this given site, we iterate to the next site along and repeat these
steps until we have reached the end of the chain. Then we invert the procedure, optimising the
tensor on site L and then iterating back to site 1 which then completes one ‘sweep’.

Commonly the MPS is initialised randomly to a �xed bond dimension and the tensors
then iteratively updated until e.g. the energy is su�ciently well converged from one sweep
to the next (in this work we use an energy convergence threshold of 10−9 between consecu-
tive sweeps). The bond dimension of the MPS does not change in this case, which means that,
having chosen a bond dimension D, the MPS is searching for the optimal approximation to the
ground state within this manifold of all MPS of said bond dimension. This makes the single-site
algorithm prone to get stuck in local minima of the constrained problem. This can be reme-
died by employing a two-site optimisation algorithm. Here, two sites are joined together and
optimised in pairs. This comes at the cost of a larger Heff of size (d2D2 × d2D2). This implies
that the updated local tensors on sites (l, l+ 1) now have an increased bond dimension of up to
dD, which usually will need to be truncated down to D in a subsequent step. The advantage
of this two-site algorithm is, that it allows the bond dimension to grow. Thereby the algo-
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(a)
!

=λ

(b)
!

=λ

(c)
!

=λ

Figure 3.6: Single site optimisation during the ground state search algorithm, which reduces to an
e�ective eigenvalue problem. (a) The original optimisation problem of Eq. 3.24. (b) Constructing the
left and right tensors (L and R in blue and red respectively), using the normalisation conditions of
left- (blue) and right-canonical (red) tensors, Eq. 3.25. (c) Reshaping the tensor Mσl

al−1,al
into a vector

v = Mσl,al−1,al and rewriting the optimisation into an e�ective eigenvalue problem Heffv = λv, Eqs.
3.26 and 3.27.

rithm searches in the higher-dimensional manifold of MPS states for the optimal MPS to the
eigenvalue problem. Despite the increased computational cost, the two-site algorithm usually
converges faster, and is less likely to get stuck in a local minimum. It is therefore used through-
out this thesis to �nd the ground state of the interacting Fermi-Hubbard model in chapters 6
and 7.

3.2.3 Time Evolution

If one is interested in the thermal or dynamical properties of a quantum system, one is
faced with the challenging task of computing the (imaginary) time-evolution e−iHt/~ (e−βH )
of a given initial state |ψ〉, where the inverse temperature β = 1

kBT
= it plays to role of

imaginary time in quantum statistical mechanics. Exponentiating an exponentially large matrix
is clearly unfeasible, so the common method of dealing with such an evolution is to deconstruct
the time-evolution operator into smaller, more ‘manageable’ pieces which can be implemented
numerically via the Trotter-Suzuki decomposition [131–134]. In the following discussion we
will restrict ourselves to time-independent HamiltoniansH , but since the wave function is only
evolved in small, in�nitesimal time steps, time-dependent Hamiltonians (as e.g. considered in
chapters 6 and 7) can be modelled by a sequence of Hamiltonians which change from one time-
step to the next. The time evolution is then performed using the time-dependent matrix product
(t-MPS) approach [14–16, 119].

For systems with su�ciently local iterations, only adjacent sites in the lattice are coupled
by bond Hamiltonians hj acting on sites (j, j + 1), so that the full Hamiltonian of the system
is given by
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H =
∑

j

hj =
∑

j odd

hj

︸ ︷︷ ︸
Hodd

+
∑

j even

hj

︸ ︷︷ ︸
Heven

, (3.28)

whereHodd andHeven do not, but all terms within them respectively do commute amongst each
other3. We then discretise the time as t = Ndt, where N is the number of time-steps required
to evolve the system up to the �nal time t, andU(t) = e−iHt/~ = (e−iHdt/~)N . The second-order
Suzuki-Trotter decomposition for a single-time step reads

U(t+ dt, t) = e−i(Hodd+Heven)dt/~ = e−iHodddt/2~e−iHevendt/~e−iHodddt/2~ + O(Ldt3) . (3.29)

Since the bond Hamiltonians of the same type (odd or even) commute with each other, the evo-
lution under the odd or even Hamiltonian can be reduced exactly to the successive application
of two-site evolution gates as e−iHodddt/~ =

∏
j odd e

−ihjt/~ and e−iHevendt/~ =
∏

j even e
−ihjt/~.

The unitary single bond evolution operator for a single time step dt is given by

Uj(t) = e−ihjt/~ , (3.30)

and is shown graphically in Fig. 3.7. The matrix hj acting on sites (j, j + 1), and its corre-
sponding unitary evolution operator have dimensions (d2 × d2). For the three-species Fermi-
Hubbard model considered in chapters 6 and 7, d = 8 and we numerically diagonalise the
resulting (64 × 64) matrix exactly to construct the bond evolution gates. Note that, in the ab-
sence of e.g. a trapping potential, we can exploit the translational invariance of the Hamiltonian
by only constructing the evolution gates at the edges and a single one for the bulk to reduce
the computational cost and memory requirements of the algorithm (since it is the same on all
bonds in the bulk of the lattice). For the time-dependent Hamiltonian considered in this thesis,
hj → hj(t), and we need to reconstruct these bond evolution gates at each time-step in the
evolution.

e−ihjdt/~

σ′j

σj

σ′j+1

σj+1

Figure 3.7: Bond evolution operator Uj(dt), where the bond Hamiltonian hj acts on sites (j, j + 1).

Alternatively to the odd-even splitting of the Hamiltonian, we achieve the same numerical
accuracy by the following deconstruction,

3This is in fact not a very big restriction since many paradigmatic, hallmark models of condensed matter physics
(e.g. the spin interaction in the Heisenberg model Si ·Si+1, or the hopping term

∑
i,σ(c†i,σci+1,σ + h.c.) in the

Hubbard model) fall into this category.
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U(t+ dt, t) =
L−1∏

j=1

(
e−ihjdt/2~

) 1∏

j=L−1

(
e−ihjdt/2~

)
+ O(Ldt3)

=
L−1∏

j=1

Uj(dt/2)
1∏

j=L−1

Uj(dt/2) +O(Ldt3) . (3.31)

The entire time evolution for a second-order Suzuki-Trotter decomposition is then reproduced
by applying the bond evolution operator on consecutive bonds, followed by a suitable trunca-
tion on the bond, and sweeping through the lattice back and forth to complete one time step.
This procedure, for a single time step, is shown in Fig. 3.8.

Figure 3.8: The full evolution for one time step U(t + dt, t) deconstructed into its fundamental bond
evolution operators Uj(dt/2) for a second order Trotterisation scheme.

The error incurred from choosing a second-order Trotterisation scheme scales as dt3 per
time step, so at the end of the evolution after N time steps the error is linear in time ∼ tdt2.
To keep the same accuracy but to be able to evolve to a longer time, one would thus expect to
simply reduce the time step dt. However, this in turn increases the number gate applications of
the bond evolution operator and therefore the total number of truncations. If the evolved wave
function |ψ(t + dt)〉 could be represented with the same accuracy (bond dimension D), this
would not be a big problem, but unfortunately this is not the case. Based on the Lieb-Robinson
theorem [135], it can be shown that the entanglement growth in a time-evolved quantum system
is bounded linearly in time, SvN(t) ≤ SvN(0) + νt, for some constant ν [136, 137]. An MPS
with �xed bond dimension D can encode at most an entanglement of SvN = log(D), which
implies that in the worst case, the bond dimension of the MPS has to grow exponentially in
time, D ∼ eSvN [138], to accurately capture the quantum state at time t. Thus there exists an
upper cuto� on the possible evolution time beyond which the MPS of a given bond dimension
cannot faithfully capture the entanglement of the quantum state |ψ(t)〉. This upper wall is often
large enough, to study the physics of interest, with examples including spin-charge separation
[139], the propagation of bosonic correlations in ultracold atom gases [43], or the relaxation of
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3.2 Matrix Product State Techniques for one-dimensional Quantum Systems

a density wave in strongly interacting ultracold atoms [42, 140]. Therefore in any simulation
both convergence parameters, the MPS bond dimension D and the Suzuki-Trotter time step dt,
must be chosen carefully to avoid a reduction in net accuracy of the simulation.

3.2.4 Abelian Quantum Numbers

Any MPS simulation can be improved signi�cantly by exploiting the symmetries of the un-
derlying Hamiltonian. If a system is invariant under a particular symmetry transformation, the
Hamiltonian commutes with the generator of said symmetry and we can �nd a common basis
to diagonalise both operators. In this new basis, the Hamiltonian is block-diagonal where each
block corresponds to a di�erent symmetry sector associated with a unique, conserved quantum
number. Examples include the total magnetisation in spin chains, or the total number of par-
ticles in Hubbard models (both of these being examples of an abelian U(1) symmetry), or the
(non-abelian) spin-rotational SU(2) symmetry of quantum spin systems. Implementing con-
served quantum numbers into the algorithm allows the local MPS tensors to be block-sparse
which can reduce the computational e�ort signi�cantly. The ITensor open source libraries
[123] provide the necessary quantum number conservation features natively in their imple-
mentation. Here we will follow their documentation and explain the encoding of conserved
quantum numbers following a concrete example for illustrative purposes.

Consider a spin-1
2

system of L = 4 sites, described by a Hamiltonian which conserves the
overall magnetisation Sz =

∑
i S

z
i = 0. Consider further an entangled quantum state

|ψ〉 =
1√
2

(
| ↑↓↑↓〉+ i| ↓↑↓↑〉

)
. (3.32)

Following the SVD procedure outlined above the local MPS tensors Aσ[i] are given by

A↑[1] =
(
1 0

)
A↓[1] =

(
0 1

)

A↑[2] =

(
0 0 1 0
−i 0 0 0

)
A↓[2] =

(
0 1 0 0
0 0 0 0

)

A↑[3] =




0 0
0 −1
0 0
0 0


 A↓[3] =




1 0
0 0
0 0
0 0




A↑[4] =
1√
2

(
−1
0

)
A↓[4] =

1√
2

(
0
−1

)
. (3.33)

Multiplying out these matrices, it is easy to check that we indeed recover the quantum state
de�ned above. However at this level we did not make use of the fact that we know that our
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3.2.4 Abelian Quantum Numbers

quantum state must conserve the total magnetisation and lives in the subspace of the full Hilbert
space with quantum number q = 〈Sz〉 = 0. For instance if we try to build up the state |ψ〉 and
have a con�guration | ↑↓↑ . . .〉, we know with certainty that the spin on the �nal lattice site
must be | ↓〉, else the state would violate our q = 0 condition and not be part of the considered
subspace. Keeping track of the quantum numbers implies that many elements of our tensors
will be identically zero, relieving us of the necessity to store those elements in memory or to
iterate over them during tensor contractions.

To keep track of the di�erent quantum numbers in the implementation, we supply our MPS
tensors with two additional, symmetry aware quantum labels (an incoming and outgoing one)
with the following convention

A[i]qi−1 qi

q(σi)
= Aσiqi−1,qi

[i] . (3.34)

Here a quantum number is assigned to each index and the quantum number ‘�ow’ is indicated
by the arrows. The incoming quantum number qi is changed by the state of the local spin
on site i by an amount q(σi) = ±1 (corresponding to | ↑〉 or | ↓〉 respectively) and results
in an outgoing quantum number qi−1 (the absolute direction of the arrows is not important
to the implementation and we have chosen a formulation that naturally follows from matrix
multiplications of linear algebra). The arithmetic for abelian quantum numbers thus reduces to
simple addition through the local quantum number fusion rule qi−q(σi) = qi−1. By convention,
we initialise the �rst quantum number to zero, q0 = 0, and require the �nal outgoing quantum
number of the state to match the overall symmetry sector considered, here q4 = q = 0. It is
useful to think of building up the desired quantum state from the �nal, rightmost tensor, with
the overall constraint that we need to end up at a tensor on site i = 1 which has as its outgoing
quantum number q0 = 0. For the considered system the intermediate quantum numbers are
then given by q1 = {1,−1}, q2 = {2, 0,−2}, and q3 = {1,−1}4. As an example, the tensor on
site i = 2 decouples into di�erent quantum number sectors and is depicted in Fig. 3.9.

Aσ2
q1,q2 [2] =

Aσ2
1,0[2] Aσ2

1,2[2] Aσ2
1,−2[2]

Aσ2
−1,0[2] Aσ2

−1,2[2] Aσ2
−1,−2[2]





q1

q2

Figure 3.9: For site i we show the block structure of the MPS tensor Aσiqi−1,qi [i] on site i = 2. For the
considered system, the quantum numbers at site i = 1 and i = 2 can take the values q1 = {1,−1} and
q2 = {2, 0,−2}.

Using this block structure, the only non-trivial tensors that we need to keep track of are
4Note that we have neglected the quantum numbers q1 = {3,−3} one formally obtains from the fusion rule, but

a state with q1 = ±3 cannot bring us to q0 = 0, therefore these quantum numbers are not compatible with the
overall symmetry sector we are considering here.
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A↑0,1[1] =
(
1
)

A↓0,−1[1] =
(
1
)

A↑1,2[2] =
(
1
)

A↑−1,0[2] =
(
−i 0

)
A↓1,0[2] =

(
0 1

)
A↓−1,−2[2] =

(
1
)

A↑0,1[3] =

(
0
−1

)
A↓0,−1[3] =

(
1
0

)

A↑−1,0[4] =
(
− 1√

2

)
A↓1,0[4] =

(
− 1√

2

)
. (3.35)

Note that the q2 = 0 subspace is two-fold degenerate (the states | ↑↓〉 and | ↓↑〉 contributing
equally), hence in these cases the tensors are not simply scalar values. Reassembling the tensors
of Eq. 3.35 as depicted in Fig. 3.9, we recover the matrices of Eq. 3.33. We thus see very
clearly, how the use of conserved quantum numbers reduces the size of the underlying tensors
in the MPS, at the expense of needing more tensors. For small systems this does not necessarily
constitute a computational advantage, as the larger number of tensors needs to be constructed
and initialised. However, already for very moderate and certainly for large system sizes, the
reduction of the size of the tensors will speed up the numerical algorithm and required memory
demands signi�cantly5.

3.3 Linear Response Theory
In this section we discuss the linear response theory often employed to analyse rf-experiments.

In general, an experimental measurement corresponds to computing quantum mechanical ex-
pectation values of an interacting many-body system. If we were able to diagonalise the Hamil-
tonian describing the system, this would not be a challenging task, but this is usually not the
case. A generic experiment would subject the system to some external perturbation and mea-
sure the response of the system with an appropriate detection scheme. The response will in
general be a functional of the exerted generalised ‘force’ on the system, and for a su�ciently
weak perturbation, we can hope to compute the response of the system in a perturbation series.
Keeping terms to linear order in the perturbation is known as linear response theory [141] and
will be discussed in the following. Response theory has been successfully applied to radiofre-
quency spectroscopy experiments in cold atoms [109–114], and in chapter 6 we will employ
the formalism to extract the spectral properties of an interacting quantum many-body system
from its response to an rf-drive.

We consider the Fermi-Hubbard model introduced in section 2.4, which is additionally cou-
pled to a free upper level via the rf-driving term H ′(t), Eq. 2.55. The following derivation is
best done in the interaction picture representation, where states and operators transform as

5The diagonalisation of a (N ×N) matrix requires O(N3) operations, while the diagonalisation of m blocks of
size N

m requires only O(m(Nm )3) = O(N
3

m2 ) operations.
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|ψI(t)〉 = ei(H0+H3)t/~|ψ(t)〉
OI(t) = ei(H0+H3)t/~O(t)e−i(H0+H3)t/~ , (3.36)

where |ψ(t)〉 andO(t) are the quantum state and the observable in the Schrödinger picture. The
full Hamiltonian is given by H(t) = H0 +H3 +H ′(t), with H0 and H3 de�ned in Eqs. 2.51 and
2.56. In the interaction picture the Schrödinger equation is given by i~∂t|ψI(t)〉 = H ′I(t)|ψI(t)〉,
i.e. the dynamics is governed by the perturbing HamiltonianH ′I(t). Its formal integration yields

|ψI(t)〉 = |ψ0〉 −
i

~

∫ t

−∞
dt′ H ′I(t

′) |ψI(t′)〉 , (3.37)

where |ψ0〉 is the initial ground state of the system. We see that the time evolved state |ψI(t)〉
depends on the state of the system at all previous times t′ ≤ t. We can view this integral
equation as a recursion relation for |ψI(t)〉, which upon iteration becomes the Dyson series for
the time evolution operator

U(t) = 1− i

~

∫ t

−∞
dt′ H ′I(t

′) +
(−i
~

)2
∫ t

−∞
dt1

∫ t1

∞
dt2 H

′
I(t1) H ′I(t2) + . . .

≡ T exp
(
− i

~

∫ t

−∞
dt′ H ′I(t

′)
)
, (3.38)

where T is the time-ordering operator and |ψI(t)〉 = U(t)|ψ0〉. We can now use this formal
expansion to obtain an expansion for the upper level population in powers of the perturbing
Hamiltonian 〈nIk,3(t)〉 = 〈nIk,3(t)〉(0) + 〈nIk,3(t)〉(1) + 〈nIk,3(t)〉(2) + . . ., whose individual terms
can be related to equilibrium expectation values of the unperturbed model6. To �rst-order we
obtain

〈nIk,3(t)〉(0) = 〈ψ0|nk,3|ψ0〉 = 0 (3.39)

〈nIk,3(t)〉(1) = − i
~

∫ t

−∞
dt′ 〈

[
nIk,3(t), H ′I(t

′)
]
〉 = 0 . (3.40)

Both contributions are zero since we start with an initially empty upper level, i.e. nk,3|ψ0〉 = 0.
The �rst non-zero contribution appears at second-order,

6In the following, for notational simplicity we will denote the expectation value with respect to the initial ground
state |ψ0〉 simply by 〈. . .〉. The extension to �nite-temperature is straightforward. The ground state expectation
value becomes a trace over the thermal state 〈. . .〉 = tr

(
. . . ρ

)
, where ρ = e−βH/Z is the thermal density

matrix of the system, β the inverse temperature, and Z the partition function.
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3.3 Linear Response Theory

〈nIk,3(t)〉(2) =

(
− i
~

)2 ∫ t

−∞
dt1

∫ t1

−∞
dt2

〈[[
nIk,3(t), H ′I(t1)

]
, H ′I(t2)

]〉
. (3.41)

It turns out to be algebraically simpler to look at the equivalent �rst-order response of the
transfer rate

ṅk,3(t) = − i
~

[
nk,3, H(t)

]
= − i

~
Ω(t){α†k − αk} , (3.42)

withα†k = c†k,3ck,2. From Eq. 3.40 we can now compute the �rst-order response of the momentum-
resolved transfer rate

〈ṅIk,3(t)〉 = − i
~

∫ t

−∞
dt′ 〈

[
ṅIk,3(t), H ′I(t

′)
]
〉

=
(−i
~

)2

Ω(t)
∑

q

∫ ∞

−∞
dt′ Θ(t− t′) Ω(t′) 〈

[
α†k,I − αk,I , α†q,I + αq,I

]
〉

= − i
~

Ω(t)
∑

q

∫ ∞

−∞
dt′ Ω(t′)

{
χα†k,I ,αq,I

(t, t′)− c.c.
}
, (3.43)

where the susceptibility is given by

χα†k,I ,αq,I
(t, t′) = − i

~
Θ(t− t′) 〈

[
α†k,I(t), αq,I(t

′)
]
〉 . (3.44)

Note that the Heaviside function Θ(t−t′) ensures causality, physically expressed by the fact that
a response at time t can only have been evoked by a perturbation at an earlier time t′ < t. Since
χ is computed in equilibrium, it is invariant under time translations and thus can only depend
on the time di�erence between perturbation and measurement, χ(t, t′) = χ(t− t′). Lastly, the
response in the momentum-resolved transfer rate is a convolution of the susceptibility with the
coupling strength Ω(t′), so the expression will be diagonal in Fourier space,

〈ṅIk,3(t)〉 = ~Ω2
23

∑

q

{1 + cos(2ωrft)

2
=
[
χα†k,I ,αq,I

(ωrf) + χα†k,I ,αq,I
(−ωrf)

]

−sin(2ωrft)

2
<
[
χα†k,I ,αq,I

(ωrf)− χα†k,I ,αq,I (−ωrf)
]}

. (3.45)

The latter term averages to zero, whereas the former oscillates around 1/2, giving rise to an
observable constant background slope in the upper level transfer. We will now look at the
susceptibility in more detail. Since the |12〉 = |1〉 ⊗ |2〉 and |3〉 subspaces only couple via the
perturbation H ′(t) and [H0, H3] = 0, we choose |n12〉 ⊗ |m3〉 = |n〉|m〉 as a valid basis for the
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full Hilbert space. Note that (H0 + H3)|ψ0〉 = ~ω0|ψ0〉 and αk|ψ0〉 = 0. Explicitly writing out
the time-dependence of the interaction picture we �nd

χα†k,I ,αq,I
(ω) =

∫ ∞

−∞
dt eiωt χα†k,I ,αq,I

(t)

= − i
~

∫ ∞

0

dt eiωt 〈
[
α†k,I(t), αq,I(0)

]
〉

=
i

~

∫ ∞

0

dt
∑

{n}

ei(ω+ωn+ωq−ω0)t |〈n|cq,2|ψ0〉|2 δk,q . (3.46)

Finally, putting everything together, the rate of particles transferred from |2〉 to |3〉 can be
related to the single-particle spectral function A(k, ω), as

〈ṅIk,3〉(1) ∼ πΩ2
23

2

[
A(k, ωrf) + A(k,−ωrf)

]
, (3.47)

with A(k, ωrf) =
∑

n |〈n|ck,2|ψ0〉|2δ(ωn + ωk − ω0 − ωrf), |ψ0〉 is the initial ground state of the
system, and |n〉, ~ωn the eigenstates and eigenenergies ofH0 respectively [109]. The upper level
|3〉 is modelled as a free band, ~ωk = εk + V3, with εk = −2J cos(k). The δ-function ensures
that excitations are created resonantly: the photon energy of the rf-�eld, ~ωrf, has to match the
energy di�erence between ground and excited state. Additionally, a transition can only occur if
there is a �nite matrix element of the perturbing operator ck,2 between the initial and �nal states.
The required energy for an excitation is comprised of two parts: the energy of a free particle
in the upper band and the energy of an excitation in the lower band, created by the removal
of a fermion of species |2〉. The spectrum of the lower band, the attractively interacting Fermi-
Hubbard model, can be obtained analytically from Bethe Ansatz, ~ωrf = ~(ωn − ω0) + ~ωk,3 =
εBethe + ~ωk.

Note that the Rabi oscillations of Eq. 2.60 cannot be obtained within linear response cal-
culations. Fundamentally, it is the coupling to a continuous band of levels, which makes Rabi
oscillations give way to the linear response regime. We expect stronger interactions to increase
the level mixing and thus, to make it easier to reach the linear regime. Since the rf-excitation
scheme directly couples to both spin and charge degrees of freedom, the transfer is anticipated
to be dominated by Rabi oscillations when driving outside of the spin-charge continuum of the
�nal state, whilst su�cient coupling should give rise to a net linear transfer when driving in-
side the continuum. A detailed analysis of the response of the system in the di�erent driving
regimes is given in chapter 6.

3.4 Bethe Ansatz and Exact Solution of the one-dimensional, attractive
Fermi-Hubbard Model

The one-dimensional Fermi-Hubbard modelH0, Eq. 2.51, is integrable and exactly solvable
using the nested Bethe Ansatz [142, 143]. Before concluding this chapter, here we brie�y review
the central results. We will discuss its ground state and the dispersion of di�erent excitations
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3.4 Bethe Ansatz and Exact Solution of the one-dimensional, attractive Fermi-Hubbard Model

on top of it, as these will become important in the analysis of the weak rf-drive (c.f. chapter 6).
A detailed account of the one-dimensional Fermi-Hubbard model is given by Essler et al. [143]
(and references therein) whom we will follow in our discussion here.

Since we study a Fermi-Hubbard model at half-�lling in chapter 6 we here consider the
same model with N fermions and N1 = N2 = M = N/2 fermions per spin state and zero
chemical potential µ = 0. Then, up to a constant shift in the energy, Eq. 2.51 is equivalent to
the Hamiltonian7

H0 = −
L∑

j=1

∑

σ

(c†j,σcj+1,σ + h.c.) + 4u
L∑

j=1

(nj,1 −
1

2
)(nj,2 −

1

2
) , (3.48)

where we have absorbed the hopping amplitude into the interaction strength and set 4u = U/J .
Using the Bethe ansatz for the many-body wave function, the solution of the stationary

Schrödinger equation can be reduced to a set of coupled, non-linear, algebraic equations which
can be solved in the thermodynamic limit. The eigenstates of the attractive Fermi-Hubbard
model are parameterised by the roots of these algebraic equations, namely two sets of quan-
tum numbers {kj} and {λm}, known as charge momenta and spin rapidities respectively, with
energy and momentum,

E =− 2J
N∑

j=1

cos(kj) , (3.49)

P =

(
N∑

j=1

kj

)
mod 2π , (3.50)

where N = N1 + N2 = 2M is the total number of fermions. In general (in particular for
attractive interactions), the parameters {kj, λm} are complex and satisfy the Lieb-Wu equations,

eikjL =
M∏

m=1

λm − sin(kj)− iu
λm − sin(kj) + iu

N∏

j=1

λm − sin(kj)− iu
λm − sin(kj) + iu

=
M∏

n6=m

λm − λn − 2iu

λm − λn + 2iu
, (3.51)

where j = {1, . . . , N} in the �rst and m = {1, . . . ,M} in the second line of the Lieb-Wu
7For a state with a �xed number of particles N = N1 + N2, the shift is given by 2uN − uL. Since the rf-drive

e�ectively probes the single-particle spectral function, we compare an initial state with N fermions to a �nal
state with N − 1 fermions. The net shift, as it appears in the linear-response rf-spectrum, is thus given by
ωn − ω0 → (ωn + 2u(N − 1) − uL) − (ω0 + 2uN − uL) = ωn − ω0 − 2u. Therefore to properly compare
the results of our t-MPS simulations with the excitation spectrum obtained from Bethe ansatz, we need to shift
the Bethe ansatz spectrum by −2u.

54



equations. The roots of these equations encode the complete information about the system.
Generally, for the N -particle case their solution is not explicitly known. However, in the

thermodynamic limit only the distribution of these roots in the complex plane is important and
the problem becomes tractable, because they arrange themselves into regular ‘string’ patterns
in the complex plane. This conjecture, known as the ‘string hypothesis’, was �rst formulated by
Takahashi [144], and leads to Takahashi’s equations, which in the thermodynamic limit become
coupled integral equations. For our case of half-�lling (and zero magnetic �eld), the integral
equations decouple fully, and one obtains closed-form equations for the elementary spin- and
charge-wave excitations

εsw(k) = 2|u| − 2J cos(k) +

2

∫ ∞

0

dω

ω

J1(ω) cos(ω sin(k))e−ω|u|

cosh(ωu)

psw(k) = k −
∫ ∞

0

dω

ω

J0(ω) cos(ω sin(k))e−ω|u|

cosh(ωu)

εcw(λ) = 2

∫ ∞

0

dω

ω

J1(ω) cos(ωλ)

cosh(ωu)

ppcw(λ) = π −
∫ ∞

0

dω

ω

J0(ω) sin(ωλ)

cosh(ωu)
= π − phcw , (3.52)

where Jn(ω) are Bessel functions [143]. The spin-wave only carries spin 1/2 and corresponds to
a spinon, whilst the charge-wave excitations are spinless charge carries (also known as holons
cwh, and antiholons cwp).

We solve the above integral equations numerically and the results are depicted in Fig. 3.10
and Fig. 3.11. Here, we show the single and two-particle excitations of the attractive Hubbard
model at half-�lling for weak and strong attraction respectively. We note that the spin-wave
is gapped, while the charge-wave remains gapless as shown in the top panels of the two plots.
Physical excitations are constructed from even combinations of elementary excitations, and
we �nd the charge singlet and triplet excitations to be gapless (central panels), while the spin
singlet, triplet and the spin-charge continua remain gapped (bottom panels).

Ground state properties of the attractive Hubbard model

At half-�lling the ground state of the Hubbard model undergoes a quantum phase transition
at U = 0, where the system is a Mott insulator for all U > 0 and metallic for U ≤ 0 [143] (and
references therein). For half-�lling and U < 0, conformal �eld theory and bosonization predict
superconducting (SC) and charge density wave (CDW) correlations both to decay algebraically
as |x|−ν (ν = 1), while spin density wave (SDW) correlations are exponentially suppressed
(and vice versa for U > 0). Below half-�lling, SC and CDW decay algebraically, but the SC
correlations dominate for attractive interactions [143, 145].
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3.4 Bethe Ansatz and Exact Solution of the one-dimensional, attractive Fermi-Hubbard Model
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Figure 3.10: Single and two-particle excitation spectrum for the attractive, U = −2J , Fermi-Hubbard
model. The excitations have charge (charge-wave, cwh) and spin (spin-wave, sw) character. Physical
excitations are constructed from even combinations of these elementary excitations, giving rise to singlet,
triplet, as well as spin-charge excitation bands.
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Figure 3.11: Single and two-particle excitation spectrum for the attractive, U = −8J , Fermi-Hubbard
model. The excitations have charge (charge-wave, cwh) and spin (spin-wave, sw) character. Physical
excitations are constructed from even combinations of these elementary excitations, giving rise to singlet
and triplet, as well as a spin-charge excitation bands.
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Chapter4
Observation of the Higgs Mode in a
Strongly Interacting Super�uid

In this work we theoretically investigate the evolution of a three-dimensional Fermi gas in the
BCS-BEC crossover. The super�uid can be understood in the framework of spontaneous sym-
metry breaking and is described by the phenomenological Ginzburg-Landau theory of phase
transitions. Upon lowering the temperature of the system below some critical value, the sys-
tem spontaneously orders into a super�uid or superconducting state with long-range phase
coherence, where the order parameter acquires a �nite value. The breaking of the underlying
U(1) symmetry goes hand in hand with the emergence of long-wavelength Nambu-Goldstone
modes [146, 147]. Yet another, gapped, collective excitation of the order parameter exists which
is the Higgs mode. Within Ginzburg-Landau theory, Higgs and Nambu-Goldstone modes are
possible collective excitations of an order parameter upon spontaneously breaking a continu-
ous symmetry. These collective modes in turn correspond to phase and amplitude oscillations
of the order parameter.

In principle they do not need to be independent, and couple so that the Higgs (amplitude)
mode rapidly decays into the low-energy Goldstone (phase) mode, unless prevented by addi-
tional symmetries of the system. In high energy and particle physics the stability of the Higgs
mode is ensured by the Lorentz invariance of the theory, whereas in the condensed matter set-
ting this is e�ectively achieved by the particle-hole symmetry of the BCS Hamiltonian near
the Fermi momentum [148]. The amplitude mode has been observed in various experimental
settings including weakly interacting superconductors [149–151], antiferromagnets [152], liq-
uid 3He [153], ultracold bosonic quantum gases near the super�uid/Mott-insulator transition
[154, 155], spinor Bose gases [156], and Bose gases strongly coupled to optical �elds [157].

Here we propose a novel time-dependent excitation mechanism, based on radiofrequency
modulation of the e�ective underlying interaction, to activate the Higgs mode in an interacting
Fermi gas. By a direct reduction of the superconducting order parameter ∆ through pair break-
ing, the drive directly couples to ∆ and activates the Higgs mode, which we identi�ed as the
stable, momentum-independent, and collective oscillation of the amplitude of the Cooper pairs.
Theoretically we simulate the system using the mean-�eld BCS model, explicitly including the
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time-dependent drive to a third level in our description.
Our proposal has been experimentally realised in [56] and we compare our theoretical to

the experimentally measured results. In the experiment, an excitation resonance at the Higgs’
characteristic frequency was observed, as well as its broadening and eventual disappearance
when the Cooper pairs turn into tightly bound molecules on the BEC side of the Feshbach
resonance.

This work was done in collaboration with the experimental group on Michael Köhl in Bonn,
who conducted the experiment and where we performed the theoretical modelling and nu-
merical simulations of the system. The results of this chapter, together with the experimental
investigation, are published in [56], which we will follow in our subsequent presentation.

4.1 Ginzburg-Landau Theory and the Anderson-Higgs Mechanism
An early, comprehensive theory describing super�uids and superconductors was presented

by Ginzburg and Landau in their seminal work of 1950 [158]. It is a phenomenological theory,
based upon Landau’s theory of second-order phase transitions. They argued that the free en-
ergy of the superconductor near the transition temperature can be expressed in terms of a
complex order parameter ∆. It is constructed in such a way that it is zero in the high tem-
perature, disordered phase and non-zero in the superconducting state. The microscopic BCS
theory of superconductivity, as detailed in section 2.3, was published in 1957 and it did not take
long until Gor’kov derived the Ginzburg-Landau Lagrangian from BCS theory in the static,
low energy limit in 1959 [159]. Here we want to review the key ideas of the time-dependent
Ginzburg-Landau theory, necessary to treat dynamical properties, in particular the collective
excitations occurring in the superconducting state. Our derivation of the equations of motion
for the (gaussian) amplitude and phase �uctuations will follow the review of Pekker and Varma
closely [160].

We start with the action given by,

S =

∫
dtd3r L , (4.1)

with L = Lstatic + Ldynamic being the Lagrangian density, comprised of a static and dynamic
term given by

Lstatic = −r|∆|2 +
u

2
|∆|4 + ξ2(∇∆∗)(∇∆) (4.2)

Ldynamic = iK1∆∗(∂t∆)−K2(∂t∆
∗)(∂t∆) . (4.3)

r, u, and ξ are phenomenological parameters, which have been derived from the microscopic
theory in the static, long-wavelength limit [159]. In the low-temperature limit we ignore energy
dissipation in the degrees of freedom of ∆, which means our theory must be time-reversal
invariant. The �rst two terms respecting this symmetry are the K1 and K2 terms in Ldynamic.
Their importance will become clear in the subsequent discussion, but we note here, that theK1

term breaks Lorentz-invariance (space and time derivatives are not treated on an equal footing).
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4.1 Ginzburg-Landau Theory and the Anderson-Higgs Mechanism

It is worth mentioning that while the Schrödinger equation is not Lorentz invariant, particle-
hole symmetry around the Fermi momentum of a super�uid/superconductor acts as an e�ective
Lorentz symmetry since it requires the equations of motion to be symmetric under conjugation,
implying K1 → 0 [160].

Static, equilibrium solution

In the static (∂t∆ = 0) limit in equilibrium we assume the order parameter ∆(r, t) = ∆ to
be time independent and homogeneous in space (∇∆ = 0), which reduces the action to

S =

∫
dtd3r

[
− r|∆|2 +

u

2
|∆|4

]
, (4.4)

On physical grounds we require u > 0 (the energy must be bounded from below) and for
low temperatures T < Tc the system is in the ordered phase, i.e. r > 0. The ground state
con�guration is the stationary point of the action, i.e. we look for δS = 0 and �nd

∂S

∂∆∗
=

∫
dtd3r

[
− r∆ + u|∆|2∆

]
= 0 . (4.5)

Besides the trivial solution ∆ = 0, we �nd |∆|2 = ∆2
0 = r

u
. A �nite order parameter implies

that the system has undergone a phase transition into the ordered phase of lower symmetry.
In doing so it broke the original (global) U(1) symmetry of the system (here by choosing ∆0 to
be real, i.e. of zero phase) spontaneously.

Figure 4.1: Mexican hat potential of the free energy as a function of <(∆) and =(∆). Blue and red
arrows mark the collective phase and amplitude �uctuations (Nambu-Goldstone and Higgs mode) of the
theory. Adapted with permission, conveyed through Copyright Clearance Center Inc., from [161].

The potential corresponding to Eq. 4.5 is shown in Fig. 4.1. We can see that by perturbing
the system away from its ground state, we can excite two distinct collective modes of the system.
The Nambu-Goldstone mode (phase �uctuations of the order parameter) accompanying the
spontaneous symmetry breaking of a continuous symmetry [146, 147], and radial amplitude
oscillations, the Higgs mode [162].
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Fluctuations of the order parameter

In order to study �uctuations of the order parameter, we reinstall the gradient and dynamic
terms to the Lagrangian and expand the order parameter around it’s ground state equilibrium
value, ∆ = ∆0 → [∆0 + η(r, t)]eiφ(r,t) ≈ ∆0 + η(r, t) + i∆0φ(r, t) + . . . ≡ ∆0 + δa + iδp + . . ..
Integration by parts gives,

S =

∫
dtd3r

[
iK1∆∗(∂t∆) +K2∆∗(∂2

t ∆)− r|∆|2 +
u

2
|∆|4 − ξ2∆∗(∇2∆)

]
. (4.6)

The equations of motion are obtained by setting ∂S
∂∆∗

= 0, giving
[
iK1∂t +K2∂

2
t − r + u|∆|2 − ξ2∇2

]
∆ = 0 . (4.7)

Again there exists the trivial solution of vanishing order parameter ∆ = 0. Expanding around
the static equilibrium ∆ = ∆0 + δa + iδp, using u∆2

0 = r, we �nd

(−K1∂tδp +K2∂
2
t δa − ξ2∇2δa + 2rδa)︸ ︷︷ ︸
<

+i (K1∂tδa +K2∂
2
t δp − ξ2∇2δp)︸ ︷︷ ︸
=

+O(δ2) = 0 . (4.8)

Since δa, δp are real-valued functions, we can look at the real (<) and imaginary (=) part of the
above equation separately. Going to Fourier space via

δ(r, t) =

∫
d3k

(2π)3

∫
dω

2π
ei(k·r−ωt)δ(k, ω) , (4.9)

we �nally obtain
(

2r + k2ξ2 − ω2K2 iωK1

−iωK1 k2ξ2 − ω2K2

)(
δa
δp

)
=

(
0
0

)
. (4.10)

We now see that the K1 term (which breaks Lorentz invariance and gives rise to a time-
dependence as in the Schrödinger equation) in fact couples the amplitude and phase �uctua-
tions. For the Schrödinger theory, K2 = 0, the roots of the secular equation Eq. 4.10 are given
by ω2 = ( kξ

K1
)2(2r + k2ξ2) → 2r

K2
1
(kξ)2 at long wavelengths. These are the degenerate Bogoli-

ubov modes of the system, where phase and amplitude �uctuations are coupled [160]. Retaining
only the Lorentz invariant theory1 (space and time derivatives are treated on an equal footing,
i.e. K1 = 0, K2 6= 0), the modes decouple. We �nd a gapless Bogoliubov (phase) mode with
a dispersion ω2 = ξ2k2/K2, the Nambu-Goldstone mode, and a gapped amplitude mode with
ω2 = 2r/K2 for k → 0. If the system is approximately particle-hole symmetric and we retain
both time derivates, the modes couple and the massive ‘Higgs’ can decay to massless ‘Gold-

1Particle-hole symmetry in the present context requires the equations of motion to be invariant under conjuga-
tion.
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4.3 Calibration Procedure

stone’ modes2. In general the phase �uctuations remain gapless, whilst the amplitude mode is
gapped (albeit at higher energies) with ω = 1

K2

√
K2

1 + 2K2r for k = 0 [160]. Importantly, we
see that the Higgs mode can be described within the time-dependent Ginzburg-Landau theory
and as such is also visible in the time-dependent, mean-�eld BCS method used in this work.

4.2 Exciting the Higgs Mode
When investigating the Higgs mode in a super�uid system we have to address two key

questions. How can one couple to the Higgs mode and excite it? And, once excited, how
is it detected? We answer both of these questions in our work as described in detail in the
following sections. The excitation of the Higgs mode requires a scheme that couples as directly
as possible to the amplitude of the order parameter, rather than creating phase �uctuations
(Nambu-Goldstone modes) or strong single-particle excitations.

Figure 4.2: We employ rf-dressing
of the paired super�uid by o�-
resonantly coupling to an unoccu-
pied level |3〉

Previous theoretical proposals for exciting the Higgs
mode in ultracold Fermi gases have focussed on a modula-
tion of the interaction parameter 1/(kFa) [163–165]; how-
ever, experimentally only single-particle excitations have
been observed from such a modulation [166]. The key idea
regarding the �rst question on how to couple to the su-
perconducting order parameter directly relies upon reduc-
ing |∆| through pair breaking. Here we developed a novel
radiofrequency (rf) excitation scheme to achieve this. By
dressing |2〉 with the initially empty level |3〉, we directly
a�ect the pair coherence ∆k, and modulate the pairing ∆
between states |1〉 and |2〉 (see Fig. 4.2).

Experimentally, previous rf-spectroscopy studies on ul-
tracold quantum gases have focussed on the single-particle

excitations [59, 85, 106, 167]. With short rf-pulse durations τ < 1/ΩR, the experiments were
performed in the weak-coupling limit and could be interpreted in the linear response framework
using Fermi’s golden rule. Our proposal on the other hand operates in the long-pulse regime
ΩRτ � 1, and we use a far red-detuned rf-drive to diminish the coupling to single-particle exci-
tations. To start with, for a non-interacting system we have seen that the rf-coupling gives rise
to Rabi oscillations in the population of |2〉 and |3〉 as 〈nk,3(t)〉 =

Ω2
R

Ω2
e�

sin2(1
2
Ωe�t) (see section

2.5.2 for details).

4.3 Calibration Procedure
Before we discuss the results of our numerical simulations of the driven BCS model, Eq.

3.3, we need to brie�y explain how the simulational parameters are chosen, in particular in
connection to the experiments performed in the group of Michael Köhl, discussed in section
4.5.

2Since forK1 6= 0 the two modes couple, amplitude and phase excitations are not distinct and one cannot strictly
talk about a ‘Higgs’ and ‘Goldstone’ mode in an exact sense.
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Experimentally the system is initialised as a balanced super�uid in the lowest two states
of the hyper�ne manifold of the atoms. The interaction between the two hyper�ne states is
tuned with a Feshbach resonance, parameterised by their mutual s-wave scattering length, as
shown in Fig. 2.3. This de�nes the dimensionless interaction parameter 1/(kFa) which we use
to initialise our simulations3.

0 10 20 30 40
0

1

2

3

4
10 -3

(a)

-3 -2 -1 0 1
0

1

2

3

4

10 -4

10 -2

100

(b)

0 0.1 0.2 0.3
0

0.2

0.4

0.6

0.8

1
(c)

-1 -0.5 0
0

0.2

0.4

0.6

0.8

1
(d)

Figure 4.3: The four steps to obtain the full calibration of the model parameters. (a) shows a charac-
teristic curve ( 1

kF a
= −0.6305, ~ΩR = 0.0347EF , ~δ = −0.3500EF ) of the population of |3〉 divided

by the initial occupation of |1〉, N3(t)/N1(0), which yields the e�ective modulation frequency Ωe� and
the peak transferN3(tπ) (indicated by the black arrows). (b) shows the �ts of (4.11) and (4.12) (red lines)
to the numerical data (blue and orange dots), giving ~δ0 = 0.1406EF and η = 0.8186. The green line
shows the analytic calculation of the spectrum using ansatz 4.16, which gives good agreement on the
red-detuned side of the resonance. (c) The procedure is repeated for several Rabi frequencies. Their
mean value, ~〈δ0〉/EF and 〈η〉 are plotted as a function of interaction strength in (d).

The key insight into the problem of how to directly couple to the superconducting order
parameter of the super�uid, is the use of an additional hyper�ne level to break Cooper pairs
through an rf-transfer scheme. For the present investigation it is crucial that we do not perturb
the system much, i.e. the upper level population N3(t) should remain small throughout the
entire simulation. In the experiment this is achieved by independently adjusting the power and
modulation frequency of the rf-antenna, which translates into the tuning of the Rabi frequency
(ΩR) and detuning (δ) in our theoretical model. By varying these simulation parameters, we are
able to modify the maximal upper level population α and the e�ective modulation frequency
Ωe�.

The calibration process is easiest explained by going through the di�erent steps as depicted
3The gap and chemical potential are uniquely de�ned as depicted in Fig. 2.8, and all necessary correlators can be

written in terms of the Bogoliubov amplitudes uk and vk.
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4.4 Activation of the Higgs

in Fig. 4.3. Panel (a) shows the initial brief evolution of the upper level population N3(t) for
typical values of detuning and Rabi frequency. The evolution exhibits a damped oscillatory
behaviour, reminiscent of the Rabi oscillations discussed in section 2.5.2. From the evolution
we derive the e�ective modulation frequency and maximal transfer as indicated by the black
arrows. We extract the �rst peak (maximal transfer) as α = N3(tπ)/N1(0). Since the oscilla-
tions are quite stable, we take the time separation T between the �rst and second peak in the
evolution to de�ne the e�ective modulation frequency as Ωe� = 2π/T . We plot these (orange
and blue dots) as a function of detuning (keeping the Rabi frequency �xed) in (b), and �t the
following functional form to them

Ωe� =
√

Ω2
R + (δ − δ0)2 (4.11)

N3(tπ)

N1(0)
= η

Ω2
R

Ω2
R + (δ − δ0)2

. (4.12)

Since the interacting Fermi gas is an interacting many-body problem, the �tting parameters
δ0 and η account for resonance shifts and imperfect transfer as seen in the evolution of N3.
In the weak coupling limit the �tting functions of Eq. 4.12 go over into the non-interacting
Lorentzian distribution for the maximal transfer as (δ0, η)→ (0, 1). Repeating this analysis for
several Rabi frequencies ΩR, gives us the behaviour of the �tting parameters as the coupling
strength between |2〉 and |3〉 is varied (c). For modest interactions strengths in the BCS regime
we �nd them to be independent of ΩR, and will henceforth replace them by their average value
{δ0(ΩR), η(ΩR)} → {〈δ0〉, 〈η〉}. Finally, in (d) we show 〈δ0〉 and 〈η〉 as a function of interaction
strength 1/(kFa).

We are now in the position to construct the appropriate simulation parameters (δ and ΩR)
from the experimentally relevant parameters (α and Ωe�). Inverting Eq. 4.12 we �nd, Ωe� =√

η
α

ΩR and δ = δ0 −
√

η−α
α

ΩR. We can thus choose the e�ective modulation frequency and
population transfer independently.

4.4 Activation of the Higgs
In the BCS regime, a continuum of quasiparticle excitations, Ek, exists above the threshold

of the superconducting order parameter ∆. In this limit the rf-excitation scheme can be approx-
imated by coupling each occupied BCS quasiparticle momentum state to the corresponding
momentum state |k, 3〉 (since the rf-dressing transfers negligible momentum). Thus a modi-
�ed e�ective two-level picture emerges where the two levels are coupled by an e�ective Rabi
frequency Ω

′

R,k =
√

Ω2
R + δ2

k, and the excitation probability becomes momentum dependent
through the many-body detuning ~δk = ~δ − Ek − ξk, as shown schematically in Fig. 4.4

As detailed in section 3.1, we numerically solve the equations of motion, Eq. 3.3, and in-
vestigate the response of the super�uid order parameter subject to the red-detuned rf-drive.
Our rf excitation scheme avoids resonant coupling to the single-particle excitations, and only
o�-resonantly modulates the occupation of the excited states as shown in Fig. 4.5 (top panel,
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4.4.1 Convergence of the Numerical Simulations

Figure 4.4: Illustration of the excitation scheme. The rf �eld is red-detuned from the quasiparticle
excitations, and creates an o�-resonant excitation to the state |3〉with a momentum dependent detuning
δk. The Figure is adapted with permission from [56], ©2018 Springer Nature.

green line). The coherent rf-driving of particles out of |2〉 and into level |3〉 directly a�ects
the pair coherence and induces a modulation of the amplitude of the order parameter ∆ (top
panel, blue line of Fig. 4.5). The Fourier spectrum, depicted in Fig. 4.5 (lower panel), reveals the
frequency content of these oscillations, and we observe a sharp peak at the gap value 2|∆| (red
dashed line), a �rst indication hinting at the excitation of the Higgs mode. In contrast to this,
the Fourier spectrum ofN3 shows no discernible feature around ~ω ∼ 2|∆|, but rather exhibits
a much wider peak at the e�ective modulation frequency well below the Higgs.

4.4.1 Convergence of the Numerical Simulations

Before we analyse the activation of the Higgs mode in further detail, we here want to
comment on the convergence of our numerical results obtained using a fourth-order Runge-
Kutta method as discussed in section 3.1. All our simulations were performed on a discretised
time and momentum grid. The simulations ran up to a �nal time T = 400~/EF with a time
step dt = 5 × 10−4~/EF , momentum spacing dk/kF = 5 × 10−4, and energy cuto� of Ec =
100EF . To assure the convergence of our results, we performed careful checks, varying each
convergence parameter individually.

The identi�cation of the Higgs mode relies crucially on the signal in the Fourier transform
of |∆|. Fig. 4.6 (a) shows |∆(ω)| for the di�erent convergence runs. We clearly see that the
amplitude and location of the Higgs peak agrees very well and the data is well converged.
Since the energy cuto� directly enters the expression for the interaction strength g, we refrain
from performing the same convergence analysis in Ec as we cannot compare simulations of
di�erent Ec quantitatively with each other. Nevertheless, we found the qualitative features to
be in agreement with the here presented data. The lower panel (b) shows the convergence in
the upper level population N3(t). Throughout the entirety of the evolution the observable is
very well converged; it is di�cult to make out the di�erent convergence curves by eye, and we

65



4.4 Activation of the Higgs
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Figure 4.5: Top panel: The realtime evolution of |∆(t)| and N3(t) for the full model (blue and green
curves respectively). The upper level population exhibits damped oscillations originating from the quick
dephasing of the di�erent momentum states due to the rf transfer. The superconducting order parameter
|∆| exhibits stable, persistent oscillations in agreement with the expected activation of the Higgs am-
plitude mode. Lower panel: The Fourier transform of the quantities displayed in the upper panel (same
colour assignments). While the third state population shows a dominant peak at the e�ective modula-
tion frequency of the Rabi drive, the oscillations of the superconducting order parameter are dominated
by the peak located at ~ωHiggs = 2|∆(0)| = 2∆0 (red dashed line), suggesting the successful activation
of the Higgs amplitude mode through the proposed o�-resonant driving scheme. The parameters of the
simulations are given by 1

kF a
= −0.6305, ~ΩR = 0.0375EF , ~δ = −0.3385EF , and α = 0.0050.
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4.4.1 Convergence of the Numerical Simulations
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Figure 4.6: Here we show the numerical convergence of the presented results. The upper panel (a)
shows the convergence of the central quantity to characterise the Higgs mode, |∆(ω)|. We have inde-
pendently varied the time step (red), and the momentum grid (green), and compared the result to our
default parameters (blue). We �nd very good agreement in all cases. The lower panel (b) shows the
corresponding evolution of N3(t), the population of the upper state. Legend and colouring are the same
as in (a). The good convergence in both quantities means that we can almost only discern a single line
(the others are hidden underneath).
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4.4 Activation of the Higgs

can therefore con�dently conclude that our simulations are converged.

4.4.2 The E�ective Rabi Problem

In order to explain the excitations found in our numerical results, we here devise an e�ec-
tive Rabi model which will help us understand the rf-driving scheme in more detail at a micro-
scopic level. As shown schematically in Fig. 4.4, the rf-transitions to |3〉 are red-detuned with a
momentum-dependent detuning δk. We will use this observation to reduce the full many-body
problem to a self-consistent, simpli�ed set of equations which still retain the key features of
the full model and mimic the coherent rf-transfer of particles from |k, 2〉. For the derivation we
�rst consider the pure BCS limit (by removing the upper level |3〉 from the equations 3.3) and
in a second step the non-interacting, two-level Rabi transitions (by removing the |1〉 state from
the equations 3.3), before combining the two into an e�ective model. Neglecting the upper level
from the equations of motion 3.3, we obtain

~
∂∆k

∂t
= i{−2εk∆k + ∆(nk,1 + n−k,2 − 1)}

~
∂nk,1

∂t
= −2={∆∗∆k}

~
∂n−k,2
∂t

= −2={∆∗∆k} . (4.13)

The equations are coupled implicitly through the superconducting order parameter. They will
form the basis for our e�ective model, to which we add an additional term by hand to represent
the rf-drive.

To understand which term correctly mimics the e�ect of the Rabi drive, we next turn to
look at the non-interacting limit by neglecting interactions between levels |1〉 and |2〉. In this
limit the Hilbert space of |1〉 states is completely decoupled from the |23〉 manifold and upon
neglecting all dependencies on |1〉 we obtain

∂〈c†−k,2c−k,3〉
∂t

= i{δ〈c†−k,2c−k,3〉 −
ΩR

2
(n−k,2 − n−k,3)}

∂n−k,2
∂t

= ΩR={〈c†−k,2c−k,3〉}
∂n−k,3
∂t

= −ΩR={〈c†−k,2c−k,3〉} . (4.14)

These are just the Rabi equations in momentum space for a two-level system already discussed
in section 2.5.2. The system is exactly solvable and leads to Rabi oscillations as observed in the
populations of levels |2〉 and |3〉.

We will now modify Eq. 4.14 by reintroducing the interaction e�ect between |1〉 and |2〉 in
order to obtain a consistent, e�ective description of the interacting many-body problem. We
will do so by promoting δ and ΩR appearing in Eq. 4.14 to momentum-dependent quantities
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4.4.2 The E�ective Rabi Problem

which incorporate the momentum dependent dispersions of the BCS state.
To do this, we begin by considering the e�ect of a spin-�ip on the BCS wave function

induced by the rf-drive. Initially particles in |1〉 and |2〉 are condensed as Cooper pairs in the
superconducting ground state and removing an atom from |2〉 excites a quasiparticle with an
energy Ek. The addition of the particle into |3〉 costs an energy ~ωa + ξk. Thus the total cost
of making an rf-excitation is given by Ek + ~ωa + ξk. For a far red-detuned rf-drive, we expect
to only signi�cantly alter the quasiparticle dispersion close to the Fermi momentum (through
the excitation of the Higgs mode). Thus, we expect the Rabi picture to continue to hold when
extended to account for the momentum dependence of the energy bands. The e�ective Rabi
frequency is then given by Ω

′

R,k =
√

Ω2
R + δ2

k, whilst the momentum dependent detuning takes
the energy cost of an rf-�ip excitation into account, and has the form ~δk = ~δ − (Ek + ξk).
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Figure 4.7: Time evolution of the momentum-resolved occupation of the upper level, 〈nk,3〉. As sug-
gested by the e�ective model and despite the non-trivial dispersion of the BCS quasiparticles, the in-
dividual momentum states undergo stable Rabi oscillations. Physically, this is because the rf-dressing
transfers negligible momentum. The dashed lines show the analytic solution Eq. 4.16 and are generally in
very good agreement with the full simulations (full lines). Discrepancies arise, as expected, mainly in the
vicinity of the superconducting gap |ξk| ∼ 0 (e.g. |k| ≈ 0.95kF ), where the e�ect of the amplitude mode
excitation is most pronounced. Furthermore, note that it is the momentum-dependent amplitude and
frequency of the Rabi oscillations, which gives rise to the dephased, damped oscillations of N3(t). The
simulation parameters used are 1

kF a
= −0.6305, ~ΩR = 0.0375EF , ~δ = −0.3385EF , and α = 0.0050.

With the replacement δ → δk and Ωe� → Ω
′

R,k, the analytic solutions to Eq. 4.14 become
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4.4 Activation of the Higgs

=(〈c†−k,2c−k,3〉) = −|vk|2
ΩR

2Ω
′
R,k

sin(Ω
′

R,kt) (4.15)

n−k,3(t) = |vk|2
Ω2
R

Ω
′2
R,k

sin2(Ω
′

R,kt/2) , (4.16)

in analogy to the two level system discussed in section 2.5.2. Here |vk|2 is the probability to
have an occupied Cooper pair and thus an atom in the relevant momentum state |k, 2〉 as can
be seen from Eq. 2.26. Intuitively the prefactor accounts for the fact that, since the momentum
state |k, 2〉 is being rotated into a superposition with |k, 3〉, there is a certain probability |vk|2
for the state |k, 2〉 to be occupied and transfer is only possible if this probability is non-zero.
Fig. 4.7 shows the Rabi oscillations of the full model and compares them to the analytic formula
of Eq. 4.16. The dynamics of the full model is captured very accurately and we only notice clear
deviations in the vicinity of the gap |ξk| ∼ 0, where this approximation is not expected to be
valid. Outside of this small region the system exhibits coherent Rabi oscillations, which, inter-
estingly, can be analytically captured by this two-level, momentum-dependent single particle
model.

Simulation of the e�ective Model

Having seen that the analytic equation for the upper level population yields a very accu-
rate description of the system away from the Fermi momentum, we reintroduce the analytic
expression for the modulation term ~ΩR={〈c†−k,2c−k,3〉}, Eq. 4.16, into the BCS equations, Eq.
4.13, which yields the following e�ective model

~
∂∆k

∂t
= i{−2εk∆k + ∆(nk,1 + n−k,2 − 1)}

~
∂nk,1

∂t
= −2={∆∗∆k}

~
∂n−k,2
∂t

= −2={∆∗∆k}+ ~ΩR={〈c†−k,2c−k,3〉} . (4.17)

These equations are then solved numerically, in the same manner as discussed in chapter 3. Fig
4.8 shows the time evolution of the absolute value of the superconducting order parameter and
the upper level population N3. The e�ective model does not include a third state so, in order to
compare easier to the full simulations, we make use of the fact that (N2 +N3)/N1(0) = 1 in the
full model (conserved quantity) and introduce a ‘�ctitious’N3 for the e�ective model according
to N3/N1(0) = 1−N2/N1(0).

Fig. 4.8 (upper panel) shows the evolution of the amplitude of the order parameter together
with the population of |3〉 as a function of dimensionless time. As expected we see a periodic
modulation of the |3〉 population. Note however, that the N3 oscillations are damped which
is reminiscent of the fact that we excite Rabi oscillations for all momentum states, but due to
the di�erent dispersions of |2〉 and |3〉, these oscillations vary in amplitude and frequency with
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4.4.2 The E�ective Rabi Problem

momentum k giving rise to dephasing. Turning to |∆| we see that after a brief initial period
we obtain very stable and clean oscillations. The Fourier content in the lower panel of Fig. 4.8
reveals these stable oscillations of |∆| to lie at twice the superconducting order parameter value
which is a strong indication that we have indeed excited the Higgs mode of the system with
this proposed protocol.

The total transfer of particles into the upper level, N3, is very low, since we are always
red-detuned from the resonance, and can therefore exclude single-particle excitations as the
(primary) source of the characteristic Higgs resonance seen here in the amplitude of the order
parameter. In summary, we �nd the e�ective model to be in excellent agreement with the
simulations of the full model. In particular comparing the Fourier transforms in the lower
panel we see - apart from slight changes in the amplitudes of the Fourier components - that the
spectra look almost identical.
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Figure 4.8: Top panel: Evolution of |∆(t)| and N3(t) for the full model (Eq. 3.3, blue and green curve
respectively) and the e�ective model (Eq. 4.17, red and orange line). The population shows damped
oscillations originating from the quick dephasing of the di�erent momentum states due to the Rabi
transfer. The superconducting order parameter |∆| exhibits stable, persistent oscillations in agreement
with the expected activation of the Higgs amplitude mode. Note that for the e�ective model we show the
quantityN3(t) = N1(0)−N2(t), as we do not have an explicit upper level in the model. Lower panel: The
Fourier transform of the observables displayed in the upper panel (same colour assignments). While the
third state population shows a dominant peak at the e�ective modulation frequency, the oscillations of
the superconducting order parameter are dominated by the peak located at ~ωHiggs = 2|∆(0)| = 2∆0,
suggesting the successful activation of the Higgs amplitude mode through the proposed o�-resonant
driving scheme. Note that in both panels, the simpli�ed model successfully captures the dynamics of
the full model. The parameters of the simulations are given by 1

kF a
= −0.6305, ~ΩR = 0.0375EF ,

~δ = −0.3385EF , and α = 0.0050.
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4.4 Activation of the Higgs

Validity of the e�ective Model

To understand why the extended Rabi picture fails close to the Fermi momentum, we note
that exciting the Higgs mode means inducing �uctuations in the amplitude of the order param-
eter. Since the order parameter is also the superconducting gap, its modulation changes the
dispersion of the quasiparticles Ek = Ek(t) in time. However, this e�ect is only appreciable in
a small region around the gap |ξk| ≈ 0, whilst the dispersion is largely static away from this
region, as shown schematically in Fig. 4.9. At time t, with a superconducting order parameter
of ∆(t), making an excitation to |k, 3〉 will cost an energy E(t) = Ek(t) + ξk + ~ωa, while at
a later point t + δt the same transition costs E(t + δt) = Ek(t + δt) + ξk + ~ωa 6= E(t) since
∆(t + δt) 6= ∆(t). Therefore the same transiton |k, 2〉 → |k, 3〉 is driven by Rabi frequencies
and amplitudes which vary in time (formally, the respective detuning δk is implicitly time-
dependent through Ek(t)). Therefore the picture of a single, locked Rabi frequency across the
full time evolution only holds as a good approximation in the regions where the quasiparticle’s
dispersion change is negligible (i.e. outside a small region around the Fermi momentum) as can
be seen in Fig. 4.9. This ultimately leads to discrepancies between the coherent Rabi picture
(Eq. 4.16) and the simulation of the full Hamiltonian (Eq. 3.3) as can be seen for |k| ≈ 0.95kF
in Fig. 4.7, where the individual momenta can no longer be assumed to be independent and
decoupled. Since the variation of the amplitude of the order parameter is of the order 10−3, the
discrepancy region is however very small.
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Figure 4.9: The BCS quasiparticle dispersion, Ek(∆), and how it changes due to the excitation of the
amplitude mode. It is only signi�cantly modulated around the gap of the dispersion, |ξk| ≈ 0. This
explains intuitively, why the analytic expression 4.16, works so well outside of this region. Here, the
dispersion is approximately static, so the assumption of a decoupled, momentum-resolved two-level
system is valid and the Rabi picture is expected to be applicable. Note that the modulation ∆ = ∆0 ±
0.05EF is exaggerated (by an order of magnitude) compared to the actual simulations for visibility.
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4.4.3 The Higgs Mode as a Collective Excitation

4.4.3 The Higgs Mode as a Collective Excitation

Whilst the Fourier signal in Fig. 4.5 of |∆(ω)| at ~ω = 2|∆0| hints very strongly at the acti-
vation of the Higgs mode, there exists another excitation which has this value as its lower excita-
tion threshold. The creation of two quasiparticles on top of the BCS ground state γ†k,0γ

†
k,1|ψBCS〉

creates an excited Cooper pair (orthogonal to the initially unexcited pair in the condensate) [59].
The energy of such an excitation is 2Ek ≥ 2|∆|. A priori it is thus not obvious, whether the
peak seen in Fig. 4.5 is truly coming from the activation of the Higgs or from excited quasi-
particles. The Higgs mode is however a collective mode of the system, i.e. all pairs constituting
the condensate collectively and coherently give rise to the amplitude oscillation seen in |∆(t)|.
To unambiguously identify the excitation peak as the Higgs mode we therefore look at the
momentum-resolved spectral weight of ∆k = 〈c−k,2ck,1〉,

Ak(ω) =

∣∣∣∣∣F
{
|∆k(t)| − 1

T

∫ T

0

dt|∆k(t)|
}∣∣∣∣∣ . (4.18)

Fig. 4.10 shows the spectral weight Ak(ω) on the BCS (a) and BEC (b) side of the Feshbach
resonance (1/(kFa) < 0, and 1/(kFa) > 0 respectively) for an e�ective modulation frequency
of ~Ωe� ∼ 1.5∆0. The most striking feature on the BCS side of the resonance is the clear
vertical excitation line at the Higgs frequency (marked by pink dots). It signals the collective,
non-dispersive excitation of Cooper pairs across all momenta. Additionally we can make out
two further excitation branches. One stems from the excitation of pairs of quasiparticles at an
energy 2Ek as discussed above (marked by cyan triangles). Indeed we see that they ‘touch’
the Higgs branch at ξk = 0 (~ω = 2∆0), but their contribution to the Higgs peak in |∆(ω)|
is only marginal. From these momentum resolved plots we can now unambiguously identify
the resonance at ~ω = 2∆0 as the signature of the Higgs mode. The last remaining branch
(red inverted triangles) marks the e�ective modulation frequency of the upper level population
Ω
′

R,k as shown in the previous section. Eq. 4.16 gave a very good description of the momentum
resolved particle density in the upper level. Due to the interaction in the lower |12〉 manifold,
it is not surprising that this induced modulation is also imprinted into the momentum-resolved
spectral weight. Finally, it is worth noting that the markers on the excitation branches stem en-
tirely from our analytical calculations of sections 2.3 (quasiparticle dispersion 2Ek), 4.1 (Higgs
dispersion 2|∆0|) and 4.4.2 (e�ective modulation frequency Ω

′

R,k), and do not contain any free
parameters.

As we have seen in section 4.1, the Higgs mode is only stable as long as the particle-hole
symmetry of the underlying Hamiltonian is su�ciently satis�ed. Strictly, this is only the case
deep in the BCS limit of the crossover. As we tune to stronger interactions and eventually cross
over onto the BEC of the Feshbach resonance, particle-hole symmetry is lost (K1 6= 0) and
the Higgs mode is expected to vanish [160]. In Fig. 4.10 (b) we show the momentum-resolved
spectral weight Ak(ω) in the BEC regime. First and foremost, the Higgs excitation is absent
as expected. We have marked the 2Ek and Ω

′

R,k lines (cyan upper and red lower triangles
respectively) as in (a) and �nd again very good agreement between the simulation and our
analytical calculations.

73



4.4 Activation of the Higgs

Figure 4.10: Contour plots of log[Ak(ω)], Eq. 4.18, in the BCS-BEC crossover. The Higgs is strongly
excited on the BCS side of the resonance (a) for 1/(kFa) = −0.6305, ~ΩR = 0.0375EF , and ~δ =
−0.3385EF , whilst it is absent on the BEC side (b) for 1/(kFa) = 1.0199, ~ΩR = 0.1129EF and
~δ = 2.5294EF . The pink dots mark the ~ωHiggs = 2∆0 excitation line (a). White triangles denote the
quasiparticle 2Ek branch and red, inverted triangles the e�ective modulation frequency of the upper
level Ω

′
R,k. All markers stem from analytic calculations and are not �ts to the numerical data.
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With this we can now be sure that the peaked signal in Fig. 4.5 in fact is coming from the
Higgs mode and not from quasiparticle excitations. From the momentum-resolved contour plot
Fig. 4.10 (a), we identi�ed the peak in |∆(ω)| to be dominated by the Higgs excitation with a
momentum-independent dispersion. Finally, how strongly the Higgs is excited depends largely
on the e�ective modulation frequency in relation to the Higgs threshold. In the following sec-
tion 4.5 we will compare the spectral weight of the Higgs (obtained from integrating Ak(ω)
along the Higgs line) to the condensate fraction as measured experimentally. We �nd that the
amplitude of the spectral weight of the Higgs peak is maximal when the e�ective modulation
frequency is resonant with the Higgs mode ~Ωe� ≈ 2|∆|.

However, before turning to the experimental observation of the Higgs, we want to turn to
Fig. 4.11, where we show the Fourier transform of the imaginary part of ∆k for an undriven
system (a), and compare this to imaginary part (b), and absolute value of ∆k (c) for a driven
system. It is common to look at the spectral function (related to the imaginary part of the
correlator) to learn about the excitations of the system. The Higgs however shows up as an
oscillation in the amplitude of the superconducting order parameter, and as such neither<(∆k)
nor=(∆k) signal the excitation of the mode strongly. The vertical strong line that we see in Fig.
4.11 (a) is coming from the unitary evolution of the BCS theory under the chemical potential4
(for more details we refer to appendix B.2). Interestingly, the spectrum, as seen in =(∆k),
is largely unchanged between the undriven (a) and driven evolution (b) of the system. This
shows that we are indeed only weakly perturbing the system and the unitary evolution is the
dominant contribution to the dynamics of the system. Also, herewith it becomes clear why we
chose the particular functional form ofAk(ω) in Eq. 4.18. Only by looking at the absolute value
of ∆k are we able to reveal the collective excitation of the amplitude mode of the super�uid
(c). This novel method of using the Fourier content of |∆k| as a diagnostic tool to detect and
characterise the excitations of the super�uid state is one of the central results of this chapter
and of the publication [56].

4.5 Experimental Signature and Observation
To conclude this chapter, in this section we want to discuss the connection between the

presented theoretical results and experimentally measured data, and comment on the observ-
ability of the Higgs mode in an ultracold quantum gas. This work came out of a fruitful collab-
oration with the experimental group of Michael Köhl, who has implemented the here proposed
radiofrequency driving scheme of an atomic gas of 6Li atoms in the BCS-BEC crossover. By in-
ducing a periodic modulation of the superconducting order parameter through the rf-drive, they
observe an excitation resonance at the characteristic Higgs frequency in a strongly interacting
super�uid Fermi gas. Performing these measurements throughout the BCS-BEC crossover, they
observe, for strong coupling, the broadening of peak width and the eventual disappearance of
the mode when the Cooper pairs turn into tightly bound dimers on the BEC side of the Fes-
hbach resonance. In the following we will give a brief overview over the experimental setup
and results. For further details, we refer the reader to the PhD thesis of Alexandra Behrle, Tim

4Similar to the evolution of the wave function in the Gross-Pitaevski equation for a weakly interacting BEC
[168, 169].
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4.5 Experimental Signature and Observation

Figure 4.11: Contour plots of=(∆k) (a-b), and |∆k| (c) for 1
kF a

= −0.6305. We compare the results of
an undriven, ΩR = δ = 0, (a) to the driven system for ~ΩR = 0.0375EF , and ~δ = −0.3385EF (b-c).
The red dots in (a) and (b) mark the line at ~ω = 2µ, where µ is the chemical potential in the initial
state. Note the absence of the Higgs line in =(∆k) (a-b). It is only when the real and imaginary part are
combined to |∆k| that the Higgs (pink dots), the quasiparticles at ~ω = 2Ek (white triangles) and drive
excitations (red, inverted triangles) become clearly visible (c).
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Harrison and Martin Link in relation to this work [170–172].
In chapter 2, we showed the hyper�ne level structure of 6Li (Fig. 2.2). In this experiment, the

lowest three hyper�ne levels are used to encode the di�erent fermionic species. The interaction
between the lowest two levels |1〉 and |2〉 is set by tuning the s-wave scattering length near the
Feshbach resonance (section 2.2). Using a radiofrequency antenna, transitions between levels
|2〉 and |3〉 are driven, where the rf-detuning from the bare Zeeman resonance, and the Rabi
frequency are set by the frequency of the rf-�eld and the power of the rf-coil.
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Figure 4.12: Oscillation of the atom number in state |3〉 as a function of time during the modulation.
Experimental parameters: 1/(kFa) = −0.504, trap frequencies 2π× (17, 170, 407)Hz, total atom num-
ber N = 2 × 106, and α = 0.04. Theoretical parameters: 1/(kFa) = −0.505, and α = 0.035. The
Figure is reproduced with permission from [56], ©2018 Springer Nature.

In Fig. 4.12 we compare the evolution of the upper level population N3 during the rf-drive
between the theoretical simulations and the experimental measurements. Measurements and
simulation were performed with the same e�ective modulation frequency Ωe� and maximal
atom transfer α. The theoretical simulations agree well with the experimental data for the �rst
three oscillation periods, which implies that the dominant damping mechanism seen is a result
of the dephasing of the di�erent momentum states 〈nk,3〉. Beyond this the deviations increase
and we attribute this to additional damping mechanisms present in the experiment but not
accounted for in the theoretical model.

Experimentally the Higgs mode is detected by measuring the energy absorption spectra for
the |12〉 super�uid. After the rf-drive is applied, a fast magnetic �eld ramp onto the molecu-
lar (BEC) side of the Feshbach resonance adiabatically connects the Cooper pairs with tightly
bound dimers [84, 86, 173], which are subsequently imaged in time-of-�ight measurements.
Experimentally, they extract the condensate fraction from Gaussian �ts to the zero-momentum
peak in the absorption image. Changes in the condensate fraction are a sensitive measure of
the excitations in the system. To compare our simulations with their experimentally obtained
spectra, we integrate, for each momentum state, under the respective Higgs peak in Fig. 4.10,
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4.5 Experimental Signature and Observation

and sum up the contributions for all momenta.
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Figure 4.13: Comparison of the spectral weight of the Higgs. (a) shows a momentum slice of the
numerical integration (red shaded region) under |∆k(ω)| (Fig. 4.10) performed to compute the spectral
weight of the Higgs for |k| = 0.7kF . (b) shows the experimentally measured condensate fraction (CF ),
for the parameters 1/(kFa) = −0.63, trap frequencies 2π × (91, 151, 235)Hz, total atom number N =
3×106, andα = 0.005. (c) shows the theoretically computed spectrum of the HiggsAHiggs, as a function
of modulation frequency Ωe�. Note that the activation of an excitation in the system is observed as a
depletion of the condensate fraction (b), whilst it theoretically reveals itself as an increase in the spectral
weight of the excitation (c). The theoretical parameters are 1/(kFa) = −0.6305, and α = 0.005. The
Figure is adapted with permission from [56], ©2018 Springer Nature.

Fig. 4.13 (a) shows an example of this integration for one particular momentum state. Upon
momentum-integration, the extracted spectral weight of the Higgs is then plotted as a function
of e�ective modulation frequency (c) and compared to the experimentally measured condensate
fraction (b). We note that within this integration procedure, by following the Higgs excitation
line, we �nd a non-vanishing contribution to the weight at high modulation frequencies, which,
however, can be attributed to the excitation of quasiparticles in a homogeneous system and
would vanish in a trapped system as considered experimentally. We note that even though the
Higgs mode has a very sharp frequency and therefore a long lifetime (c.f. Fig. 4.10), the result-
ing spectra show a much broader peak (b-c), which is an artefact of the excitation procedure.
The reason is, that the Higgs mode can already be excited for e�ective modulation frequencies
away from 2|∆0|5, since for some momentum states, the e�ective Rabi frequencies Ω

′

R,k will
be resonant with the Higgs mode. Thus, the broadening of the spectral feature is mainly due
to the particular excitation scheme and not a measurement of the lifetime of the Higgs mode.

5The Higgs mode is a collective mode of the system and even for the harmonically trapped gas exhibits a unique
frequency. Numerical studies in the BCS limit have shown that in harmonically trapped systems, the Higgs
mode should occur at the frequency of twice the superconducting gap evaluated at the maximum density of
the gas [163, 174–177].
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Overall the experimental and theoretical spectra show good agreement both in the resonance
position and its width.

Whilst the theoretical simulations are necessarily limited to the weak-coupling regime,
where BCS theory applies, experimentally one can now follow the Higgs excitation as the sys-
tem is tuned to stronger interactions. Fig. 4.14 shows the measured spectra throughout the
BCS-BEC crossover. The depletion of the condensate fraction survives as a clear mode up to
surprisingly strong interactions, implying the excitation of a well-de�ned mode. Even at uni-
tarity we can make out the signature of an excitation. Its width though - as expected - grows
with the interaction strength. Finally, on the BEC side of the resonance the mode cannot be
distinguished anymore.

Figure 4.14: Experimental excitation spectra of the Higgs mode for di�erent interaction strengths as
labelled in the Figure. Solid lines show Gaussian �ts to the high frequency side of the spectra. The
resonance survives to surprisingly strong interactions (even unitarity) and gradually washes out on the
BEC side. The error bars show the standard deviation of approximately four measurements. The Figure
is reproduced with permission from [56], ©2018 Springer Nature.

4.6 Conclusion and Outlook
In conclusion we have devised a novel excitation scheme to directly excite the Higgs mode

in a correlated fermionic super�uid. Employing an rf-modulation and dressing fermions of level
|2〉with |3〉, we have shown that we directly couple to the superconducting order parameter and
induce periodic oscillations in its amplitude. We have performed numerical simulations of the
underlying equations of motion within the rotating-wave approximation and found the simu-
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4.6 Conclusion and Outlook

lations to be in good agreement with the experimental measurements. Our results demonstrate
the e�ectiveness of this modulation scheme to excite the amplitude mode, and con�rmed its
collective nature. Finally, we devised a novel, theoretical detection method to unambiguously
identify the excitation of the Higgs mode. The evolution of the momentum-resolved order pa-
rameter ∆k, has been integral to our analysis in this chapter, with the potential to become a
valuable, theoretical tool to study and characterise the excitations and response of interacting
super�uids throughout the BCS-BEC crossover.
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Chapter5
Finite-Duration Interaction Quench in
Dilute Attractively Interacting Fermi
Gases: Emergence of Pre-Formed Pairs

In recent years, signi�cant experimental e�orts have been devoted to dynamically generate
complex states and monitor their evolution. Ultrafast optical pulses were used to photo-induce
phase transitions in strongly interacting solid state materials [178–181] whilst similar successes
were reported for ultracold atoms using time-dependent electromagnetic �elds [68, 182]. De-
spite these remarkable advances, uncovering the mechanisms underlying the non-equilibrium
dynamics of strongly correlated matter is still the subject of intense research. For example, in
quantum many-body systems, identifying the processes governing the evolution of order pa-
rameters when interactions are tuned over time remains an open question. As order parameters
are global quantities often with (quasi)local expectation values as their constituting elements,
one would like to understand how the time-dependent behaviour of these di�erent local com-
ponents give rise to the complex dynamics of the global order parameter.

Quantum systems are usually very sensitive to external perturbations. Interactions be-
tween the various degrees of freedom are often similar in magnitude and can thus give rise to
complex emergent phases, tuned by an external parameter. Driven away from equilibrium by
a rapid quench of such a parameter, the system will subsequently undergo complex dynam-
ics and non-trivial states may emerge in the long-time limit. We note that any experimental
quench will inevitably be conducted over a �nite window of time. In this work, we therefore
address the non-equilibrium behaviour of dilute, attractively interacting Fermi gases subject to
�nite-duration ramps of their internal interaction strength. By changing the duration of the
ramp time in our numerical protocol, we identify and characterise three dynamical regimes
exhibiting distinct features in their long-time steady state. For short ramp durations, these
systems become non-superconducting and their order parameter vanishes. We can trace its
origin to the loss of phase coherence between the Cooper pairs, while the pair amplitude dis-
plays a non-thermal distribution. Importantly, the pair distribution is non-zero and the steady
state still hosts Cooper pairs. Therefore, the dynamics gives rise to the emergence of a phase
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5.1 Quench Dynamics in the BCS Model

disordered superconductor, made up of incoherent pairs. Intermediate ramp durations induce
long-lived oscillations in the superconducting order parameter. Partial phase coherence is re-
stored amongst the pairs, which gives rise to a �nite, albeit reduced magnitude of the order
parameter. Finally, for slow ramps the system adiabatically follows the ramp and phase coher-
ence is almost fully retained. The steady state is characterised by a thermal-like pair amplitude
distribution. This work demonstrates the possibility to dynamically tune the coherence be-
tween pairs, the magnitude of the superconducting order parameter, and even to stabilise a
non-equilibrium steady state made of preformed pairs. The results of this chapter, whilst en-
tirely theoretical in nature, came out of a fruitful collaboration and numerous discussions with
the experimental group of Michael Köhl, and are published in [57], which we will follow in our
subsequent presentation.

5.1 Quench Dynamics in the BCS Model
Following the early work of Volkov and Kogan [183] on the response of the supercon-

ducting order parameter to small initial perturbations, a resurgence of interest in this problem
[163, 164, 184–194] was seen alongside the advances to cool fermionic gases below degeneracy
and tune their interactions by the means of Feshbach resonances (see section 2.2) [68]. Volkov
and Kogan found that in the collisionless regime, the superconducting order parameter ∆ ex-
hibits oscillations at a frequency 2∆ damped with a power law decay of t−1/2. This was put
into the broader context of sudden quenches realised in the BCS model [184, 188], where it
was shown that the pairing dynamics falls into three di�erent regimes, depending on the ratio
r = ∆i

∆f
, where ∆i (∆f ) are the initial (�nal) BCS gap values. For small ratios (r < e−π/2 ≈ 0.2)

individual Cooper pair states synchronise and ∆(t) shows non-harmonic, undamped oscilla-
tions. For e−π/2 ≤ r < eπ/2 the pairs start to dephase, giving rise to the Landau damped
oscillations predicted in [183]. Finally for r ≥ eπ/2 ≈ 4.8 the pairs are fully dephased, the order
parameter is overdamped and vanishes. Meanwhile, Volkov and Kogan’s work was extended
to larger deviations from equilibrium [187] and in [194] Yuzbashyan et al. analysed interaction
quenches throughout the entire BCS-BEC crossover in a paired super�uid.

The focus thus far has been on abrupt quenches in the BCS regime, but experimentally
quenches are realised within a �nite window of time e.g. by exciting phononic modes in solids
[195], or ramping the magnetic �eld in cold gases. Correspondingly, the response of super�uid
Fermi gases to ramps and modulations of the three-dimensional s-wave scattering length was
eventually studied in [163]. The investigation, set in the damped region of the pairing regime
(e−π/2 ≤ r < eπ/2), focussed on the excitation of Higgs mode and reported its attenuation in
time according to a power law decay.

Here we consider ramps of the internal interaction strength of a three-dimensional, at-
tractively interacting Fermi gas applicable to both solid state and cold atom systems. We are
interested in the dynamics of the BCS order parameter, focussing on the overdamped pairing
regime (r > eπ/2). Following an abrupt quench, ∆ is overdamped and decays to zero without
oscillations. The system is described by the s-wave BCS Hamiltonian,
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HBCS =
∑

k,σ={1,2}

εk nk,σ +
∑

k

[
∆ c†k,1c

†
−k,2 + h.c.

]
, (5.1)

where c(†)
k,σ are the fermionic annihilation (creation) operators, and nk,σ is the particle number

operator of momentum k and species σ = {1, 2}. εk = ~2k2/(2m) is the single-particle disper-
sion and ∆ = g

V

∑
k ∆k the superconducting order parameter already introduced in chapter 2,

Eq. 2.21. For our later analysis, we additionally introduce a second quantity P , to assess the
absolute pairing strength,

P =
g

V

∑

k

|∆k| , (5.2)

where ∆k = 〈c−kb,2ck,1〉 is the momentum-resolved superconducting order parameter. The
expression for P only subtly di�ers from ∆ in that it ignores the phase of the individual Cooper
pairs and thus provides information about the presence of pairs in the system. The equilibrium
phase diagram for this system was discussed in chapter 2 and has been thoroughly studied
(see [59] and references therein). One of the key properties of the superconducting state is
the long-range phase coherence that is established below the critical temperature. In this case
|∆| = |P |, but when driven away from equilibrium, the di�erent Cooper pairs can begin to
evolve separately from each other, their phases no longer staying synchronised. In this case ∆
would be reduced (possibly to zero), but pairs might still be present. Hence, in the following
analysis we will carefully study both, ∆ and P , to fully capture the non-equilibrium response
of the super�uid.

Our quench protocol of the interaction parameter 1
kF a

< 0 takes the form

1

kFa(t)
=

1

kFa(tf )
+ h(t, ti, tf )

[
1− sin2

(π
2

t− ti
δtramp

)]
, (5.3)

where h(t, ti, tf ) = Θ(tf − t)
[
1/(kFa(ti)) − 1/(kFa(tf ))

]
, δtramp = tf − ti with ti and tf

the times at which the interaction ramp begins and ends, and Θ is the Heaviside function.
δtramp → 0 corresponds to a sudden quench while an adiabatic ramp is realised in the limit of
δtramp → ∞. We choose a smooth (di�erentiable) sinusoidal schedule for the ramp so as to
avoid complications due to the generation of additional excitations at the beginning and end
of the ramp. In this study, the ramp decreases the interaction strength such that the supercon-
ducting order parameter is reduced (∆0,i > ∆0,f ). The Heisenberg equations of motion for this
system are given by (c.f. Eq. 4.13):
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~
∂∆k

∂t
= i{−2εk∆k + ∆(nk,1 + n−k,2 − 1)}

~
∂nk,1

∂t
= −2={∆∗∆k}

~
∂n−k,2
∂t

= −2={∆∗∆k} , (5.4)

where =(. . .) denotes the imaginary part. We numerically solve this set of equations together
with the self-consistency condition for ∆, Eq. 2.21, for di�erent ramp speeds δtramp, and will
compare and contrast the dynamical behaviour of ∆ in detail.

5.2 Finite-Duration Quenches: Emergence of Pre-Formed Pairs
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Figure 5.1: Time evolution of the superconducting order parameter |∆(t)| as a function of time, as
the interaction strength is ramped down from 1/(kFa) = −0.1072 to 1/(kFa) = −1.3493 (|∆0,i| =
0.60EF and |∆0,f | = 0.11EF ). Shown are three di�erent ramp durations EF δtramp = {0, 6, 30}~,
representing the three distinct dynamical regimes of the system. The inset depicts the ramp schedule
for the dimensionless interaction parameter 1/(kFa(t)).

We will focus on the dynamical region where an interaction quench would result in the van-
ishing of the superconducting order parameter. As we vary the duration of the ramp however,
we observe the emergence of three di�erent dynamical regimes. In Fig. 5.1, we show examples
of the evolution of ∆ in those three distinct regimes. For fast ramps the superconducting order
parameter in the long-time asymptotic limit decays to zero and superconductivity is destroyed.
For intermediate ramp durations we retain a �nite order parameter, which exhibits oscillations
around its asymptotic value. For even slower ramps, in the adiabatic limit, the BCS gap fol-
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lows the instantaneous interaction and the system remains in its ground state throughout the
evolution. The �nal gap value agrees with the equilibrium gap at zero temperature and the
oscillations are vanishingly small. Shown is a ramp duration, EF δtramp = 30~ which is not
quite in the adiabatic limit, i.e. we still have small but �nite oscillations on top of the overall
dynamics. In the remainder of this chapter, we detail further the three regimes and the subtle
mechanism responsible for the dynamics.
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Figure 5.2: Time-averaged value of the superconducting order parameter, 〈〈∆〉〉, and of the sum over
the magnitude of the pair amplitudes, 〈〈|P |〉〉, as a function of ramp duration. The interaction strength is
ramped down from 1/(kFa) = −0.1072 (|∆0,i| = 0.60EF ) to 1/(kFa) = −1.3493 (|∆0,f | = 0.11EF ),
and the time-average is taken between 100~/EF and 400~/EF . These two quantities signal three di�er-
ent dynamical regimes. For short quenches, the system is characterised by pre-formed pairs (incoherent
pairing state). For intermediate quench durations, superconductivity is maintained but with only par-
tial phase coherence; while, for longer ramp times, phase coherence is mostly una�ected and the order
parameter asymptotes to |∆0,f | (value marked by the arrow). The boundary between the partial phase
coherence and BCS superconductor regimes is located at |〈〈|∆|〉〉 − 〈〈|P |〉〉| ∼ 10−4EF.

The main results of this chapter are summarised in Fig. 5.2 which shows the di�erent
dynamical regimes as a function of ramp duration δtramp. We show the time averaged value
of the order parameter 〈〈|∆|〉〉 and the net pair amplitude 〈〈|P |〉〉. We take the time average of a
quantity f(t) to be

〈〈f(t)〉〉 =
1

δt

∫ t0+δt

t0

dtf(t) , (5.5)

with EF t0 = 100~ the beginning of the averaging window, chosen well after the end of the
ramp, and EF δt = 300~ its duration, taken suitably long to average over several oscillations
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in the post-ramp state. While 〈〈|∆|〉〉 is found to average to zero for fast ramps up to 3~/EF ,
it acquires a �nite value for intermediate (and slower) ramp times. The precise ramp duration
at which the crossover occurs depends on the interaction strength and the cuto�. In contrast
to this, 〈〈|P |〉〉, remains �nite for all ramp times, indicating that the phase coherence between
the Cooper pairs is crucial to the observed dynamics. As the amplitude of pairs is reduced but
remains �nite, the destruction of superconductivity for short ramp durations is associated with
the loss of phase coherence between pairs. Therefore, phase unlocking is the main mechanism
responsible for the suppression of superconductivity, and a state made of incoherent pre-formed
pairs, the so-called phase disordered superconductor [196], is stabilised.

In an equilibrium thermal state, superconductivity is suppressed by thermal �uctuations
increasing the pair breaking. This is fundamentally di�erent from the mechanism observed
here, which implies that stabilising a state made of pre-formed pairs is possible via a fast ramp.
This state is long-lived within the scope of BCS theory, but experimentally the presence of
decay mechanisms (e.g. electron-phonon coupling in solids) will a�ect the long-time stability
of this state.

Surprisingly, 〈〈|P |〉〉 exhibits a non-monotonic behaviour with the ramp duration, decreas-
ing at �rst for short ramp times and then increasing subsequently. For a sudden quench, the
initial BCS state is frozen and projected onto the new quasiparticle basis. In this new basis,
the initial BCS state is made up of excited quasiparticle pairs which contribute to the net pair
amplitude. Since these quasiparticle pairs are incoherent, their contributions to ∆ dephase
quickly, resulting in the suppression of the superconducting order parameter. For fast ramps
this same mechanism persists until 〈〈|P |〉〉 is minimal. As we increase the ramp duration further,
the Cooper pairs retain part of their long-range coherence, so that they contribute to an overall
�nite value at later times. To understand the physical mechanism underlying these di�erent
regimes, in the following we will carefully analyse the momentum-resolved order parameter
∆k in the three dynamical regimes.

Quenches and Fast Ramps

As displayed in the top panel (a) of Figs. 5.3, 5.6 and 5.7, initially the distribution of pair
amplitudes is given by its ground state expression ∆k = 1

2

√
1− ξ2

k/E
2
k with ξk = εk − µi,

where µi is the chemical potential at the initial interaction strength. For 1
kF a

= −0.1072, this
distribution (see curve (i)) has a relatively broad peak close to the Fermi momentum, while
the distribution corresponding to the �nal ground state for 1

kF a
= −1.3493 (see curve (ii)) is

strongly peaked around the Fermi momentum and much lower in value.
To understand the time evolution of the distribution of pair amplitudes, we look at snap-

shots of |∆k| for particular times as well as its time-average 〈〈|∆k|〉〉. For the sudden ramp,
shown in Fig. 5.3, the |∆k| distribution at EF t = 3~ already agrees reasonably well with the
time-averaged one, and shows relatively little dynamics in the long-time limit. However, even
at long times, it does not resemble the distribution expected in equilibrium at the �nal interac-
tion strength 1

kF a
= −1.3493. The �nite value of the pair distribution explains why we observe

a �nite value of 〈〈|P |〉〉 in Fig. 5.2, and implies that Cooper pairs survive through the quench
albeit with a smaller amplitude than in the initial state.
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Figure 5.3: Sudden quench of the interaction strength from 1/(kFa) = −0.1072 to 1/(kFa) =
−1.3493. (a) Distribution of the magnitude of the pair amplitude as a function of momentum: (i, blue)
ground state at 1/(kFa) = −0.1072; (ii, red) ground state at 1/(kFa) = −1.3493; (iii, pink) snapshot at
3~/EF ; (iv, orange) snapshot at 10~/EF ; and (v, green) time-average between 100~/EF and 400~/EF .
This distribution is already hardly distinguishable form its steady-state con�guration at 10~/EF . It is
non-thermal and signals the presence of pre-formed pairs. (b) Phase of the pair amplitude as a func-
tion of momentum. Rapid phase unlocking is responsible for the destruction of superconductivity. (c)
Fourier transform of the momentum-dependent pair amplitude |F{=[∆k(t)}|. The sudden quench gen-
erates quasiparticle pair excitations along the parabolic line±2Ek−2µf (marked by the red crosses and
stars respectively; red circles mark the coherent evolution at 2µf ). ©2019 American Physical Society,
published in [57].
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Figure 5.4: Coe�cients of the quasiparticle excitation branches ±2Ek, activated by a sudden quench
from 1/(kFa) = −0.1 → −1.3. 〈γ†k,0γ

†
k,1〉 is activated for k . kF , while 〈γk,1γk,0〉 above the Fermi

momentum, k & kF .

In the central panel of Fig. 5.3, we show the phase of each Cooper pair. Strikingly, the
pairs seem to rapidly acquire a phase proportional to 2Ek leading to complete dephasing such
that already at EF t = 10~ the superconducting order parameter is zero (c.f. Fig 5.1). This can
be understood by looking at the Fourier transform of the pair amplitudes. Since =[∆k(t)] and
<[∆k(t)] provide the same information about the phase evolution, we only consider the former
without loss of generality. The sudden quench generates quasiparticle pairs at −2µf ± 2Ek

(see lower panel of Fig. 5.3) with µf the chemical potential at the �nal interaction strength. To
understand why a quench couples predominantly to the quasiparticle excitations, we analysed
the spectral weight of the quasiparticle excitation branches for an abrupt quench analytically.
The details of the calculations can be found in appendix B.1 and we only quote the main result
here:

〈∆k(t)〉 = U∗kVk − 2U∗kVk(−u∗kV ∗k + v∗kU
∗
k)(−ukVk + vkUk)

+ U∗2k (u∗kUk + v∗kUk)(−ukVk + vkUk)e−i2Ekt/~

− V 2
k (ukU

∗
k + vkU

∗
k)(−u∗kV ∗k + v∗kU

∗
k)ei2Ekt/~ , (5.6)

where uk (Uk) and vk (Vk) are the initial (�nal) Bogoliubov Cooper pair amplitudes as introduced
in Eq. 2.24. Crucially, for an abrupt quench we �nd that the dynamical response of ∆k is
dictated by quasiparticle excitations at an energy ±2Ek. Fig. 5.4 shows the prefactors of these
quasiparticle excitation branches (e±i2Ekt/~) as a function of momentum. We can conclude that
a quench couples strongly to both the 〈γ†k,0γ†k,1〉 (k . kF ) and 〈γk,1γk,0〉 (k & kF ) branches
of the quasiparticles. Since the Cooper pairs dephase quickly and the BCS gap vanishes, the
two excited, distinct parts of the quasiparticle branches appear as one continuous parabolic
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excitation line (c.f. the phase evolution in the central panel (b)). This result indicates that
the system dynamically organises into a non-thermal state made of pre-formed but dephased
Cooper pairs.

Intermediate Ramp Times

For intermediate ramp durations, the coupling to the quasiparticles is reduced, which means
that the phases do not unlock fully and a �nite order parameter is retained. To check whether
the reduction of the BCS gap can be understood as a thermally excited �nal state, we solve the
�nite temperature gap equation, Eq. 2.30, as discussed in chapter 2. The temperature depen-
dence of ∆ is depicted in Fig. 5.5. We now use the constructed ∆(T ) to extract an e�ective
temperature T from Fig. 5.1 by assuming that 〈〈|∆|〉〉 = ∆(T ).

0 0.5 1
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0.06

0.08

0.1

0.12

Figure 5.5: Superconducting order parameter |∆(T )| as a function of temperature. For T > Tc the
system is in the normal phase, whilst below the transition temperature the order parameter aquires a
�nite value, signalling the emergence of an ordered (here superconducting) state and a spontaneous
breaking of the underlying U(1) symmetry of the Hamiltonian.

For the ramp duration EF δtramp = 6~ (Fig. 5.6 a), both the snapshots and time-averaged
distributions are clearly �nite and non-thermal, since only the small and large momentum tails
of 〈〈∆k〉〉 agree with the thermal equilibrium distribution at 1

kFa
= −1.3493.

As we see in the lower panel (c) of Fig. 5.6, the intermediate ramp creates fewer quasipar-
ticle pairs at −2µf ± 2Ek and the contour plot of the Fourier transform of =(∆k) signals a
strong component at −2µf . In appendix B.2 we show that the unquenched BCS state evolves
freely with a time-dependence e−2µt/~. It is this free evolution, which we also observe here in
the Fourier content (lower panel). Regarding the central panel (b), at short times compared to
the ramp duration, the phases remain fully locked. As the evolution goes on, in the momentum
region where most quasiparticles are excited, the Cooper pairs begin accumulating individ-
ual phases. This process leads to a partial loss of phase coherence, but Cooper pairs are still
su�ciently synchronised for superconductivity to survive as can be seen from Fig. 5.2.
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5.2 Finite-Duration Quenches: Emergence of Pre-Formed Pairs

Figure 5.6: Intermediate quench performed in EF δtramp = 6~ (same interaction strengths as in Fig.
5.3). (a) Distribution of the magnitude of the pair amplitude as a function of momentum: (i, blue) and
(ii, red) same as in Fig. 5.3; (iii, black) thermal distribution at 1/(kFa) = −1.3493, T = 0.89Tc is cho-
sen such that 〈〈∆〉〉 = ∆(T ); (iv, pink) snapshot at 3~/EF ; (v, green) time-average between 100~/EF
and 400~/EF . The time-averaged distribution is non-thermal, and |∆k| exhibit strong oscillations rep-
resented, together with (v), by vertical bars (peak-to-peak amplitude of the oscillations). (b) Phase of
the pair amplitude as a function of momentum. (c) Fourier transform of the momentum-dependent pair
amplitude |F{=[∆k(t)]}|. While this quench generates quasiparticle pair excitations, all ∆k(t) signals
have a strong in-phase component at 2µf . ©2019 American Physical Society, published in [57].

90



Slow Ramp Times and the Adiabatic Regime

Figure 5.7: Slow quench performed in EF δtramp = 30~ (same interaction strengths as in Fig. 5.3).
(a) Distribution of the magnitude of the pair amplitude as a function of momentum: (i, blue) and (ii,
red) same as in Fig. 5.3; (iii, black) thermal distribution at 1/(kFa) = −1.3493, T = 0.35Tc is chosen
such that 〈〈∆〉〉 = ∆(T ); (iv, pink) snapshot at 10~/EF ; (v, orange) snapshot at 30~/EF ; (vi, green)
time-average between 100~/EF and 400~/EF . The steady-state distribution is thermal (b) Phase of the
pair amplitude as a function of momentum. Phase coherence is only slightly lost near kF . (c) Fourier
transform of the momentum-dependent pair amplitude |F{=[∆k(t)]}|. Quasiparticle pairs are only
generated near kF (red crosses and stars). ∆k is dominated by the coherent phase evolution at −2µf .
©2019 American Physical Society, published in [57].

Finally, for EF δtramp ≥ 20~, we �nd that the dynamics enters a new, thermal regime,
where we can assign a meaningful temperature to the system. As can be seen from Fig. 5.7, for
a slow ramp of EF δtramp = 30~ the pair amplitude distribution at the end of the ramp strongly
resembles that of a thermal system in equilibrium at T = 0.35Tc. Here, quasiparticle pairs are
solely generated in a small momentum region around kF (see lower panel (c) of Fig. 5.7), and
the phase coherence remains intact and is largely undisturbed by the ramp. As illustrated in
the central panel (b) of Fig. 5.7, during the ramp the phase starts to mildly unlock close to kF ,
coinciding with the momenta at which quasiparticle pairs are being activated. However phase
locking is still the dominant factor and long-range phase coherence is maintained throughout
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5.3 Numerical Convergence
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Figure 5.8: Convergence of |∆(t)| with time step dt, and momentum spacing dk. The di�erent panels
show simulations for EF δtramp = {0, 6, 30}~ respectively. Deviations in dt and dk are smaller than the
linewidth and we conclude that the simulations are well converged. Since the energy cuto� directly af-
fects the renormalised interaction strength, the numerical values will quantitatively di�er. However, we
checked that even despite this, the disagreement is small and the overall behaviour agrees qualitatively
well.

the system.
The BCS state evolves freely with a frequency 2µ/~. For very slow (nearly adiabatic) ramps

as considered here, the Cooper pairs can follow the instantaneous value of the interaction
strength and therefore stay coherent with each other. The evolution is predominantly dictated
by the chemical potential, with only minor deviations near the Fermi edge, where few quasi-
particle pairs are excited. In summary, the ramp duration controls the strength of the coupling
to the quasiparticle excitations, and thereby the phase coherence of the Cooper pairs making
up the super�uid state.

5.3 Numerical Convergence
The simulations were performed using the same numerical approach as for the Higgs mode

(chapter 4). In Fig. 4.6 we have explicitly shown the convergence of the simulation for the time
step dt, and the momentum spacing dk. Since here we are not driving the system continuously,
and perform rather slow interaction changes in the majority of cases, we can expect the data to
be equally well converged. Nevertheless, Fig. 5.8 and 5.9, show the convergence of |∆(t)| and
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Figure 5.9: Convergence of |P (t)| with time step dt, and momentum spacing dk. The di�erent panels
show simulations for EF δtramp = {0, 6, 30}~ respectively. Deviations in dt and dk are smaller than the
linewidth and we conclude that the simulations are well converged. Since the energy cuto� directly af-
fects the renormalised interaction strength, the numerical values will quantitatively di�er. However, we
checked that even despite this, the disagreement is small and the overall behaviour agrees qualitatively
well.

|P (t)| for the di�erent parameters in the simulation. The time step dt and momentum spacing
dk are very well converged, the deviations being smaller than the linewidth of the curves. As
discussed in section 4.4.1, it is important to remember that the contact interaction was renor-
malised for the purpose of our numerical simulations, whereby the interaction becomes directly
related to the energy cuto�Ec. Therefore a direct, quantitative comparison of the di�erent con-
vergence data in Ec is not possible. More importantly what we should look for is a qualitative
agreement in the overall physics. We have checked this and indeed found this to be the case,
the dynamics inside the di�erent quench regimes are well reproduced for a larger energy cuto�
Ec. We can therefore be con�dent that our results are robust and converged with respect to all
relevant parameters.

5.4 Conclusion and Outlook
To summarise, we analysed the non-equilibrium dynamics of dilute, attractively interacting

Fermi gases described within BCS theory subject to �nite-duration ramps of the internal inter-
action strength. We identi�ed three di�erent dynamical regimes depending on the duration
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5.4 Conclusion and Outlook

of the interaction ramp. For abrupt and su�ciently fast quenches, the superconducting order
parameters decays to zero without oscillations and superconductivity is destroyed, but pairs
are still present in the system. The Fourier content of the momentum-resolved order parame-
ter ∆k sheds light upon the physical origin underlying the dynamical response of the system.
Fast ramps strongly couple to the quasiparticle excitations of the super�uid, which quickly de-
phase. This leads to a loss of phase coherence between the Cooper pairs, and demonstrates the
possibility to dynamically create a steady state of pre-formed pairs without global phase coher-
ence. For intermediate ramp times, partial phase coherence amongst the pairs is retained due
to a diminished coupling to quasiparticle excitations. The superconducting order parameter is
consequently lowered in amplitude and exhibits long-lived oscillations around its asymptotic
value, while the pair amplitude follows a non-thermal distribution. Finally, for slow ramps, the
Cooper pairs in the system can follow the instantaneous interaction strength and the system
adiabatically connects to the �nal equilibrium state. The gap is smoothly lowered to its new
value with oscillations largely absent in the �nal state. This work paves the way to employ
slow quenches to create steady states with novel properties absent in thermal equilibrium.
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Chapter6
Radiofrequency Spectroscopy of
Ultracold Fermions: Probing the
Excitations of the Fermi-Hubbard Model

Radiofrequency (rf) spectroscopy has established itself as a powerful experimental probe to
study the equilibrium properties of ultracold atomic gases [111, 114]. Based on the idea of co-
herent transfer between di�erent internal states of the atom (e.g. di�erent hyper�ne levels of
the electronic ground state manifold), rf-spectroscopy has been successfully applied to measure
(unitarity-limited) ‘clock’ shifts around a Feshbach resonance [108, 197, 198], and study pairing
and molecule formation on the BEC side of the Feshbach resonance [199–202], as well as the
excitation spectrum and underlying pairing gap of interacting Fermi gases [85, 115, 203]. More
recently, a spatially resolved rf-technique has been developed [204], circumventing complica-
tions of density inhomogeneities in harmonically trapped gases, while the momentum-resolved
rf-spectroscopy introduced in [106] gives direct access to the spectral function.

Commonly, the obtained rf-spectra are interpreted within the framework of linear response.
Here, the rf-�eld is assumed to only weakly perturb the system, thus probing the unperturbed,
equilibrium system. In this limit, satis�ed for rf-pulses short compared to the Rabi period, the
transfer rate is related to a response function. In the absence of �nal state interactions, the
expression simpli�es and the transferred particle rate can be shown to be directly related to the
single-particle spectral function [109, 113, 114, 205], as observed in [106].

Here we investigate the response of an interacting ultracold Fermi gas driven away from
equilibrium by radiofrequency radiation. We use the one-dimensional, attractively interacting
Fermi-Hubbard model, introduced in section 2 and discussed in further detail in section 3.4, to
model the evolution of the degenerate quantum gas, con�ned to an optical lattice. The chapter is
organised as follows. We will explore the ensuing dynamics and discuss the emerging regimes,
depending on the driving frequency of the rf-�eld. The rf-�eld couples fermions of species |2〉
in the initial, correlated manifold, with a third fermionic species |3〉, here modelled as a free
upper band. Starting from our intuition of the non-interacting system, we begin by discussing
a weakly interacting Fermi-Hubbard model in section 6.1. With current experimental setups in
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6.1 Weakly attractive Fermi-Hubbard model

mind, we use a combination of analytic Bethe ansatz and linear response theory calculations, as
well as numerically quasi-exact t-MPS simulations, to comprehensively explore the evolution of
the system during the drive. To that end, we monitor both the (momentum-resolved) population
of the upper level |3〉 as well as the pair correlations in the initial |12〉 = |1〉 ⊗ |2〉 manifold.
Our investigations reveal two distinct dynamical regimes in the evolution of the mentioned
observables: an oscillatory regime akin to the Rabi-physics of the non-interacting system, and
a linear response regime, indicating the rf-coupling to a continuous band of excitations in the
�nal state. By carefully monitoring the dynamics of the momentum-resolved populations, we
are able to gain a detailed understanding of the underlying excitation spectrum of the system,
and can infer which excitations the rf-�eld is most strongly coupled to. Throughout this study,
we compare our numerical �ndings to exact results obtained from Bethe ansatz.

Subsequently, we turn to a strongly interacting system in section 6.2 where we compare
and contrast our �ndings to the weakly interacting model. We have performed a careful con-
vergence analysis of the presented results and included the convergence checks into the Fig-
ures showing the main results. Unless otherwise stated, our results were obtained from time-
dependent matrix product state simulations with a bond dimension of D = 500, truncation
error ε = 10−12, and Suzuki-Trotter time step dt = 0.005~/J .

The present work aims to explore the intricate nature of the rf-transfer and paint a detailed
picture of the potential for using rf-spectroscopy to study fermionic gases in experimentally
realistic settings. As such, our discussions are relevant to rf-spectroscopy studies, and are also
amenable to investigations of multi-orbital, interacting quantum many-body systems [206, 207].
The central results of this chapter are currently being prepared for publication.

6.1 Weakly attractive Fermi-Hubbard model
Consider the Fermi-Hubbard model introduced in chapter 2, which is coupled to an upper,

free band by a weak radiofrequency modulation. In this way, the setup is similar to the already
discussed Higgs mode in the BCS-BEC crossover (c.f. chapter 4), but here we consider a one-
dimensional quantum lattice model. Bearing in mind our discussions of the t-MPS algorithm
in chapter 3, this allows us to exactly treat the interacting many-body problem beyond the
mean-�eld approximation and without invoking a rotating-wave approximation. Rather, we
here study the fully interacting, time-dependent problem.

It is instructive to brie�y recall the physics of the non-interacting system discussed in sec-
tion 2.5.2. The rf-�eld couples di�erent hyper�ne levels of the quantum gas and, depending on
the driving frequency, we observe (o�)resonant Rabi oscillations in the momentum-resolved up-
per level population 〈nk,3(t)〉, Eq. 2.60. Turning on the interactions, in the initial state of the |12〉
manifold,U = −2J , this simple two-level picture gives rise to a complex pattern of intricate dy-
namics, as the amplitude and form of the rf-transfer become very sensitive to the various drive
parameters. We begin in 6.1.1 by considering the time dependence of the momentum-resolved
transfer to level |3〉, an observable which illustrates best the di�erent dynamical regimes ob-
served. We discuss in which situations Rabi-like or linear response behaviours are observed.
Section 6.1.3 addresses the momentum distribution of the three levels, whilst 6.1.4 discusses the
pairing evolution between levels |1〉 and |2〉. Finally, we conclude this section by commenting,
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6.1.1 Momentum-resolved Transfer to the third level

in 6.1.5, on the evolution of the experimentally most accessible quantity, the spectrum of the
upper level population N3.

6.1.1 Momentum-resolved Transfer to the third level

Fig. 6.1 shows the evolution of the momentum-resolved population 〈nk,3(t)〉 for a range
of driving frequencies ωrf and three selected, representative momentum values: a value near
zero momentum (ka = 0.0909π), one near the Fermi edge (ka = 0.4242π), and one about
halfway in between (ka = 0.2424π). Generally, the transfer strongly depends on both the re-
spective momentum and driving frequency ωrf. For small frequencies, ~ωrf ∼ 50J , the transfer
is dominated by fast, o�-resonant Rabi oscillations with relatively little transfer (blue curve in
all panels). Note that ~ωrf = V3 = 50J was the resonance for the non-interacting system, and
corresponds now, for U = −2J , to red-detuned driving with respect to the maximal integrated
transfer as observed in N3 occurring at ~ωrf = 51.1J . Upon increasing ωrf, the oscillations
become slower and larger in amplitude, while the damping increases, which we attribute to the
interaction induced level mixing. At frequencies between ~ωrf = 50.9J and 51.1J , the transfer
increases substantially, as shown in the insets.

Following the maximum transfer lines in Fig. 6.1 (green and orange lines), we observe
a small shift of the maximum transfer to larger frequencies with increasing momentum. We
attribute this maximal transfer to a resonance and note that the response of the system changes
drastically, when driven above the resonance frequency, ~ωrf & 51.7J . After an initial slow
rise, the evolution displays a linear trend with superposed oscillations over a signi�cant time
interval. These features persist even for higher driving frequencies, but the transfer rate appears
to be decreasing for increasing ωrf. Unexpectedly, a second peak occurs at a second set of
driving frequencies, whose values depend on the considered momentum. We also want to draw
attention to a few speci�c driving frequencies in (a) at ~ωrf = 52.5J , (b) at ~ωrf = 53.4J , and (c)
at ~ωrf = 54.6J . Contrary to its generally observed behaviour, the slope and transfer surpass
previous values at lower driving frequencies, which signals a second resonance in the transfer.
Lastly, once driven very far above the resonance at ~ωrf = 51.1J , one recovers again a fast
oscillating signal with low net transfer, reminiscent of far blue-detuned Rabi oscillations.

We have seen how the evolution of the population of |3〉 changes from a (o�)resonant Rabi-
like regime, into a transfer which exhibits a strong linear background, before becoming again
Rabi-like for very high driving frequencies above the resonance. To obtain a more quantitative
picture, we therefore �t 〈nk,3(t)〉 over an interval of 0 ≤ Jt/~ ≤ 15 as

〈nk,3(t)〉 = m(k, ωrf) t+ c(k, ωrf) , (6.1)

where m(k, ωrf) is the slope and c(k, ωrf) its intercept. Examples of the �ts are displayed in Fig.
6.1, and the resulting slopes are shown in Fig. 6.2. Within linear response theory (c.f. chapter
3), we expect the slope to scale with the square of the driving amplitude. Thus here we report
the rescaled slopes m/Ω2

23 for various momenta and two Rabi frequencies ~Ω23 = 0.01J, 0.1J .
Since close to resonance the evolution of the system does not show any linear background trend,
we refrain from �tting here and instead show the maximum transfer value to level |3〉 over the
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6.1 Weakly attractive Fermi-Hubbard model
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Figure 6.1: Time-dependence of the upper band population 〈nk,3(t)〉 for selected momentum states
at various driving frequencies ωrf (labels distributed over the three panels, where only the solid line
without markers changes from panel to panel as indicated) across the main resonance for a system of
L = 32 sites at half-�lling for interaction strength U = −2J . Level |3〉 is V3 = 50J in energy above
levels |1〉 and |2〉, and the Rabi frequency is ~Ω23 = 0.01J . The time-evolution can be separated into
two regimes: a Rabi-like regime, occurring in the limits of driving far below or above, and near the
main resonance, and a linear response regime. Full grey lines are examples of linear �ts, the extracted
slopes are then used to construct the spectrum shown in Fig. 6.2. (a) ka = 0.0909π; (b) ka = 0.2424π;
(c) ka = 0.4242π. The insets show the same curves as a zoomed out view, to put the curve’s relative
transfer into perspective. To ensure convergence of our results, we have separately varied the bond
dimension (D = 400), truncation error (ε = 10−13), and time step (Jdt = 0.002~). The corresponding
curves are overlaid for driving frequencies ~ωrf = 51.1J (a-c), ~ωrf = 52.5J (a), and ~ωrf = 54.6J (c).
The numerical error is therefore below the linewidth shown.
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6.1.1 Momentum-resolved Transfer to the third level

interval 0 ≤ Jt/~ ≤ 15. The corresponding region is marked in blue shading for clarity.
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Figure 6.2: Rescaled momentum-resolved transfer rate to level |3〉, m(k, ωrf)/Ω
2
23, for a system of

L = 32 sites at half-�lling for interaction strength U = −2J . Level |3〉 is V3 = 50J in energy above
levels |1〉 and |2〉. The dots represent the rescaled slopes for a weaker driving amplitude of ~Ω23 = 0.01J ,
and the lines for ~Ω23 = 0.1J (left axis, see lower arrow). We �nd a collapse of the di�erent Rabi
frequencies, exemplifying the good agreement between the data sets. The shaded region corresponds
to the frequency interval over which the time-evolution is not linear and the �tting procedure is not
attempted. In this region, instead of reporting the slope, we show the maximum atom transfer in the
time interval 0 ≤ Jt ≤ 15~ (black dashed lines, right axis, c.f. upper arrow). The momentum values are
equally spaced and stacked vertically by an amount ka(L+ 1)/(5π). The bold solid lines are the lower
and upper limits of the spin-charge continuum (purple), and two ‘spin-wave’ excitations (orange and red
lines) obtained from Bethe ansatz in section 3.4.

We observe well de�ned spectral features in the response, which can be understood by
remembering that linear response predicts that the rescaled slope is proportional to the single-
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6.1 Weakly attractive Fermi-Hubbard model

particle correlation function, A(k, ωrf) (see Eq. 3.47). We can therefore loosely interpret Fig.
6.2 as displayingA(k, ωrf) for the attractively interacting Hubbard model. Section 3.4 discussed
the Bethe ansatz solution of the Fermi-Hubbard model and its excitation spectrum. We solved
the thermodynamic Bethe ansatz equations for the elementary and physical excitations. Since
the rf-drive couples to both charge and spin degrees of freedom, we have overlaid the extracted
spectrum with the analytical spin-charge continuum excitations, taking the dispersion of the
upper level into account such that ~ωrf = (εBethe

n,k − εBethe
0,k ) + ~ωk,3. Here (εBethe

n,k − εBethe
0 ) is the

energy of a given excitation above the ground state. The purple lines mark the lower and upper
edge of the two-excitation spin-charge continuum (c.f. Fig. 3.10 lower-right panel), while the
other two lines correspond to excitations within the continuum that the rf-�eld couples strongly
to. These are either mostly of ‘spin-wave’ character, together with a gapless excitation of the
opposite (charge) sector (orange and red lines)1.

We �rst notice that, for driving frequencies below the spin-charge continuum, the rf-photon
e�ectively sees the lower edge of the excitation continuum and the evolution is characterised
by o�-resonant Rabi oscillations. The frequencies marking the onset of the rapid rise of the
maximum atom transfer are in very good agreement with the lower edge of the spin-charge
continuum. For driving frequencies well within the continuum, the transfer rate is �nite and
we extracted a �nite slope. Here the drive couples to a continuous band of excitations and
Rabi oscillations from a discrete two-level system give rise to a linear regime [208]. We can
therefore deduce that the transfer rate is a very sensitive measure to some excitations making
up the continuum. Following the ‘spin-wave’ excitation line, we observe a pronounced peak in
the spectrum (red and orange lines in Fig. 6.2).

Driving frequencies above the upper edge of the continuum yield a reduced slope and the
response is again fast oscillating, with a low net amplitude. In this case, the energy conservation
condition of Eq. 3.47 cannot be strictly ful�lled in this two-particle excitation sector, the rf-
photon provides too much energy to resonantly excite spin and charge degrees of freedom
leading to insu�cient coupling and very weak net transfer rates. With yet higher energies of
the rf-photon we would expect to eventually enter and resonantly couple to the 2n-particle
(n > 1) excitation sectors.

Fig. 6.3 shows an example of the evolution of 〈nk,3(t)〉 for a particular momentum of
ka = 0.0909π, around the ‘spin-wave’ peak, in this case, at ~ωrf = 52.5J . As the rf-drive
couples strongly to this excitation, we see that the character of the dynamics changes as the
resonance is approached. Whilst the transfer is very similar from one driving frequency to the
next provided ~ωrf 6= 52.5J , as the driving frequency gets closer to resonance, the transfer rate
noticeably increases and the curves fan out around Jt ∼ 8~. This behaviour is observed across
all momenta, when following the two excitation lines.

1For the remainder of this chapter we will refer to these excitations are having ‘spin-wave’ character. Formally
they are constructed by two elementary spin-wave, εsw , and charge-wave, εcw excitations. The spin-charge
continuum is is built from all momentum combinations of the two elementary excitations. The ‘spin-wave’
excitations highlighted here are built from speci�c, gapless charge wave excitations εswq + εcwq=π/(2a)
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6.1.1 Momentum-resolved Transfer to the third level
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Figure 6.3: Time-dependence of 〈nk,3(t)〉 at ka = 0.0909π near the resonance at ~ωrf = 52.5J for a
half-�lled system of size L = 32 with interaction strength U = −2J and ~Ω23 = 0.01J . The system
coupling to a ‘spin-wave’ excitation translates into an increase of the transfer rate near the resonance
and in the fanning out of the curves around Jt ∼ 8~. The full grey line is an example of linear �t,
the extracted slope is reported in the inset showing a momentum slice of the single-particle excitation
spectrum. To ensure convergence of our results, we have separately varied the bond dimension (D =
400), truncation error (ε = 10−13), and time step (Jdt = 0.002~). The corresponding curves are overlaid
for a driving frequency of ~ωrf = 52.5J . The convergence for the time step and truncation error are
plotted in the same color (and the respective error is below the linewidth), while the bond dimension is
explicitly shown as a black dashed line.
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6.1 Weakly attractive Fermi-Hubbard model

6.1.2 Finite Size E�ects

Here, we brie�y comment on the in�uence of the considered system size onto the presented
results, and discuss discrepancies one could expect to arise as �nite size e�ects. The analytic
Bethe ansatz calculations were performed in the thermodynamic limit, whilst the simulational
complexity of the problem has limited us to study systems of size up to L = 32. Here we
consider a smaller system, L = 20, and outline deviations to the results presented above. In
general, the results obtained for a half-�lled system of both system sizes are in very good agree-
ment with one another. We recover the same dynamic regimes of Rabi-like and linear response
behaviour in the upper level population and detect the same features in the spectral response
from the �tted slopes.

However, for the smaller system, we �nd additional peaks. At half-�lling and a system
size of L = 32, we found the fanning out of the curves to occur only along two well de�ned
excitation lines of spin-wave character, as shown in Fig. 6.3. Meanwhile, for a smaller system,
this behaviour is more prominent and a recurring pattern in the spectrum inside the spin-
charge continuum. We highlighted this in Fig. 6.4 for selected momentums state ka = 0.4762π.
Focussing �rst on the lower three panels (b-d), we see that the time-evolution of 〈nk,3(t)〉 is split
into two regimes: for early times (’A’) the di�erent curves overlap and collapse onto each other,
while at later times (’B’) the curves separate and fan out. The top panel (a) depicts the extracted
slopes from two di�erent �ts in the di�erent regions, mA and mB . While mA is generally
a smoothly varying, decreasing function of ωrf, mB presents oscillations throughout the spin-
charge continuum (the upper limit of wich is marked by the purple vertical line). While the peak
for ~ωrf = 54.9J corresponds to a ‘spin-wave’ excitation in the continuum (red dashed line in
top panel), the reason behind the existence of the other peaks is not as obvious. Additionally,
the fanning out in the other peaks (b-c), highlighted in blue and green shading in the top panel
(a), occurs at a later time as compared to panel (d). Meanwhile, the fanning out in (d) happens
later than for the larger system size discussed in the previous section, and similar structures are
absent at other driving frequencies within the spin-charge continuum. Similar behaviours were
observed in [209] where the time scale marking the beginning of the fanning out was shown
to be related to the inverse �nite-size gap. Hence we expect to observe such a fanning out also
in the larger system, but at times larger than tJ & 25~.

6.1.3 Evolution of the Momentum Distributions

In the following we will discuss the momentum distributions 〈nk,σ〉 to gain further insight
into the way the rf-drive excites the system. It is particularly informative to study the response
of 〈nk,1〉, since atoms in level |1〉 do not couple directly to the rf-�eld; rather their dynamics
is entirely induced by the interaction with |2〉. As we have seen for the momentum-resolved
transfer, we expect the changes in 〈nk,2〉 and 〈nk,3〉 to depend strongly on the momentum and
rf-frequency. However, the redistribution in level |1〉 is largely con�ned to momentums states
close to the Fermi edge. For weak Rabi coupling, ~Ω23 = 0.01J , the net transfer is very small
and the absolute momentum density 〈nk,σ〉, with σ = {1, 2}, is only minimally altered during
the evolution. For σ = {1, 2} and U = −2.0J , the initial distributions follow a step-like Fermi-
Dirac pro�le smoothed out by the e�ect of interaction, and with a ∼ 80% drop in occupation
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Figure 6.4: (a) Rescaled momentum-dependent transfer rates to level |3〉, mA and mB , for a system of
size L = 20, ~Ω23 = 0.01J and U = −2.0J for ka = 0.4762π. 〈nk,3(t)〉 for the driving frequencies
corresponding to the shaded regions (b), (c) and (d) is shown in the corresponding panels. In (a) the red
dashed vertical line marks the position of the ‘spin-wave’ excitation and the purple dashed vertical line
marks the upper limit of the spin-charge continuum. The solid grey lines (b-d) are examples of linear �ts
while the vertical dashed lines mark the boundary between the two �tting regions ‘A’ and ‘B’. To ensure
convergence of our results, we have separately varied the bond dimension (D = 600), truncation error
(ε = 10−13), and time step (Jdt = 0.002~). The maximal and minimal deviation is shown as a shaded
region around the corresponding curve (same colour respectively). As expected, we note that the overall
error grows in time, but up to Jt . 20~ the numerical error is still below the linewidth of the curves.
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6.1 Weakly attractive Fermi-Hubbard model

around the Fermi edge. We will therefore discuss the deviations of the momentum distribution
〈nk,σ(t)−nk,σ(0)〉, as they reveal the detailed e�ect of the driving on the individual momentum
states. In the following, we present the di�erent regimes for driving frequencies below (red),
above (blue), and on resonance to explain this structure in detail2.

Red Detuning

Fig. 6.5 shows the momentum distribution for a drive, far red-detuned ~ωrf = 50J from
the resonance at ~ωrf = 51.1J . In the top panel (a) we see that |1〉 is only signi�cantly a�ected
close to the Fermi edge. Over time occupied states below the Fermi surface are depleted, and
particles are redistributed into empty states above the Fermi edge. In comparison, (b) shows
the response of σ = 2, and we note that all momenta below the Fermi edge are depleted, as
would be expected from the vertical transitions induced by the rf-drive. Finally, (c) shows the
distribution for |3〉, as shown in real-time in Fig. 6.1. The initial transfer is larger for smaller
momenta. This can be explained by looking at the excitation spectrum as shown in the inset.
The driving frequency (black vertical line) is red-detuned from all excitations, giving rise to an
e�ective, momentum dependent detuning from the lower continuum edge (shaded region in the
inset). The lower edge of the continuum (purple line in the inset) has a small curvature to higher
energies (as alluded to when discussing Fig. 6.1), thereby e�ectively increasing the detuning
with momentum. This leads to faster oscillations with lower amplitude for momentum states
towards the Fermi edge, consistent with the intuition gained when considering the driving of
a non-interacting system in section 2.5.2. Since the momentum is conserved by the rf-transfer
and states below the Fermi surface are signi�cantly more populated in the initial state, the
population of the upper level momentum states is only appreciable below the Fermi edge ka .
π/2, which we con�rm from our simulations shown in (c).

Resonance

For resonant driving, Fig. 6.6, we see the assymetric depletion of 〈nk,2〉 (b) just below the
Fermi edge, while 〈nk,1〉 (a), purely an interaction e�ect, shows an almost symmetric response
around the same momentum value. Correspondingly, the population of |3〉 (c) is restricted to
the same momentum range as the depletion of |2〉. The Rabi oscillations in 〈nk,3〉 appear to be
largely in phase, but with an amplitude that is increasing towards larger momenta.

With reference to the inset, the curvature of the lower continuum implies that, whilst we
are driving ka ∼ 0.4π resonantly (orange vertical line in lower panel), the drive is already
slightly above the lower continuum edge for lower momentum states. This leads to a reduced,
but �nite transfer rate for lower momenta, and explains the enhanced transfer close to the Fermi
edge. Compared to o�-resonant driving frequencies as shown in Figs. 6.5 or 6.8, the transfer
is signi�cantly larger by up to two orders of magnitude, and the (a)symmetric depletion of |1〉
(|2〉) is strongly pronounced and clearly visible.

2Since we are dealing with an excitation continuum, red and blue detuning here refer to the many-body resonance
as seen in the obtained spectrum for the total upper level population N3 discussed in section 6.1.5
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Figure 6.5: Evolution of the momentum distributions 〈nk,σ〉, for U = −2J , ~Ω23 = 0.01J , and ~ωrf =
50.0J for σ = {1, 2, 3} in panels (a-c) respectively. We show the deviation of the momentum distribution
at di�erent times as marked in the legend in (b). The inset in (c) shows the spin-charge excitation
continuum (purple region bounded by purple lines), along with two particular excitations of ‘spin-wave’
character (orange and red lines). The black vertical line marks the driving frequency ωrf.
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Figure 6.6: Evolution of the momentum distributions 〈nk,σ〉, for U = −2J , ~Ω23 = 0.01J , and ~ωrf =
51.1J for σ = {1, 2, 3} in panels (a-c) respectively. We show the deviation of the momentum distribution
at di�erent times as marked in the legend in (b). The inset in (c) shows the spin-charge excitation
continuum (purple region bounded by purple lines), along with two particular excitations of ‘spin-wave’
character (orange and red lines). The black vertical line marks the driving frequency ωrf (inset), while
the orange vertical lines (c) mark the momenta, at which the driving frequency ωrf is resonant with the
‘spin-wave’ excitation (orange line, inset). To ensure convergence of our results, we have separately
varied the bond dimension (D = 400), truncation error (ε = 10−13), and time step (Jdt = 0.002~).
The maximal and minimal deviation is shown as a shaded region around the corresponding curve (same
colour respectively), and if not discernible, the numerical error is below the linewidth.
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6.1.3 Evolution of the Momentum Distributions

Above the Resonance

For Figs. 6.7 and 6.8, the driving frequency, ωrf, lies well within or even at the upper edge of
the excitation continuum. Interestingly, 〈nk,3〉 (c) reveals a very distinct response not seen be-
fore. The momentum distribution develops a strong two-peak structure at ka ∼ {0.18π, 0.63π}
in Fig. 6.7.

From the inset in (c) we see that we are driving particular excitations of ‘spin-wave’ char-
acter at two distinct momenta resonantly, marked by the red and orange vertical lines in the
lower panel. These are in good agreement with the peaks observed, and we can thereby inter-
pret the peaks as a signature of the activation of these excitations in the system. Note also, that
the lower onset of the lower peak at ka ∼ 0.18π is indeed set by the onset of the spin-charge
excitation continuum (purple vertical line). Being inside the linear regime, these peaks grow
monotonically in time. With increasing ωrf the two-peak structure shifts to larger momenta,
even above the Fermi edge for a far blue detuned drive at ~ωrf = 56.0J in Fig. 6.8. The vertical
lines marking the di�erent ‘resonant’ momentum states for the ‘spin-wave’ excitations and the
onset of the spin-charge continuum, are in qualitative good agreement, but we do see a shift to
larger momenta in this estimate. The precise location of these momentum states is di�cult to
estimate, as it depends on the occupation of the initial, correlated state we are transferring out
of, and crucially also the matrix elements of the corresponding transitions. Since these are very
di�cult to extract from Bethe ansatz, we can instead use this momentum distribution measure-
ment to learn about which states are coupled strongly and thereby infer information about the
underlying matrix elements and which excitations the rf-�eld couples to predominantly.

The upper two panels (a-b), show the particle redistribution for σ = {1, 2}. The density
redistribution has two e�ects. The dominant one stems from the physical transfer between
levels |2〉 and |3〉. This can be clearly seen in panel (b) for 〈nk,2(t)〉 as the occupation decreases
below the Fermi edge. The redistribution of populations due to the interaction and scattering
between the atoms is the only channel that also a�ects the momentum density distribution
of level |1〉. For these two driving frequencies well above the resonance, the occupation in
〈nk,1〉 also reveals signatures of the resonant coupling to excitations of ‘spin-wave’ character.
In Fig. 6.7 (a), one sees that a secondary peak is developing just above the Fermi edge, near the
momentum value corresponding to the crossing of the upper (orange) excitation line with ωrf
(black vertical line in the inset). This driving noticeably perturbs the system beyond a simple
occupation redistribution around the Fermi edge. The situation is similar for a far o�-resonant
modulation ~ωrf = 56J shown in Fig. 6.8. Here, the secondary peak develops near the crossing
of the lower (red) excitation line with ωrf.

We saw that below and at resonance our drive couples either to all momentum states (ap-
proximately) equally or only to states close to the Fermi surface. In a simpli�ed picture, this
e�ectively shrinks the Fermi sphere isotropically and does not alter its overall shape much,
hence the redistribution of |1〉 is only restricted to momenta around kF . Above the resonance
on the other hand, we couple to states deep inside the Fermi sphere. This requires a substantial
redistribution of particles and leads to signi�cant heating of the system. We can see from panel
(a) in Figs. 6.7 and 6.8 that here, the redistribution of |1〉 extends beyond the immediate vicinity
of kF across the entire Brillouin zone, giving rise to heating e�ects.
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Figure 6.7: Evolution of the momentum distributions 〈nk,σ〉, for U = −2J , ~Ω23 = 0.01J , and ~ωrf =
53.0J for σ = {1, 2, 3} in panels (a-c) respectively. We show the deviation of the momentum distribution
at di�erent times as marked in the legend in (b). The inset in (c) shows the spin-charge excitation
continuum (purple region bounded by purple lines), along with two particular excitations of ‘spin-wave’
character (orange and red lines). The black vertical line marks the driving frequency ωrf (inset), while
the coloured vertical lines in the lower panel (c) mark the momenta, at which the driving frequency ωrf
is resonant with either the ‘spin-wave’ excitations (red and orange), or the upper spin-charge continuum
edge (purple).
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Figure 6.8: Evolution of the momentum distributions 〈nk,σ〉, for U = −2J , ~Ω23 = 0.01J , and ~ωrf =
56.0J for σ = {1, 2, 3} in panels (a-c) respectively. We show the deviation of the momentum distribution
at di�erent times as marked in the legend in (b). The inset in (c) shows the spin-charge excitation
continuum (purple region bounded by purple lines), along with two particular excitations of ‘spin-wave’
character (orange and red lines). The black vertical line marks the driving frequency ωrf (inset), while
the coloured vertical lines in the lower panel (c) mark the momenta, at which the driving frequency ωrf
is resonant with either the ‘spin-wave’ excitations (red and orange), or the upper spin-charge continuum
edge (purple).
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6.1 Weakly attractive Fermi-Hubbard model

6.1.4 Evolution of the Pair Distribution

As introduced in chapter 2, the ground state of the Fermi-Hubbard model for attractive in-
teractions presents superconducting correlations. Hence, as a natural extension of the previous
investigation, here we want to comment on how the rf-drive in�uences the superconducting
pairing in the |12〉 manifold. Quite generally we �nd that, in contrast to the momentum distri-
bution discussed above, mostly small momenta k ∼ 0 of the pair distribution are a�ected and
changed by the rf-drive. We therefore only show the evolution on resonance, since here we
observe the strongest signal, as the perturbation to the system is largest. The evolution of the
superconducting pair correlations is analysed by monitoring the pair structure factor

Pk(t) =
1

L

∑

i,j

eik(ri−rj)〈(∆̂†i∆̂j + h.c.)〉 , (6.2)

where the expectation value is taken with respect to the time-evolved wave function |Ψ(t)〉,
∆̂i = ci,1ci,2, is the pair annihilation operator at site i, and we employed periodic boundary
conditions for the Fourier transform, i.e. k = 2nπ
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Figure 6.9: Evolution of the pair distribution Pk(t) for the attractive Hubbard model of size L = 32
at half-�lling for U = −2J , ~Ω23 = 0.01J and ~ωrf = 51.1J . To ensure convergence of our results,
we have separately varied the bond dimension (D = 400), truncation error (ε = 10−13), and time step
(Jdt = 0.002~). The corresponding curves are overlaid in the same colours as the shown data. The
numerical error is therefore below the linewidth.

Fig. 6.9 shows the pair correlator for di�erent points in time for resonant driving frequency
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6.1.5 Total Transfer to the third state

~ωrf = 51.1J . Considering �rst the absolute pair correlation, Pk(t), in panel (a), the dynamics
induced by the weak driving amplitude is not discernible by eye (despite being on resonance),
and we instead depict its deviation from the initial state, Pk(t)− Pk(0), in the lower panel (b).
We have a weak background depletion across all momenta, which is however overshadowed
by a strong reduction at k = 0. This is in stark contrast to the observed features of 〈nk,σ〉 of the
previous section. Throughout the evolution, even on resonance, the pair correlation amplitude
is monotonically lowered for all momenta. Similarly to previous observations, the change in
the pairing correlations is nearly two orders of magnitude larger on resonance as compared to
o�-resonant driving frequencies.

The rf-drive creates coherent superpositions of |2〉 and |3〉 particles and thereby injects
energy into the system, creating excitations in the |12〉 manifold. Since we are considering
a closed quantum system, our model does not include any coupling to the environment and
thus lacks any dissipation channels. Hence, the system cannot relax back into the ground state,
causing heating of the lattice. Furthermore, as the atoms are transferred back from |3〉 to |2〉,
they are no longer fully coherent with the |1〉 atom they originally formed a pair with. This
decoherence is accumulating in time and we conclude that the rf-drive induces decoherence
and causes heating, leading to a suppression of the superconducting pair correlations Pk(t), as
observed in (b).

6.1.5 Total Transfer to the third state

Experimentally, the most accessible observable is the total transfer to the third state, N3(t).
We discuss in this section, which information can already be extracted from measurements of
this quantity. Fig. 6.10 shows the total transfer of the upper level for di�erent driving frequen-
cies. We expect to recover the physics discussed previously in section 6.1.1, since N3(t) is just
the summed quantity of the momentum-resolved populations of |3〉. Indeed, well below the
resonanceN3(t) shows Rabi oscillations around a small value. On resonance, ~ωrf = 51.1J , the
transfer is maximal (see inset), exhibiting slow, large amplitude oscillations, while above this
resonance the evolution is characterised by a steady, linear increase in N3(t) (with oscillations
superposed on top). Referring back to the spectrum in Fig. 6.2, here we are driving excitations
inside the spin-charge continuum and hence couple to a continuous band of states.

We extract the slopes in the linear response region by �tting a damped, sinusoidal function
with a linear backgroundmt+A cos(ωt)e−γt+c, (wherem,A, ω, γ, and c are all �tting parame-
ters) toN3(t). The obtained spectrum in Fig. 6.11 shows the rescaled slope,m/Ω2

23, as a function
of driving frequency ωrf. For blue detuning of the rf-�eld from this resonance, the curves for
the two Rabi frequencies, ~Ω23 = 0.01J, 0.1J , collapse very well onto each other, as already
seen in Fig. 6.2, displaying the correct scaling behaviour expected in the linear regime, and con-
�rming the validity of using the linear response approach. Discrepancies between the curves
arise closer to the resonance, where the transfer becomes signi�cantly larger and is dominated
by slow Rabi oscillations. Our �ts do not cover this regime for two reasons. Firstly, the transfer
is large (relative to other driving frequencies), so the approximation of a weak perturbation no
longer holds stringently. Secondly, if there is an overall linear background trend, the dominant
slow Rabi dynamics would require long evolutions for us to observe them, which are however
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Figure 6.10: Time-dependence of the total transfer to the third state, N3(t), for the attractive Hubbard
model of size L = 32 at half-�lling for U = −2J , ~Ω23 = 0.01J and several driving frequencies ωrf.
The main plot focuses on the curves for o�-resonance driving, whilst the inset shows the curves to scale
to focus on the resonantly driven situations. The grey solid line is the linear portion of a �t to the time-
dependence for ~ωrf = 52.5J . To ensure convergence of our results, we have separately varied the bond
dimension (D = 400), truncation error (ε = 10−13), and time step (Jdt = 0.002~). The corresponding
curves for driving frequencies ~ωrf = 51.1J and 52.5J are overlaid in the same colours as the shown
data. The numerical error is therefore below the linewidth.
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numerically prohibitive. We therefore refrain from �tting the response close to the resonance
(hence the absence of data points in the blue and orange curves) and additionally show the
(scaled) maximal transfer of N3(t) for Jt ≤ 15~ and both driving amplitudes. It is peaked at
~ωrf = 51.1J so our resonant driving corresponds to a maximal net integrated transfer.
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Figure 6.11: Radiofrequency transfer rate (scaled by the squared Rabi frequency) and scaled maximum
net transfer between 0 ≤ Jt ≤ 15~ for a system of sizeL = 32, U = −2J , and ~Ω23 = 0.01J, 0.1J . The
grey solid line indicates the resonance position for a non-interacting system, the grey dashed line marks
the lower edge of the spin-charge excitation continuum, whilst the grey dash-dotted line highlights the
minimum energy of the ‘spinwave’-type excitations, εswq + εcwq=π/(2a).

Eq. 3.47 indicates that 〈Ṅ3(t)〉 ∼ ∑k A(k, ωrf), and indeed the onset of the spectral re-
sponse in N3(t) as extracted from our �ts, agrees well with the lower onset of the spin-charge
excitation continuum (grey dashed line). The width of the resonance as observed here in N3 is
however much wider, compared to the momentum resolved spectra, which we attribute to the
dispersive nature of the underlying excitation continuum. In particular, a strong coupling to
the excitations of ‘spin-wave’ character (orange and red lines in Fig. 6.2) gives rise to the long
tail in the N3 spectrum.

6.2 Strongly attractive Fermi-Hubbard model
Having discussed the dynamical response of a weakly interacting Fermi gas subject to a

weak rf-perturbation, in this section we will compare and contrast the observed behaviour,
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6.2 Strongly attractive Fermi-Hubbard model

when the initial state is strongly interacting. To this end we choose the same weak modulation
amplitude ~Ω23 = 0.01J and an interaction strength of U = −8.0J .

6.2.1 Momentum-resolved Transfer to the third state

Examples of the momentum-resolved evolution of the upper level is shown in 6.12 for the
representative momenta ka = 0.1818π (a) and ka = 0.4242π (b). For low ~ωrf < 55J we
again �nd a dominant Rabi-like character in the evolution (fast oscillations with low trans-
fer amplitude). However, looking at the individual curves to locate any resonance behaviour,
we note that there is no consistent frequency beyond which we enter the linear regime. This
is a �rst indication that the spin-charge excitation continuum is strongly dispersive for large
interactions. Indeed, following the curve of largest transfer, we see it moving for increasing
momentum to higher energies, from ~ωrf ∼ 55.25J to ~ωrf ∼ 56.0J (orange line in the two
panels respectively). Driving the system close to maximal transfer, the population evolves with
large amplitude oscillations in its response as shown in the respective insets. At nearby fre-
quencies, the evolution is strongly damped, while on resonance the frequency of oscillation is
too slow for us to comment on the dephasing in this case. Once the rf �eld is driving resonantly
into the excitation continuum, the response is dominated by a net linear trend underlying the
whole dynamics, with oscillations largely diminished. The crossover into this linear regime
occurs rather quickly, which is not surprising, since we expect a stronger interaction induced
level mixing [208].

We extract the slopes from linear �ts to the momentum-resolved data and compare the ob-
tained spectra to the analytic Bethe ansatz calculations in Fig. 6.13. The general picture that
emerged forU = −2J in the previous section holds here as well. The transfer is Rabi-dominated
when driving below or above the spin-charge continuum. The shaded region denotes evolu-
tions which have a strong Rabi character and which we do not attempt to �t. Also for strong
interactions the excitation lines are very clearly de�ned and in good agreement with the exact
calculations. One can clearly make out the dispersive ‘spin-wave’ band (orange line) joining the
lower continuum edge at large momenta (purple line), which also coincides with the maximal
momentum-resolved transfer in the upper level population (blue shaded region). In general, the
regime of non-zero e�ective transfer is given by the upper and lower edges of the excitation
continuum.

Let us now address some di�erences to the weakly interacting system studied above. Firstly,
Fig. 6.13 extends across the entire Brillouin zone, since we have �tted the 〈nk,3〉 curves all the
way to the upper edge of the �rst Brillouin zone at ka = π. The reason lies in the broader
momentum distribution of the initial ground state, and will be discussed in more detail in the
following paragraph. Secondly, the curvature of the lower edge of the spin-charge continuum is
very pronounced, which implies a much broader resonance peak in the N3 spectrum, shown in
Fig. 6.19. Furthermore, it accounts for the widely di�ering resonance onsets in the momentum
resolved curves for 〈nk,3(t)〉. In agreement with our �ndings for weak interactions, we con-
�rm, that this driving scheme also couples strongly to the ‘spin-wave’ degrees of freedom (red
and orange line) in the system. Beyond the upper edge, we recover weak, oscillatory transfer,
reminiscient of far-detuned Rabi oscillations.
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Figure 6.12: Time-dependence of the upper band population 〈nk,3(t)〉 for selected momentum states
at various driving frequencies ωrf across the main resonance for a system of L = 32 sites at half-�lling
for interaction strength U = −8J . Level |3〉 lies an energy V3 = 50J above the |12〉 manifold, and the
Rabi coupling is given by ~Ω23 = 0.01J . The time-evolution can be separated into two regimes: a linear
response, and a Rabi-like regime. The full grey line in (a) is an example of a linear �t to extract the slope
used for constructing the spectrum shown in Fig. 6.13. The momenta shown are (a) ka = 0.1818π and
(b) ka = 0.4242π. The insets show the same curves as a zoomed out view, to put the curve’s relative
transfer into perspective. To ensure convergence of our results, we have separately varied the bond
dimension (D = 400), truncation error (ε = 10−13), and time step (Jdt = 0.002~). In (a) we show
the convergence for ~ωrf = 54.0J, 56.0J , in the same colour as the data (ε, and D), with the time-step
convergence shown explicitly as a black dashed line (for ~ωrf = 56.0J ). In the lower panel (b) the
convergence curves for ~ωrf = 56.0J, 60.0J are overlaid in the same colours as the shown data. Where
only a single lines is discernible, the numerical error is below the linewidth of the curve.
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Figure 6.13: Rescaled momentum-resolved transfer rate to level |3〉,m(k, ωrf)/Ω
2
23, for a system ofL =

32 sites at half-�lling for interaction strength U = −8J . Level |3〉 is V3 = 50J in energy above levels
|1〉 and |2〉. The dots represent the rescaled slopes for ~Ω23 = 0.01J , and the lines for ~Ω23 = 0.1J (left
axis, see lower arrow). The collapse of the di�erent Rabi frequency curves highlights the good agreement
between the data sets. The shaded region corresponds to the frequency interval over which the time-
evolution is not linear and the �tting procedure is not attempted. In this region, instead of reporting the
slope, we show the maximum atom transfer in the time interval 0 ≤ Jt ≤ 15~ (black dashed lines, right
axis, c.f. upper arrow). The momentum values are equally spaced and stacked vertically by an amount
ka(L + 1)/(2π). The bold solid lines are the lower and upper limits of the spin-charge continuum
(purple), and two ‘spin-wave’ excitations (orange and red lines) obtained from Bethe ansatz.
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Figure 6.14: (a) ground state distribution of 〈nk,2(0)〉 for U = 0J,−2J,−8J . The lower two panels
show the time-dependence of 〈nk,3(t)〉 at (b) ka = 0.3333π and (c) ka = 0.6364π near their respective
resonances for a half-�lled system of size L = 32 and ~Ω23 = 0.01J .
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6.2 Strongly attractive Fermi-Hubbard model

As we hinted above, the reason that we are able to extract a meaningful slope from the
momentum-resolved evolution of the population of |3〉 throughout the Brillouin zone, lies in its
larger initial occupation for ka ≥ π/2, as depicted in Fig. 6.14 (a). Here we compare the initial
ground state momentum distribution 〈nk,2(0)〉 for the two interaction strengths considered,
along with the non-interacting system. For a free system, the distribution follows the Fermi-
Dirac equation and displays the sharp step-function behaviour at the Fermi momentum kF =
π/(2a). Whilst the U = −2J distribution already shows a softening around the Fermi edge at
ka ∼ π/2 compared to the non-interacting Fermi-Dirac distribution, for strong interactions this
edge is completely smeared out and rather resembles a slowly decaying function of momentum.
For the marked momenta below (ka = 0.3333π) and above (ka = 0.6364π) the Fermi surface,
we plot the full time evolution in the lower two panels (b) and (c) respectively at their respective
maximal transfer frequencies. While the transfer is larger for U = −2J below the Fermi edge
(b), the situation is reversed above it (c). This corroborates our assertion, that the vastly di�erent
occupation of 〈nk,2(t = 0)〉 in the di�erent regions of the Brillouin zone, strongly a�ects the
observed transfer to the upper level.

6.2.2 Evolution of the Momentum Distribution

In the following we discuss the evolution of the momentum distributions 〈nk,σ〉, focussing
on two driving frequencies: on resonance at ~ωrf = 56.0J (Fig. 6.15), and far above it (Fig. 6.16).

In accordance with our observations for the weakly interacting system, Fig. 6.15 shows the
appearance of the characteristic two-peak structure in the lowest panel (c) for state |3〉. The
orange vertical line marks the momenta to which the rf-drive is coupling resonantly to the
‘spin-wave’ excitation line shown in the inset (orange line). The extracted momentum state is
in very good agreement with the enhanced transfer seen in 〈nk,3(t)〉. Focussing on the central
panel (b), initially the rf-drive depletes |2〉 below the Fermi edge homogeneously, but eventually
the (near) resonant coupling to momentum states between ka ∼ 0.2π and ka ∼ 0.4π becomes
the dominant transfer mechanism in the evolution for Jt & 10~. The opposite in turn holds for
the population gain in level |3〉. Notably in contrast to a weakly interacting system however,
the larger momenta are also signi�cantly depleted (b), but are seemingly not transferred into
the corresponding momentum states for σ = 3. This strongly supports our interpretation,
that the transfer to the upper level is largely going through the resonant momentum channels
arising from the coupling to the ‘spin-wave’ excitations (orange and red lines in the inset of
the lower panel). Meanwhile the population of |1〉 shows population redistributions across all
momenta. Since the dynamics in |1〉 is purely induced by the interaction U = −8.0J , it is not
surprising that the e�ect is seen more strongly here. Finally, it is important to point out that
the overall transfer in all levels is signi�cantly reduced compared to the weaker interaction, by
nearly an order of magnitude. We argue that the strong interaction leads to an increased rate
of dephasing, and thus hinders coherent transfer.

For large driving frequencies above the resonance, Fig. 6.16, the two peaks move into the
upper half of the Brillouin zone, where states ka ∼ 0.4π and ka ∼ 0.9π are driven particularly
strongly. The vertical lines (c) indicating the resonant momentum states for ‘spin-wave’ excita-
tions and the continuum onset (red, orange and purple vertical lines respectively in the lower
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Figure 6.15: Evolution of the momentum distributions 〈nk,σ〉, forU = −8J , ~Ω23 = 0.01J , and ~ωrf =
56.0J for σ = {1, 2, 3} in panels (a-c) respectively. We show the deviation of the momentum distribution
at di�erent times as marked in the legend in (b). The inset in (c) shows the spin-charge excitation
continuum (purple region bounded by purple lines), along with two particular excitations of ‘spin-wave’
character (orange and red lines). The black vertical line marks the driving frequency ωrf (inset), while
the vertical, orange lines in the lower panel (c) mark the momenta, at which the driving frequency ωrf
is resonant with the ‘spin-wave’ excitation (orange line, inset). The shown data was obtained for a bond
dimension D = 500, truncation error ε = 10−12, and time step Jdt = 0.001~. To ensure convergence
of our results, we have separately varied the bond dimension (D = 600), truncation error (ε = 10−13),
and time step (Jdt = 0.0005~). The maximal and minimal deviation is shown as a shaded region around
the corresponding curve (same colour respectively).
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6.2 Strongly attractive Fermi-Hubbard model

panel) are in very good agreement with the peaks in the distribution. The 〈nk,3〉 evolution (c)
monotonically increases with time, predominantly at the resonant momentum states, oscilla-
tions are damped out, and the strong interactions place the drive well inside the linear regime.
Meanwhile 〈nk,2〉 does not show the complimentary depletion. Instead it is exclusively emptied
for all momenta k ≤ kF (b). This points to a strong redistribution of particles, as con�rmed by
panel (a). Particles are moved from below to above the Fermi surface and the system is heated
in the process.

6.2.3 Evolution of the Pair Distribution

Fig. 6.17 shows the pair distribution of Eq. 6.2 for strong interactions and maximal net
transfer ~ωrf = 56.0J . The large transfer is re�ected in the pair correlation as a strong mono-
tonic depletion of the pairs close to k ∼ 0. Contrasting this to weak interactions, Fig. 6.9, here
pairs are tightly bound together on a site, making it harder to break them. Thus, we cannot
observe any appreciable reduction in the pair coherence for non-zero momentum states, as was
the case for U = −2J .

6.2.4 Total Transfer to the third state

Finally, we conclude our discussion of the strongly interacting system by looking at the
total upper level population N3(t), shown in Fig. 6.18 for various driving frequencies. For red-
detuned driving frequencies below the continuum edge, ~ωrf . 55.0J , the integrated transfer
oscillates around a small long-time value. Beyond this, the oscillatory behaviour gradually gives
way to the linear regime once the coupling to the spin-charge continuum allows for su�cient
level mixing. The onset of the linear regime is more gradual compared to weak interactions,
since the lower edge of the excitation continuum is curved more strongly (c.f. Fig. 6.13). For
~ωrf ∼ 56.0J the net transfer is maximal. Strong interactions lead to an enhanced dephasing,
and as a result the oscillations on top of the linear increase are strongly damped out, or not
observable at all. To access the spectrum of N3, we �t this region with a linear function, as
exempli�ed by the grey dashed line in Fig. 6.18, and show the obtained spectrum in Fig. 6.19.

The spectral response is peaked around ~ωrf ∼ 56.0J and is much wider than in the weakly
attractive case, because of the strong curvature of the lower excitation band as seen in the single
particle spectral function, Fig. 6.13 (orange and purple line). For clarity we have marked the
lower onset of the spin-charge continuum (grey dashed line) as well as the minimum energy of
the excitations with ‘spin-wave’ character (grey dash-dotted line). Whilst the former sets the
onset of the spectral response ofN3, the latter dictates its resonance position, i.e. the frequency
where the integrated transfer is maximal. We report an overall very good agreement with the
spectral features obtained from our �tting procedue. The resonance position is shifted from the
non-interacting result of ~ωrf = 50.0J to signi�cantly higher energies as a result of the strong
interactions and the opening of a gap in the excitation spectrum. It is important to note that
here we are able to perform our �tting analysis throughout and across the resonance region
because the strong interaction allows for su�cient mixing of the levels already at the lower
edge of the excitation continuum, facilitating the emergence of the linear regime. For far red-
detuned drivings, the response is still oscillatory and Rabi-like (very weak transfer), but closer
to the resonance, scattering and interactions obscure this picture and give rise to saturation
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Figure 6.16: Evolution of the momentum distributions 〈nk,σ〉, for U = −8J , ~Ω23 = 0.01J , and
~ωrf = 60.0J for σ = {1, 2, 3} in panels (a-c) respectively. We show the deviation of the momentum
distribution at di�erent times as marked in the legend in (b). The inset in (c) shows the spin-charge
excitation continuum (purple region bounded by purple lines), along with two particular excitations
of ‘spin-wave’ character (orange and red lines). The black vertical line marks the driving frequency
ωrf (inset), while the coloured vertical lines in the lower panel (c) mark the momenta, at which the
driving frequency ωrf is resonant with either the ‘spin-wave’ excitations (red and orange), or the upper
spin-charge continuum edge (purple). The shown data was obtained for a bond dimension D = 500,
truncation error ε = 10−12, and time step Jdt = 0.001~. To ensure convergence of our results, we have
separately varied the bond dimension (D = 600), truncation error (ε = 10−13), and time step (Jdt =
0.0005~). The maximal and minimal deviation is shown as a shaded region around the corresponding
curve (same colour respectively).
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Figure 6.17: Evolution of the pair distribution Pk(t) for the attractive Hubbard model of size L = 32
at half-�lling for U = −8J , ~Ω23 = 0.01J and ~ωrf = 56.0J . To ensure convergence of our results,
we have separately varied the bond dimension (D = 400), truncation error (ε = 10−13), and time step
(Jdt = 0.002~). These are shown in the same colour as the data, the numerical error is therefore below
the linewidth.
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Figure 6.18: Time-dependence of the total transfer to the third state, N3(t), for the attractive Hubbard
model of sizeL = 32 at half-�lling forU = −8J , ~Ω23 = 0.01J and several driving frequencies ωrf. The
main plot focuses on the curves for o�-resonant driving, whilst the inset shows a zoomed-out picture of
the same curves and thereby highlights the comparatively much larger transfer for resonant driving of
the system. The grey solid line is the linear portion of a �t to the time-dependence for ~ωrf = 58.0J . To
ensure convergence of our results, we have separately varied the bond dimension (D = 400), truncation
error (ε = 10−13), and time step (Jdt = 0.002~). These are shown in the same colour as the data, the
numerical error is therefore below the linewidth.
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(maximal transfers of up to 60%) and non-oscillatory behaviour, which gradually gives way to
the linear response regime, shown in Fig. 6.18.
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Figure 6.19: Radiofrequency transfer rate (scaled by the squared Rabi frequency) and scaled (for vis-
ibility) maximum net transfer between 0 ≤ Jt ≤ 15~ for a system of size L = 32, U = −8J , and
~Ω23 = 0.01J, 0.1J . The grey dashed line marks the lower edge of the spin-charge excitation continuum,
whilst the grey dash-dotted line highlights the minimum energy of the ‘spin-wave’-type excitations.

6.3 Conclusions
In this chapter we studied a half-�lled, attractive Fermi-Hubbard model con�ned to a one-

dimensional optical lattice geometry. The rf-�eld drives the system away from equilibrium by
inducing transitions to a free, upper band. We numerically simulate the fully interacting, time-
dependent model using the time-dependent matrix product state algorithm. Our simulations
are supplemented by response theory calculations and exact solutions of the Hubbard model
via Bethe ansatz. Depending on the driving frequency of the rf-�eld, the system’s evolution
explores two di�erent dynamical regimes, one with a strong Rabi-character and another in the
linear regime. Whilst the former exhibits (o�)resonant many-body oscillations in the upper
level population, the latter emerges when the drive couples to a continuum of states in the �nal
state. Notably, even though the driven system is not always in the linear response regime, we
are still able to extract the underlying spectra to a reasonable accuracy.

Our simulations allow us to access the complete time-evolution of the system throughout
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the drive, where we observe complex, intricate dynamics. The obtained spectra are in very good
agreement with exact Bethe ansatz calculations. In particular the momentum-resolved upper
level population 〈nk,3(t)〉 provided a lot of insight into the underlying excitation structure of
the system, and the way the rf-drive couples to these excitations. As such, rf-spectroscopy is
an invaluable tool to probe the system as it o�ers direct access to the single-particle spectral
function in the weak-coupling regime.

We explored the intricate nature of the rf-transfer and have given a detailed account of its
potential to study atomic gases in experimentally realistic settings. Due to the generality of
our model, these discussions are relevant to rf-spectroscopy studies, but are also amenable to
investigations of e.g. multi-orbital, interacting quantum many-body systems [206, 207].
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Chapter7
Decay and Revival of a Transient Fermi
Condensate

The non-equilibrium properties of correlated quantum matter have been established as a rich
and active research �eld in recent years. This research e�ort has been driven on the theoret-
ical side in part by novel numerical algorithms e.g. the advent of t-MPS giving access to the
full time evolution through quasi-exact simulations of the full many-body problem. From the
experimental perspective, rapid progress in quantum optics and the �eld of ultracold quantum
gases has led to a surge of interest to manipulate quantum states on very short time scales
[68, 182].

The paradigm of these studies is often a rapid change of an internal parameter of the sys-
tem’s Hamiltonian, leading to the creation of a highly excited quantum state, whose relaxation
dynamics is studied subsequently. For such quench experiments it is necessary to perform exci-
tations on a very short time scale, since the non-trivial quantum dynamics is usually short-lived
in any realistic setting. However, fast excitation time scales immediately imply a broad exci-
tation spectrum, which in turn couples to a wealth of excitations in the material, complicating
the interpretation of the data.

Cold atoms o�er a unique opportunity to perform and study these quantum quenches in a
particularly clean realisation due to their isolation from the environment. Moreover, the low
temperatures and dilute nature of these gases imply dynamical time scales on the order of micro-
or even milliseconds [182], which makes the full time evolution of the system experimentally
accessible [43]. Finally, the absence of complications such as phonons or impurities, makes
these systems ideal to experimentally study non-equilibrium quench phenomena cleanly. For
example, low-energy collective modes [56, 210, 211] or the formation dynamics of a pair con-
densate [212] have been observed. However, an interaction quench in a super�uid on time
scales faster than the trap period and its ensuing quantum dynamics has not been studied yet.

7.1 Non-Equilibrium Dynamics through Population Quenches
In this chapter we study the response of a Fermi condensate in the strongly-interacting

regime to a fast quench of the interaction strength (relative to the trap dynamics), by a com-
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plete population transfer. Whereas the previous project of chapter 6 was aimed at unravelling
the intricate dynamics induced by an rf-drive and how it manifests in various, experimentally
relevant observables, here we employ a strong rf-drive to achieve a near perfect π-pulse to �ip
the populations between two internal states.

While �nal state interactions can be neglected in certain systems due to a suitable arrange-
ment of the Feshbach resonance of the Zeeman levels [115], generally this is not the case. The
obtained rf-spectra are then changed both quantitatively and qualitatively, which complicates
their interpretation signi�cantly [110, 213–216]. By taking �nal state interactions explicitly into
account, the population transfer e�ectively realises a quantum quench setup, which can be ex-
perimentally performed on time scales faster than typical magnetic �eld ramps, as it avoids the
complications arising from e.g. eddy currents in the magnetic coils. In this chapter we sim-
ulate the lattice model discussed in chapter 6, to gain insights into the condensate dynamics
of a fully interacting fermionic gas. To make connections to a realistic experimental setup, we
study the Fermi-Hubbard model in the low density limit to minimise lattice e�ects, and where
a continuum approximation is usually valid. Additionally we take the �nal state interactions
and time-dependence of the rf-drive explicitly into account.

Theoretically we observe an initial increase in the �nal state pair correlation function, dom-
inated by the transfer drive. Surprisingly, as the width of the momentum state pair correlator
grows, the zero-momentum pair correlation reaches its maximal value and then starts to de-
crease. We attribute this to fast decoherence processes determined by the �nal state. Finally,
our simulations reveal the excitation of a collective mode of the harmonically trapped system,
and the interplay between density inhomogeneity and pairing dynamics.

The chapter is organised as follows. In section 7.2 we detail the calibration procedure to
obtain suitable driving parameters to achieve a population π-pulse. Section 7.3 then discusses
the subsequent evolution of the system as seen in the density of the trapped system, while
section 7.4 focuses on its pairing dynamics. We conclude with a brief discussion of the numerical
convergence of the presented results in section 7.5 and their connection to a current experiment
in the group of Michael Köhl in section 7.6. We conclude with a brief summary in section 7.7.
Parts of this chapter have been submitted for publication [58].

7.2 Calibration
In contrast to a rapid change of the s-wave scattering length a, here we are aiming to

change the populations signi�cantly to induce the quench dynamics. To this end we use a
strong Rabi coupling of ~Ω23 = 1J in our simulations. Furthermore, to make connection to
realistic quantum gas setups, we study a large system of L = 80 sites which is harmonically
con�ned and the full Hamiltonian given by

H(t) = −J
∑

〈i,j〉,σ

c†i,σcj,σ + V3

L∑

i=1

ni,3 +Hint +Htrap +H ′(t) (7.1)

where ni = ni,1 + ni,2 + ni,3 is the total density of fermions on site i, and the interaction,
trapping, and driving Hamiltonians are given by
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7.2 Calibration

Hint =
L∑

i=1

∑

σ<τ

Uσ,τni,σni,τ , (7.2)

Htrap = Vtrap

L∑

i=1

(
i− L+ 1

2

)2

ni , (7.3)

H ′(t) = ~Ω23 cos(ωrft)
L∑

i=1

(c†i,3ci,2 + h.c.) . (7.4)

In the low density limit, we can associate the trapping potential to a trapping frequency of a
harmonically con�ned continuum model, given by ~ω/J = 2

√
Vtrap/J and the corresponding

time scale reads JT/~ = π/
√
Vtrap/J [217].
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Figure 7.1: Evolution of the population of |3〉 for a homogeneous (Vtrap = 0J ) system of L = 40 sites.
The initial and �nal state interactions are all equal U12 = U13 = U23 = −6J , the Rabi coupling is large,
~Ω23 = 1J , and we choose a �lling of n = 0.4 (N1 = N2 = 8 initially). We show the evolution for
driving frequencies ωrf centred around the non-interacting resonance of ~ωrf = 50J = V3. The inset
shows the extracted maximal transferN3(tπ) after a duration tπ of the rf-transfer (Ωe�tπ = π, for details
we refer the reader to section 2.5.2). The grey dashed line in the main plot displays the analytic Rabi
formula Eq. 2.60, whilst its prefactor is depicted in the inset (orange line). The vertical, grey dashed
line in the inset marks the non-interacting resonance at ~ωrf = 50J . The numerical simulations were
performed with a bond dimension of m = 300, truncation error ε = 10−12, and a Trotter-Suzuki time-
step of Jdt = 0.002~.

Before considering the fully interacting, inhomogeneous system, it is instructive to discuss
an interacting system with the same initial and �nal state interaction. Since the rf-drive evolves
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the initial state |2〉 into a coherent superposition state cos(θ)|2〉+sin(θ)eiφ|3〉, the transfer is not
a�ected by interactions between these two species. Furthermore, if their mutual interactions
with |1〉 is the same, the excitation spectra of a system in the |12〉 = |1〉 ⊗ |2〉 or the |13〉 =
|1〉 ⊗ |3〉 manifold are identical (apart from the hyper�ne o�set V3 in the model) and therefore
we expect the rf-drive to induce Rabi oscillations in the populations, exactly like in a non-
interacting system.

Fig. 7.1 shows the evolution of the upper level population N3(t) as a function of time for
various driving frequencies ωrf. They exhibit clean (o�)resonant Rabi oscillations, symmetric
about the non-interacting resonance frequency of ~ωrf = 50J = V3. The black dashed line
marks the analytic Rabi calculation and con�rms the previous assertion. We extract the maximal
transfer after a π-pulse of duration tπ = π/Ωe�,N3(tπ), which is shown in the inset of the �gure
(blue dots). We recognise the clear Lorentzian lineshape of the Rabi spectrum (for clarity we
have plotted the analytic Rabi formula in orange underneath).
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Figure 7.2: Evolution of the population of |3〉 for an inhomogeneous (Vtrap = 0.001J ) system ofL = 80
sites. The initial and �nal state interactions are U12 = −6J and U13 = U23 = −2J , the Rabi coupling is
large, ~Ω23 = 1J , and we choose a �lling of n = 0.2 (N1 = N2 = 8 initially). We show the evolution of
N3(t) for di�erent driving frequenciesωrf. The inset shows the extracted maximal transferN3(tπ) after a
duration tπ of the rf-transfer. The grey dashed line marks the non-interacting resonance position and we
notice a clear shift to ~ωrf = 52.9J due to the interaction. The numerical simulations were performed
with a bond dimension of m = 300, truncation error ε = 10−12, and a Trotter-Suzuki time-step of
Jdt = 0.002~.

We now proceed with the same analysis for a harmonically trapped system (Vtrap = 0.001J ),
with Rabi frequency ~Ω23 = 1J , and unequal initial and �nal state interactions U12 = −6J and
U13 = U23 = −2J . Fig. 7.2 shows N3(t) and we �rst notice that it is possible to realise a
near complete population transfer and thereby e�ectively achieve an interaction quench in the
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7.3 Density Dynamics and Breathing Mode Excitation

Fermi-Hubbard model from U = −6J → −2J when driving the system on ‘resonance’ (orange
line). For red-detuned driving frequencies ~ωrf < 52.9, we observe fast, low amplitude oscil-
lations, whilst blue-detuned driving gives a strong linear background with oscillations on top.
Drawing upon our results from the previous chapter 6, this signals the coupling to a continuum
of states. The inset shows the retrieved spectrum for the upper level transfer. The resonance
position is shifted from the non-interacting result (grey dashed line) to ~ωrf = 52.9J , and we
can read o� the duration of the π-pulse to be Jt = 3.45~.
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Figure 7.3: Evolution of the population of |2〉 and |3〉 for an inhomogeneous (Vtrap = 0.001J ) system
of L = 80 sites. The initial and �nal state interactions are U12 = −6J and U13 = U23 = −2J , the Rabi
coupling is large, ~Ω23 = 1J , and we choose an initial �lling of n = 0.2 (N1(0) = N2(0) = 8). The
rf-coupling is turned on for a duration of Jt = 3.45~ (red shaded region). We see that the populations
nearly completely swap between |2〉 and |3〉, but remain stable and constant once the drive is turned
o�. In this way we achieve a nearly complete population transfer and thereby realise a quantum quench
setup. The numerical simulations were performed with a bond dimension of m = 300, truncation error
ε = 10−12, and a Trotter-Suzuki time-step of Jdt = 0.002~.

Fig. 7.3 shows the simulation of a π-pulse with the calibration parameters obtained from the
previous analysis. The red shaded region marks the duration of the rf-drive, which is turned o�
after a time Jtπ = 3.45~. The population of |2〉 is nearly completely transferred to |3〉 and, as
it should be, remains constant throughout the remainder of the evolution (since the rf-coupling
is turned o�). In the following we will now discuss the response of the Fermi gas to this type
of quench setup.

7.3 Density Dynamics and Breathing Mode Excitation
We now turn to the site resolved densities 〈ni,1〉 and 〈ni,3〉 as well as the emerging doublon

density 〈ni,1ni,3〉 in the system, displayed in Fig. 7.4. Starting from an initially empty band,
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Figure 7.4: Evolution of the density distributions in the trapped system (same parameters as in Fig.
7.3). (a) Snapshots of the density distribution of the third state starting from the empty state at time
Jt = 0~. (b) Response of 〈ni,1〉, not addressed by the rf-pulse. Despite the population remaining constant
throughout the evolution, we observe interaction induced density redistributions. (c) Snapshots of the
doublon distribution, 〈ni,1ni,3〉, state starting from an initially empty occupation. The times shown in all
panels are displayed in the legend of (b). The inset in (c) displays the width w3(t), Eq. 7.5, of the density
shown in the upper panel (a), where the vertical dashed lines mark the presented snapshots in the main
part of the plot (with the corresponding colour coding). The numerical simulations were performed
with a bond dimension of m = 300, truncation error ε = 10−12, and a Trotter-Suzuki time-step of
Jdt = 0.002~.

131



7.3 Density Dynamics and Breathing Mode Excitation

|3〉 is rapidly populated during the π-pulse. Due to the presence of the harmonic trap, we have
reduced boundary e�ects and the particles are restricted to the central region of the lattice.
We hence only show the populated core of the system. The top panel (a) shows the evolution
〈ni,3(t)〉. Interestingly, once the transfer is completed and the rf-coupling turned o� at Jt =
3.45~ (red line), the dynamics does not halt. Instead, we observe ‘breathing’ oscillations in the
density with a broad distribution at time Jt = 27.65~ which steepens again thereafter. The
dynamics is clearly seen in the width of the density distribution of the third level, de�ned by

w3(t) =

√
1

N3(t)

∑

i

(
i− L+ 1

2

)2

ni,3(t) . (7.5)

As shown in the inset of the lower panel (c), the width displays non-trivial oscillation dynamics,
signalling the excitation of the collective monopole mode of the trap, induced by the rf-quench.
For a trapping potential Vtrap = 0.001J , we can estimate its oscillation period to be given by
JT ∼ 100~, which agrees with the widest density distribution reached at a quarter period of
T/4 ∼ 25~/J .

The central panel in turn shows the dynamics in the lower level population 〈ni,1〉. Since
level |1〉 is not coupled by the rf-drive to the �nal state |3〉, any dynamics observed is purely an
interaction induced e�ect. Furthermore, since the rf-pulse is performed on a time scale much
faster than the trap dynamics, we expect 〈ni,1〉 to show no disturbance or dynamics at short
times. Referring to (b), we can indeed con�rm this. The density remains stable and ‘frozen’ in its
initial ground state distribution, but as time evolves we observe a very similar breathing mode
dynamics as in 〈ni,3〉. The excitation of the breathing mode naturally a�ects all species coupled
with each other through the interaction and in this way the π-pulse also induces breathing
oscillations in |1〉.

Finally, (c) shows the doublon density 〈ni,1(t)ni,3(t)〉. Due to the attractive interaction in
the �nal state, U13 = −2J , we would naively expect the quench to transfer the population from
|2〉 to |3〉which subsequently would form new pairing correlations in the |13〉manifold. Before
turning to these pairing correlations, we here look at the doublon occupation. Albeit being
reduced in magnitude compared to the other two densities discussed, after the initial increase
due to the drive, the doublons exhibit shape oscillations of the same nature as shown previously.

Density Distributions in Momentum Space

Since the rf-pulse drives vertical transitions in momentum space, we conclude this section
by brie�y commenting on the response of the momentum distributions. As we are transferring
particles out of |2〉, we expect the initial ground state distribution to be depleted to (near) zero
over the course of the rf-drive. Looking at Fig. 7.5 (b) we see that this is indeed the case, the ini-
tially broad distribution of 〈nk,2(t = 0)〉 is transferred into a narrower 〈nk,3〉 distribution by the
end of the drive, due to the weaker interaction in the �nal state (c). Additionally, the upper level
exhibits a steepening towards low momenta and a subsequent relaxation thereof. This slow dy-
namics occurs on the same time scale as the monopole mode of the system, corroborating our
previous �ndings in real space.
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Figure 7.5: Snapshots of the evolution of the momentum densities 〈nk,σ〉 in the trapped system (same
parameters as in Fig. 7.3) for σ = {1, 2, 3} shown in (a-c) respectively. The times shown in all panels
are displayed in the legend of (c). Also note, that we have only marked every other numerical data point
for better readability. The numerical simulations were performed with a bond dimension of m = 300,
truncation error ε = 10−12, and a Trotter-Suzuki time-step of Jdt = 0.002~.
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7.4 Characterising the Pairing State

Intuitively, when the real-space density distribution is at its widest point in the evolution
at Jt = 27.65~ (see e.g. the lower panel of Fig. 7.4), the atomic cloud stops expanding and
begins to turn inwards towards the center of the trap. At this turning point the momentum
distribution should show an accumulation of fermions in the lower momentum states and a
relatively narrow distribution, which we can con�rm by looking at the purple curve (Jt =
27.65) of Fig. 7.5 (c). Subsequently, as the cloud draws inwards, the particles gain momentum
and 〈nk,3〉 shows a redistribution towards higher momentum states and becomes wider (Jt =
40~, black line).

Finally, 〈nk,1(t)〉 already shows interaction induced redistribution e�ects during the drive.
Due to the relatively weak �nal state interactions between |1〉 and |3〉, the momentum distribu-
tion steepens and becomes narrower, eventually matching the σ = 3 distribution and mimick-
ing the ensuing trap induced dynamics as already discussed. This suggests that particles in |1〉
and |3〉 are correlated and prompts us to look into the emerging pair coherence in the following
section.

7.4 Characterising the Pairing State
The attractive interaction in the �nal state allows for pairing between species |1〉 and |3〉.

Hence the natural extension of the previous investigation is to see, whether the system is able
to establish pairing coherence after the population is �ipped. To that end we show in Fig. 7.6
the pair momentum distribution given by

Pk(t) =
1

L

∑

m,n

eik(m−n)〈∆̂†m∆̂n〉 , (7.6)

where ∆̂m = cm,1cm,3 is the pair annihilation operator at sitem, and k = 2nπ
L

is the momentum,
with n = {−L

2
+ 1, . . . , L

2
}.

In momentum space the pair distribution follows the same dynamics as already observed
in 〈nk,σ〉. Pair coherence is growing in the initial part of the evolution due to the growth in
population of the �nal state (a). Subsequently, the slow trap dynamics gives rise to an oscil-
latory behaviour in the distribution between a narrow distribution with a zero-peak and one
which is wider and has a shifted peak at non-zero momentum. The dashed lines highlight par-
ticular momenta, for which we show the full time evolution in (b) (correspondingly the time
snapshots are marked by black dots here). The most notable feature is the evolution of the
k = 0 amplitude <(Pk=0) (related to the experimental condensate fraction), which shows an
initial strong increase during the time of the rf-drive due to the occupation of the third state.
Interestingly, <(Pk=0) appears to be decreasing before the rf-pulse has ended, signaling the loss
of phase coherence over long distances, which can no longer be balanced by the population
transfer into the upper level. The long-time dynamics can again be attributed to the excitation
of the monopole mode. The resurgence of the zero-momentum pair amplitude coincides with
the density distribution being at its widest point. The large spread of the particles in the trap
allows for longer range coherence, which in turn directly yields an increase in Pk=0. Whilst
low momentum amplitudes of Pk qualitatively present a similar picture, for large momenta the
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Figure 7.6: (a) Snapshots of the evolution of the pair momentum correlator Pk(t) in the trapped system
(same parameters as in Fig. 7.3). SincePk is symmetric about the k = 0 axis, we only show one half of the
Brillouin zone here. Similarly to the momentum distribution, here pair coherence builds up during the
transfer, with an additional slow dynamics at later times resulting from the excitation of the collective
trap mode of the system. The vertical dashed lines (grey) mark the momenta depicted in their entire
evolution in (b). In turn the snapshots of (a) are marked by black dots in (b), and the end of the rf-pulse
is denoted by the grey dashed line. The numerical simulations were performed with a bond dimension
of m = 300, truncation error ε = 10−12, and a Trotter-Suzuki time-step of Jdt = 0.002~.

long-time dynamics is reversed. After approximately a quarter of the trap period t ∼ T/4, the
pair amplitude reaches its minimal value.

To understand the role played by the long range coherences a little better, we show in Fig.
7.7 (a) the pair correlation as a function of time for several distances. Whilst it initially increases
as a result of the growing population of |3〉, the long-range coherences start to decrease again
even before the π-pulse is completed. Since both, decoherence and density redistributions, a�ect
the observed pair correlation, we show in (b) the same pair correlation function renormalised
by the doublon densities on the given sites. This has the e�ect of disentangling the doublon
density redistributions from the pair coherence. We see that now all distances show an im-
mediate decrease throughout the rf-pulse. This a�rms that it is the loss of coherence between
pairs, which cannot be compensated by the rf-transfer, which causes the early decrease of Pk=0,
seen in Fig. 7.6 (b). We furthermore observe slow dynamics in the long-time limit of the pair
correlators. These long pair coherences, measured by the zero momentum peak, are thus in-
�uenced by the monopole oscillations in the density and hence also show the oscillations with
the monopole frequency.

7.5 Summary and Convergence of Results
To conclude this investigation we show a summary of our results in Fig. 7.8. The shaded

region in the lower panel (b) marks the duration of the rf-drive. We show the density dynamics
in real-space in (a) and can clearly identify the monopole mode as the slow dynamics in the
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Figure 7.7: (a) Evolution of the pair correlation function for di�erent distances d, starting from the
central site i = 41 (same parameters as in Fig. 7.3). During the rf-pulse the pair correlations initially all
increase, with the longer distance correlators showing a subsequent decrease before the rf-pulse ends.
(b) The doublon density renormalised pair correlation function. The initial growth in pair correlations
is absent, and instead the coherence decreases during the rf-pulse. The shown distances correspond to
the values marked in the legend in (a). The vertical dashed lines (grey) mark the end of the rf-pulse. The
numerical simulations were performed with a bond dimension of m = 300, truncation error ε = 10−12,
and a Trotter-Suzuki time-step of Jdt = 0.002~.
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density pro�le of |3〉. Next to the k = 0 amplitude of <(Pk) (related to the experimental
condensate fraction, discussed in the following section), we show its width in momentum space
(b),

wpair =

√
1

P (t)

∑

k

k2Pk(t) , (7.7)

where P (t) =
∑

k Pk is the total number of pairs in |13〉. The oscillations of the width of
the pair momentum peak and its amplitude are out of phase. As we have seen, the density
dynamics induced by the trap is crucial, hence we disentangle the pair coherence from the
density distribution using the following expression

Cpair
k=0 =

1

Le�

∑

20<i,j<61

〈∆̂†i∆̂j〉√
〈ni,1ni,3〉〈nj,1nj,3〉

, (7.8)

where we have restricted the summation over the central core of the lattice 20 < i, j < 61
where the density pro�le of the upper level is appreciably large. Le� = 40 is then the e�ective
size of this central region. This quantity measures the time-evolution of the pair coherence
beyond pure density redistribution e�ects (orange curve), and undergoes a strong decrease at
early times, causing the decay of the low momentum amplitude in the pair distribution.

Finally, we plot the width of the density distribution of the third level (red curve), Eq. 7.5,
and observe the clear signature of a monopole oscillation as the cloud expands and subsequently
draws inwards again.

For all discussed curves we have performed a careful convergence analysis. By varying
the Trotter-Suzuki time-step Jdt = 0.001~, bond dimension D = 200, and truncation error
ε = 10−10 of the t-MPS simulations independently, we estimated the maximal and minimal
variation from the shown data. This de�nes an e�ective convergence region within which
the numerical error is estimated to lie. For each observable in Fig. 7.8, we have depicted this
convergence region by a shaded envelope around the given curve (in the same color). For most
curves the shading is not discernible as the numerical error is smaller than the linewidth of the
curves. We therefore conclude that our data is su�ciently well converged.

7.6 Connection to Experiment
The described method of performing a quantum quench by applying an rf π-pulse to com-

pletely transfer the populations between two internal states of the fermions has been realised
in the group of Michael Köhl for a three-dimensional fermionic super�uid in the BCS-BEC
crossover in the strongly interacting regime. In previous experiments rf-pulses were mainly
used to explore the equilibrium phases of a fermionic quantum gas [85, 106, 166, 167, 218] and
only recently the excitation of a Higgs mode [56] has been demonstrated.

Experimentally, as detailed in chapter 4, an ultracold quantum gas of ∼ 106 6Li atoms is
prepared in a balanced mixture of the lowest two hyper�ne states |1〉 and |2〉 of the electronic
ground state (c.f. Fig. 2.2). The gas is harmonically trapped and a homogeneous magnetic
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Figure 7.8: (a) Snapshots of the density distribution of the third state in the trap starting from the empty
state at time t = 0. (b) Time-evolution of various observables: the zero-momentum amplitude of the pair
coherence <(Pk=0), wpair is the width of the pair correlation function in momentum space, Cpairk=0 is the
net pair coherence rescaled by the doublon density, and w3 the width of the density distribution of state
|3〉. (see main text for the de�nition of the observables). The blue, shaded area marks the duration of
the rf-pulse. The dashed vertical lines mark the times shown in panel (a). For the convergence we have
independently varied the bond dimension (m = 200), truncation error (ε = 10−10) and Trotter-Suzuki
time-step Jdt = 0.001~. The maximal and minimal deviation is plotted as a shaded region around each
curve. Where such a region is not discernible, the numerical error is below the linewidth shown.
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�eld in the range of 880G − 1000G tunes the s-wave scattering length a near the Feshbach
resonance at 834G (c.f. section 2.2, realising a quantum gas in the strongly interacting regime
(−0.7 . 1/(kFa) . −0.1). By transferring the population from |2〉 to |3〉 the s-wave scattering
length is changed from a12 to a13, quenching the system from a strongly-interacting initial to
a weakly-interacting �nal state in the BCS regime (c.f. Fig 2.3).

Once the π-pulse is completed and after a certain hold time, the dipole trap is turned o�
and a rapid magnetic �eld sweep onto the BEC side of the Feshbach resonance is performed. A
ballistic expansion maps the initial momentum distribution onto real-space, which is recorded
by an absorption image.

With a Fermi energy of EF ' h× (29± 3)kHz in the trap centre, and a typical π-pulse du-
ration of τ ' 28µs = 4.8~/EF , the rf-pulse is still slow compared to the internal dynamics of
the BCS model, but fast as compared to the time scale of the trap. It is therefore not expected to
excite the collective amplitude mode of the superconducting order parameter (for reference we
refer the reader back to chapter 4). Instead, the experiment reveals the excitation of a collective
mode of the harmonic trap and, surprisingly, dynamics reminiscent of collapse and revival in
the super�uid condensate fraction [219]. The time scales observed for the collapse and revival
of the condensate are very long and comparable to the trap period rather than to the intrinsic
time scales of the super�uid. The experiment, conducted by the group of Michael Köhl, excited
a collective monopole mode and revealed the non-trivial interplay between trap and pairing dy-
namics, in particular oscillations in the condensate fraction have not been reported in previous
experiments [210, 211, 220–223].

The experimental results are in qualitative agreement with the theoretical calculations pre-
sented above, which con�rms that the observed dynamics is a result of the interplay between
density inhomogeneity and pairing dynamics.

7.7 Conclusion
Here we have studied the dynamical response of an interacting, three-species Fermi-Hubbard

model to an rf π-pulse. Taking �nal state interactions into account, the near-perfect population
transfer realised a quantum quench setup. To make connection to experiments, we included
the harmonic trapping of the fermionic gas in our description of our model and worked in the
low density regime. We found di�erent dynamics ensuing as a result of the population trans-
fer. While the pair correlation in the �nal state initially increases due to the population of the
upper level, it exhibits a surprising decrease even before the π-pulse is completed, which we
attribute to fast decoherence processes determined by the �nal state. Additionally, all discussed
observables, most notable the particle density show another, slow dynamical time scale in their
evolution. We �nd that the rf-quench activates the collective monopole mode of the trap and
discuss its non-trivial e�ect on the pairing dynamics. Our simulations are in good, qualitative
agreement with rf-quench experiments performed in the BCS-BEC crossover in the group of
Michael Köhl.
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Chapter8
Conclusion

In this thesis we have presented a comprehensive investigation of the non-equilibrium dy-
namics of interacting Fermi gases. We focussed on two di�erent fermionic models, a three-
dimensional Fermi gas in the BCS-BEC crossover, and a one-dimensional Fermi-Hubbard model
con�ned to an optical lattice geometry. Both models have been studied in the past and in this
thesis we build upon these results, by extending the Hilbert space to include an initially un-
populated state corresponding to a third fermionic species. By coupling this �nal level to an
initially occupied state using radiofrequency (rf) modulation to redistribute the population be-
tween the three fermionic species, we drove the system away from equilibrium and probed its
excitation spectrum. In this thesis we have explored the rf-modulation as a tool with three-fold
purpose.

Firstly, we developed a novel excitation technique based upon the rf-transfer. We studied a
three-dimensional, homogeneous Fermi gas in the BCS-BEC crossover. By transferring a small
fraction of particles between the initial, correlated ground state and the empty �nal state, we
excited the Higgs mode of the system, a collective excitation of the superconducting state. This
mode is usually short-lived, but in the BCS regime it is stabilised by an e�ective Lorentz invari-
ance of the equations of motion provided by the particle-hole symmetry of the Hamiltonian
near the Fermi momentum. As it is a scalar excitation it does not couple directly to gauge �elds
and is therefore di�cult to excite and observe experimentally. In this chapter, we have devised
a novel excitation mechanism based on far red-detuned rf-modulation of the Fermi gas and
theoretically showed the direct coupling to the superconducting order parameter. We revealed
the collective nature of the Higgs mode from Fourier spectra of the momentum-resolved su-
perconducting order parameter, which served as an unambiguous �nal proof of its excitation,
and con�rmation of the proposed excitation scheme. Finally, we have compared our simula-
tions in the BCS regime to an experiment conducted in the group of Michael Köhl and found
excellent agreement between the two. Our investigations provide a route to use rf-techniques
beyond spectroscopic tools to dynamically excite and stabilise complex quantum many-body
states away from equilibrium.

In a closely related study, we explored the in�uence of the duration of quantum quenches
upon the ensuing quantum dynamics. Here we tuned the s-wave scattering length of an inter-
acting two-species Fermi gas described by the mean-�eld BCS Hamiltonian. As we lowered the
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interaction strength over time, we uncovered three distinct dynamical regimes in the subse-
quent dynamics of the superconducting order parameter. For fast quenches, the order param-
eter vanished, while the pair amplitude remained �nite. This illustrated the delicate nature of
the superconducting state, and the importance of long-range phase coherence between Cooper
pairs. By rapidly changing the interaction, the Cooper pairs of the initial state were projected
onto the new basis of the �nal Hamiltonian. We showed that this rapid quench predominantly
generated excited Cooper pairs in the new basis, which quickly dephased. The observed �nal
state was therefore characterised by incoherent, pre-formed pairs. Increasing the quench dura-
tion we found that intermediate ramps gave rise to a reduced, but �nite order parameter with
long-lived oscillations in the �nal state. The competition between the free evolution driven
by the system’s chemical potential and the dephasing mechanism of the excited Cooper pairs
was the origin of this dynamical regime, where the dephasing has not been su�cient to fully
erode the superconducting state. For slow quenches in the (near) adiabatic regime, the system
followed the instantaneous interaction strength and the �nal state was shown to be given by a
�nite temperature thermal state with a static, reduced superconducting order parameter. Our
results thus show how the coherence of Cooper pairs can be dynamically tuned by the quench
duration, and demonstrate a new avenue to engineer non-trivial quantum states away from
equilibrium.

Secondly, we used the rf-transfer as a spectroscopic tool to uncover the intricate excita-
tion spectrum of the attractive, one-dimensional Fermi-Hubbard model. Our quasi-exact time-
dependent matrix product state simulations, revealed two distinct dynamical regimes in the
evolution of the system. One was characterised by (o�)resonant oscillations of the upper level’s
population whilst the other, through coupling to a continuous band of �nal states, was domi-
nated by a net linear rise. By monitoring the population of the �nal state in time, we gained
detailed information of the excitation spectrum, in particular about the coupling strength to
di�erent excitations in the initial state. Using linear response calculations in the weak coupling
regime, we related the transfer rate to the spectral function of the initial system. Surprisingly,
despite not always being in the linear response regime, we were able to extract the underlying
excitation spectrum with reasonable accuracy. We compared our numerical �ndings to exact
results from Bethe ansatz, and �nd overall good agreement between the di�erent methods.
However, the t-MPS simulations allowed us to go beyond the spectral response and study in
detail the full out-of-equilibrium evolution, enabling us to characterise the two distinct dynami-
cal regimes. In this way we presented a comprehensive overview of the nature of the rf-transfer
and how it a�ects a quantum many-body system at the microscopic level.

Thirdly, we explored the possibility of employing rf-modulation to perform quench experi-
ments on time scales di�cult to attain using more traditionally used magnetic ramp techniques.
We proposed a scheme which exploits the di�erences in the s-wave scattering length near a Fes-
hbach resonance. By completely transferring particles from a strongly interacting initial state
to a weakly interacting �nal state, we realised a population quench of the system on a time-scale
of a few hopping periods. We performed t-MPS simulations of a large system in the low den-
sity limit, explicitly taking the �nal state interactions and time-dependence of the rf-drive into
account. Our simulations revealed the excitation of a collective trap mode and we observed its
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CHAPTER 8. CONCLUSION

�ngerprint in various experimentally accessible observables. The pairing dynamics was shown
to be governed by two di�erent dynamical time scales. For early times the evolution was de-
termined by the π-pulse of the rf-drive, and its competition with decoherence processes set by
the �nal state. In the long time limit, a second time scale appeared on the order of the trap
mode, and we reported breathing oscillations in the density distribution. These results show
how an rf-pulse can be used as a quantum quench method to excite a quantum system, and
induce intricate dynamics.

Together these studies constitute a detailed account of the response of correlated Fermi
gases away from equilibrium in experimentally realistic settings. Our study of the Higgs mode
highlighted the applicability of the rf-drive to dynamically stabilise complex quantum states
out-of-equilibrium. Here, we have focussed on balanced super�uids, but an interesting line
of inquiry to pursue would be the long-sought exotic superconducting Fulde-Ferrell-Larkin-
Ovchinnikov (FFLO) state [224, 225]. It is characterised by Cooper pairs with a �nite centre-
of-mass momentum due to an imbalance in the population of the two fermionic species. This
gives rise to a spatially modulated order parameter ∆ ∼ ∆0e

iq·r, with |q| ∼ |kF,↑ − kF,↓| and
kF,σ is the Fermi momentum of spin species σ, where the excess fermions are mainly pinned
to the nodes of the order parameter. While the one-dimensional analog of the FFLO state has
been found in DMRG simulations of the attractive Hubbard model [226, 227], it has not yet been
observed experimentally. A possible route, building upon the presented work, is to extend the
rf-driving scheme to create an imbalance between the fermionic populations, and dynamically
stabilise the FFLO state. Quantum gas microscopy with single atom resolution then o�ers a
promising experimental probe to detect the density modulations imprinted by the FFLO state
[228–234].

Lastly, building upon the discussed three-species fermionic systems to model pump-probe
experiments [178, 180, 181] would be another route for extension and application. The gener-
ality of the considered lattice models, and the numerical algorithm allows for enough �exibil-
ity to design and tailor the �nal state and pump excitation scheme as required. These exten-
sions would allow us to trace the dynamics of the system as it evolves from the created non-
equilibrium state and help build a deeper understanding of the microscopic relaxation processes
in correlated many-body quantum systems.
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AppendixA
Appendix for Chapter 2

A.1 Bound state of two particles interacting attractively
To check whether a solution to Eq. 2.16 exists, we need to solve the integral

1

Ω

∫

ε<ER

dε
ρn(ε)

2ε+ |E| , (A.1)

where Ω is the volume of the system, ρn(ε) the density of states in n dimensions, ε = ~2q2

2m

the energy of a free particle of mass m, and ER = ~2

mR2 the energy cuto� [59]. The density of
states in n dimensions, ρn(ε) reads
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A.1 Bound state of two particles interacting attractively
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We therefore see, that the above integral diverges for dimensions n = {1, 2}, whilst it is
�nite in three dimensions. Thus in three dimensions there is a threshold for the interaction
potential, below which there exists no bound state for two particles interacting attractively for
|E| → 0.

A.2 Self-consistent solution of the BCS gap and number equation
Here we outline the steps involved in solving the gap and number equations of section

chapter 2, following [59]. The superconducting gap and particle number equations read

∆ =
g

V

∑

k

〈c−k,2ck,1〉 =
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V

∑

k
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∆
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(A.6)
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Using the renormalisation procedure outline in section 2.1 and rewriting the sums in their in-
tegral form, results in
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while the number equation becomes
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d3k
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∫ ∞
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dx x2
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1− x2 − µ/∆√

(x2 − µ/∆)2 + 1

]
, (A.9)

where we have used the expression of the Fermi momentum in terms of the particle density,
kF = (3π2n)1/3 in the last line of the previous equation. We can now solve Eq. A.9 numerically
to obtain ∆/EF as a function of µ/∆, which can in turn be used in Eq. A.8 to compute 1/(kFa).
Inverting the relations, we thus evaluated the superconducting gap and chemical potential in
the BCS-BEC crossover as a function of the dimensionless interaction parameter 1/(kFa).
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AppendixB
Appendix for Chapter 5

B.1 Quasiparticle weight in a sudden Quench
Here we detail the calculation to try and understand why an abrupt quench of the interac-

tion strength couples strongly to the quasiparticle excitations of the system. We are interested in
the evolution of the momentum-resolved superconducting order parameter ∆k(t) in the case of
an abrupt interaction quench, i.e. we have a HamiltonianHi (time-independent) for t < 0, then
change the internal interaction at t = 0 so that the system is described byHf for t ≥ 0. We start
in the ground state of the initial Hamiltonian |ψ(0−)〉 = |ψBCS〉 =

∏
k(uk + vkc

†
k,1c

†
−k,2)|0〉 ≡

|ψ0〉. The Hamiltonian of the system is diagonalisable at each point in time, making the Bogoli-
ubov amplitudes time-dependent. For notational purposes we choose capital letters for t ≥ 0,
such that the Bogoliubov transformation at some positive time reads

(
γk,0
γ†k,1

)
=

(
Uk −Vk
V ∗k U∗k

)(
ck,1
c†−k,2

)
and

(
ck,1
c†−k,2

)
=

(
U∗k Vk
−V ∗k Vk

)(
γk,0
γ†k,1

)
. (B.1)

In terms of the quasiparticle operators the momentum-resolved gap reads

〈∆k(t)〉 = 〈c−k,2(t)ck,1(t)〉
= 〈(−Vkγ†k,0(t) + U∗kγk,1(t))(U∗kγk,0(t) + Vkγ

†
k,1(t))〉

= U∗kVk(1− 〈γ†k,0(t)γk,0(t)〉 − 〈γ†k,1(t)γk,1(t)〉)
+ U∗2k 〈γk,1(t)γk,0(t)〉 − V 2

k 〈γ†k,0(t)γ†k,1(t)〉 , (B.2)

where the expectation value is understood to be taken with respect to the initial ground state
|ψ0〉. Since the Hamiltonian is diagonal in the quasiparticle operators, their time-dependence
is straightforwardly derived from Heisenberg’s equation of motion and is given by,
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dγ†k,σγk,σ
dt
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Thus γ†k,0(t)γ†k,1(t) = γ†k,0γ
†
k,1e

i2Ekt/~ and γk,1(t)γk,0(t) = γk,1γk,0e
−i2Ekt/~. We thus �nd at this

stage

〈∆k(t)〉 = 〈U∗kVk(1− γ†k,0γk,0 − γ†k,1γk,1) + U∗2k γk,1γk,0e
−i2Ekt/~ − V 2

k γ
†
k,0γ

†
k,1e

i2Ekt/~〉 . (B.4)

We now use the BCS wave function to work out the explicit expectation values (note the dif-
ference between upper and lower case Bogoliubov amplitudes denoting �nal and initial Hamil-
tonians):

〈γ†k,0γk,0〉 = (−u∗kV ∗k + v∗kU
∗
k)(−ukVk + vkUk)

〈γ†k,1γk,1〉 = (−u∗kV ∗k + v∗kU
∗
k)(−ukVk + vkUk)

〈γ†k,0γ†k,1〉 = (ukU
∗
k + vkU

∗
k)(−u∗kV ∗k + v∗kU

∗
k)

〈γk,1γk,0〉 = (u∗kUk + v∗kUk)(−ukVk + vkUk) . (B.5)

Putting everything together we �nally obtain

〈∆k(t)〉 = U∗kVk − 2U∗kVk(−u∗kV ∗k + v∗kU
∗
k)(−ukVk + vkUk)

+ U∗2k (u∗kUk + v∗kUk)(−ukVk + vkUk)e−i2Ekt/~

− V 2
k (ukU

∗
k + vkU

∗
k)(−u∗kV ∗k + v∗kU

∗
k)ei2Ekt/~ . (B.6)

The prefactors of the two time-dependent excitation branches (quasiparticle excitations) are
shown in Fig. 5.4.

B.2 Free Evolution of the BCS Equations
Separating the equations of motion, Eq. 5.1, into real and imaginary parts via ∆ = |∆|e−iφ =

∆R − i∆I and ∆k = |∆k|e−iφk = ∆R
k − i∆I

k, we �nd
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~
∂∆R

k

∂t
= −2εk∆I

k + ∆I(nk,1 + n−k,2 − 1)

~
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k

∂t
= 2εk∆R
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~
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= 2
(

∆R∆I
k −∆I∆R

k

)
. (B.7)

Note that from the last equation we can see that if tan(φ) = ∆I

∆R =
∆I

k

∆R
k

= tan(φk), i.e. the
phases are completely locked, and nk,σ is constant in time.

Pseudo-spin representation

A convenient way to represent the BCS problem is in terms of pseudo-spin variables sk.
These are de�ned as

s−k = 〈ŝ−k 〉 = sxk − isyk ≡ ∆k = 〈c−k,2ck,1〉 (B.8)

szk = 〈ŝzk〉 ≡
1

2
(nk,1 + n−k,2 − 1) , (B.9)

i.e. ŝ±k are related to the creation/annihilation of a (zero-momentum) Cooper pair at momenta
(k ↑,−k ↓). The equations of motion for the spin variables then read

~
∂sxk
∂t

= 2∆Iszk − 2εks
y
k

~
∂syk
∂t

= 2εks
x
k − 2∆Rszk

~
∂szk
∂t

= 2∆Rsyk − 2∆Isxk . (B.10)

These can be compactly written as a precession equation of the spins around a self-consistent
arti�cial magnetic �eld ~ṡk = bk × sk, where bk = (2∆R, 2∆I , 2εk)T . The BCS Hamiltonian
can in turn be rewritten in terms of the spin operators as

H =
∑

k

bk · ŝk , (B.11)

and the equations of motion (see above) remind us of the optical Bloch equations [235]. We can
also see that the ground state of the quantum-mechanically averaged "classical" spin Hamil-
tonian, is simply the state, where each spin anti-aligns with its local magnetic �eld (note that
||sk|| = 1/2):
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
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2Ek



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0
−εk


 , (B.12)

where ∆(t = 0) = ∆R(0)− i∆I(0) = −∆0 and initially H → H − µN , i.e. εk → ξk = εk − µ
(this is also how the chemical potential enters the evolution of the wave function as we will
see in the following). This agrees with our result from diagonalising the Hamiltonian after a
Bogoliubov transformation.

Ansatz for the phase evolution

When the system evolves freely, the phases of ∆ and ∆k are completely synchronised
as φ(t) = φk(t) = ωt = 2µt/~. The following calculation aims to recover this result from
the equations of motion directly. We choose the ansatz ∆(t) = −|∆(0)|e−iωt and ∆k(t) =
|∆k(0)|e−iωt (the extra minus sign in ∆ comes from the interaction g < 0 which we also see in
the numerical simulations). The ansatz for the spins then reads

sxk(t) = ∆k,0 cos(ωt)

syk(t) = ∆k,0 sin(ωt)

szk(t) = szk(0) =
1

2
(nk,1(0) + n−k,2(0)− 1) =

1

2
(2|vk|2 − 1) = − ξk

2Ek

∆R(t) = −∆0 cos(ωt)

∆I(t) = −∆0 sin(ωt) , (B.13)

where ∆0 = |∆(t = 0)|, and ∆k,0 = |∆k(t = 0)| = |u∗kvk| = ∆0

2Ek
. Since this ansatz assumes

synchronised phases, the number densities and hence also szk are constant in time. Plugging
this ansatz then into the precession equations yields the coupled equations

−~ω∆k,0 sin(ωt) = −2∆0s
z
k(0) sin(ωt)− 2εk∆k,0 sin(ωt)

~ω∆k,0 cos(ωt) = 2εk∆k,0 cos(ωt) + 2∆0s
z
k(0) cos(ωt) , (B.14)

the equation for szk is already satis�ed by the nature of the ansatz. These equations give the
dispersion of ω which we �nd to be

~ω = 2
∆0s

z
k(0)

∆k,0

+ 2εk = −2ξk + 2εk = 2µ. (B.15)

Interestingly the phase evolution is dictated by the chemical potential, even though it is not
explicitly included in the equations of motion and only enters through the initialisation via the
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amplitudes uk, vk.
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