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Teaching machines semantic scene understanding from RGB images received a lot of attention in recent years, since this ability is crucial for several applications like autonomous driving, robotics or video surveillance. Large datasets with dense annotations provided by humans and deep learning methods trained on them boosted the performance in semantic segmentation from mediocre to human level. Still, these methods suffer from a major shortcoming. They require expensive human annotations as soon as a new semantic class has to be learnt.

To reduce the annotation effort by orders of magnitude, one can follow the weakly supervised semantic segmentation paradigm and reduce the cost per image by using cheaper localisation cues like keypoints or bounding boxes instead of precise polygons. Alternatively one can only annotate a fraction of the images in the training set and learn from them as well as the unlabeled ones which would constitute a semi supervised approach.

The first part of this thesis concerns object part affordance (functional attribute) segmentation using keypoints as supervision cues. To this end, we introduce a custom dataset with affordance annotations on a pixel level. Additionally, we propose a method that performs significantly better than weakly supervised semantic segmentation methods originally designed for objects. Interestingly, our method generalizes to affordances of novel object classes not present in the train set. Subsequently, we improve upon this method with a second one. One of the strengths of it is the stochastic approximation of the Jaccard index which allows for proper hyper parameter choice even in the absence of ground truth for precise cross validation.

The second part of the thesis treats a setup where object level bounding boxes are given and object part affordances have to be segmented. We propose to annotate the affordances for a tiny number of example objects and then propagate them to the rest of the training set. This way, approximations to ground truth can be obtained for a constant cost.

After this we leave the domain of object part affordances and tackle weakly supervised semantic segmentation of object classes using image captions as supervision cues. Image captions not only provide additional object localization cues in form of object attributes but are also freely available on the internet. Using images and their corresponding captions, we train a multi-modal learning approach to locate arbitrary text snippets in an image. We then use it to provide high confidence object class areas in training images which are superior to those obtained from manually curated image tags.

Finally we consider a semi supervised semantic segmentation setup with pixel-wise labels given for a small fraction of images and no supervision cues of any kind for the rest. We propose a method which discovers latent classes maximizing the information gain about the semantic classes on labeled data. On unlabeled data, we use the consistency between
the latent classes and the semantic classes as a supervision signal. We show that supervision through latent classes is complementary to other consistency signals like neural discriminators. Furthermore, we show that latent classes learned automatically are superior to manually defined supercategories.

All approaches are compared to contemporary state-of-the-art methods and show an improvement compared to them.

**Keywords**: Semantic Segmentation, Weakly Supervised Learning, Semi-Supervised Learning, Affordances
Contents

1 Introduction .................................................. 3
  1.1 Motivation ................................................ 3
  1.2 Challenges ............................................... 4
  1.3 Contributions ............................................ 5

2 Preliminaries ................................................. 9
  2.1 Convolutional Neural Network (CNN) ...................... 9
    2.1.1 Convolutions ......................................... 10
    2.1.2 ReLU ................................................ 11
    2.1.3 Pooling ............................................. 11
    2.1.4 Deconvolution ....................................... 11
    2.1.5 Batch Norm .......................................... 11
    2.1.6 Training ............................................ 12
    2.1.7 Overfitting .......................................... 13
  2.2 Conditional Random Field ................................ 13
  2.3 Grabcut ................................................... 14
  2.4 Expectation Maximization ................................ 15
  2.5 Conditional Entropy ..................................... 16
  2.6 Word2Vec .................................................. 17

3 Related Work .................................................. 19
  3.1 Affordances ............................................... 19
    3.1.1 Attributes of Objects ................................. 19
    3.1.2 Affordances as Auxiliary Representation ............ 20
    3.1.3 Localizing Affordances ............................... 20
    3.1.4 RGB Image Datasets with Pixel Level Affordance Annotation 21
  3.2 Semantic Segmentation .................................... 21
  3.3 Weakly Supervised Semantic Segmentation and Visual Grounding 23
    3.3.1 Approaches Based on Hand Crafted Features ........ 23
    3.3.2 Deep Learning Based Approaches ................... 23
    3.3.3 Weakly Supervised Visual Grounding .................. 25
  3.4 Semi-Supervised Semantic Segmentation .................... 25

4 Weakly Supervised Affordance Segmentation .................. 27
  4.1 Introduction ............................................... 27
  4.2 Affordance Datasets ....................................... 28
  4.3 Proposed Method ......................................... 30
    4.3.1 Full Supervision .................................... 30
    4.3.2 Weak Supervision ................................... 31
  4.4 Experiments ............................................... 32
    4.4.1 UMD Part Affordance Dataset ......................... 33
    4.4.2 CAD120 Affordance Dataset ......................... 36
<table>
<thead>
<tr>
<th>Section</th>
<th>Title</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.5</td>
<td>Conclusion</td>
<td>37</td>
</tr>
<tr>
<td>5</td>
<td>Adaptive Binarization for Weakly Supervised Affordance Segmentation</td>
<td>39</td>
</tr>
<tr>
<td>5.1</td>
<td>Introduction</td>
<td>39</td>
</tr>
<tr>
<td>5.2</td>
<td>Weakly Supervised Affordance Segmentation</td>
<td>40</td>
</tr>
<tr>
<td>5.2.1</td>
<td>Method</td>
<td>40</td>
</tr>
<tr>
<td>5.2.2</td>
<td>Adaptive Binarization</td>
<td>41</td>
</tr>
<tr>
<td>5.2.3</td>
<td>Approximated Cross Validation</td>
<td>42</td>
</tr>
<tr>
<td>5.3</td>
<td>Experiments</td>
<td>43</td>
</tr>
<tr>
<td>5.3.1</td>
<td>Adaptive Binarization</td>
<td>43</td>
</tr>
<tr>
<td>5.3.2</td>
<td>Approximated Cross Validation</td>
<td>44</td>
</tr>
<tr>
<td>5.3.3</td>
<td>Varying Number of Keypoints</td>
<td>44</td>
</tr>
<tr>
<td>5.3.4</td>
<td>Comparison to the State-of-the-art</td>
<td>44</td>
</tr>
<tr>
<td>5.4</td>
<td>Conclusion</td>
<td>46</td>
</tr>
<tr>
<td>6</td>
<td>Learning Affordances from Very Few Examples</td>
<td>49</td>
</tr>
<tr>
<td>6.1</td>
<td>Introduction</td>
<td>49</td>
</tr>
<tr>
<td>6.2</td>
<td>Label Transfer for Affordance Segmentation</td>
<td>50</td>
</tr>
<tr>
<td>6.2.1</td>
<td>Semantic Alignment Network for Similarity Estimation</td>
<td>51</td>
</tr>
<tr>
<td>6.2.2</td>
<td>Semantic Segmentation</td>
<td>53</td>
</tr>
<tr>
<td>6.3</td>
<td>Experiments</td>
<td>54</td>
</tr>
<tr>
<td>6.3.1</td>
<td>Comparison to state-of-the-art</td>
<td>54</td>
</tr>
<tr>
<td>6.3.2</td>
<td>Number of Examples</td>
<td>56</td>
</tr>
<tr>
<td>6.3.3</td>
<td>Impact of Additional Training Data</td>
<td>56</td>
</tr>
<tr>
<td>6.3.4</td>
<td>Warping vs No Warping</td>
<td>57</td>
</tr>
<tr>
<td>6.3.5</td>
<td>Bounding Box vs. Pixel-wise Annotation</td>
<td>57</td>
</tr>
<tr>
<td>6.3.6</td>
<td>ResNet Features vs. Alignment</td>
<td>58</td>
</tr>
<tr>
<td>6.3.7</td>
<td>Oracle Experiment: Ground Truth Bounding Box for Each Affordance of Each Query Tool</td>
<td>58</td>
</tr>
<tr>
<td>6.3.8</td>
<td>Evaluation on the Pascal Parts dataset</td>
<td>59</td>
</tr>
<tr>
<td>6.4</td>
<td>Conclusion</td>
<td>59</td>
</tr>
<tr>
<td>7</td>
<td>Harvesting Information from Captions for Weakly Supervised Semantic Segmentation</td>
<td>61</td>
</tr>
<tr>
<td>7.1</td>
<td>Introduction</td>
<td>61</td>
</tr>
<tr>
<td>7.2</td>
<td>Method</td>
<td>63</td>
</tr>
<tr>
<td>7.2.1</td>
<td>Parsing Captions</td>
<td>63</td>
</tr>
<tr>
<td>7.2.2</td>
<td>Multi-Modal TAM Network</td>
<td>64</td>
</tr>
<tr>
<td>7.2.3</td>
<td>Direct Estimation of pixel-wise Class Labels from TAMs</td>
<td>65</td>
</tr>
<tr>
<td>7.2.4</td>
<td>Training of Embedding Architecture</td>
<td>66</td>
</tr>
<tr>
<td>7.3</td>
<td>Experiments</td>
<td>68</td>
</tr>
<tr>
<td>7.3.1</td>
<td>Evaluation of System Components</td>
<td>70</td>
</tr>
<tr>
<td>7.3.2</td>
<td>Comparison to Visual Grounding</td>
<td>70</td>
</tr>
<tr>
<td>7.3.3</td>
<td>Evaluating Concept Types</td>
<td>71</td>
</tr>
<tr>
<td>7.3.4</td>
<td>Evaluating Textual Embedding</td>
<td>71</td>
</tr>
<tr>
<td>7.3.5</td>
<td>Evaluating Concept Loss Weight</td>
<td>72</td>
</tr>
</tbody>
</table>
List of Figures

1.1 Providing the class label for each pixel on the train data allows to learn models with reasonable performance. However, these labels are extremely costly. This thesis examines how well we can do with cheaper annotation cues. Chapters 4 and 5 deal with affordance segmentation from keypoints, in Chapter 6 we use tight bounding boxes around objects for the same purpose. In Chapter 7 we examine image captions as a source of supervision. We conclude the thesis with a work on semi supervised semantic segmentation where we boost the performance by using images without any labels. ................................................................. 8

4.1 Example images from (top row) the UMD part affordance dataset and (bottom row) the CAD120 dataset. ................................................................. 28

4.2 Example images with annotations from the proposed CAD120 affordance dataset. Pixels that do not belong to any affordance are considered as background. ........ 29

4.3 Statistics of the dataset ................................................................. 30

4.4 Illustration of our approach for weakly supervised affordance detection. The example images are taken from the UMD part affordance dataset (Myers et al., 2015). The first row shows the weak annotations of the training images. The saw is annotated by five keypoints with affordance labels. The second row shows the prediction of the CNN on an image of the test set. If the CNN is only trained on the keypoint annotations, the predictions are not very precise. The third row shows the estimated annotation for the training image after the prediction of the CNN was refined by Grabcut for each affordance class. The last row shows the prediction of the CNN trained on the refined annotations of the training set. Compared to the second row, the affordances are precisely detected. ................................................................. 31

5.1 Illustration of our approach for affordance segmentation using keypoints as weak supervision. The CNN is trained by iteratively updating the segmentation masks for the training images (E-step) and the parameters of the network (M-step). .............. 41

5.2 Affordance segmentation with more than one keypoint per image and affordance. For the function $g$ (5.5), we compare average and median. The mean Jaccard index is plotted over the number of keypoints. .................................................. 45

5.3 Qualitative comparison of our approach (second and fifth row) with the one from Chapter 4. Our approach localizes even small affordance parts while the Grabcut step in the earlier method merges the cap with the entire object. .............. 47
6.1 In order to train a network to segment affordances from a very small set of examples, we transfer labels to unlabeled images. The training data consists of a set of objects where affordances are annotated by bounding boxes (right). This training set is very small and comprises only a few examples per object category. We then collect more examples of objects from an object detection dataset, i.e., the bounding box and the name of the object are given but not the affordances (left). To transfer the annotation labels of the training set to the new images, we use a semantic alignment network to find for each new image the most similar image in the training set. The bounding box annotations of the affordances are then transferred to the matched images and a CNN is then trained on all images.

6.2 Some query tools (left column) and the top 3 matching example tools with decreasing proximity from left to right. Except for the second match for the knife, the matching procedure retrieves tools with seen from similar viewpoint and having same orientation.

6.3 Illustration of our supervision levels and transfer strategies. From left to right: Query tool, matched example tool, aligned example tool, “bbox-copy”labels, “pixel-wise-copy”labels, “bbox-warp”labels, “pixel-wise-warp”labels.

6.4 Qualitative results on bounding boxes: RGB input (first column), DCSP (Chaudhry et al., 2017) results (second column), our results (third column), ground truth (last column). In contrast to DCSP, our method correctly associates the affordances with the respective object parts.

6.5 Qualitative results on IIT-AFF (Nguyen et al., 2017b): RGB input (left), our results (middle), ground truth (right).

7.1 Given one or multiple captions per image in the training set, our network predicts text activation maps (TAMs) for each image which are then converted into class activation maps (CAMs) as illustrated in Figure 7.3. The text activation maps are more general than class activation maps since they localize compound concepts like “two large beds” as well as categories like “bed”. The example shows the class activation map estimated for “bed” for this training example. Using the estimated CAMs of all training images, a standard convolutional neural network for semantic segmentation can then be trained.

7.2 To obtain the textual embedding of an arbitrary snippet of text, we first encode each word with a Word2Vec model and average over words, which gives us the input embedding. Feeding it into a single fully connected layer with a residual connection yields the output embedding.

7.3 For each present class, we locate the class name as well as all compound concepts related to this class in the image (estimate their TAMs). We then normalize these TAMs and take for each class the pixel-wise maximum over them to arrive at the CAM. Finally, we estimate pixel-wise class labels from these.

7.4 The auto consistency loss enforces invariance under geometric transformations like flipping. To this end, labels are estimated in an online manner from the TAMs of class names for the image and the flipped image. Then these are flipped and the estimated labels of the image are used to supervise the embedding of the flipped image and vice versa.
7.5 Examples of estimated pixel-wise class labels on the training set. From left to right: Image, baseline, proposed method, ground truth. Above each image we provide the caption and highlight the class names of the COCO classes. 69

8.1 Our network learns not only semantic but also latent classes that are easier to predict. The figure shows an example of latent and semantic class segmentation predictions for an image that is not part of the training data. As it can be seen, the learned latent classes are very intuitive, since the vehicles are grouped into one latent class and difficult-to-segment objects like pedestrians, bicycles, and signs are grouped into another latent class. 78

8.2 Overview of the proposed method. While the semantic branch infers pixel-wise class labels, the latent branch learns latent classes and infers the learned latent classes. The latent classes are learned only on the labeled images using the latent loss $L_{\text{latent}}$ that ensures that the latent classes are as consistent as possible with the semantic classes. The semantic branch is trained on labeled images with the cross-entropy loss $L_{\text{ce}}$ and on unlabeled images the predictions of the latent branch are used as supervision ($L_{\text{cons}}$). Additionally, the semantic branch receives adversarial feedback ($L_{\text{adv}}$) from a discriminator network distinguishing predicted and ground truth segmentations. 79

8.3 Qualitative examples from the Pascal VOC 2012 val set. From left to right: image, ground truth, $L_{\text{ce}}$, proposed without adversarial loss, proposed, latent classes. 84

8.4 Qualitative examples from the Cityscapes val set. From left to right: image, ground truth, proposed, latent classes. 85

8.5 Qualitative examples from the IIT Affordances test set. From left to right: image, ground truth, proposed, latent classes. 86

8.6 The distribution of latent classes for both datasets is pretty sparse, essentially the latent classes form supercategories of semantic classes that are similar in appearance. The grouping bicycle, bottle, and dining table for 10 latent classes seems to be unexpected, but due to the low number of latent classes the network is forced to group additional semantic classes. In this case, the network tends to group the most difficult classes of the dataset. In case of 20 latent classes, the merged classes are very intuitive, but not all latent classes are effectively used. 89
<table>
<thead>
<tr>
<th>Table</th>
<th>Evaluation Details</th>
<th>Dataset/Approach Description</th>
<th>Section</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.1</td>
<td>Fully and weakly supervised approaches for affordance detection</td>
<td>UMD part affordance dataset (category split)</td>
<td>4</td>
<td>33</td>
</tr>
<tr>
<td>4.2</td>
<td>Fully and weakly supervised approaches for affordance detection</td>
<td>UMD part affordance dataset (novel split)</td>
<td>4</td>
<td>34</td>
</tr>
<tr>
<td>4.3</td>
<td>Fully and weakly supervised approaches for affordance detection</td>
<td>CAD120 affordance dataset (actor split)</td>
<td>5</td>
<td>36</td>
</tr>
<tr>
<td>4.4</td>
<td>Fully and weakly supervised approaches for affordance detection</td>
<td>CAD120 affordance dataset (object split)</td>
<td>5</td>
<td>37</td>
</tr>
<tr>
<td>5.1</td>
<td>Comparison of adaptive binarization with non-adaptive binarization</td>
<td>CAD 120 affordance dataset and the novel split of the UMD part affordance dataset</td>
<td>5</td>
<td>43</td>
</tr>
<tr>
<td>5.2</td>
<td>Impact of limiting the adaptive threshold (5.5) by 0.5</td>
<td>CAD 120 affordance dataset and the novel split of the UMD part affordance dataset</td>
<td>5</td>
<td>43</td>
</tr>
<tr>
<td>5.3</td>
<td>Impact of $\tau$ (5.4)</td>
<td>CAD 120 affordance dataset and the novel split of the UMD part affordance dataset</td>
<td>5</td>
<td>44</td>
</tr>
<tr>
<td>5.4</td>
<td>Comparison of our method to the state-of-the-art</td>
<td>CAD 120 affordance dataset</td>
<td>5</td>
<td>46</td>
</tr>
<tr>
<td>5.5</td>
<td>Comparison of our method to the state-of-the-art</td>
<td>UMD part affordance dataset</td>
<td>5</td>
<td>48</td>
</tr>
<tr>
<td>6.1</td>
<td>Comparison to DCSP</td>
<td>IIT-AFF dataset</td>
<td>6</td>
<td>56</td>
</tr>
<tr>
<td>6.2</td>
<td>Evaluation of our method</td>
<td>IIT-AFF dataset</td>
<td>6</td>
<td>56</td>
</tr>
<tr>
<td>6.3</td>
<td>Comparison of training on the example images only vs. our approach</td>
<td>IIT-AFF dataset</td>
<td>6</td>
<td>57</td>
</tr>
<tr>
<td>6.4</td>
<td>Comparison of warping the affordance labels from the example tool vs copying them</td>
<td>IIT-AFF dataset</td>
<td>6</td>
<td>57</td>
</tr>
</tbody>
</table>
6.5 Comparison of using accurate pixel-wise affordance annotations of the example tools vs. bounding boxes around affordances. We report the results with and without using the estimated warping transformation for label transfer. We evaluate on full images from the IIT-AFF dataset (Nguyen et al., 2017b) and report IoU. .............................. 58

6.6 Comparison of two matching strategies between query tools and example tools: The proposed strategy uses the loss of a semantic alignment network trained in an unsupervised manner, the ablation uses the features of ResNet-101 pretrained on ImageNet. We evaluate on full images from the IIT-AFF dataset (Nguyen et al., 2017b) and report IoU. ......................................................... 58

6.7 Results for if ground truth bounding boxes would be given for each affordance of each query tool vs our method. We evaluate on full images from the IIT-AFF dataset (Nguyen et al., 2017b) and report IoU. ......................................................... 59

6.8 Evaluation on the Pascal Parts (Chen et al., 2014). Our method outperforms state-of-the-art methods for weakly supervised semantic parts segmentation. As on IIT-AFF dataset (Nguyen et al., 2017b), we use 6 example objects per object class. .............................. 59

7.1 Results for estimated pixel labels on the training set. .............................. 70

7.2 Using compound concepts only for training leads to best results. Results are reported without auto-consistency loss. ......................................................... 71

7.3 Small values of $w_{res}$ allow the textual path to adjust the w2v embeddings to the needs of visual grounding, while large values lead to degeneration during training and inferior performance. Results are reported without auto-consistency loss. .............................. 71

7.4 Performance grows when the impact of compound concepts is increased. Results are reported without auto-consistency loss. .............................. 72

7.5 Recall and precision of image class tags retrieved from image captions. .............................. 73

7.6 Results of the final semantic segmentation model on the test set. The gain in accuracy of estimated pixel labels on the train set transfers well to the test set. .............................. 73

7.7 DSRG(Huang et al., 2018) is a saliency based approach for weakly supervised semantic segmentation. It can be combined with our approach. .............................. 74

7.8 Comparison of the final semantic segmentation model with the state-of-the-art on the test set. * indicate results published after completion and acceptance of our work. .............................. 74

8.1 Comparison to the state-of-the-art on Pascal VOC 2012 using mIoU (%). .............................. 83

8.2 Comparison to the state-of-the-art on Cityscapes using mIoU (%). .............................. 87

8.3 Comparison to Hung et.al on IIT Affordances. We used 7 latent classes for the proposed model. .............................. 87

8.4 Impact of the loss terms. The evaluation is performed on Pascal VOC 2012 where 1/8 of the data is labeled. $L_{labeled}^{adv}$ denotes that the adversarial loss is only used for the labeled images. .............................. 88

8.5 Impact of the number of latent classes. The evaluation is performed on Pascal VOC 2012 where 1/8 of the data is labeled. A latent class $l$ is considered effective, if there exists a semantic class $c$ so that $P(l|c) > t$. The third column shows this number for $t = 0.1$ and the fourth for $t = 0.9$. .............................. 89
8.6 Manual assignment of Pascal VOC 2012 classes to 10 supercategories that we use instead of learned latent classes in the ablation study. .......................... 90
8.7 Comparison of learned latent classes with manually defined latent classes. The evaluation is performed on Pascal VOC 2012 where 1/8 of the data is labeled. In case of learned latent classes, the second column reports the maximum number of latent classes. In case of manually defined latent classes, the exact number of classes is reported. ................................................................. 91
Nomenclature

Abbreviations

An alphabetically sorted list of abbreviations used in the thesis:

CRF  Conditional random field
CNN  Convolutional Neural Network
DCNN  Deep Convolutional Neural Network
DNN  Deep Neural Network
EM  Expectation Maximization
GAN  Generative Adversarial Network
IoU  Intersection over Union
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<tr>
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<td>Segmentation prediction</td>
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<td>observed variables (weak supervision cues)</td>
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<td>geometrical pixel positions</td>
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<td>moving average</td>
</tr>
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<td>discriminator network</td>
</tr>
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<td>network features</td>
</tr>
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<td>threshold hyper parameter for spatial distance of pixels</td>
</tr>
<tr>
<td>$\alpha, \beta$</td>
<td>hyper parameters depending on context</td>
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<td>$h, w$</td>
<td>height and width</td>
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<td>$\phi(\cdot)$</td>
<td>Unary potential</td>
</tr>
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<td>$\psi(\cdot, \cdot)$</td>
<td>Pairwise potential</td>
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<td>$\theta$</td>
<td>Parameters of the model</td>
</tr>
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<td>$c$</td>
<td>semantic class</td>
</tr>
<tr>
<td>$l$</td>
<td>latent class</td>
</tr>
<tr>
<td>Symbol</td>
<td>Description</td>
</tr>
<tr>
<td>--------</td>
<td>------------------------</td>
</tr>
<tr>
<td>$y$</td>
<td>binary label</td>
</tr>
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<td>semantic embedding vector</td>
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1.1 Motivation

One of the most important technological achievements of the last 2 decades are algorithms for semantic data analysis. These include for example search engines or recommendation systems based on user profiling. A crucial prerequisite for these algorithms are huge amounts of data, which emerged as the Internet became more and more popular. A huge portion of the data is human understandable, i.e. texts in human language, images, videos or audio files, which means that doing data mining on these files essentially means teaching a machine to read, see and listen like humans.

So far, intelligent algorithms are mainly confined to the virtual world. However, a machine able to semantically understand real world scenes as well as a human can substitute his eyes and more importantly judgement just as the steam engine substituted his manual effort. The most promising autonomous agents right now are probably autonomous cars.

An autonomous agent needs a granular semantic understanding of the scene: It needs to assign a class and instance label to each pixel in the scene. The task of semantic segmentation deals with the former. A legitimate question is why we aim at segmenting RGB images instead of e.g. RGBD images or infrared images. At the end of the day, an autonomous agent does not need to use the same modality as a human and instead use the additional information of e.g. depth. The justification of RGB images is the abundance of data and the low price and ubiquity of RGB cameras compared to other imaging sensors. A semantic segmentation method for RGB images can train on a much bigger corpus of data and be deployed anywhere you can find a camera without additional costs for e.g. a depth sensor or an infra red sensor.

Apart from being a fundamental component for the scene understanding of autonomous agents, semantic segmentation is applicable in a number of domains on its own. This is the case whenever physical matter needs to be classified into multiple categories, like in medical imaging, quality control or aerial surveillance.

While being extremely useful, semantic segmentation is also extremely costly: To train a machine in a vanilla fully supervised setup, one first has to provide it with data, where a class label is assigned to each pixel. To get such annotations, human annotators draw polygons around regions with the same semantic class. One accurate polygon takes at least half a minute and if we assume that a street...
scene is composed of 20 polygons (which is a modest estimate), a human can finish 6 such images in an hour. Then, to creating a dataset covering 1000 cities with 1000 images each requires 166,666 hours of human work which amounts to ca. 300000$ on Amazon Turk. This calculation does not take quality control into account or the fact that for every new semantic category the whole dataset needs to be relabeled. Obtaining a dataset of reasonable size for autonomous driving takes a substantial amount of money equivalent to hiring two machine learners for a year.

Given this financial burden, it is imperative to examine what is achievable with sparser amount of annotation. In weakly supervised semantic segmentation, one provides cheaper supervision cues for all images in the dataset. These can be image tags indicating the present semantic classes or some types of localization cues, like keypoints, scribbles or bounding boxes. The supervision cues can also be related to the semantic classes but not indicating them, like e.g. bounding boxes around objects which parts need to be segmented or generic image captions describing the scene and not targeting any specific semantic classes. The latter setup is especially interesting, since these captions are available on the Internet for free. In semi supervised semantic segmentation one provides pixel-wise labels for a fraction of the dataset (e.g. 10% or 5%) and no annotations or cheap supervision cues for the remaining data. The challenge here is to provide some supervision signal on images without any human annotation.

1.2 Challenges

Even in a fully supervised setup, semantic segmentation remains challenging. As a logical extension of image classification, it inherited all the problems from it, like high intra-class appearance variation, different view points, scales and illumination conditions, truncation and occlusion. Often the objects of interest (e.g. distant pedestrians in street scene datasets) are so small that even a human would not be able to classify them from the interior of the bounding box around the object but would rely on context instead. These problems become even more severe since semantic segmentation has not only to detect the semantic class but estimate its precise location. Typically, methods for image classification are designed to be invariant to translations and rotations of the image content. However, exactly this property is not desirable for semantic segmentation systems. Tubes holding traffic signs are a good example: Detecting their rough position is not enough, the prediction must closely match the ground truth, and since the tubes are extremely thin, each pixel matters.

Semantic segmentation is not solved yet. The impact of a high number of classes, small objects only recognizable by context and a high intra-class appearance variation was demonstrated on the COCO stuff dataset (Caesar et al., 2018). Methods giving over 80% Jaccard index on the Pascal VOC 2012 dataset (Everingham et al., 2014) drop below 40%.

Semantic segmentation benchmarks like Pascal VOC 2012 (Everingham et al., 2014) or COCO stuff (Caesar et al., 2018) typically assume that the semantic classes are mutually exclusive, non ambiguous and are not organized in a hierarchy. All of these assumptions are simplifications. In reality, a pixel can belong to multiple semantic classes at the same time (e.g. have multiple attributes), words can be ambiguous (e.g. the mouse can refer to the rodent as well as the device), exhibit a hierarchy (cat and Egyptian cat). Datasets reflecting the complex structure of the human mind are yet to be collected and annotated and corresponding models are yet to be trained.

Specifically for weakly supervised semantic segmentation, the main challenge is that some cues about the content are given but the precise spatial extent of the semantic classes is not provided. Us-
ing image class tags as supervision cues is a very popular approach. Generally, these methods learn what distinctive patterns of the image correlate with a certain tag. These regions are used as high-confidence seeds which are then refined using color similarity, spatial proximity or objectness/saliency for guidance. These approaches work well on iconic images where the classes of interest are objects and a typical image shows only a very small number of classes, which is the case on Pascal VOC 2012 (Everingham et al., 2014). However, e.g. for autonomous driving datasets, certain classes (like road or sky) appear in almost all images and for affordance datasets like the CAD 120 affordance dataset (Sawatzky et al., 2017), the affordances of an object almost always appear together. In such setups, the relation between class tags and distinctive regions can not be established. Additionally, saliency or objectness are not reliable cues for highly cluttered datasets like CAD 120 affordance dataset (Sawatzky et al., 2017). Finally, color similarity also has limitations when it comes to object part segmentation: The color of the fur of a cat is not related to its body parts. We address these weaknesses in the first three works of this thesis.

Clean image level supervision cues are cheaper than full annotations but not for free contrary to image tags or captions on the Internet. Using these imposes two challenges. First, the noise in the image tags and captions needs to be addressed. There is no guarantee that the image tag or caption describes the image content completely. And second, in case of captions, the challenge is to make use of the rest of the text apart from the class names itself, e.g. attributes of the objects or the description of their location.

In cases where only a tiny fraction of the images in the dataset are annotated at all, the usage of the unlabeled data gets into the focus. The challenge here is to come up with a supervision signal on the unlabeled data.

1.3 Contributions

This dissertation aims at reducing the performance gap of semantic segmentation models trained in a fully supervised setup compared to models trained with cheaper annotations. It explores several setups differing in data domain and type of supervision cue. The different supervision levels are shown in Figure 1.1. All works presented in this thesis constituted the state of the art at the moment of completion.

- In our first work presented in Chapter 4 we focus on weakly supervised object part affordance segmentation. Affordances of object parts differ in several aspects from objects or stuff. A technical difference is that the affordances of an object or its part need not be mutually exclusive, for instance the blade of a knife can be used to cut or to balance powder on it, so it is “cuttable” and “supportable” at the same time. Contrary, the semantic classes on popular benchmarks are mutually exclusive. Another difference is that affordances are more abstract than object classes. This leads to a high intra-class variation in appearance. For example, the interior of a mug and of a bowl can both be used to store liquids, however their visual appearance is very different.

While benchmarks for semantic segmentation of full objects or stuff are publicly available, a dataset containing realistic images with object part affordances annotated on pixel level was still missing in 2016. This is why we introduced the CAD 120 affordance dataset. It comprises over 3000 images with over 9000 object instances and each object can have multiple affor-
dances. An important feature of the dataset is the object split: It ensures that object classes used in the train set do not occur in the test set. By evaluating on the object split, one can test the ability of a method to recognize the functionality of unseen object classes.

We provide a baseline for learning affordances in a fully supervised setup. Additionally, we introduce a method to learn affordances from sparse keypoints only. It is the first method for weakly supervised affordance segmentation and it outperforms methods designed for weakly supervised semantic segmentation of object classes.

• Chapter 5 is an extension of the first work. This time, we entirely focus on weakly supervised affordance segmentation. We provide an algorithm which beats the previous by a huge margin becoming the state-of-the-art. Additionally, it has less components and a significantly lower training time. In general, the hyper parameters of a weakly supervised learning algorithm can not be chosen by cross validation on a validation set, since by definition, ground truth data is not available. However, our algorithm allows for a stochastic approximation of the Jaccard index, which can be used for cross validation. This way, we can automatically tailor the hyper parameters to the dataset.

• Chapter 6 constitutes our last contribution to weakly supervised affordance segmentation. While in the previous works we eliminated human effort by reducing the annotation cost per image, here we cut the number of annotated images. While pixel-wise affordance labels are scarce, there exist large scale datasets with bounding boxes given for household objects. We suggest to annotate the affordances for a tiny number of object instances. Then, we use the bounding boxes and a modification of an unsupervised semantic alignment method to transfer these annotations to all other object instances of the same class in the train set. This makes the training of a fully supervised model possible. Qualitatively, this approach allows to learn the correct assignment of affordances within the object. This advantage allows it to become the state of the art on the IIT-AFF dataset Nguyen et al. (2017b).

• In Chapter 7 we continue with exploiting image captions as a supervision signal for weakly supervised semantic segmentation. Using curated image tags indicating the presence of certain object classes in an image is a very popular supervision setup in weakly supervised semantic segmentation of objects. The majority of the current state-of-the-art methods first obtain rough localization cues from these tags and uses these cues for training. These image tags are assumed to be cleaned by human annotators. On the Internet however, image captions describing an image but potentially not mentioning all object classes are abundant. We propose to use the rich object context provided in an image caption as an additional supervision cue. For example, the color of a “black cat” might simplify its location in an image. Being more concrete, we train a multi-modal model to locate arbitrary text snippets inside an image. After that, we parse the captions of images for objects and attributes describing them and locate these in the training images. These localization cues are superior to localization cues from clean image tags. This fact allows us to outperform the previous state-of-the-art on the COCO dataset Lin et al. (2014).

• Finally Chapter 8 examines a semi-supervised setup where pixel-wise labels are given for a small fraction of the data and no supervision cues of any type are given for the remaining
images. The general idea is to introduce an auxiliary task which is related to semantic segmentation but simpler than it. Since the task is simpler, the annotated data might suffice to learn it reasonably well. The predictions for the simpler task then in turn serve as a supervision signal on the unlabeled data. One natural choice in case of semantic segmentation would be to learn the supercategories of the classes of interest. However, we show that one can do substantially better by letting the system discover latent supercategories. These latent classes are chosen so that the latent class of a pixel reduces the uncertainty about the semantic class as much as possible. The supervision signal from latent classes turns out to be complementary to signals from adversarial networks leading to an approach performing on par with the state-of-the-art on Pascal VOC 2012 (Everingham et al. 2014) and being the new state-of-the-art on Cityscapes (Cordts et al. 2016).
Figure 1.1: Providing the class label for each pixel on the train data allows to learn models with reasonable performance. However, these labels are extremely costly. This thesis examines how well we can do with cheaper annotation cues. Chapters 4 and 5 deal with affordance segmentation from keypoints, in Chapter 6 we use tight bounding boxes around objects for the same purpose. In Chapter 7 we examine image captions as a source of supervision. We conclude the thesis with a work on semi supervised semantic segmentation where we boost the performance by using images without any labels.
We will now discuss the machine learning techniques this thesis depends on. Convolutional neural networks and label refinement methods are, regardless of the supervision mode, the current workhorses of semantic segmentation. The most popular method for color and proximity based refinement is by modeling the pixel labels via conditional random fields (CRF). In the first work, we also use Grabcut (Rother et al., 2004) It is a method for interactive foreground refinement which also heavily relies on color similarity and spatial proximity.

The task of weakly supervised semantic segmentation can be modeled as an Expectation Maximization problem. The supervision cues are the visible variables and the pixel-wise labels are the hidden ones. In the fourth work of this thesis, semantic information gathered from captions is used as a supervision cue. To convert human words into numerical data and preserve semantic proximity in the numerical space, we use the Word2Vec encoding (Mikolov et al., 2013). Finally, the last work relies on conditional entropy as a measure of information gain and a discriminator network.
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2.1 Convolutional Neural Network (CNN)

Convolutional neural networks are the paramount models when it comes to extracting semantic content from RGB images. These models are parametrized computational graphs. The nodes comprise data tensors, so called feature maps, and parametrized computational nodes, so called layers, mapping one or multiple input data tensors to one or multiple output data tensors. The layers typically
used in such networks are (dilated) convolutions, ReLUs, pooling, batch norm and deconvolution layers. We will describe each of them in more detail below.

In case of semantic segmentation, the CNNs take an image as input and return the pixel-wise label probability distributions as output. The first feature map corresponds to the RGB image and the last to the activations for the semantic classes. The higher the activation the more probable the class. If the classes are mutually exclusive, these activations are converted to pixel-wise probability distributions \( P \) using the softmax:

\[
P_{i,h,w,c}(\theta) = \frac{\exp(-f_{i,h,w,c}(\theta))}{\sum_{c \in C} \exp(-f_{i,h,w,c}(\theta))}
\]

where \( i \) denotes the image, \( h \) and \( w \) are the spatial position of the pixel, \( c \) denotes the semantic class and \( \theta \) are the parameters of the CNN.

If the labels are not mutually exclusive, a sigmoid function \( \sigma \) can map activations to probabilities:

\[
P_{i,h,w,c}(\theta) = \sigma(f_{i,h,w,c}) = \frac{1}{1 + \exp(-f_{i,h,w,c}(\theta))}
\]

2.1.1 Convolutions

Convolutional layers map a single 3-dimensional tensor \( T^{in} \in \mathbb{R}^{W_{in} \times H_{in} \times C_{in}} \) to another 3-dimensional tensor \( T^{out} \in \mathbb{R}^{W_{out} \times H_{out} \times C_{out}} \). \( H \) and \( W \) are the spatial dimensions of the tensors (width and height). \( C \) is the channel dimension. The mapping is done using the kernel \( K \in \mathbb{R}^{k \times k \times C_{in} \times C_{out}} \) and the output channel bias \( b \in \mathbb{R}^{C_{out}} \)

\[
T^{out}_{h,w,cout} = \sum_{c_{in}} \sum_{i,j} T^{in}_{h-i,w-j,c_{in}} K_{i,j,c_{in},cout} + b_{cout},
\]

The values of \( K \) and \( b \) are the parameters to optimize. Typically, \( k \) is a tiny odd integer, so the values of the output feature map only depend on a small spatial input, which is a reasonable feature for visual data. In 2.3, the resolution of the output tensor remains identical to the resolution of the input tensor. The number of channels in a tensor is typically very high, so in order to reduce the memory footprint, the tensors need to be down sampled in the spatial dimension. This is done using the stride \( s \)

\[
T^{out}_{h,w,cout} = \sum_{c_{in}} \sum_{i,j=-[k/2]}^{[k/2]} T^{in}_{sh-i,sw-j,c_{in}} K_{i,j,c_{in},cout} + b_{cout},
\]

Dilated convolutions use kernels with the same number of parameters but sub sample the spatial positions in the input tensor the kernel is applied to. They maintain a wide receptive field with a low number of parameters. The general formula for dilation \( d \) and stride \( s \) is therefore:

\[
T^{out}_{h,w,cout} = \sum_{c_{in}} \sum_{i,j=-[k/2]}^{k/2} T^{in}_{sh-di,sw-dj,c_{in}} K_{i,j,c_{in},cout} + b_{cout},
\]
2.1. Convolutional Neural Network (CNN)

2.1.2 ReLU

Neural nets can not consist of convolutions only, since each convolution can be represented by a matrix multiplication and therefore consecutive convolutions correspond to a single linear operation. To go beyond a single linear operation, convolutional layers are typically followed by non-linearities applied element-wise to the output tensor \( T \in \mathbb{R}^{W_{out} \times H_{out} \times c_{out}} \). The by far most popular non-linearity for semantic segmentation is ReLU:

\[
ReLU(f) = \max(f, 0)
\]  \hspace{1cm} (2.6)

2.1.3 Pooling

In order to propagate salient features over a local neighborhood in the feature map without introducing new parameters to the model, max pooling

\[
T_{\text{max}}_{\text{pool},h,w,c_{\text{out}}} = \max_{i,j \in [-k/2,k/2]} T_{sh+i,sw+j,c_{\text{out}}},
\]  \hspace{1cm} (2.7)

or average pooling

\[
T_{\text{avg}}_{\text{pool},h,w,c_{\text{out}}} = \frac{1}{k^2} \sum_{i,j = -k/2}^{k/2} T_{sh+i,sw+j,c_{\text{out}}}.
\]  \hspace{1cm} (2.8)

is typically used. As for the convolutional layer, \( k \) denotes the kernel size and \( s \) denotes the stride. The motivation to use pooling operations is two fold: Firstly, it serves as a regularizer requiring that small spatial variations shall not have a big effect on the output features. Second, if memory footprint is an issue, it is a parameter free way to downsample the feature map while preserving the most salient features.

2.1.4 Deconvolution

A deconvolution layer first upsamples the input feature map filling zeros between the actual values. Then a convolution operation is applied. The deconvolution layer is used to learn an upsampling operation for a feature map instead of applying data agnostic alternatives like bilinear upsampling. An alternative name for deconvolution is transposed convolution. The name stems from the fact that the matrix of the deconvolution has the same structure as the transposed matrix of the respective convolution (the convolution which inverts the upsampling operation).

2.1.5 Batch Norm

The batch norm layer first normalizes the values of features using the mean \( \mu_c \) and standard deviation \( \sigma_c \) of these features in the channel \( c \):

\[
\hat{f}_{h,w,c} = \frac{f_{h,w,c} - \mu_c}{\sigma_c}
\]  \hspace{1cm} (2.9)
after this a linear mapping is applied to these features
\[ y_{h,w,c} = \alpha_c f_{h,w,c} + \beta_c \] (2.10)
\( \alpha_c \) and \( \beta_c \) are parameters of the model that are learned during training.

The batch norm layer was introduced by (Ioffe and Szegedy, 2015) and empirically turned out to be useful in practice. The author reckoned that this is due to the reduction of the internal covariate shift, i.e. the order of magnitude of the features remains constant during training. However, the usefulness of this property for model training was so far not rigorously mathematically proved.

### 2.1.6 Training

The parameters of the CNN \( \theta \) are estimated by maximum likelihood maximization of the pixel-wise labels in the train set. This is equivalent to minimizing the cross entropy loss:
\[ L_{ce} = -\sum_{i=0}^{N} \sum_{h=0}^{H} \sum_{w=0}^{W} \log \left( \frac{p_{i,h,w,c_{gt}(i,h,w)}(\theta)}{p_{i,h,w}(\theta)} \right) \] (2.11)
where \( i \) iterates over the training images and \( c_{gt}(i, h, w) \) is the semantic label of the pixel located at \( h, w \) in image \( i \).

In general there does not exist an analytical solution to this minimization problem nor does there exist a numerical algorithm which is guaranteed to converge to a global minimum. However, one can apply gradient descent to at least arrive at a local minimum:
\[ \theta_{t+1} = \theta_t - \lambda \nabla_{\theta_t} L \] (2.12)
where \( \lambda \) is a hyper parameter called learning rate.

One practical problem with this approach is that one can not load the complete training set into the memory. Accumulating the gradient over the whole data by iteratively computing the gradient for subsets of images is also prohibitively slow. Therefore, one uses minibatch stochastic gradient descent, obtaining the gradient in 2.12 from tiny subsets of training data. Stochastic refers to the fact that the subsets are sampled at random.

The search for the global minimum with stochastic gradient descent often ends up in a local minimum or saddle point. The usage of momentum (Rumelhart et al., 1986) is a powerful heuristic to avoid this. Essentially, the gradient \( \nabla_{\theta_{old}} \) in 2.12 is exchanged for its exponential moving average \( V_t \)
\[ V_t = \beta \nabla_{\theta_{t-1}} L + (1 - \beta)V_{t-1} \] (2.13)
This allows to jump out of local minima or saddle points and follow larger scale slopes.

There exist a number of works which try to further improve upon this heuristic. For example, a widely used algorithm is ADAM (Kingma and Ba, 2015). It additionally calculates the exponential moving average of the variance of the gradient:
\[ U_t = \beta_{var} \left( \nabla_{\theta_{t-1}} L \right)^2 + (1 - \beta_{var})U_{t-1} \] (2.14)
The square is taken element-wise. Then, it updates the parameters by
2.2. Conditional Random Field

\[ \theta_{t+1} = \theta_t - \lambda \frac{V_t}{U_t + \varepsilon} \]  

(2.15)

In case of a convex optimization problem, it can be mathematically proved that ADAM converges faster than SGD with momentum. However, since the optimization of deep convolutional neural networks is a non-convex problem, these methods have not eclipsed SGD with momentum in practice.

2.1.7 Overfitting

Reducing the loss on training data does not necessarily mean that the model will generalize well on test data as well. This happens if the number of parameters in the model is too high for the given amount of data. There exist several strategies to alleviate this issue.

Data Augmentation The images as well as the corresponding segmentation maps are randomly geometrically transformed (cropped, scaled, flipped) before being fed into the CNN. This somehow increases the amount of available data (although the samples are correlated of course).

Dropout Layer A dropout layer multiplies the values in the input feature map with 0 at random. This can be seen as data augmentation on the feature map level, since it provides the subsequent layers with noisy data. The dropout layer applied to visual data was one of the major contributions in the AlexNet paper (Krizhevsky et al., 2012).

Regularization Another approach is to add the \( L_2 \) or \( L_1 \) norm of the weights to the loss term or apply an exponential decay to the weights itself. In any case, the goal is to prevent large weight values. It can be even shown for convex problems that these two approaches yield equivalent results.

Pretraining One very powerful technique is to train a CNN for the same or closely related task on a far bigger dataset with similar images. Subsequently, one exchanges the few last layers for randomly initialized ones while keeping the learned parameters of the deeper layers. Then one trains the network on the actual dataset of interest. When doing this, the learning rate is typically far higher for the layers initialized from scratch than for the deeper ones. The later can be even set equal to 0. This process is called “fine-tuning”.

2.2 Conditional Random Field

Typically, the semantic labels of two spatially close pixels with the same color are the same. This information is not explicitly incorporated into CNNs for semantic segmentation. Therefore segmentation results are usually refined using conditional random fields. The work of (Krahenbuhl and Koltun, 2011) is very popular in practice and shall be described here.

In a conditional random field, the probability distribution of pixel-wise labels \( c \) given an image \( I \) is given by

\[ P(c|I) = \frac{1}{Z(I)} \exp \left( - \sum_{\kappa \in \mathcal{G}} \Phi_\kappa(c|I) \right) \]  

(2.16)

where \( \mathcal{G}(V, E) \) is a graph on \( c \), \( \kappa \) is a clique in the set of cliques \( \mathcal{G} \), \( \Phi_\kappa \) is a potential belonging to that clique, \( Z(I) \) is a normalizing factor. In the case of (Krahenbuhl and Koltun, 2011), the graph is supposed to be fully connected, so there exists only one clique and the probability distribution is
given by

\[ P(c|I) = \frac{1}{Z(I)} \exp \left( -\Phi(c|I) \right) \quad (2.17) \]

The overall potential comprises unary potentials \( \Psi_u \) and binary potentials \( \Psi_p \) defined at each pixel

\[ \Phi(c|I) = \sum_i \Psi_u(c_i) + \sum_{i<j} \Psi_p(c_i, c_j) \quad (2.18) \]

The unary potential represents the relation between pixels and local features, it must be a monotonically decreasing function of the probability predicted by the CNN for this pixel. The binary potential reflects that pixels close in geometrical or color space are likely to have the same label, therefore, they are set to

\[
\Psi_p(c_i, c_j) = \mu(c_i, c_j) \left( w^1 \exp \left( -\frac{|x_i - x_j|^2}{2\theta_\alpha^2} - \frac{|I_i - I_j|^2}{2\theta_\beta^2} \right) + w^2 \exp \left( -\frac{|x_i - x_j|^2}{2\theta_\gamma^2} \right) \right) \quad (2.19)
\]

where \( \mu(c_i, c_j) = [c_i \neq c_j] \), \( I_i, I_j \) denote the color vectors, \( x_i, x_j \) are the spatial coordinates of pixel \( i \) and \( j \) and \( \theta_\alpha, \theta_\beta, \theta_\gamma \) are hyper parameters.

It is intractable to compute the probability distribution \( P(c) \) itself. Instead, the authors look for a distribution which can be expressed as a product of its marginals \( Q = \prod_i Q_i \) and then search for parameters of \( Q \) which minimize the KL-divergence between \( Q \) and \( P \). This optimization is an iterative procedure which involves convolutions with a Gaussian kernel in a feature space of spatial positions and colors. One major contribution of this paper was to perform these convolutions in a timely efficient manner.

Once \( Q \) is estimated, the refined pixel-wise labels are obtained by taking the argmax over \( Q_i \) for pixel \( i \).

### 2.3 Grabcut

Originally, Grabcut (Rother et al., 2004) was an algorithm for interactive foreground vs background segmentation. As a minimum requirement, the user has to provide example pixels of the background and optionally example pixels of foreground. These pixels are used as a seed to segment the image into a foreground and background based on spatial proximity and color similarity. Optionally, the user can correct the segmentations interactively. In the original paper, the example pixels for background were those on the edges of a loose box separating the foreground from the background. In our first work, we estimate high confidence foreground regions and background regions with a neural network and initialize Grabcut from them.

Being more specific, Grabcut models the color distribution of foreground and background pixels with 2 separate Gaussian Mixture Models with \( k \) components each. \( I \) denotes the color of pixel \( n \) \( \alpha_n \in \{0, 1\} \) its label and \( k_n \in \{1, \ldots, K\} \) the component it belongs to. \( \pi(\alpha_n, k_n) \) denotes the weight of Gaussian component \( k_n \) of the foreground model (\( \alpha_n = 1 \)) or the background model (\( \alpha_n = 0 \)). \( \mu(\alpha_n, k_n) \) and \( \Sigma(\alpha_n, k_n) \) are the mean and variance of the respective component. \( \theta \) summarizes the
weights, means and variances of the components. The energy $E$ is a function of the model parameters as well as the labeling:

$$E(\alpha, k, \theta, I) = \sum_{n} D(\alpha_n, k_n, \theta, I_n) + V(\alpha, I)$$

(2.20)

where $D(\alpha_n, k_n, \theta, I_n) = -\log p(I_n|\alpha_n, k_n, \theta) - \log \pi(\alpha_n, k_n)$ is the negative log-likelihood of the color value given the model and $V$ denotes the graph energy:

$$V(\alpha, I) = \gamma \sum_{(m,n) \in C} \left[ \alpha_n \neq \alpha_m \right] \exp \left( -\beta \| I_m - I_n \|^2 \right)$$

(2.21)

where $C$ denotes the neighborhood of the pixel, and $\gamma$ and $\beta$ are hyper parameters.

After a random initialization of the background GMM with the pixels marked as background by the user (set $T_B$) and the foreground GMM using the remaining pixels (set $T_U$), one minimizes the energy by two alternating steps. One is the estimation of the labeling $\alpha$ minimizing the energy while keeping the GMM parameters frozen. This is done with the mincut algorithm. The pixels are treated as the graph nodes and the penalty terms in 2.21 as the edge weights. The other is the estimation of the parameters of the GMM which maximize the likelihood of the labeling. This essentially amounts to assigning the pixels labeled as background to the Gaussian components, estimating the weights as the share of the background pixels assigned to the component and calculating the mean and variance of the pixels inside the component. The same procedure is applied to the foreground.

### 2.4 Expectation Maximization

The training of a model parametrized by $\theta$ using the cross entropy loss in a fully supervised setup is equivalent to maximizing the log likelihood $L(\theta) = \sum_{i=0}^{N} \log P(C_i, I_i|\theta)$ where $C_i$ is the labeling of image $I_i$. In a weakly supervised setup, $C_i$ is unknown, i.e. a hidden random variable while the supervision cues are the visible variables $Z_i$ in image $I_i$. Now the goal is to maximize the log-likelihood $L(\theta) = \sum_{i=0}^{N} \log P(Z_i, I_i|\theta)$. This can be done using the Expectation-Maximization (EM) algorithm (Dempster et al., 1977). To do this, in iteration $t$, in the Expectation step, one calculates the function

$$Q(\theta|\theta_t) = \sum_{C} P(C|I, Z, \theta_t) \log(P(C, I, Z|\theta))$$

(2.22)

and maximizes it in the Maximization step with respect to $\theta$, with $\theta_t$ being the estimate of the model parameters from the previous iteration.
One can show that in each step, $L$ increases by at least the amount that $Q$ increases:

$$\log P(I, Z|\theta_{t+1}) - \log P(I, Z|\theta_t) = \sum C P(C|I, Z, \theta_t) (\log P(I, Z|\theta_{t+1}) - \log P(I, Z|\theta_t))$$

$$= \sum C P(C|I, Z, \theta_t) (\log P(C, I, Z|\theta_{t+1}) - \log P(C, I, Z|\theta_t))$$

$$- \sum C P(C|I, Z, \theta_t) (\log P(C, I, Z|\theta_t) - \log P(C|I, Z, \theta_t))$$

$$= Q(\theta_{t+1}|\theta_t) - Q(\theta_t|\theta_t) - \sum C P(C|I, Z, \theta_t) (\log P(C|I, Z, \theta_{t+1}) - \log P(C|I, Z, \theta_t))$$

$$= (Q(\theta_{t+1}|\theta_t) - Q(\theta_t|\theta_t)) + KL(P(C|I, Z, \theta_t)||P(C|I, Z, \theta_{t+1}))$$

Since the Kullback-Leibler-divergence $KL(P(C|I, Z, \theta_t)||P(C|I, Z, \theta_{t+1}))$ is always positive, the increase in the log-likelihood is indeed at least as high as the increase in $Q$. Since the log-likelihood monotonically increases and has an upper bound 0, the value of $Q$ will converge. If additionally the sequence of $\theta_t$ is chosen so that

$$\frac{\partial}{\partial \theta_{t+1}} Q(\theta_{t+1}|\theta_t) = 0$$

(2.24)

for all $t$ and $\frac{\partial^2}{\partial \theta \partial \theta} Q(\theta|\theta_t)$ is negative definite and bounded away from 0 for all $\theta$ lying on the path between consecutive $\theta_t$, the algorithm will converge to a $\theta^*$ where $\frac{\partial}{\partial \theta^*} L(\theta^*) = 0$. So if the function $Q$ is concave, the solution will converge to a local maximum or saddle point of the log-likelihood (minimum is excluded due to the monotonic increase).

### 2.5 Conditional Entropy

The entropy of the distribution of a random variable $X$ is defined as

$$H(X) = \sum_x p(x) \log p(x)$$

(2.25)

From an information theory perspective, it measures the uncertainty about the random variable $X$. In his seminal paper, (Shannon, 1948) proves that the entropy definition above is the only function (up to a scaling factor) which satisfies the properties necessary for an information measure $F(p_1, p_2, \ldots, p_n)$

- $F$ should be a continuous function
- For uniformly distributed random variables, $F$ should grow monotonically with the number of outcomes
- If a random experiment is broken down into 2 steps, the measure of information shall not change: $F(p_1, p_2, \ldots, p_n) = F_{\text{first step}} + E_{\text{first step}}(F_{\text{second step}})$

For two random variables $X$ and $Y$, the conditional entropy $H(X|Y)$ is the expectation value of
the entropy of the conditional distribution $P(X|Y)$:

$$H(X|Y) = E_Y \left( \sum_x p(x|y) \log p(x|y) \right)$$

$$= \sum_y \sum_x p(y)p(x|y) \log p(x|y)$$

$$= \sum_y \sum_x p(x, y) \log p(x|y)$$

(2.26)

The closer the relationship between the $X$ and $Y$, the smaller $H(X|Y)$. If $Y$ determines $X$, $H(X|Y) = 0$. Conversely, if they are independent random variables $H(X|Y) = H(X)$.

In the last work of this thesis we let our model automatically discover latent classes which reduce the uncertainty about the semantic class of a pixel as much as possible. Therefore, we use the conditional entropy of the semantic classes given the latent class as our loss function.

### 2.6 Word2Vec

In 7, we use image captions as supervision cues. To convert arbitrary words to fixed size semantic embedding vectors, we use the Word2Vec model proposed in (Mikolov et al., 2013).

The model itself is a shallow neural net consisting of 3 layers. The first 2 layers are linear layers and the last one is a softmax layer. For a corpus containing $V$ words, the input to the network are one-hot vectors $v \in \mathbb{R}^V$. An input vector is mapped to a semantic embedding of dimension $e \in \mathbb{R}^D$, via $e = W_1 v$ where $D$ is a hyper parameter and $W_1 \in \mathbb{R}^{D \times V}$ are the weights of the first layer. Then, the second layer maps the embedding to the activation vector $a = W_2 e$, $W_2 \in \mathbb{R}^{V \times D}$. The final layer takes the softmax of $a$ estimating the probability for each word from the corpus to occur in the vicinity of the input word.

To train this model, the authors use snippets of sentences of length 10. For each sentence, they form all pairs of words occurring in the snippet. For each pair, one of the words is the input and the one hot encoding of the other the ground truth. Words typically occurring in the same context are mapped to similar semantic embeddings while words occurring in different contexts exhibit different embeddings. Furthermore, the semantic embedding of a particular word is just a column of $W_1$, since the input to the neural network are one hot vectors essentially selecting a column of $W_1$. 
Related Work

Now we review the work related to this thesis. We start with research on affordances which are our target domain in the first half of the thesis. From there we move on to fully supervised semantic segmentation. After this, we cover weakly supervised semantic segmentation and weakly supervised visual grounding, a task we borrow ideas from. Finally we review the smaller area of semi supervised semantic segmentation. Curriculum learning is of interest, since our method for semi supervised semantic segmentation is related to it.
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3.1 Affordances

3.1.1 Attributes of Objects

Properties of objects can be described at various levels of abstraction by a variety of attributes including visual properties (Parikh and Grauman, 2011; Khan et al., 2012; Farhadi et al., 2009; Lampert et al., 2009), e.g. object color, shape and object parts, physical properties (Ferrari and Zisserman, 2007; Zhu et al., 2014b), e.g. weight, size and material characteristics, and categorical properties (Akata et al., 2015; Deng et al., 2012). Object affordances, which describe potential uses of an object, can also be considered as other attributes. For instance, (Chao et al., 2015) describes affordances by object-action pairs whose plausibility is determined either by mining word co-occurrences in textual data or by measuring visual consistency in images returned by an image search. (Zhu et al., 2014b) propose to represent objects in a densely connected graph structure. While a node represents one of the various visual, categorical, physical or functional aspects of the object, an edge indicates
the plausibility of both node entities to occur jointly. Upon querying the graph with observed information, e.g. \{round, red\}, the result is a set of most likely nodes, e.g. \{tomato, edible, 10-100gm, pizza\}.

### 3.1.2 Affordances as Auxiliary Representation

Affordances have also been used as an intermediate representation for higher level tasks. In (Castellini et al., 2011), object functionality is defined in terms of the poses of relevant hand-grasps during interaction. Object recognition is performed by combining individual classifiers based on object appearance and hand pose. (Zhu et al., 2015) use affordances as a part of a task oriented object modeling. They formulate a generative framework that encapsulates the underlying physics, functions and causality of objects being used as tools. Their representation combines extrinsic factors that include human pose sequences and physical forces such as velocity and pressure and intrinsic factors that represent object part affordances. (Koppula and Saxena, 2016) models action segments using CRFs which are described by human pose, object affordance and their appearances. Using a particle filter framework, future actions are anticipated by sampling from a pool of possible CRFs thereby performing a temporal segmentation of action labels and object affordances. (Kjellström et al., 2011) jointly models object appearance and hand pose during interactions. They demonstrate simultaneous hand action localization and object detection by implicitly modeling affordances. (Fowler et al., 2018) predict affordances of objects in the scene from human activity observed with a 360 degree camera. These affordances then improve 3D scene completion.

### 3.1.3 Localizing Affordances

Localizing object affordances based on supervised learning has been addressed in particular in the context of robotics applications by classical hand crafted approaches. (Katz et al., 2014) performs robotic manipulations on objects based on affordances which are inferred from the orientations of object surfaces. (Kim and Sukhatme, 2014) learn a discriminative model to perform affordance segmentation of point clouds based on surface geometry. (Myers et al., 2015) use RGB-D data to learn pixel-wise labeling of affordances for common household objects. They explore two different features: one based on a hierarchical matching pursuit and another based on normal and curvature features derived from RGB-D data. (Hermans et al., 2011) learn to infer object level affordance labels based on attributes derived from appearance features. In (Desai and Ramanan, 2013), pixel-wise affordance labels of objects are obtained by warping the query image to the K-nearest training images based on part locations inferred using deformable part models. (Song et al., 2016) combine top-down object pose based affordance labels with those obtained from bottom-up appearance based features to infer part-based object affordances. Top-down approaches for affordance labeling have been explored in (Grabner et al., 2011; Jiang et al., 2013b) where scene labeling is performed by observing possible interactions between scene geometry and hallucinated human poses. Localizing object affordances based on human context has been also studied in (Koppula and Saxena, 2014). In a more recent work, (Siam et al., 2019) model affordances of unseen objects in a teacher-student setup and learn affordances from instructional videos.

Meanwhile, the field of affordance localization was conquered by CNNs. Since grasp locations are of special interest, (Lenz et al., 2015) propose a two stage cascade approach based on RGB-D data to regress potential grasp locations of objects. (Kumra and Kanan, 2017) combine a deep
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Some neural net to extract features and a shallow one to obtain the grasp configuration. (Akizuki and Aoki, 2018) log human tactile interaction with objects to infer optimal grasping locations from it. (Nguyen et al., 2016) generalized this approach to multiple affordances. (Roy and Todorovic, 2016) use CNNs to estimate a depth map and surface normals for a scene and a single-label CNN for semantic segmentation. The feature maps are then merged to predict affordances maps. Localizing objects and affordances jointly turned out to be a powerful approach. (Nguyen et al., 2017b) used two separate nets to first locate the objects and subsequently localize them. (He et al., 2017) propose a region alignment layer to align the input image space with the feature map space. It is an end to end approach which performs object detection and instance wise semantic segmentation. (Do et al., 2018) modified this seminal architecture to detect multiple affordance classes in the object, instead of binary classes as in (He et al., 2017). (Chu et al., 2019) detect and rank affordances simultaneously. (Lüddecke et al., 2019) localize multiple affordances per object.

Various image domains have been explored for affordance detection or segmentation. The context of affordances also strongly differs depending on the task such as understanding human body parts (Lin et al., 2017), classifying environment affordances (Roy and Todorovic, 2016; Pham et al., 2018), or detecting affordances of real world objects that robots interact with (Myers et al., 2015). (Schoeler and Wörgötter, 2016) use predefined primary tools to infer object functionalities from 3D point clouds. (Kjellström et al., 2011) detect object affordances by observing object-action interactions performed by humans. Similarly, in their more recent work (Fang et al., 2018) propose to learn to detect affordances from demo videos. Recently, (Li et al., 2019c) introduced a synthetic 3D scene dataset with human poses. Affordances for human poses are predicted from geometry.

3.1.4 RGB Image Datasets with Pixel Level Affordance Annotation

Before the CAD 120 affordance dataset was introduced in this work, there already existed the UMD affordance dataset introduced by (Myers et al., 2015). It showed single isolated objects on a table colored in a distinctive blue color. The affordances were not mutually exclusive, but ranked by their plausibility for each object part. It was an important pioneering step, but the images were not sufficiently realistic. After our CAD 120 affordance dataset was published, (Nguyen et al., 2017b) created the IIT 2017 affordance dataset. It comprises several thousand images taken from the ImageNet challenge (Russakovsky et al., 2015) as well as images taken in the lab by the team. Contrary to our dataset, the affordances are selected so that they are mutually exclusive.

3.2 Semantic Segmentation

Since this field is huge, only the most influential and recent works are presented in this section. Current semantic segmentation methods use fully convolutional neural nets. (Shelhamer et al., 2015) popularized this approach. In their seminal work (Chen et al., 2015) introduce atrous convolutions which increased the spatial dimensions of a convolutional kernel without increasing the number of parameters in it. Another early work experimenting with atrous convolutions is (Yu and Koltun, 2016). The atrous convolution was extended to atrous spatial pooling pyramids in the follow up work (Chen et al., 2018b). In the last work from this series (Chen et al., 2017), the atrous convolution blocks were augmented with globally pooled features and batch norm layers between subsequent atrous convolution layers. The sparse sampling of information by atrous convolutions has been iden-
tified as a weakness in (Wang et al., 2018a). Consequently, the authors introduce policies for dilation rates to ensure full coverage of all pixels inside the image region which corresponds to a particular spatial location in the last feature map.

While atrous convolutions increase the field of view on features, another direction of research successfully incorporates class co-occurrence information into the final prediction. (Zhao et al., 2017) aggregated class context information with a spatial pyramid pooling module, thereby providing a widely used architecture. Recently, (He et al., 2019b) extended this approach to an adaptive context module. While in (Zhao et al., 2017) the pooling assigns equal weight to all spatial positions, the recent work (He et al., 2019b) introduces the adaptive context module to make the pooling weight depending on local features as well as global context. (Ding et al., 2019b) predict labels from features of multiple levels and use class information from higher level features as context to suppress wrong predictions from low level features. Another approach is to enforce class co-occurrence and shape structure in the output. It is common practice to apply the architecture agnostic conditional random field module proposed by (Krahenbuhl and Koltun, 2011) on top of the predictions. It penalizes segmentations which assign different semantic classes to pixels which are close spatially and in color space. (Zheng et al., 2015) noted that the CRF module can be formulated as an RNN which allowed to learn the CRF parameters like all the other parameters in the network. In these works, the measure for pixel similarity is rather simplistic and handcrafted. Furthermore, the pairwise potential is assumed to be the sum of products of a pixel similarity term and a class compatibility term. A number of works (Liu et al., 2015; Lin et al., 2016b; Vemulapalli et al., 2016) predict the pairwise potentials of pixels with deep neural nets. Another feature of these approaches is that class compatibility now depends on the relative spatial position of the respective pixels. (Ke et al., 2018) enforced low KL distance for neighbour pixels belonging to the same class and high KL distance if the classes are different. The range of the neighborhood is adjusted to individual classes in a min max game. In their very recent work, (Hwang et al., 2019) propose to enhance the structure differences between the ground truth output and the predictions with an analyzer network. The segmentation and the analyzer networks then play a min max game. (Zhou et al., 2019) formulate the incorporation of context as a reinforcement learning problem. The quality of the segmentation maps is the state which defines the reward, while the context module is the player seeking to improve the segmentation.

The higher and therefore more abstract feature layers of a segmentation convnet have typically a smaller spatial resolution then the lower ones. Before atrous convolutions, this was to increase the image region connected to a pixel in the feature map. After their introduction this is still done to reduce the memory footprint of the feature maps. If the down scaling is achieved by pooling operations, it also has the advantage of a better object recognition performance. There exists a track of research which seeks to combine the semantically rich low resolution high level features with spatially precise low level features. Some works introduce new modules which directly combine low level feature maps with high level feature maps (Lin et al., 2017; Ronneberger et al., 2015; Pohlen et al., 2017; Chen et al., 2018c). (Pohlen et al., 2017) for example keep a residual stream at full resolution and a pooling stream. Both streams have an equal number of feature maps, and the feature maps of one level use the feature maps from the previous level from both streams for an update. The residual stream preserves the low level details while the pooling stream improves object recognition. (Badrinarayanan et al., 2017) propose to reconstruct the spatial resolution by storing the argmax index in the max pooling operations and use it to enrich higher level maps with spatial information.

Others apply deconvolution modules to the high level feature maps to reconstruct the fine grained
3.3 Weakly Supervised Semantic Segmentation and Visual Grounding

3.3.1 Approaches Based on Hand Crafted Features

Weakly-supervised learning for semantic image segmentation has been investigated in several works. In this context, training images are only annotated at the image-level and not at pixel-level. For instance, (Vezhnevets and Buhmann, 2010) formulates the weakly supervised segmentation task as a multiple instance and multitask learning problem. Further, (Vezhnevets et al., 2011, 2012) incorporate latent correlations among superpixels that share the same labels but originate from different images. (Xu et al., 2014) simplify the above formulation by a graphical model that simultaneously encodes semantic labels of superpixels and presence or absence of labels in images. (Zhang et al., 2015) handle noisy labels from social images by using robust mid-level representations derived through topic modeling in a CRF framework.

3.3.2 Deep Learning Based Approaches

A natural step to less supervision are more coarse spatial cues like bounding boxes, keypoints and scribbles. (Papandreou et al., 2015) use the expectation-maximization algorithm to perform weakly-supervised semantic segmentation based on annotated bounding boxes and image-level labels. An-
other more sophisticated approach based on bounding boxes was proposed in (Khoreva et al., 2017). The authors use region proposal generated by Multiscale Combinatorial Grouping (MCG) (Pont-Tuset et al., 2017) and Grabcut (Rother et al., 2004) to localize the objects more precisely within the bounding box. (Li et al., 2018b) used bounding boxes for object classes and image level supervision for stuff classes. (Song et al., 2019) choose a similar path for object classes and design losses tailored to region refinement within the bounding box. (Lin et al., 2016a) made use of a region-based graphical model, with scribbles providing ground-truth annotations to train the segmentation network. Scribbles also served as supervision for the works of (Tang et al., 2018a,b), which investigate loss regularizations. Human annotated keypoints were used by (Bearman et al., 2016) for weakly supervised class segmentation.

While the works mentioned above require some type of explicit spatial hints, others only rely on the list of present classes in the image. (Qi et al., 2016) used proposals generated by (MCG) (Pont-Tuset et al., 2017) to localize semantically meaningful objects. Recently, (Fan et al., 2018) leveraged saliency to obtain object proposals and link objects of the same class across images with a graph partitioning approach. (Pathak et al., 2015) addressed the weakly-supervised semantic segmentation problem by introducing a series of constraints.

In absence of explicit location cues provided by humans, class activation maps (CAMs) (Zhou et al., 2016) have become a seminal supervision source. (Pinheiro and Collobert, 2015; Shimoda and Yanai, 2016) pioneered in this area. In (Kolesnikov and Lampert, 2016), three loss functions are designed to gradually expand the high confidence areas of CAMs. This approach was first improved by (Wei et al., 2017a) who use an adversarial erasing scheme to acquire more meaningful regions that provide more accurate heuristic cues for training. Recently, (Huang et al., 2018) proposed deep seeded region growing of CAMs with image level supervision. (Wei et al., 2017b) presented a simple-to-complex framework which used saliency maps produced by the methods (Cheng et al., 2015) and (Jiang et al., 2013a) as initial guides. (Hou et al., 2018b) advanced this approach by combining the saliency maps (Hou et al., 2018a) with attention maps (Zhang et al., 2016). (Oh et al., 2017) and (Chaudhry et al., 2017) considered linking saliency and attention cues together, but they adopted different strategies to acquire semantic objects. (Zeng et al., 2019) jointly learn weakly supervised semantic segmentation and fully supervised saliency prediction. (Roy and Todorovic, 2017) leveraged both bottom-up and top-down attention cues and fused them via a conditional random field as a recurrent network. (Ahn and Kwak, 2018) use image level class labels to generate an initial set of CAMs and then propagate those CAMs by using random walk predictions from AffinityNet. (Wei et al., 2018) use image level supervision with dilated convolutions with varying levels of dilations to generate weakly supervised segmentations. (Wang et al., 2018b) use image level supervision along with a bottom-up and top-down framework, which alternatively expands object regions and optimizes segmentation network. (Briq et al., 2018) use a convolutional simplex projection network for weakly supervised image segmentation. (Tang et al., 2018b) integrate standard regularizers directly into the loss functions over partial input for semantic segmentation. (Ge et al., 2018) use a four stage process that combines object localization with filtering and fusion of object categories. (Hong et al., 2017) and (Jin et al., 2017) tackle the weakly-supervised semantic segmentation problem using images or videos from the Internet. Some works focus on improving the class activation map itself. (Li et al., 2018a) make the CAM an explicit component during training and use self guidance from the network. (Lee et al., 2019) introduce a dedicated dropout layer to improve class activation maps. They use them to locate the less discriminative object parts. Many of these works iteratively refine
the predictions of the network on the data using conditional random fields. (Shimoda and Yanai, 2019) learn to predict the CRF refinement to learn the underlying logic of color similarity guided label propagation.

While these works address object segmentation, a few works focus on weakly supervised semantic part detection (Krause et al., 2015) or segmentation (Meng et al., 2017). It is even more challenging to tackle instance wise weakly supervised semantic segmentation. While (Khoreva et al., 2017) pioneered in this area using bounding boxes, current state-of-the-art works (Ahn et al., 2019; Zhu et al., 2019a) rely on image level cues only and use the CAM paradigm. (Shen et al., 2019) demonstrate that learning weakly supervised object detection and weakly supervised instance segmentation jointly is beneficial for both tasks.

3.3.3 Weakly Supervised Visual Grounding

The task of weakly supervised visual grounding is related but a different task. Instead of training a network for semantic image segmentation, the goal is to localize a given phrase in an image and the challenge is to handle phrases that are not part of the training data. This means that they require a phrase for inference, while in our case the captions are only given for training but not for inference on the test dataset. The output format of these methods varies. Some output bounding boxes (Chen et al., 2018a; Bouritsas et al., 2018; Zhao et al., 2018a; Akbari et al., 2019; Datta et al., 2019), while others return heat maps for phrases from which a localization point can be derived (Engilberge et al., 2018; Durand et al., 2017; Xiao et al., 2017).

3.4 Semi-Supervised Semantic Segmentation

Several of the works above can handle a setup where pixel-wise labels are given for a fraction of the data, while for the bigger part of the data only sparse cues are available. (Kalluri et al., 2019) consider a semi supervised domain adaptation setup with a labeled source domain and an unlabeled target domain. However, the setting without any supervision cues on unlabeled images was so far only addressed by (Hung et al., 2018) and (Mittal et al., 2019). The former use a discriminator network to supervise the predictions on unlabeled data. Additionally, the discriminator indicates the regions with high segmentation confidence, which the authors then incorporate into their custom loss. The later improve upon the first using a better discriminator network. Additionally, the authors propose to train an image level classifier to suppress false positives on unlabeled data.
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4.1 Introduction

Our first work deals with weakly supervised segmentation of affordances. Affordances are important as they form the key representation to describe potential interactions. For instance, autonomous agents must recognize what areas are drivable, which objects are movable. On a finer functionality level, these agents need to recognize the purpose of objects and their parts, like cuttable for the blade of a knife. Furthermore, it is desirable that these autonomous systems are able to adapt to novel environments. In order to do so, they must generalize affordances to unseen classes, e.g. they must recognize that bowls can contain liquids just like mugs even if they never saw a bowl before.

Existing methods (Katz et al., 2014; Kim and Sukhatme, 2014; Myers et al., 2015; Hermans et al., 2011; Roy and Todorovic, 2016) learn to infer pixel-wise affordance labels using supervised learning techniques. Since creating pixel-wise annotated datasets is heavily labor intensive, recent works focus mainly on coarse affordance classes like walkable or reachable which are at a scene level but not at an object level (Roy and Todorovic, 2016). An exception is the UMD part affordance dataset (Myers et al., 2015), which provides annotations for objects. In order to simplify the annotation process, a turntable setting has been used to capture the objects. This setup, however, simplifies the task since each image contains only one object that is easy to segment. We therefore propose a more challenging dataset containing images captured in a kitchen environment. The dataset consists of 3090 images containing 9916 object instances. As in (Myers et al., 2015), each pixel is annotated by none or several affordance classes. This is different to other semantic segmentation tasks where a
pixel is usually labeled by only one semantic class. To address this, we extend a convolutional neural network (CNN) architecture for segmentation from single label to multilabel classification.

Since CNNs require large amounts of annotated data, it is desirable to train them in a weakly supervised setting. In (Bearman et al., 2016), supervision in form of keypoints has been proposed. Instead of providing segmentation masks, only a very small set of pixels in an image are annotated. We therefore propose an approach for affordance detection that can be learned by such keypoint annotations. In our experiments, we show that our approach outperforms (Bearman et al., 2016) for affordance detection by a large margin. Our approach also achieves a higher affordance detection accuracy than other state-of-the-art methods that utilize weaker supervision at image level (Papandreou et al., 2015; Kolesnikov and Lampert, 2016).

4.2 Affordance Datasets

There are not many datasets with pixel-wise affordance labels. Recently, the NYUv2 RGB-D dataset has been augmented with coarse affordance labels like walkable and movable for entire rooms instead of objects (Roy and Todorovic, 2016). In contrast, the publicly available RGB-D dataset proposed by (Myers et al., 2015) focuses on part affordances of everyday tools. The dataset consisting of 28,074 images is collected using a Kinect sensor, which records RGB and depth images at a resolution of $640 \times 480$ pixels and provides 7-class pixel-wise affordance labels for objects from 17 categories. Each pixel may belong to multiple affordances at the same time. Each object is recorded on a revolving turntable to cover a full $360^\circ$ range of views providing clutter-free images of the object as shown in Fig. 4.1. While such lab recordings provide images with high quality, they lack important contextual information such as human-interaction, other objects and typical background.

We therefore adopt a dataset that contains objects within the context of human-interactions in a
4.2. Affordance Datasets

Figure 4.2: Example images with annotations from the proposed CAD120 affordance dataset. Pixels that do not belong to any affordance are considered as background.

more realistic environment. We found the CAD120 dataset (Koppula and Saxena, 2014) to be well tailored for our purpose. It consists of 215 videos in which 8 actors perform 14 different high-level activities. Each high-level activity is composed of sub-activities, which in turn involve one or more objects. In total, there are 32 different sub-activities and 35 object classes. A few images of the dataset are shown in Fig. 4.1. The dataset also provides frame wise annotation of the sub-activity, object bounding boxes and automatically extracted human pose.

We annotate the affordance labels openable, cuttable, containable, pourable, supportable, holdable for every 10th frame from sequences involving an active human-object interaction resulting in 3090 frames. Each frame contains between 1 and 12 object instances resulting in 9916 objects in total. We annotate all object instances with pixel-wise affordance labels. Since the object bounding boxes in the dataset are annotated, we perform all experiments on cropped images after extending the bounding boxes by 30 pixels if possible in each direction. A few annotated cropped images from the dataset are shown in Fig. 4.2. As can be seen, the appearance of affordances can vary significantly, e.g. visually distinct object parts like the lid of a box or the door of a microwave have the affordance label openable. Similarly, the knife handle and the boxes are holdable.

We report some statistics regarding the annotations with respect to the cropped images in Fig. 4.3. Fig. 4.3(a) shows that the generic affordance classes supportable and holdable occur frequently. The classes pourable and containable also occur quite often due to the kitchen environment. The class cuttable occurs rarely. Except of the background class and supportable, the classes cover only a small portion of a cropped image when they are present as shown in Fig. 4.3(b). Fig. 4.3(c) shows that most of the pixels are labeled as background, i.e. they are not labeled by any affordance class, but there are also many pixels labeled by two classes. The dataset is well balanced in terms of the number of images contributed by each actor with a median of 382 and a range of 227–606 images per actor. The dataset is publicly available.1

1https://github.com/ykztawas/Weakly-Supervised-Affordance-Detection
4.3 Proposed Method

For semantic image segmentation, CNNs have shown very good results (Chen et al., 2015, 2018b). For our experiments, we use the VGG-16 architecture as in (Chen et al., 2015) and the ResNet-101 as in (Chen et al., 2018b). In contrast to (Chen et al., 2015, 2018b), we do not use an additional CRF. Since the models (Chen et al., 2015, 2018b) do not handle the multilabel case, we have to modify the architecture. We first describe the learning procedure in the fully supervised setting and then discuss the weakly supervised setting.

4.3.1 Full Supervision

Given an image $I$ with $n$ pixels, we denote the image pixel positions as $X = \{x_1, x_2, \ldots\}$ and the corresponding labeling as $Y = \{y_i,c\}$ where $y_i,c \in \{0, 1\}$ indicates if pixel at position $x_i$ is labeled by affordance class $c$. We denote the set of affordances as $\mathcal{C}$.

In the fully supervised case, we train the CNN by optimizing the log likelihood given by

$$J(\theta) = \log P(Y|I; \theta) = \sum_{i=1}^{n} \sum_{c \in \mathcal{C}} \log P(y_{i,c}|I; \theta), \tag{4.1}$$

where $\theta$ are the parameters of the CNN. A common loss function for semantic image segmentation is the cross-entropy based on the output of a final softmax layer. This does not work in the multilabel case and we define the loss based on the sigmoid function:

$$P(y_{i,c}|I; \theta) = \frac{1}{1 + \exp (-f_{i,c}(y_{i,c}|I; \theta))}, \tag{4.2}$$

where $f_{i,c}(y_{i,c}|I; \theta)$ is the output of the CNN at pixel position $x_i$ and affordance $c$ without the softmax layer.
4.3. Proposed Method

Figure 4.4: Illustration of our approach for weakly supervised affordance detection. The example images are taken from the UMD part affordance dataset (Myers et al., 2015). The first row shows the weak annotations of the training images. The saw is annotated by five keypoints with affordance labels. The second row shows the prediction of the CNN on an image of the test set. If the CNN is only trained on the keypoint annotations, the predictions are not very precise. The third row shows the estimated annotation for the training image after the prediction of the CNN was refined by Grabcut for each affordance class. The last row shows the prediction of the CNN trained on the refined annotations of the training set. Compared to the second row, the affordances are precisely detected.

4.3.2 Weak Supervision

While all pixels are labeled in the fully supervised setting, we will have only very few pixels annotated in the weakly supervised setting. In our setup, weak supervision is provided in terms of keypoints as illustrated in the first row of Fig. 4.4. In this case, the observed variables are image data \( I \) and keypoints \( Z = \{(c_k, x_k)\} \), where \( x_k \) is an annotated keypoint with label \( c_k \), but the pixel level segmentations \( Y \) are latent variables.

The concept of weakly supervised learning consists of estimating \( \hat{Y} \) for the training images while learning the parameters of the CNN.

We use the available pre-trained models on ImageNet for VGG-16 and ResNet-101 as initialization for the CNNs and initialize \( \hat{Y} \) by

\[
\hat{y}_{k,c} = \begin{cases} 
1 & \text{if } \left| \{(z_k, x_k) \in Z : z_k = c \land |x_k - x_i| \leq \tau\} \right| > 0 \\
0 & \text{otherwise}
\end{cases}
\]  

(4.3)

where \( Z \) are the available keypoint annotations. We chose \( \tau = 40 \) for the UMD dataset and \( \tau = 50 \) for the CAD dataset.
In order to learn the parameters $\theta$ of the CNN we maximize

$$\max_{\theta} \sum_{i=1}^{n} \sum_{c \in C} \log P(\hat{y}_{i,c}|I; \theta).$$

(4.4)

The predictions of the learned CNN are reasonable but not very precise as illustrated in the second row of Fig. 4.4. We therefore add an additional training stage.

After updating the parameters of the CNN, we re-compute $P(\hat{y}|I; \theta)$ for the training images and compute the probability for the latent variable $Y$ by

$$P(Y|I,Z) = \sum_{c \in C} P(Y|c, I, Z)$$

(4.5)

$$= \sum_{c \in C} P(Y|c, I, Z)P(c|I, Z)$$

(4.6)

$$\approx \sum_{c \in C} P(Y|c; I, Z)P(c|Z).$$

(4.7)

Since we know from $Z$ if an affordance label $c$ is present, we have $P(c|I, Z) = P(c|Z_x)$ and

$$P(c|Z) = \begin{cases} 1 & \text{if } \{(z_k, x_k) \in Z : z_k = c\} > 0 \\ 0 & \text{otherwise.} \end{cases}$$

(4.8)

In (4.7), $P(Y|c; I, \theta)$ denotes the probabilities which have been predicted by the CNN for the affordance class $c$. In order to obtain the final annotation $Y$ for the training images we binarize the predictions by setting

$$\hat{y}_{i,c} = \begin{cases} 1 & \text{if } P(\hat{y}_{i,c}|I, Z) > 0.5 \\ 0 & \text{otherwise.} \end{cases}$$

(4.9)

While this could be already considered as the final estimate $\hat{Y}$ to update the CNN as described in (4.4), we use Grabcut (Rother et al., 2004) to refine the labels for each affordance $c$ independently.

To model for each affordance $c$ the color distribution of the affordance region and the background region, we use Gaussian mixture models with 6 components. The distribution for the affordance regions is initialized by the pixels with $\hat{y}_{i,c} = 1$ and distribution for the background by the pixels with $\hat{y}_{i,c} = 0$. The refinement by Grabcut is illustrated in the third row of Fig. 4.4. The final row shows the improved results of the CNN trained on the training images refined by Grabcut.

### 4.4 Experiments

We first evaluate the fully supervised approach (Section 4.3.1) and compare it with other fully supervised approaches for affordance detection. We then compare the discussed weakly supervised setting (Section 4.3.2) with the fully supervised baseline and state-of-the-art weakly supervised image segmentation methods.

For the UMD part affordance dataset, we use the two defined train-test splits for evaluation. For the first split, which is denoted by *category split*, the object classes are shared among the training and test set. In the second split, which is denoted by *novel split*, the object classes in the test set are not
### 4.4. Experiments

#### 4.4.1 UMD Part Affordance Dataset

**4.4.1.1 Supervised Setting**

In (Myers et al., 2015), two approaches have been presented for learning affordances from local appearance and geometric features. The first approach is based on features derived from a superpixel based hierarchical matching pursuit (HMP) together with a linear SVM and the second approach is based on curvature and normal features derived from depth data used within a structured random forest (SRF).

We compare two network architectures. The first one is based on the VGG-16 architecture (Si-
Table 4.2: Evaluation of fully and weakly supervised approaches for affordance detection on the UMD part affordance dataset (novel split). Evaluation metrics are weighted F-measure and IoU.

<table>
<thead>
<tr>
<th>Method</th>
<th>Grasp</th>
<th>Cut</th>
<th>Scoop</th>
<th>Contain</th>
<th>Pound</th>
<th>Support</th>
<th>Wgrasp</th>
<th>mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fully Supervised Ranked F-Measure</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HMP + SVM (Myers et al., 2015)</td>
<td>0.16</td>
<td>0.02</td>
<td>0.15</td>
<td>0.18</td>
<td>0.02</td>
<td>0.05</td>
<td>0.10</td>
<td>0.10</td>
</tr>
<tr>
<td>DEP + SRF (Myers et al., 2015)</td>
<td>0.05</td>
<td>0.01</td>
<td>0.04</td>
<td>0.07</td>
<td>0.02</td>
<td>0.01</td>
<td>0.07</td>
<td>0.04</td>
</tr>
<tr>
<td>Proposed (VGG)</td>
<td>0.18</td>
<td>0.05</td>
<td>0.18</td>
<td>0.20</td>
<td>0.03</td>
<td>0.07</td>
<td>0.11</td>
<td>0.12</td>
</tr>
<tr>
<td>Proposed (ResNet)</td>
<td>0.16</td>
<td>0.05</td>
<td>0.18</td>
<td>0.19</td>
<td>0.02</td>
<td>0.06</td>
<td>0.11</td>
<td>0.11</td>
</tr>
<tr>
<td>Fully Supervised IoU novel split</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HMP + SVM (Myers et al., 2015)</td>
<td>0.29</td>
<td>0.10</td>
<td>0.61</td>
<td>0.74</td>
<td>0.03</td>
<td>0.24</td>
<td>0.63</td>
<td>0.38</td>
</tr>
<tr>
<td>DEP + SRF (Myers et al., 2015)</td>
<td>0.32</td>
<td>0.04</td>
<td>0.23</td>
<td>0.42</td>
<td>0.16</td>
<td>0.22</td>
<td>0.81</td>
<td>0.31</td>
</tr>
<tr>
<td>Proposed (VGG)</td>
<td>0.37</td>
<td>0.33</td>
<td>0.65</td>
<td>0.62</td>
<td>0.10</td>
<td>0.52</td>
<td>0.85</td>
<td>0.50</td>
</tr>
<tr>
<td>Proposed (ResNet)</td>
<td>0.33</td>
<td>0.51</td>
<td>0.69</td>
<td>0.52</td>
<td>0.09</td>
<td>0.51</td>
<td>0.85</td>
<td>0.50</td>
</tr>
<tr>
<td>Weakly Supervised IoU novel split</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Proposed (VGG) without Grabcut (Train)</td>
<td>0.16</td>
<td>0.14</td>
<td>0.43</td>
<td>0.45</td>
<td>0.02</td>
<td>0.37</td>
<td>0.40</td>
<td>0.28</td>
</tr>
<tr>
<td>Proposed (VGG)</td>
<td>0.27</td>
<td>0.14</td>
<td>0.55</td>
<td>0.58</td>
<td>0.02</td>
<td>0.37</td>
<td>0.67</td>
<td>0.37</td>
</tr>
<tr>
<td>Proposed (VGG) + Grabcut (Test)</td>
<td><strong>0.34</strong></td>
<td>0.34</td>
<td>0.65</td>
<td><strong>0.70</strong></td>
<td>0.08</td>
<td>0.54</td>
<td><strong>0.73</strong></td>
<td><strong>0.48</strong></td>
</tr>
<tr>
<td>Proposed (ResNet) without Grabcut (Train)</td>
<td>0.16</td>
<td>0.17</td>
<td>0.44</td>
<td>0.40</td>
<td>0.02</td>
<td>0.39</td>
<td>0.44</td>
<td>0.29</td>
</tr>
<tr>
<td>Proposed (ResNet)</td>
<td>0.25</td>
<td>0.21</td>
<td>0.62</td>
<td>0.50</td>
<td>0.08</td>
<td>0.43</td>
<td>0.67</td>
<td>0.40</td>
</tr>
<tr>
<td>Proposed (ResNet) + Grabcut (Test)</td>
<td><strong>0.34</strong></td>
<td>0.70</td>
<td><strong>0.78</strong></td>
<td>0.62</td>
<td><strong>0.09</strong></td>
<td>0.72</td>
<td><strong>0.73</strong></td>
<td><strong>0.56</strong></td>
</tr>
<tr>
<td>Image label (Papandreou et al., 2015)</td>
<td>0.04</td>
<td>0.00</td>
<td>0.09</td>
<td>0.16</td>
<td>0.01</td>
<td>0.02</td>
<td>0.32</td>
<td>0.09</td>
</tr>
<tr>
<td>Area constraints (Papandreou et al., 2015)</td>
<td>0.05</td>
<td>0.00</td>
<td>0.04</td>
<td>0.16</td>
<td>0.00</td>
<td>0.01</td>
<td>0.32</td>
<td>0.09</td>
</tr>
<tr>
<td>SEC (Kolesnikov and Lampert, 2016)</td>
<td>0.12</td>
<td>0.01</td>
<td>0.06</td>
<td>0.23</td>
<td>0.01</td>
<td>0.12</td>
<td>0.25</td>
<td>0.13</td>
</tr>
<tr>
<td>WTP (Beberman et al., 2016)</td>
<td>0.11</td>
<td>0.03</td>
<td>0.18</td>
<td>0.11</td>
<td>0.00</td>
<td>0.02</td>
<td>0.23</td>
<td>0.10</td>
</tr>
</tbody>
</table>

As can be observed, the trend in performance is similar irrespective of the evaluation metric. The HMP+SVM outperforms the DEP+SRF combination, indicating that learning features from data is more effective than learning complex classifiers on handcrafted features. Our approach based on the VGG architecture as well as the ResNet architecture in turn outperform HMP+SVM confirming the effectiveness of end-to-end learning. In average, both architectures achieve similar results for both protocols.

When we compare the results in Tables 4.1 and 4.2, which correspond to the protocols category split and novel split, we observe a lower accuracy for the second protocol that evaluates the generalization across object classes. For the supervised case, the accuracy drops from 0.76 to 0.50. The affordance class pound has the largest drop. By looking at the data, we observe that only instances of the two object classes hammer and mallet are marked by pound in the training data. In the test data, the affordance appears for the object classes tenderizer, cup, and saw. While for hammer and mallet, the entire object is labeled by pound, the tenderizers are only partially labeled as pound. As a consequence, our approach tends to label also the entire tenderizer as pound. Our approach also does not label parts of a cup as pound since mugs, which are in the training set, are not labeled by pound. In general, the method needs to observe enough variation in the training data since it might...
otherwise overfit to an object class.

### 4.4.1.2 Weakly Supervised Setting

In case of weak supervision, we evaluate our approach for the VGG architecture and the ResNet architecture. For the VGG architecture we used the same hyperparameters as for supervised learning. For ResNet, we reduced the number of iterations from 20000 to 5000 to reduce the training time.

First, we evaluate the impact of the additional Grabcut step during training as discussed in Section 4.3.2. We denote the results without the Grabcut step by \textit{VGG without Grabcut (Train)} and \textit{ResNet without Grabcut (Train)}. The accuracy drops drastically compared to our proposed method independently of the network architecture as shown in Tables 4.1 and 4.2. When we compare the network architectures VGG and ResNet, we observe that they perform similarly. While VGG performs slightly better for the \textit{category split}, ResNet is slightly better for the \textit{novel split}.

Since the Grabcut step is essential during training, we also evaluated if an additional refinement by Grabcut of the predictions of the CNN on the test images also improves the results. We denote this setting by \textit{VGG+Grabcut (Test)} and \textit{ResNet+Grabcut (Test)}. On the UMD dataset, this leads to a substantial improvement. For the \textit{novel split}, the weakly supervised method \textit{ResNet+Grabcut (Test)} even outperforms the ResNet trained with full supervision.

However, we will see in the next section that this is not the case for the more challenging CAD120 affordance dataset.

We also compare our approach to other methods that have been proposed for weakly supervised image segmentation.

The methods (Kolesnikov and Lampert, 2016; Papandreou et al., 2015) rely on weaker supervision and use annotations at an image level, \textit{i.e.} instead of keypoints only the classes that are present in an image are given without any additional localization of the classes. The method (Papandreou et al., 2015) uses expectation-maximization to train a CNN. The image label based version rejects all classes proposed by the CNN during the E-step but not present in the training image. The area based version uses area priors for foreground and background. It also rejects classes not present in the image, but it also encourages that the background fills at least 40% of the image area and the foreground 20%, respectively. The approach did not always converge and oscillated instead. In these cases, we stopped after the 5th iteration. The SEC method (Kolesnikov and Lampert, 2016) uses attention heat maps from classification CNNs and conditional random fields. It is currently the best weakly supervised method on the Pascal VOC 2012 dataset, although it only uses image level supervision.

The method (Bearman et al., 2016) uses the same amount of supervision as our approach, namely keypoints. The method exploits an objectness prior to improve the accuracy. We observed that we obtained better results after removing the dropout layer and replacing the upconvolution layer by the upsampling as it is used in (Papandreou et al., 2015).

The results in terms of IoU are shown in Tables 4.1 and 4.2. SEC outperforms WTP despite of the weaker supervision. This is also consistent with the numbers reported in (Kolesnikov and Lampert, 2016; Bearman et al., 2016). Our approach outperforms the other methods for affordance detection by a margin. While our approach requires more supervision than SEC and (Papandreou et al., 2015), our approach also outperforms WTP, which also uses keypoints as annotations.
Table 4.3: Evaluation of fully and weakly supervised approaches for affordance detection on the CAD120 affordance dataset (actor split). The evaluation metric used is IoU.

### 4.4.2 CAD120 Affordance Dataset

#### 4.4.2.1 Supervised Setting

We first evaluate the fully supervised approaches on the proposed CAD120 affordance dataset, which is discussed in Section 4.2. The results are reported in Tables 4.3 and 4.4. If we compare the results for the category split for the UMD part affordance dataset, which is given in Table 4.1, with the actor split in Table 4.3, we observe that the accuracies on the proposed CAD120 affordance dataset are lower than the accuracies on UMD since the proposed CAD120 affordance dataset is more challenging, cf. Fig. 4.1. While on UMD both networks achieve 76% mean IoU, they achieve less than 60% on the proposed dataset. In contrast to UMD, the accuracy decreases only slightly when comparing the actor split and object split in Tables 4.3 and 4.4. This shows that the methods generalize very well across object classes for this dataset while on UMD the methods seem to overfit to the object categories of the training data due to the controlled recording setting. The larger drop in accuracy on UMD, however, can also be explained by annotation inconsistencies across object classes as it is discussed in Section 4.4.1.1.

#### 4.4.2.2 Weakly Supervised Setting

We also evaluate our approach on the dataset in the weakly supervised setting. We perform the same experiments as on the UMD part affordance dataset. We first compare the results when Grabcut is removed from the training procedure, which is denoted by VGG without Grabcut (Train) and ResNet without Grabcut (Train). The accuracy drops when Grabcut is omitted as shown in Tables 4.3 and 4.4. When we add Grabcut also for inference on the test images, denoted by VGG+Grabcut (Test) and ResNet+Grabcut (Test), we observe that Grabcut does not improve the accuracy. This is in contrast to the UMD part affordance dataset where Grabcut during testing improved the results. The benefit of Grabcut during testing on UMD can be explained by the monotonous background as shown in Fig. 4.1, which simplifies the segmentation.

We also compare our approach to methods for weakly supervised image segmentation.
### 4.5 Conclusion

In this work, we have addressed the problem of weakly supervised affordance detection. To this end, we proposed a convolutional network that can be trained from weak keypoint annotations. In contrast to object detection and segmentation, affordance detection is a more difficult task due to the higher abstraction level compared to objects and the fact that a part can be associated with multiple affordances. For evaluation, we introduced a pixel-wise annotated affordance dataset containing 3090 images and 9916 object instances with rich contextual information which can be used to further investigate the impact of context on affordance segmentation.

To assess the quality of our method, we compared our approach to several state-of-the-art weakly supervised image segmentation methods on the proposed CAD120 affordance dataset and the UMD part affordance dataset (Myers et al., 2015). On both datasets, our proposed method achieves state-of-the-art performance both in the fully supervised setting as well as in the weakly supervised setting.

#### Table 4.4: Evaluation of fully and weakly supervised approaches for affordance detection on the CAD120 affordance dataset (object split). The evaluation metric used is IoU.

<table>
<thead>
<tr>
<th>Method</th>
<th>Bck</th>
<th>Open</th>
<th>Cut</th>
<th>Contain</th>
<th>Pour</th>
<th>Support</th>
<th>Hold</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fully Supervised IoU novel split</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Proposed (VGG)</td>
<td>0.76</td>
<td>0.10</td>
<td>0.27</td>
<td>0.60</td>
<td>0.45</td>
<td>0.66</td>
<td>0.60</td>
<td>0.49</td>
</tr>
<tr>
<td>Proposed (ResNet)</td>
<td><strong>0.80</strong></td>
<td><strong>0.22</strong></td>
<td><strong>0.50</strong></td>
<td><strong>0.62</strong></td>
<td><strong>0.48</strong></td>
<td><strong>0.75</strong></td>
<td><strong>0.60</strong></td>
<td><strong>0.57</strong></td>
</tr>
<tr>
<td>Weakly Supervised IoU novel split</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Proposed (VGG) without Grabcut (Train)</td>
<td>0.61</td>
<td><strong>0.13</strong></td>
<td>0.15</td>
<td>0.20</td>
<td>0.18</td>
<td>0.14</td>
<td>0.46</td>
<td>0.27</td>
</tr>
<tr>
<td>Proposed (VGG)</td>
<td>0.62</td>
<td>0.08</td>
<td>0.08</td>
<td>0.24</td>
<td><strong>0.22</strong></td>
<td>0.20</td>
<td>0.46</td>
<td>0.27</td>
</tr>
<tr>
<td>Proposed (VGG) + Grabcut (Test)</td>
<td>0.62</td>
<td>0.07</td>
<td>0.05</td>
<td>0.21</td>
<td>0.19</td>
<td>0.27</td>
<td>0.41</td>
<td>0.26</td>
</tr>
<tr>
<td>Proposed (ResNet) without Grabcut (Train)</td>
<td>0.60</td>
<td>0.10</td>
<td>0.10</td>
<td>0.16</td>
<td>0.16</td>
<td>0.18</td>
<td>0.38</td>
<td>0.24</td>
</tr>
<tr>
<td>Proposed (ResNet)</td>
<td><strong>0.69</strong></td>
<td>0.11</td>
<td>0.09</td>
<td><strong>0.28</strong></td>
<td>0.21</td>
<td>0.36</td>
<td><strong>0.56</strong></td>
<td><strong>0.33</strong></td>
</tr>
<tr>
<td>Proposed (ResNet) + Grabcut (Test)</td>
<td><strong>0.69</strong></td>
<td>0.09</td>
<td>0.04</td>
<td>0.20</td>
<td>0.18</td>
<td><strong>0.44</strong></td>
<td>0.48</td>
<td>0.30</td>
</tr>
<tr>
<td>SEC (Kolesnikov and Lampert, 2016)</td>
<td>0.54</td>
<td>0.04</td>
<td>0.09</td>
<td>0.13</td>
<td>0.09</td>
<td>0.08</td>
<td>0.13</td>
<td>0.16</td>
</tr>
<tr>
<td>WTP (Bearman et al., 2016)</td>
<td>0.57</td>
<td>0.01</td>
<td>0.00</td>
<td>0.02</td>
<td>0.09</td>
<td>0.03</td>
<td>0.19</td>
<td>0.13</td>
</tr>
<tr>
<td>Image label (Papandreou et al., 2015)</td>
<td>0.58</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.23</td>
<td>0.12</td>
<td>0.12</td>
</tr>
<tr>
<td>Area constraints (Papandreou et al., 2015)</td>
<td>0.59</td>
<td>0.03</td>
<td>0.03</td>
<td>0.01</td>
<td>0.02</td>
<td>0.02</td>
<td>0.28</td>
<td>0.14</td>
</tr>
</tbody>
</table>

Among them, SEC (Kolesnikov and Lampert, 2016) performs best, yielding 22% mean IoU for the actor split and 16% for the object split. As for UMD, our approach outperforms SEC and the other methods. While ResNet achieves 30% mean IoU for the actor split and 33% for the object split, VGG achieves 32% and 27%, respectively. This is consistent with the UMD dataset where ResNet also generalizes better across object categories in comparison to VGG.

man et al., 2016; Kolesnikov and Lampert, 2016; Papandreou et al., 2015).
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Adaptive Binarization for Weakly Supervised Affordance Segmentation
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5.1 Introduction

In Chapter 4, we proposed an iterative approach alternating between updating the parameters of a convolutional neural network and estimating the unknown segmentation masks of the training images. During this process, the predictions of the network need to be binarized and refined with Grabcut. This approach heavily relies on color similarity within one affordance region and color contrast to other regions which might not be given for e.g. plastic spoons. Furthermore, the binarization step uses the threshold of 50%. It would be optimal if we trained on pixel-wise labels, but in a weakly supervised setup, the optimal threshold is unknown and varies from image to image.

In this work, we propose an adaptive approach that determines the threshold for binarization for each training image and affordance class. Our approach not only avoids the additional Grabcut refinement but also increases the affordance segmentation accuracy substantially. Since the initialization of the affordance segments based on the keypoints has a high impact on the accuracy, we show further how the parameters for initialization can be determined by cross validation using an approximation of the Jaccard index based on the given keypoints. We evaluate our approach on the CAD 120 affordance dataset we described in the Chapter before and the UMD part affordance dataset (Myers et al., 2015) using two different network architectures. In all settings, our approach outperforms the results from Chapter 4. On the CAD 120 affordance dataset, the mean accuracy is increased by up to 17 percentage points.
5.2 Weakly Supervised Affordance Segmentation

Our approach for weakly supervised affordance segmentation extends the approach from Chapter 4 by adaptive binarization and approximated cross validation for estimating hyperparameters. We therefore briefly describe the previous algorithm first and then describe in Section 5.2.2 the adaptive binarization and in Section 5.2.3 approximated cross validation.

5.2.1 Method

The algorithm from 4 extends fully convolutional neural networks like (Chen et al., 2015) or (Chen et al., 2018b) for the task of affordance segmentation. In contrast to semantic image segmentation, where only one label per pixel needs to be predicted, affordance segmentation requires to predict a set of labels per pixel since an object region might contain multiple affordance types. The approach predicts $P(Y|I; \theta)$ where $I$ denotes the input image, $\theta$ denotes the parameters of the model, i.e. the weights of the neural network, and $Y = \{y_{i,c}\}$ with $y_{i,c} \in \{0,1\}$ is the pixel-wise segmentation. If $y_{i,c} = 1$ the affordance type $c$ is predicted for pixel $i$. Due to the multi-label problem, the network uses a sigmoid layer instead of a softmax layer (Chen et al., 2015, 2018b):

$$P(y_{i,c} = 1|I; \theta) = \frac{1}{1 + \exp(-f_{i,c}(y_{i,c}|I; \theta))},$$ \hspace{1cm} (5.1)

where $f_{i,c}$ is the value of the previous layer of the neural network. For segmentation, the predicted probabilities $P(y_{i,c}|I; \theta)$ need to be binarized. In Chapter 4, this was achieved by the standard 50% threshold:

$$\hat{y}_{i,c} = \begin{cases} 1 & \text{if } P(y_{i,c} = 1|I; \theta) \geq 0.5 \\ 0 & \text{otherwise.} \end{cases}$$ \hspace{1cm} (5.2)

The model parameters $\theta$ are determined during training. In the strongly supervised setting, training means optimizing the log-likelihood:

$$J(\theta) = \log P(Y|I; \theta) = \sum_{i=1}^{n} \sum_{c \in C} \log P(y_{i,c}|I; \theta).$$ \hspace{1cm} (5.3)

In the weakly supervised setting, the log-likelihood can not be calculated since $Y$ is not given during training. In Chapter 4, it was proposed to train the model only from a set of keypoints $Z = \{(c_k, x_k)\}$, which denote the presence of the affordance $c_k$ at pixel position $x_k$, using expectation-maximization (EM). During training, both $Y$ and $\theta$ need to be estimated from $Z$. The approach starts with an initial estimate $\hat{Y}$, which is derived from the keypoints $Z$ by labeling all pixels within a radius of $\tau$ around a keypoint:

$$\hat{y}_{i,c} = \begin{cases} 1 & \text{if } |\{(c_k, x_k) \in Z : c_k = c \land |x_k - x_i| \leq \tau\}| > 0 \\ 0 & \text{otherwise.} \end{cases}$$ \hspace{1cm} (5.4)

In contrast to the method in Chapter 4 that uses fixed values for initialization, we discuss in Section 5.2.3 how $\tau$ can be estimated by approximated cross validation.
Figure 5.1: Illustration of our approach for affordance segmentation using keypoints as weak supervision. The CNN is trained by iteratively updating the segmentation masks for the training images (E-step) and the parameters of the network (M-step).

After \( \hat{Y} \) is estimated, the weights of the network \( \theta \) are updated by optimizing \( J(\theta) = \log P(\hat{Y} | I; \theta) \). Given the new weights \( \theta \), the CNN predicts \( P(y_{i,c} | I; \theta) \) for each training image and \( \hat{Y} \) is refined by binarization of the CNN predictions. The 50% threshold used in (5.2), however, is only valid for the fully supervised setting. While in Chapter 4 an additional GrabCut step is used to address this issue, we propose an adaptive approach that determines the threshold for binarization for each training image and affordance class. This not only increases the accuracy, but it also reduces the training time since an additional GrabCut step is not needed anymore by our approach. The approach for adaptive binarization is discussed in Section 5.2.2. Our weakly supervised approach for affordance segmentation is illustrated in Figure 5.1.

To reduce overfitting and perform approximated cross validation as described in Section 5.2.3, we split the training set into three equally sized subsets A, B, and C. During the M-step, we train the convolutional network on each of the tuples (A,B), (B,C), and (C,A). During the E-step, each network predicts \( P(y_{i,c} | I; \theta) \) for the set that was not used for training. As in the approach in Chapter 4, we use two EM iterations to obtain \( \hat{Y} \) for all training images. The final CNN model is then obtained by optimizing \( J(\theta) = \log P(\hat{Y} | I; \theta) \) on the entire training set.

5.2.2 Adaptive Binarization

We first want to explain why the binarization as described in Equation 5.2 is not optimal for the weakly supervised case. Let us first consider an optimal classifier that separates two classes perfectly in the training data. In this case, \( P(y_{i,c} = 1 | I; \theta) \geq 0.5 \) if a pixel is annotated by \( y_{i,c} = 1 \) and \( P(y_{i,c} = 1 | I; \theta) < 0.5 \) if it is annotated by \( y_{i,c} = 0 \).

Hence, using 50% as threshold for binarization is optimal. For weakly supervised learning, \( \hat{Y} \) is in particular after the initialization only a poor estimation of the unknown ground truth segmentation...
masks \( Y \) of the training data such that \( \hat{y}_{i,c} \neq y_{i,c} \) for many pixels. This means that the optimal threshold is unknown. However, we can use the keypoints \( Z \) to obtain an estimate of the threshold:

\[
\hat{y}_{i,c} = \begin{cases} 1 & \text{if } P(y_{i,c} = 1|I; \theta) \geq t \\ 0 & \text{otherwise} \end{cases}
\]  

where

\[
t = \min\{0.5, g(\{P(y_{ik,c} = 1|I; \theta)\}_{c_k = c})\}.
\]  

\( P(y_{ik,c} = 1|I; \theta) \) \( c_k = c \) are the predictions of the classifier for all keypoints in the training image \( I \) with label \( c \) and \( g \) computes either the mean or median of \( \{P(y_{ik,c} = 1|I; \theta)\}_{c_k = c} \). In our default experimental setting, we will have only one keypoint for each affordance occurring in an image. In general, one can expect that the threshold is below 0.5 since the ratio \( \frac{|\{i : y_{i,c} = 0 \land \hat{y}_{i,c} = 1\}|}{|\{i : y_{i,c} = 1\}|} \) is usually lower than \( \frac{|\{i : y_{i,c} = 1 \land \hat{y}_{i,c} = 0\}|}{|\{i : y_{i,c} = 1\}|} \). As soon as the threshold reaches 0.5, we can replace the adaptive threshold by 0.5. We therefore limit the threshold by 0.5.

### 5.2.3 Approximated Cross Validation

In the fully supervised setup, hyperparameters can be optimized by cross-validation on the training set using the same measure that is also used for evaluation. Since the ground truth masks \( Y \), however, are unknown in the weakly supervised setup, exact cross validation is not possible. We therefore propose to approximate the Jaccard index, which measures the intersection over union between the ground-truth \( Y \) and the prediction \( \hat{Y} \), on the validation set. Since the Jaccard index is computed per affordance class \( c \) and then averaged over all classes, we discuss only the binary case with \( y_i \in \{0, 1\} \). Let \( P(y_i = 1) = \frac{|\{i : y_{i,c} = 1\}|}{|\{i\}|} \) be the unknown percentage of pixels with \( y_i = 1 \) and \( P(\hat{y}_i = 1) = \frac{|\{i : \hat{y}_{i,c} = 1\}|}{|\{i\}|} \) the known percentage of pixels that have been classified with \( \hat{y}_i = 1 \). We can approximate \( P(y_i = 1|y_i = 1) \) by measuring how often a keypoint annotated by the affordance class has been correctly classified. Similarly, \( P(\hat{y}_i = 1|y_i = 0) \) is given by the percentage of keypoints that have been misclassified. This gives the relation

\[
P(\hat{y}_i = 1) = P(\hat{y}_i = 1|y_i = 1)P(y_i = 1)
\]

\[
+ P(\hat{y}_i = 1|y_i = 0)(1 - P(y_i = 1))
\]

and thus

\[
P(y_i = 1) = \frac{P(\hat{y}_i = 1) - P(\hat{y}_i = 1|y_i = 0)}{P(\hat{y}_i = 1|y_i = 1) - P(\hat{y}_i = 1|y_i = 0)}.
\]

The Jaccard index which is

\[
\eta = \frac{|\{i : y_i = 1 \land \hat{y}_i = 1\}|}{|\{i : y_i = 1\}| + |\{i : y_i = 0 \land \hat{y}_i = 1\}|}
\]

can then be approximated by

\[
\eta_{approx} = \frac{P(\hat{y}_i = 1|y_i = 1)P(y_i = 1)}{P(y_i = 1) + P(\hat{y}_i = 1|y_i = 0)(1 - P(y_i = 1))}.
\]

As mentioned in Section 5.2.1, we split the training set into three subsets for approximate cross-validation.
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Table 5.1: Comparison of adaptive binarization with non-adaptive binarization. The Jaccard index is reported for the object split of CAD 120 affordance dataset and the novel split of the UMD part affordance dataset.

<table>
<thead>
<tr>
<th>CAD 120</th>
<th>Background</th>
<th>Open</th>
<th>Cut</th>
<th>Contain</th>
<th>Pour</th>
<th>Support</th>
<th>Hold</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>non-adaptive (VGG)</td>
<td>0.62</td>
<td>0.09</td>
<td>0.20</td>
<td>0.41</td>
<td>0.35</td>
<td>0.11</td>
<td>0.40</td>
<td>0.31</td>
</tr>
<tr>
<td>adaptive (VGG)</td>
<td>0.68</td>
<td>0.10</td>
<td>0.23</td>
<td>0.44</td>
<td>0.36</td>
<td>0.50</td>
<td>0.47</td>
<td>0.40</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>UMD</th>
<th>Grasp</th>
<th>Cut</th>
<th>Scoop</th>
<th>Contain</th>
<th>Pound</th>
<th>Support</th>
<th>Wgrasp</th>
<th>mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>non-adaptive (VGG)</td>
<td>0.32</td>
<td>0.12</td>
<td>0.48</td>
<td>0.46</td>
<td>0.08</td>
<td>0.33</td>
<td>0.69</td>
<td>0.36</td>
</tr>
<tr>
<td>adaptive (VGG)</td>
<td>0.31</td>
<td>0.18</td>
<td>0.56</td>
<td>0.49</td>
<td>0.08</td>
<td>0.41</td>
<td>0.66</td>
<td>0.38</td>
</tr>
</tbody>
</table>

Table 5.2: Impact of limiting the adaptive threshold (5.5) by 0.5. The Jaccard index is reported for the object split of the CAD 120 affordance dataset and the novel split of the UMD part affordance dataset.

<table>
<thead>
<tr>
<th>CAD 120</th>
<th>Background</th>
<th>Open</th>
<th>Cut</th>
<th>Contain</th>
<th>Pour</th>
<th>Support</th>
<th>Hold</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>Max thres. 1.0 (VGG)</td>
<td>0.62</td>
<td>0.08</td>
<td>0.21</td>
<td>0.34</td>
<td>0.33</td>
<td>0.39</td>
<td>0.19</td>
<td>0.31</td>
</tr>
<tr>
<td>Max thres. 0.5 (VGG)</td>
<td>0.68</td>
<td>0.10</td>
<td>0.23</td>
<td>0.44</td>
<td>0.36</td>
<td>0.50</td>
<td>0.47</td>
<td>0.40</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>UMD</th>
<th>Grasp</th>
<th>Cut</th>
<th>Scoop</th>
<th>Contain</th>
<th>Pound</th>
<th>Support</th>
<th>Wgrasp</th>
<th>mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>Max thres. 1.0 (VGG)</td>
<td>0.32</td>
<td>0.04</td>
<td>0.36</td>
<td>0.42</td>
<td>0.05</td>
<td>0.23</td>
<td>0.64</td>
<td>0.29</td>
</tr>
<tr>
<td>Max thres. 0.5 (VGG)</td>
<td>0.31</td>
<td>0.18</td>
<td>0.56</td>
<td>0.49</td>
<td>0.08</td>
<td>0.41</td>
<td>0.66</td>
<td>0.38</td>
</tr>
</tbody>
</table>

5.3 Experiments

For evaluation, we use the CAD 120 affordance dataset we described in the Chapter before and the UMD part affordance dataset (Myers et al., 2015). We use the splits separating the object classes (novel split on UMD and object split on CAD) and the splits which do not separate the object classes (category split on UMD and actor split on CAD). As measure, we use the Jaccard index. We report the results using the VGG architecture (Chen et al., 2015) and the ResNet architecture (Chen et al., 2018b) as underlying convolutional network. First, we conduct ablation experiments to show the impact of our two key components, adaptive binarization and approximated cross validation. Second, we compare our approach with other weakly supervised segmentation approaches. If not otherwise specified, we use our approach based on the VGG architecture with adaptive binarization and approximate cross validation to determine $\tau$ (5.4). As in Chapter 4, we use one keypoint per affordance class and training image. In Section 5.3.3, we also evaluate the impact of the number of keypoints.

5.3.1 Adaptive Binarization

First we evaluate the impact of adapting the binarization to each training image and affordance class in comparison to using a constant threshold for each affordance class. To this end, instead of using $\min\{0.5, g((P(y_{ik,c} = 1|I; \theta))_{c_k = c})\}$ as an individual threshold for each image $I$, we take the average of these thresholds over all images in the training set labeled with the affordance class $c$. Note that $g((P(y_{ik,c} = 1|I; \theta))_{c_k = c}) = P(y_{ik,c} = 1|I; \theta)$ in this experiment since we use only one keypoint per affordance class $c$ and image $I$.

The results for the object split of the CAD 120 affordance dataset and the novel split of the UMD part affordance dataset are shown in Table 5.1. Compared to the proposed adaptive binarization approach, the accuracy decreases for all affordance classes and the background, which are regions annotated without any affordance class. In average, the accuracy decreases by $-9\%$. On UMD, the
Table 5.3: Impact of $\tau$ (5.4). The second column contains the approximated Jaccard index (5.10) computed on the training data for three values of $\tau$. The approximated Jaccard index is used to determine $\tau$. The third column contains the Jaccard index computed on the test data for three values of $\tau$.

<table>
<thead>
<tr>
<th>$\tau$ relative to image width</th>
<th>approx. Jaccard train</th>
<th>Jaccard test</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.03w</td>
<td>0.06w</td>
</tr>
<tr>
<td>CAD actor split</td>
<td>0.38</td>
<td>0.40</td>
</tr>
<tr>
<td>CAD object split</td>
<td>0.48</td>
<td>0.50</td>
</tr>
<tr>
<td>UMD category split</td>
<td>0.57</td>
<td>0.58</td>
</tr>
<tr>
<td>UMD novel split</td>
<td>0.66</td>
<td>0.62</td>
</tr>
</tbody>
</table>

decrease is smaller but still $-2\%$. The effect on CAD is larger since the size of the affordance regions varies more across the training images in comparison to UMD.

As discussed in Section 5.2.2, we limit the adaptive threshold by 0.5, which is the optimal threshold for a fully supervised trained model. Table 5.2 shows the results when the threshold is not limited, i.e., the adaptive threshold can even get close to one. As expected, the accuracy drops for both datasets by $-9\%$ since a threshold above 0.5 would produce even in the fully supervised case too small affordance segments.

### 5.3.2 Approximated Cross Validation

The initialization depends on the value $\tau$, which determines the initial affordance segments around the keypoints (5.4). This is shown in the last column of Table 5.3 where we report the mean Jaccard index for three values of $\tau$. Note that $\tau$ is set proportional to the image width $w$. The results show that the accuracy strongly depends on the initialization. The strongest variation can be observed for the category split of the UMD part affordance dataset where the accuracy varies between 0.44 to 0.61. The approximated Jaccard index computed from the keypoints in the training set, which is reported in the second column of Table 5.3, however, correlates with the Jaccard index on the test set. This shows that using approximated cross validation to determine $\tau$ works very well in practice. Note that the values between the Jaccard index and its approximation differ since the first measure is computed over the test set and the second over the training set. In all experiments except of Table 5.3, we have determined $\tau$ by approximated cross validation.

### 5.3.3 Varying Number of Keypoints

Our approach also works with multiple keypoints per affordance class in an image. In this case, we compare two functions for $g\left(\{P(y_{ik,c} = 1|I; \theta)\}_{c_k = c}\right)$ (5.5), namely taking the average or the median of $\{P(y_{ik,c} = 1|I; \theta)\}_{c_k = c}$. The results are reported in Figure 5.2. For the object split of the CAD 120 affordance dataset, average and median perform similar and the accuracy increases only slightly after three keypoints. A similar behavior can be observed for the novel split of the UMD part affordance dataset, but here average performs better than the median.

### 5.3.4 Comparison to the State-of-the-art

We finally compare our approach with other weakly supervised semantic segmentation approaches (Kolesnikov and Lampert, 2016; Bearman et al., 2016; Papandreou et al., 2015) and the
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Figure 5.2: Affordance segmentation with more than one keypoint per image and affordance. For the function $g$ (5.5), we compare average and median. The mean Jaccard index is plotted over the number of keypoints.
## Table 5.4: Comparison of our method to the state-of-the-art on the CAD 120 affordance dataset. The Jaccard index is reported.

<table>
<thead>
<tr>
<th>Method</th>
<th>Background</th>
<th>Open</th>
<th>Cut</th>
<th>Contain</th>
<th>Pour</th>
<th>Support</th>
<th>Hold</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>image label supervision - actor split</td>
<td>0.53</td>
<td>0.11</td>
<td>0.02</td>
<td>0.09</td>
<td>0.09</td>
<td>0.07</td>
<td>0.15</td>
<td>0.15</td>
</tr>
<tr>
<td>Area constraints (Papandreou et al., 2015)</td>
<td>0.53</td>
<td>0.43</td>
<td>0.00</td>
<td>0.25</td>
<td>0.09</td>
<td>0.02</td>
<td>0.20</td>
<td>0.22</td>
</tr>
<tr>
<td>SEC (Kolesnikov and Lampert, 2016)</td>
<td>0.61</td>
<td>0.33</td>
<td>0.00</td>
<td>0.35</td>
<td>0.30</td>
<td>0.22</td>
<td>0.43</td>
<td>0.32</td>
</tr>
<tr>
<td>WTP (Bearman et al., 2016)</td>
<td>0.71</td>
<td>0.47</td>
<td>0.36</td>
<td>0.37</td>
<td>0.56</td>
<td>0.49</td>
<td>0.42</td>
<td>0.42</td>
</tr>
<tr>
<td>Proposed (VGG)</td>
<td>0.77</td>
<td>0.50</td>
<td>0.43</td>
<td>0.39</td>
<td>0.64</td>
<td>0.56</td>
<td>0.47</td>
<td>0.47</td>
</tr>
<tr>
<td>method in Chapter 4 (VGG)</td>
<td>0.60</td>
<td>0.25</td>
<td>0.35</td>
<td>0.30</td>
<td>0.17</td>
<td>0.42</td>
<td>0.30</td>
<td>0.30</td>
</tr>
<tr>
<td>Proposed (ResNet)</td>
<td>0.74</td>
<td>0.15</td>
<td>0.21</td>
<td>0.37</td>
<td>0.61</td>
<td>0.54</td>
<td>0.44</td>
<td>0.44</td>
</tr>
<tr>
<td>image label supervision - object split</td>
<td>0.59</td>
<td>0.03</td>
<td>0.03</td>
<td>0.01</td>
<td>0.02</td>
<td>0.02</td>
<td>0.28</td>
<td>0.14</td>
</tr>
<tr>
<td>Area constraints (Papandreou et al., 2015)</td>
<td>0.54</td>
<td>0.04</td>
<td>0.09</td>
<td>0.13</td>
<td>0.09</td>
<td>0.08</td>
<td>0.13</td>
<td>0.16</td>
</tr>
<tr>
<td>SEC (Kolesnikov and Lampert, 2016)</td>
<td>0.62</td>
<td>0.08</td>
<td>0.24</td>
<td>0.22</td>
<td>0.20</td>
<td>0.46</td>
<td>0.27</td>
<td>0.27</td>
</tr>
<tr>
<td>WTP (Bearman et al., 2016)</td>
<td>0.68</td>
<td>0.10</td>
<td>0.23</td>
<td>0.44</td>
<td>0.36</td>
<td>0.50</td>
<td>0.47</td>
<td>0.40</td>
</tr>
<tr>
<td>method in Chapter 4 (VGG)</td>
<td>0.69</td>
<td>0.11</td>
<td>0.09</td>
<td>0.28</td>
<td>0.21</td>
<td>0.36</td>
<td>0.56</td>
<td>0.33</td>
</tr>
<tr>
<td>Proposed (VGG)</td>
<td>0.74</td>
<td>0.15</td>
<td>0.21</td>
<td>0.37</td>
<td>0.61</td>
<td>0.54</td>
<td>0.44</td>
<td>0.44</td>
</tr>
<tr>
<td>method in Chapter 4 (ResNet)</td>
<td>0.69</td>
<td>0.11</td>
<td>0.21</td>
<td>0.57</td>
<td>0.61</td>
<td>0.54</td>
<td>0.44</td>
<td>0.44</td>
</tr>
</tbody>
</table>

**5.4 Conclusion**

In this work, we have proposed an approach for affordance segmentation that requires only weak supervision in the form of sparse keypoints. Our approach builds on the method introduced in the Chapter before, but it does not require an additional graph cut segmentation step. This has been achieved by an adaptive approach for binarizing the predictions of a convolutional neural network during training. By approximating the Jaccard index based on the keypoints, we are also able to optimize parameters for the initialization. This approach could also be used to optimize other hyperparameters. We evaluated our approach on the CAD 120 affordance and the UMD part affordance dataset. Our approach outperforms the state-of-the-art for weakly supervised affordance segmentation.
Figure 5.3: Qualitative comparison of our approach (second and fifth row) with the one from Chapter 4. Our approach localizes even small affordance parts while the Grabcut step in the earlier method merges the cap with the entire object.
Table 5.5: Comparison of our method to the state-of-the-art on the UMD part affordance dataset. The Jaccard index is reported.

<table>
<thead>
<tr>
<th>UMD</th>
<th>Grasp</th>
<th>Cut</th>
<th>Scoop</th>
<th>Contain</th>
<th>Pound</th>
<th>Support</th>
<th>Wgrasp</th>
<th>mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>image label supervision - category split</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Area constraints (Papandreou et al., 2015)</td>
<td>0.06</td>
<td>0.04</td>
<td>0.10</td>
<td>0.14</td>
<td>0.22</td>
<td>0.04</td>
<td>0.37</td>
<td>0.14</td>
</tr>
<tr>
<td>SEC (Kolesnikov and Lampert, 2016)</td>
<td>0.39</td>
<td>0.16</td>
<td>0.27</td>
<td>0.13</td>
<td>0.35</td>
<td>0.19</td>
<td>0.07</td>
<td>0.22</td>
</tr>
<tr>
<td>keypoint supervision - category split</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WTP (Bearman et al., 2016)</td>
<td>0.16</td>
<td>0.14</td>
<td>0.20</td>
<td>0.20</td>
<td>0.01</td>
<td>0.07</td>
<td>0.13</td>
<td>0.13</td>
</tr>
<tr>
<td>method in Chapter 4 (VGG)</td>
<td>0.46</td>
<td>0.48</td>
<td>0.72</td>
<td>0.78</td>
<td>0.44</td>
<td>0.53</td>
<td>0.65</td>
<td>0.58</td>
</tr>
<tr>
<td>Proposed (VGG)</td>
<td>0.55</td>
<td>0.48</td>
<td>0.72</td>
<td>0.76</td>
<td>0.49</td>
<td>0.48</td>
<td>0.67</td>
<td>0.59</td>
</tr>
<tr>
<td>method in Chapter 4 (ResNet)</td>
<td>0.42</td>
<td>0.35</td>
<td>0.67</td>
<td>0.70</td>
<td>0.44</td>
<td>0.44</td>
<td>0.77</td>
<td>0.54</td>
</tr>
<tr>
<td>Proposed (ResNet)</td>
<td>0.57</td>
<td>0.54</td>
<td>0.71</td>
<td>0.70</td>
<td>0.43</td>
<td>0.54</td>
<td>0.69</td>
<td>0.60</td>
</tr>
<tr>
<td>image label supervision - novel split</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Area constraints (Papandreou et al., 2015)</td>
<td>0.05</td>
<td>0.00</td>
<td>0.04</td>
<td>0.16</td>
<td>0.00</td>
<td>0.01</td>
<td>0.32</td>
<td>0.09</td>
</tr>
<tr>
<td>SEC (Kolesnikov and Lampert, 2016)</td>
<td>0.12</td>
<td>0.03</td>
<td>0.06</td>
<td>0.23</td>
<td>0.07</td>
<td>0.12</td>
<td>0.25</td>
<td>0.13</td>
</tr>
<tr>
<td>keypoint supervision - novel split</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WTP (Bearman et al., 2016)</td>
<td>0.11</td>
<td>0.03</td>
<td>0.18</td>
<td>0.11</td>
<td>0.00</td>
<td>0.02</td>
<td>0.23</td>
<td>0.10</td>
</tr>
<tr>
<td>method in Chapter 4 (VGG)</td>
<td>0.27</td>
<td>0.14</td>
<td>0.55</td>
<td>0.58</td>
<td>0.02</td>
<td>0.37</td>
<td>0.67</td>
<td>0.37</td>
</tr>
<tr>
<td>Proposed (VGG)</td>
<td>0.31</td>
<td>0.18</td>
<td>0.56</td>
<td>0.49</td>
<td>0.08</td>
<td>0.31</td>
<td>0.66</td>
<td>0.38</td>
</tr>
<tr>
<td>method in Chapter 4 (ResNet)</td>
<td>0.25</td>
<td>0.21</td>
<td>0.62</td>
<td>0.50</td>
<td>0.08</td>
<td>0.43</td>
<td>0.67</td>
<td>0.40</td>
</tr>
<tr>
<td>Proposed (ResNet)</td>
<td>0.34</td>
<td>0.34</td>
<td>0.58</td>
<td>0.40</td>
<td>0.07</td>
<td>0.42</td>
<td>0.77</td>
<td>0.42</td>
</tr>
</tbody>
</table>

On the CAD 120 affordance dataset, the mean accuracy is increased by up to 17 percentage points compared to the approach in Chapter 4.
CHAPTER 6

Learning Affordances from Very Few Examples
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6.1 Introduction

In Chapters 4 and 5 we used keypoints on affordances as supervision cues. Although they are cheaper than polygons around image segments, the annotation cost still scales linearly with the number of affordance regions. However, one can do better and arrive at a constant cost: In this Chapter we show how to extend a tiny training set containing images with affordance annotations to make the training of a semantic segmentation CNN feasible. We assume that for the training set, we have only a handful of images per object category. For each image, the bounding box of the object and the bounding boxes for all affordances of the object parts are given. Since training a CNN on such a small training set will be prone to overfitting, we make use of additional data where objects are already annotated by bounding boxes, but annotations of affordances or object parts are missing. We term the additional dataset as unlabeled since the images are not labeled in terms of affordances. Such data is already available, for instance, in form of object detection datasets.

In order to train the CNN on both datasets, i.e., the small dataset with affordance annotations and the large dataset with only object annotations, we transfer the affordance annotations from the
In order to train a network to segment affordances from a very small set of examples, we transfer labels to unlabeled images. The training data consists of a set of objects where affordances are annotated by bounding boxes (right). This training set is very small and comprises only a few examples per object category. We then collect more examples of objects from an object detection dataset, i.e., the bounding box and the name of the object are given but not the affordances (left). To transfer the annotation labels of the training set to the new images, we use a semantic alignment network to find for each new image the most similar image in the training set. The bounding box annotations of the affordances are then transferred to the matched images and a CNN is then trained on all images.

small dataset to the unlabeled images of the large dataset. For the label transfer, we use a semantic alignment network, which is trained without supervision, to find for each unlabeled image the most similar labeled image. Despite of having only bounding box annotations of affordances, we then train a CNN for pixel-wise affordance segmentation weakly supervised on both datasets. We evaluate our approach on the IIT-AFF dataset (Nguyen et al., 2017b) and the Pascal Parts dataset (Chen et al., 2014) where our approach outperforms other segmentation approaches that are also trained weakly supervised.

### 6.2 Label Transfer for Affordance Segmentation

Since annotating affordances or parts of objects is time-consuming, our goal is to train a convolutional network that segments affordances in images on a very small set of annotated images and additional unlabeled images. An overview of the approach is given in Figure 6.1.

Our training set consists of a few example images for each object category where the affordances are annotated by bounding boxes. Since large datasets for object detection exist, we make use of them to extend the training set. These datasets, however, do not provide any annotations of affordances or parts but only bounding boxes for the objects. We therefore transfer the affordance labels from our training set to the objects from an object detection dataset. To this end, we first use a semantic alignment network to retrieve for each unlabeled image the most similar annotated training
image to transfer the annotations (Section 6.2.1). We then train a fully convolutional network on
the original training set and the extended set with transferred labels and use this model for inference
(Section 6.2.2).

### 6.2.1 Semantic Alignment Network for Similarity Estimation

For similarity matching between annotated example objects and unannotated query objects, we use
the semantic alignment network proposed in (Rocco et al., 2018). It takes two images $I_s$ to $I_t$ and
predicts an affine transformation $T_{aff}$ and a thin plate spline transformation $T_{tps}$ whose concatenation
semantically aligns $I_s$ to $I_t$. The transformations are subsequently predicted by two networks
only differing in the final layer.

First the feature maps of both images $f_{ij}$ and $f_{kl}$, where $i$ and $j$ are the spatial coordinates in
the source image $I_s$, and $k$ and $l$ are the spatial coordinates in the target image $I_t$, are extracted in two
Siamese branches. Then, a 4D-tensor $\nu$ of space match scores is obtained via

$$
\nu_{ijkl} = \frac{\langle f_{ij}^s, f_{kl}^t \rangle}{\sqrt{\sum_{a,b} \langle f_{ab}^s, f_{kl}^t \rangle^2}}. \tag{6.1}
$$

Next, the parameters $G$ of the geometrical transformation $T_G$ are calculated from the space match
score tensor $S$. This yields then the 4D inlier mask tensor $M$:

$$
m_{ijkl} = \begin{cases} 
1 & \text{if } d(T_G(i, j), (k, l)) < \tau \\
0 & \text{otherwise}
\end{cases} \tag{6.2}
$$

where $d$ is the Euclidean distance. For $\tau$, we use the same value as in (Rocco et al., 2018). Combining
$M$ and $S$ provides the soft inlier count, a measure for the quality of the alignment:

$$
\kappa = \sum_{i,j,k,l} \nu_{ijkl} m_{ijkl}. \tag{6.3}
$$

Intuitively, the feature vectors of pixels in the target and the warped image should be similar if the
points are spatially close ($m_{ijkl} = 1$). Therefore, $-\kappa$ serves as a training loss.

We use the pre-trained model (Rocco et al., 2018), which has been first trained on synthetic data
obtained from the Pascal dataset (Everingham et al., 2014) and then finetuned with image pairs from
the PF-PASCAL dataset (Ham et al., 2017). Since the loss does not require human supervision and
the network does not explicitly take any note of the object class, the model generalizes to unseen
object classes. We therefore can use the model trained on Pascal classes on the IIT-AFF dataset.

The approach, however, fails for large transformations. Already 2D rotations by more than 30
degrees lead to poor semantic alignments. We therefore augment each of the annotated examples by
rotating it by 90, 180 and 270 degrees and flipping it. To find the best match in our annotated training
set $\{I_i\}_{i \in \{1, \ldots, n\}}$ for a query image $J$, we compute (6.3) for $J$ and each image $I_i$, which contains the
same object class as $J$. The best match for $J$ is then given by the image $I_k$ with the highest soft inlier
count $c$.

6.2 shows some examples for the top 3 matches.

In order to transfer the affordance labels from $I_k$ to $J$, the estimated warping transformation could
be used. However, our experiments reveal that the estimated transformations are not accurate enough
for transferring the labels. Instead, we scale $I_k$ to match the size of $J$ and copy the annotations from
$I_k$ to $J$. 

### 6.2.2 Label Transfer for Affordance Segmentation

For transferring the affordance labels from $I_k$ to $J$, the estimated warping transformation could
be used. However, our experiments reveal that the estimated transformations are not accurate enough
for transferring the labels. Instead, we scale $I_k$ to match the size of $J$ and copy the annotations from
$I_k$ to $J$. 

Figure 6.2: Some query tools (left column) and the top 3 matching example tools with decreasing proximity from left to right. Except for the second match for the knife, the matching procedure retrieves tools with seen from similar viewpoint and having same orientation.
6.3. Experiments

![Illustration of our supervision levels and transfer strategies. From left to right: Query tool, matched example tool, aligned example tool, “bbox-copy” labels, “pixel-wise-copy” labels, “bbox-warp” labels, “pixel-wise-warp” labels.]

Figure 6.3: Illustration of our supervision levels and transfer strategies. From left to right: Query tool, matched example tool, aligned example tool, “bbox-copy” labels, “pixel-wise-copy” labels, “bbox-warp” labels, “pixel-wise-warp” labels.

6.2.2 Semantic Segmentation

In our experiments, we will investigate two supervision levels and two transfer strategies. In the first supervision setting, the affordances of example tools are pixel-wise annotated. In the second setting, the affordances of example tools are annotated by bounding boxes. In the later case, we obtain a rough pixel-wise annotation by setting all pixel labels inside an annotated bounding box to its affordance class. If a pixel is located inside multiple affordance bounding boxes, it receives the affordance label of the smallest bounding box. We refer to these supervision levels by “bbox” and “pixel-wise”. The “copy” strategy simple resizes and copies the labels of the example tool onto the query tool. The “warp” strategy warps the label of the example tool using the transformation predicted by the alignment network. For both transfer strategies, all pixels located outside the object bounding boxes are set to background and all pixel labels inside the object bounding boxes which were not assigned to an affordance class are ignored and thus do not contribute to the loss when training the semantic segmentation network. We combine the notations of supervision level and transfer strategy, for example “bbox-copy” means “bbox” supervision level and “copy” transfer method. 6.3 illustrates our supervision levels and transfer strategies. The proposed method assumes “bbox” for supervision and uses “copy” for label transfer. For semantic segmentation, we use the deeplab VGG architecture (Chen et al., 2015), which is a fully convolutional network providing as output a feature map \( f \) with width and height equal to the input image and each channel corresponding to an affordance or background. We obtain the affordance probability by taking the pixel-wise softmax of \( f \). During training, the loss for a particular pixel is computed individually, if the ground truth label is an affordance or background it equals the cross entropy between the ground truth label and the prediction, otherwise it is 0. The overall loss is the sum of the pixel-wise losses. During inference, we use the conditional random field layer of deeplab on top of the final feature map.
Figure 6.4: Qualitative results on bounding boxes: RGB input (first column), DCSP (Chaudhry et al., 2017) results (second column), our results (third column), ground truth (last column). In contrast to DCSP, our method correctly associates the affordances with the respective object parts.

6.3 Experiments

We conduct our experiments on the IIT-AFF dataset introduced by (Nguyen et al., 2017b). It consists of images showing 10 classes of tools in context, there are 6184 images in the trainval set and 2651 images in the test set. The images were collected in a robotics lab or come from the ImageNet dataset (Russakovsky et al., 2015). Each tool is annotated with a bounding box. Additionally, each tool class has a predefined set of possible affordances. Tool parts serving an affordance are pixel-wise annotated with it. The tool classes with their affordances are: bowl (wrap, contain), tv (display), pan (contain, grasp), hammer (grasp, pound), knife (cut, grasp), cup (contain, wrap), drill (grasp, engine), racket (grasp, hit), spatula (support, grasp), bottle (grasp, contain).

Unless stated otherwise, in all our experiments our unlabeled set comprises the images from the IIT-AFF trainval set with 6 example tools per tool class randomly drawn from them to constitute the training set. We use the semantic alignment model trained on PF-PASCAL (Ham et al., 2017) by (Rocco et al., 2018). For training and inference with deeplab (Chen et al., 2015), we use the same setup as in the original paper in the fully supervised setup on Pascal.

6.3.1 Comparison to state-of-the-art

To our knowledge there is no work on weakly supervised semantic segmentation which uses the same amount of supervision: A vast object dataset annotated on bounding box level but unlabeled in terms of object part affordances and a tiny dataset with bounding boxes provided for affordances. DCSP (Chaudhry et al., 2017), which is the current state-of-the-art method for weakly supervised image segmentation on Pascal VOC 2012, uses a list of present classes in an image for supervision. We therefore train DCSP on the bounding boxes of tools from the unlabeled set as well as on the annotated bounding boxes of affordances from the training set. On the unlabeled set, the affordances
Figure 6.5: Qualitative results on IIT-AFF (Nguyen et al., 2017b): RGB input (left), our results (middle), ground truth (right).
Table 6.1: Comparison to DCSP (Chaudhry et al., 2017), a method showing state-of-the-art results on Pascal VOC 2012. The metric used is intersection over union, evaluation on the IIT-AFF dataset (Nguyen et al., 2017b). For a fair comparison, we train and evaluate DCSP on bounding box crops of tools and the affordance segments of example tools and evaluate ours on the bounding box crops only.

<table>
<thead>
<tr>
<th># examples</th>
<th>contain</th>
<th>cut</th>
<th>display</th>
<th>engine</th>
<th>grasp</th>
<th>hit</th>
<th>pound</th>
<th>support</th>
<th>wrap grasp</th>
<th>mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.480</td>
<td>0.152</td>
<td>0.760</td>
<td>0.305</td>
<td>0.293</td>
<td>0.575</td>
<td>0.101</td>
<td>0.134</td>
<td>0.387</td>
<td>0.354</td>
</tr>
<tr>
<td>2</td>
<td>0.518</td>
<td>0.191</td>
<td>0.744</td>
<td>0.336</td>
<td>0.267</td>
<td>0.590</td>
<td>0.248</td>
<td>0.096</td>
<td>0.426</td>
<td>0.380</td>
</tr>
<tr>
<td>3</td>
<td>0.522</td>
<td>0.182</td>
<td>0.716</td>
<td>0.331</td>
<td>0.269</td>
<td>0.645</td>
<td>0.245</td>
<td>0.136</td>
<td>0.417</td>
<td>0.385</td>
</tr>
<tr>
<td>6 (default)</td>
<td>0.564</td>
<td>0.180</td>
<td>0.723</td>
<td>0.329</td>
<td>0.288</td>
<td>0.596</td>
<td>0.295</td>
<td>0.323</td>
<td>0.469</td>
<td>0.419</td>
</tr>
</tbody>
</table>

Table 6.2: Evaluation of our method on the IIT-AFF dataset (Nguyen et al., 2017b) for different number of example tools per tool class. We evaluate on full images and report IoU.

are inferred from the tool class and used as image labels for supervision. We keep the original training parameters of DCSP, but reduce the learning rate by a factor of 3 since it improved the results of DCSP.

For comparison, we evaluate both methods not on the entire images, but only within the annotated bounding boxes surrounding the objects, since we are interested in how well both methods segment the affordances within a bounding box. The results are reported in Table 6.1: DCSP achieves a mean IoU of 29.7% while our approach yields 46.1%, thus outperforming DCSP by more than 16%. To analyze if the difficulty for DCSP stems from the localization of affordances on the tool or from the pixel-wise segmentation of the tool itself, we performed an additional experiment. Instead of training DCSP for segmenting affordances, we trained DCSP for segmenting objects. For object segmentation, DCSP performs very well and achieves 53.4% mean IoU for the object categories. Therefore localizing the affordance on the tool constitutes the main challenge. This is also evident from the qualitative comparison shown in Fig. 6.4. Qualitative results for complete images are shown in Fig. 6.5.

6.3.2 Number of Examples

Our proposed evaluation setup uses 6 random examples per tool class, but we also investigated the performance with an even smaller amount of examples, namely 1, 2 and 3 examples per tool class, and report the results in Table 6.2. Unlike in the previous section, we evaluate on complete test images, but still achieve a mean IoU of 41.9%. When using only one example tool per tool class, the performance drops to 35.4%.

6.3.3 Impact of Additional Training Data

To see if additional training data and transferring the labels from the examples to the additional training data is required at all, we trained our semantic segmentation network only on the images containing at least one of the 60 example tools. Pixels located inside the affordance bounding box of
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<table>
<thead>
<tr>
<th>method</th>
<th>contain</th>
<th>cut</th>
<th>display</th>
<th>engine</th>
<th>grasp</th>
<th>hit</th>
<th>pound</th>
<th>support</th>
<th>wrap grasp</th>
<th>mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>example tools only</td>
<td>0.563</td>
<td>0.000</td>
<td>0.501</td>
<td>0.206</td>
<td>0.226</td>
<td>0.555</td>
<td>0.000</td>
<td>0.016</td>
<td>0.388</td>
<td>0.277</td>
</tr>
<tr>
<td>proposed</td>
<td>0.564</td>
<td>0.180</td>
<td>0.723</td>
<td>0.329</td>
<td>0.286</td>
<td>0.596</td>
<td>0.295</td>
<td>0.323</td>
<td>0.469</td>
<td>0.419</td>
</tr>
</tbody>
</table>

**Table 6.3:** Comparison of training on the example images only vs. our approach, which uses additional training data by label transfer. We evaluate on full images from the IIT-AFF dataset (Nguyen et al., 2017b) and report IoU.

<table>
<thead>
<tr>
<th>method</th>
<th>contain</th>
<th>cut</th>
<th>display</th>
<th>engine</th>
<th>grasp</th>
<th>hit</th>
<th>pound</th>
<th>support</th>
<th>wrap grasp</th>
<th>mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>&quot;bbox-warped&quot;</td>
<td>0.560</td>
<td>0.156</td>
<td>0.730</td>
<td>0.313</td>
<td>0.278</td>
<td>0.640</td>
<td>0.188</td>
<td>0.218</td>
<td>0.443</td>
<td>0.391</td>
</tr>
<tr>
<td>proposed</td>
<td>0.564</td>
<td>0.180</td>
<td>0.723</td>
<td>0.329</td>
<td>0.286</td>
<td>0.596</td>
<td>0.295</td>
<td>0.323</td>
<td>0.469</td>
<td>0.419</td>
</tr>
</tbody>
</table>

**Table 6.4:** Comparison of warping the affordance labels from the example tool vs copying them. We evaluate on full images from the IIT-AFF dataset (Nguyen et al., 2017b) and report IoU.

the example tools were set to this affordance class, pixels belonging to any tool bounding box which does not belong to an example tool were ignored during training, and the rest was set to background. Since the number of training images is tiny in this setting, we reduced the number of iterations from 6000 to 300 and the step length during training accordingly to avoid overfitting. As can be seen in Table 6.3, the performance drops to 27.3% and for the affordances cut, pound, support to almost 0. Our approach is especially beneficial for challenging small affordances.

6.3.4 Warping vs No Warping

While we simply resize and copy the affordance localization cues from the most similar example tool to the tool of interest, one could also warp the localization cues of the example tool onto the target tool using the transformation provided by the semantic alignment network. On the one hand, this approach has the advantage of potentially better aligning the shape of the tools and therefore better aligning the functional parts. On the other hand, the warping might be reasonable for only some parts of the object but fail for other, in particular small, parts. Therefore, the benefit of using the warping transformation or not depends on the affordance classes. The results reported in Table 6.4 show that warping improves the accuracy for the classes display, engine, and hit, but it decreases the accuracy for the other affordance classes. In average, using the estimated warping transformation for label transfer reduces the accuracy from 41.9% to 39.1%.

6.3.5 Bounding Box vs. Pixel-wise Annotation

Obtaining affordance region bounding boxes for example tools is far cheaper than annotating the functional regions pixel-wise. To investigate the potential gain from a pixel-wise annotation, we conducted two ablation experiments. In the first, we transfer the pixel-wise affordance annotations from example tools to unlabeled tools without using the estimated warping transformation and in the second we use estimated warping transformation for label transfer. We report the results in Table 6.5: Providing pixel-wise affordance annotations for example tools increases the accuracy with and without warping. In case of warping the accuracy increases from 39.1% to 40.1% and without warping the accuracy increases from 41.9% to 44.8%.
Table 6.5: Comparison of using accurate pixel-wise affordance annotations of the example tools vs. bounding boxes around affordances. We report the results with and without using the estimated warping transformation for label transfer. We evaluate on full images from the IIT-AFF dataset (Nguyen et al., 2017b) and report IoU.

<table>
<thead>
<tr>
<th>supervision</th>
<th>contain</th>
<th>cut</th>
<th>display</th>
<th>engine</th>
<th>grasp</th>
<th>hit</th>
<th>pound</th>
<th>support</th>
<th>wrap grasp</th>
<th>mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>“pixel-wise copy”</td>
<td>0.601</td>
<td>0.245</td>
<td>0.745</td>
<td>0.368</td>
<td>0.388</td>
<td>0.589</td>
<td>0.260</td>
<td>0.333</td>
<td>0.502</td>
<td>0.448</td>
</tr>
<tr>
<td>“pixel-wise warp”</td>
<td>0.592</td>
<td>0.190</td>
<td>0.748</td>
<td>0.363</td>
<td>0.354</td>
<td>0.616</td>
<td>0.0</td>
<td>0.278</td>
<td>0.466</td>
<td>0.401</td>
</tr>
<tr>
<td>proposed</td>
<td>0.564</td>
<td>0.180</td>
<td>0.723</td>
<td>0.329</td>
<td>0.288</td>
<td>0.596</td>
<td>0.295</td>
<td>0.323</td>
<td>0.469</td>
<td>0.419</td>
</tr>
</tbody>
</table>

Table 6.6: Comparison of two matching strategies between query tools and example tools: The proposed strategy uses the loss of a semantic alignment network trained in an unsupervised manner, the ablation uses the features of ResNet-101 pretrained on ImageNet. We evaluate on full images from the IIT-AFF dataset (Nguyen et al., 2017b) and report IoU.

6.3.6 ResNet Features vs. Alignment

To investigate the benefit of the unsupervisedly trained semantical alignment network, we train a semantic segmentation model using an approach identical to the proposed method except for the matching criterion between query tools and example tools. Since the alignment network was trained on Pascal VOC 2012, we take the Pascal VOC 2012 semantic segmentation Resnet-101 model from (Chen et al., 2018b), and generate the features of the res5c layer for each query tool and each example tool. Note that we use the same CNN backbone as for the semantical alignment network and require the same amount of cross dataset generalisation. After that, we retrieve for each query tool the example tool with the most similar feature map and transfer the labels of the latter to the former. Specifically, the cosine distance serves as a measure for the similarity of the vectorized feature maps of two images $v, w$:

$$d = 1 - \frac{\langle v, w \rangle}{\|v\| \|w\|} \quad (6.4)$$

As can be seen from 6.6, the ResNet-101 features perform slightly worse than the weak alignment network.

6.3.7 Oracle Experiment: Ground Truth Bounding Box for Each Affordance of Each Query Tool

In this ablation experiment we investigate what is achievable if the bounding boxes around affordances are not only given for the example tools but also for all query tools. All pixels inside an affordance bounding box are set to this affordance. In case of a pixel belonging to multiple affordance bounding box, it is assigned to the affordance with the smallest bounding box. All other pixels are set to background. After that, the semantic segmentation network is trained and used for inference as in our proposed method. We report the results in 6.7. This additional supervision improves the results to 52.6%, however at the cost of additional annotations of query tools, while our method does not require any additional annotation once object bounding boxes are given. For example it
6.4 Conclusion

In this work, we have shown that it is possible to train a CNN for affordance or object part segmentation from very few annotated examples. This has been achieved by exploiting a semantic alignment network to transfer annotations from a small set of annotated examples to images that are only annotated by the object class. In our experiments, we have shown that our approach achieves state-of-the-art accuracy on the IIT-AFF dataset (Nguyen et al., 2017b) and the Pascal Parts dataset (Chen et al., 2014). A comparison between the method proposed in this Chapter and the one from Chapter 5 must be taken with a grain of salt, since the former deals with a multilabel problem while the later deals with a singlelabel problem. If we nevertheless make it, we see that the accuracy is roughly the same. In terms of annotation cost, the method from this chapter is far cheaper if we can assume that object level bounding boxes are available for free. If they are not, the annotation cost for

<table>
<thead>
<tr>
<th>matching measure</th>
<th>contain</th>
<th>cut</th>
<th>display</th>
<th>engine</th>
<th>grasp</th>
<th>hit</th>
<th>pound</th>
<th>support</th>
<th>wrap grasp</th>
<th>mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>gt-bbox for each affordance</td>
<td>0.686</td>
<td>0.217</td>
<td>0.747</td>
<td>0.521</td>
<td>0.389</td>
<td>0.722</td>
<td>0.382</td>
<td>0.466</td>
<td>0.606</td>
<td>0.526</td>
</tr>
<tr>
<td>proposed</td>
<td>0.564</td>
<td>0.180</td>
<td>0.723</td>
<td>0.329</td>
<td>0.268</td>
<td>0.596</td>
<td>0.208</td>
<td>0.323</td>
<td>0.469</td>
<td>0.419</td>
</tr>
</tbody>
</table>

Table 6.7: Results for if ground truth bounding boxes were given for each affordance of each query tool vs our method. We evaluate on full images from the IIT-AFF dataset (Nguyen et al., 2017b) and report IoU.

<table>
<thead>
<tr>
<th>method</th>
<th>Bird</th>
<th>Cat</th>
<th>Cow</th>
<th>Dog</th>
<th>Horse</th>
<th>Person</th>
<th>Sheep</th>
<th>mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Krause et al., 2015)</td>
<td>0.099</td>
<td>0.135</td>
<td>0.115</td>
<td>0.141</td>
<td>0.067</td>
<td>0.106</td>
<td>0.105</td>
<td>0.110</td>
</tr>
<tr>
<td>(Meng et al., 2017)</td>
<td>0.111</td>
<td>0.113</td>
<td>0.124</td>
<td>0.142</td>
<td>0.075</td>
<td>0.128</td>
<td>0.106</td>
<td>0.114</td>
</tr>
<tr>
<td>proposed</td>
<td>0.148</td>
<td>0.174</td>
<td>0.115</td>
<td>0.180</td>
<td>0.120</td>
<td>0.108</td>
<td>0.201</td>
<td>0.149</td>
</tr>
</tbody>
</table>

Table 6.8: Evaluation on the Pascal Parts (Chen et al., 2014). Our method outperforms state-of-the-art methods for weakly supervised semantic parts segmentation. As on IIT-AFF dataset (Nguyen et al., 2017b), we use 6 example objects per object class.

could be applied to the affordances of objects in the COCO dataset (Lin et al., 2014). Even if the bounding boxes are not given for a custom dataset, they can be generated using a weakly supervised object detection system, e.g. (Zhang et al., 2018b).

6.3.8 Evaluation on the Pascal Parts dataset

We finally evaluate our approach on the Pascal Parts dataset (Chen et al., 2014). It contains images from the Pascal VOC 2012 dataset, which belong to the categories bird, cat, cow, dog, horse, person, and sheep. For each category, 4 to 5 semantic body parts are annotated. The task of part segmentation differs from affordance segmentation since different object classes do not share the same part category, e.g., leg of horse and leg of sheep are considered as two different part classes in Pascal Parts. This is in contrast to affordances, which are shared among different tool classes. Since our method can be applied to both tasks, we also evaluate our approach on this dataset by randomly sampling 6 example objects per object class. Our approach outperforms the current state-of-the-art by +3.5% as can be seen in Table 6.8.

6.4 Conclusion

In this work, we have shown that it is possible to train a CNN for affordance or object part segmentation from very few annotated examples. This has been achieved by exploiting a semantic alignment network to transfer annotations from a small set of annotated examples to images that are only annotated by the object class. In our experiments, we have shown that our approach achieves state-of-the-art accuracy on the IIT-AFF dataset (Nguyen et al., 2017b) and the Pascal Parts dataset (Chen et al., 2014). A comparison between the method proposed in this Chapter and the one from Chapter 5 must be taken with a grain of salt, since the former deals with a multilabel problem while the later deals with a singlelabel problem. If we nevertheless make it, we see that the accuracy is roughly the same. In terms of annotation cost, the method from this chapter is far cheaper if we can assume that object level bounding boxes are available for free. If they are not, the annotation cost for
the method from Chapter 5 is significantly lower. *E.g.* for an object with 2 affordances, the method from the previous chapter requires 2 points, while the method from this chapter would require to draw an accurate bounding box around the object of interest.
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7.1 Introduction

In the previous Chapters, we showed how to train a model for object part affordance segmentation from cheaper supervision cues. However, these approaches either require an annotation effort proportional to the number of training images or assume object level bounding boxes to be given. In this Chapter, we will switch to the domain of object class segmentation to see how far we can get without spatial hints inside the image.

A possible source of image level supervision are image tags and they have already been explored in numerous works. A popular approach in this realm (Kolesnikov and Lampert, 2016; Zhou et al., 2016; Ahn and Kwak, 2018) consists of estimating for each image in the training set so-called class activation maps (CAMs) (Zhou et al., 2016), which indicate where certain semantic categories occur in an image. In a second step, pixel-wise class labels are extracted from the CAMs and a neural network for image segmentation is trained. These approaches, however, still assume curated image
Figure 7.1: Given one or multiple captions per image in the training set, our network predicts text activation maps (TAMs) for each image which are then converted into class activation maps (CAMs) as illustrated in Figure 7.3. The text activation maps are more general than class activation maps since they localize compound concepts like “two large beds” as well as categories like “bed”. The example shows the class activation map estimated for “bed” for this training example. Using the estimated CAMs of all training images, a standard convolutional neural network for semantic segmentation can then be trained.

tags, i.e. all classes of interest in the image must be tagged. This is not guaranteed for tags retrieved together with images from the Internet.

However, the cues we opt for are readily available textual descriptions. Such textual descriptions can be either from image captions or text surrounding or referring to an image in an article or blog. Such textual descriptions are more general than class tags and it is possible to reduce these textual descriptions to class tags by parsing the texts for the names of the categories of interest. However, textual descriptions are richer in the description of the image content than just class tags as illustrated in Figure 7.1. In case of class tags, the image would be only labeled by the relevant category “bed” and the only information we have is that the image contains at least one bed, but we do not know if the bed is large or small or if many instances are in the image. The caption “There are two large beds located in a hotel room” provides much more information. In particular, “two large beds” indicates that many pixels of the image should be labeled by the category “bed”.

In this work, we therefore propose an approach that uses non curated image captions as weak supervision for training a convolutional neural network for semantic image segmentation. Our contribution focuses on the research question how class activation maps (CAMs) can be estimated from image captions and we show that these class activation maps are substantially more accurate than CAMs estimated from class tags. In order to estimate the class activation maps for the training images from captions, we learn a joint embedding of the visual representation of the image and the
7.2 Method

Generating class activation maps (Zhou et al., 2016) on training images is a crucial intermediate step for the majority of current state-of-the-art weakly supervised image segmentation methods. In our work, we therefore focus on improving them. To this end, we harvest information from image captions instead of relying on class tags only. Our TAM-network is a multimodal architecture, which maps image pixels and text snippets into a common semantic space which allows us to calculate activation maps for class names as well as compound concepts that include the class name as illustrated in Figure 7.3. From TAMs of class names and class relevant compound concepts, we obtain class activation maps. From these CAMs, we directly estimate the pixel-wise class labels as described in Section 7.2.3.

We finally train the widely used VGG16-deeplab model (Chen et al., 2018b) for semantic segmentation on the estimated labels which yields us the final segmentation model.

7.2.1 Parsing Captions

In our work, we distinguish three different types of text snippets: Class names contain the names of the classes of interest in the particular dataset as well as their plural form. Compound concepts are snippets of a sentence between beginning of sentence, prepositions, verbs and end of sentence. These snippets have to contain multiple words excluding articles. Essentially these are combinations of numbers, adjectives, adverbs and nouns like two completely black dogs. They are split into two categories: Class related compound concepts contain a class name inside them and class unrelated compound concepts do not. All of them are used during training of the TAM network, but the type of the snippet determines its weight in the loss. For CAM inference, we use class names and class related compound concepts. We use 300-dimensional word to vec (w2v) (Mikolov et al., 2013) embeddings to convert text snippets to numerical vectors of equal length. The embedding of a single word is given by the word to vec dictionary. For text snippets containing multiple words, we take the arithmetical mean of the normalized embeddings of individual words. These embeddings are used as input to the textual path of the TAM-network.

We use the classes mentioned in the captions to determine what classes are present in a training image. If the class name is present in at least one of the image captions, the class is considered as present, otherwise not. Note that in contrast to curated image tags, the captions do not necessarily contain all classes that are present in an image.
To obtain the textual embedding of an arbitrary snippet of text, we first encode each word with a Word2Vec model and average over words, which gives us the input embedding. Feeding it into a single fully connected layer with a residual connection yields the output embedding.

7.2.2 Multi-Modal TAM Network

Our TAM network comprises a visual path and a textual path which map visual and textual information into a common 300-dimensional semantic embedding space.

**Visual Path.** Our visual embedding path maps an image $I$ with $X$ pixels to a pixel-wise visual embedding $E_{vis}(I) \in \mathbb{R}^{X \times 300}$. It is a modification of the VGG16 architectures, but we will also report results for a ResNet38 architecture. In both cases, we change the output dimension of the last fully connected layer to the dimension of the common semantic embedding space.

**Textual path.** As shown in Figure 7.2, our textual path first obtains the word to vec embedding $e_{w2v}(t) \in \mathbb{R}^{300}$ of a text snippet $t$ by taking the average of the word to vec embeddings of the single words. Then $e_{w2v}(t) \in \mathbb{R}^{300}$ is mapped to a vector $e_{txt}(t) \in \mathbb{R}^{300}$ in the common semantic embedding space via:

\[
e_{txt}(t) = \text{norm}_{L2}(\text{norm}_{L2}(e_{w2v}(t)))
+ w_{res}\text{norm}_{L2}(M_{txt}e_{w2v}(t))
\tag{7.1}
\]

where $\text{norm}_{L2}()$ denotes normalization by the $L_2$ norm, $M_{txt} \in \mathbb{R}^{300 \times 300}$ is the weight matrix of a fully connected layer and $w_{res} \in \mathbb{R}$ is a hyperparameter.

We also investigated RNNs that take the word to vec embeddings of the individual words as input and output $e_{txt}$, but they performed slightly worse than our approach. This is probably due to short length of our text snippets which contain mostly 2 or 3 words.

**Textual Activation Map.** Given an image $I$ with $X$ pixels and a text snippet $t$, we generate the textual activation map (TAM), which we denote by $S(I, t) \in \mathbb{R}^X$, from the visual embedding.

![Figure 7.2](image.png)
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To obtain the normalized TAM, we apply \( \text{relu} \) to discard negative values and normalize it by

\[
S_{\text{norm}}(I, t) = \frac{\sqrt{\text{relu}(S(I, t))}}{\max_{x \in \text{pixels}} \sqrt{\text{relu}(S(I, t, x))}}.
\]  

\[ \text{(7.3)} \]

7.2.3 Direct Estimation of pixel-wise Class Labels from TAMs

Since we aim to learn a model for semantic segmentation, we need to estimate the pixel-wise class labels for each training image \( I \). To obtain these, we first calculate normalized class activation maps for all present classes as shown in Figure 7.3. To this end, for each class \( c \) mentioned in the captions of image \( I \), we collect a set of text snippets \( \Phi(c) \) which comprise the class name and all compound concepts related to it. Then we combine the normalized TAMs for all \( t \in \Phi(c) \) into a normalized CAM \( S_{\text{norm}}(I, c) \in \mathbb{R}^X \) for class \( c \) by taking the pixel-wise maximum over the TAMs:

\[
S_{\text{norm}}(I, c, x) = \max_{t \in \Phi(c)} \{ S_{\text{norm}}(I, t, x) \}
\]  

\[ \text{(7.4)} \]

We obtain the background activation map \( b(I) \) as in (Ahn and Kwak, 2018) by

\[
b(I, x) = (1 - \max_{c \in C(I)} \{ S_{\text{norm}}(I, c, x) \})^\alpha
\]  

\[ \text{(7.5)} \]
where $C(I)$ are the classes present in image $I$. We keep $\alpha = 4$ which is the value suggested in (Ahn and Kwak, 2018). We then finally refine the normalized CAMs with a CRF (Krahenbuhl and Koltun, 2011) to estimate pixel-wise class labels.

### 7.2.4 Training of Embedding Architecture

We finally describe how we train our network. For training, we propose the following loss

$$L = \lambda_{cls} L_{cls} + \lambda_{cpt} L_{cpt} + \lambda_{ac} L_{ac}.$$  \hspace{1cm} (7.6)

The class loss $L_{cls}$ and concepts loss $L_{cpt}$ ensure that the textual activation maps have high values for classes and compounds that are present in a training image and low values if they are not present. The auto consistency loss $L_{ac}$ ensures that the TAMs are geometric consistent if an image is vertically flipped as illustrated in Figure 7.4.

**Class Loss.** For each class $c$, we apply average pooling over the pixels of the TAM for its class name $t_c$, i.e., $S_{pool}(I, t_c) = \frac{1}{X} \sum_p S(I, t_c)$. These values can be seen as logits for the probability of this class to be present in the image. We use average pooling as in (Huang et al., 2018; Chaudhry et al., 2017; Ahn and Kwak, 2018) since it typically leads to activation maps that cover the complete class and not only its most distinctive areas as it is the case for max pooling.

The class loss $L_{cls}$ is then given by the multilabel binary cross entropy loss:

$$L_{cls} = - \sum_{c \in C(I)} \log \left( \frac{1}{1 + e^{-S_{pool}(I, t_c)}} \right) - \sum_{c \notin C(I)} \log \left( \frac{e^{-S_{pool}(I, t_c)}}{1 + e^{-S_{pool}(I, t_c)}} \right).$$  \hspace{1cm} (7.7)

The loss is minimized if the TAMs for the present classes show a strong signal while the TAMs of the classes that are not present in the image are close to zero.

**Concepts Loss.** The concepts loss is calculated in the same way as the class loss, except that we use the TAMs $S(I, t)$ of compound concepts instead of using TAMs of class names. As for the class loss, we apply average pooling $S_{pool}(I, t) = \frac{1}{X} \sum_p S(I, t)$. While we use the multilabel binary cross entropy loss as for the class loss, we have to subsample the missing concepts since there are otherwise too many. The concepts loss is then given by

$$L_{cpt} = - \sum_{t \in Comp(I)} \log \left( \frac{1}{1 + e^{-S_{pool}(I, t)}} \right) - \sum_{t \in ContrComp(I)} \log \left( \frac{1}{1 + e^{-S_{pool}(I, t)}} \right).$$  \hspace{1cm} (7.8)

where $Comp(I)$ are the compound concepts present in image $I$ and $ContrComp(I)$ are contrastive compound concepts that are randomly sampled from other images.

**Auto-Consistency Loss.** The purpose of the auto-consistency loss is to ensure that geometric transformations of the image do not alter the accordingly transformed TAMs as illustrated in Figure 7.4. We use the image $I$ and the flipped image $I_{flipped}$ for training and obtain the corresponding TAMs $S(I, t_c)$ and $S(I_{flipped}, t_c)$ for all classes. Note that there is no TAM for the background class,
Figure 7.4: The auto consistency loss enforces invariance under geometric transformations like flipping. To this end, labels are estimated in an online manner from the TAMs of class names for the image and the flipped image. Then these are flipped and the estimated labels of the image are used to supervise the embedding of the flipped image and vice versa.
we therefore set $S(I, t_{bg}) = 0$ for the background class. We convert them into pixel-wise class probabilities $P$ and $P_f$ by applying the softmax for each pixel $x$, i.e., $P(x, c) = \text{softmax}_c(S(I, t_c, x))$.

We also compute a pixel-wise labeling for $S(I, t_c)$ and $S(I_{flipped}, t_c)$ as in Section 7.2.3 but without CRF. Instead, we simply use the class with the highest activation per pixel

$$\hat{c}(I, x) = \arg\max_{c \in \mathcal{C}(I) \cup \{ \text{bg} \}} S_{\text{norm}}(I, t_c, x)$$

where the background activation is estimated as in (7.5). We finally mirror the pixel-wise segmentations as shown in Figure 7.4. The auto-consistency loss $L_{ac}$ is then given by

$$L_{ac}(I) = -\frac{1}{2} \sum_{x \in \text{pixel}} \log \left( \frac{1}{1 + e^{-P_{flipped}(x, \hat{c}(I, x))}} \right)$$

$$-\frac{1}{2} \sum_{x \in \text{pixel}} \log \left( \frac{1}{1 + e^{-P(x, \hat{c}_{flipped}(I, x))}} \right).$$

(7.10)

### 7.3 Experiments

For our experiments, we use the COCO dataset (Lin et al., 2014), since it provides several captions for each image and instance level segmentations for 80 object classes which we convert to class level segmentations. As train set we use the COCO train2014 split containing 83k images. To evaluate the final semantic segmentation models, we use the COCO val2014 split containing 40k images as our test set. Our evaluation metric is intersection over union averaged over 81 classes (80 object classes and background).

**Implementation Details.** The visual paths of our VGG16 and ResNet38 architecture is identical to the respective architectures from (Ahn and Kwak, 2018) up to the last layer. While we use mostly the VGG architecture for our experiments, we show some results using the ResNet at the end. We train the VGG architecture as well as the ResNet architecture for 15 epochs. For VGG, the learning rate is 0.1 for weights and 0.2 for biases, for ResNet it is 0.01 and 0.02, respectively. For VGG the batch size is 16, for ResNet it is 8. Weight decay equals 0.0005 for both architectures. The first two convolutional blocks are not finetuned at all and for the fc8 layer and the textual path, we scale up the learning rate by 10. During training, the learning rate decays to 0 according to the polynomial policy. The data augmentation techniques include random scaling, cropping and mirroring. We set $\lambda_{cls} = 1.0$, $\lambda_{cpt} = 0.3$ and $\lambda_{ac} = 0.001$ so that each loss term is roughly in the same order of magnitude.

For the concepts loss (7.8), we sample a maximum of 10 compound concepts mentioned in the captions of an image. To collect contrastive compound concepts which are absent in the image, we first sample 10 random images and extract the compound concepts from their captions. Then we randomly sample 50 of these concepts.

For semantic segmentation we use the baseline VGG16 deeplab model (Chen et al., 2018b). We keep the hyperparameters but increase the number of iterations by a factor of 3 to account for the bigger size of COCO as compared to Pascal VOC 2012.
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A **dog** laying on a **surf board** and riding a small wave.

A **cat** laying on top of a **bed** next to a window.

A high-tech **parking meter** in front of a parked **car**.

A computer desk, with a **laptop** on a stand, a **keyboard**, and a **mouse**.

**Figure 7.5**: Examples of estimated pixel-wise class labels on the training set. From left to right: Image, baseline, proposed method, ground truth. Above each image we provide the caption and highlight the class names of the COCO classes.
Table 7.1: Results for estimated pixel labels on the training set.

<table>
<thead>
<tr>
<th>method</th>
<th>TAM-Net</th>
<th>(L_{cls})</th>
<th>(L_{cpt})</th>
<th>(L_{ac})</th>
<th>precision</th>
<th>recall</th>
<th>IoU</th>
</tr>
</thead>
<tbody>
<tr>
<td>baseline class tags from captions</td>
<td>VGG16</td>
<td></td>
<td></td>
<td></td>
<td>0.370</td>
<td>0.207</td>
<td>0.146</td>
</tr>
<tr>
<td>baseline ground-truth class tags</td>
<td>VGG16</td>
<td></td>
<td></td>
<td></td>
<td>0.337</td>
<td>0.230</td>
<td>0.158</td>
</tr>
<tr>
<td>prop. (L_{cls})</td>
<td>VGG16</td>
<td>√</td>
<td></td>
<td></td>
<td>0.378</td>
<td>0.205</td>
<td>0.144</td>
</tr>
<tr>
<td>prop. (L_{cpt})</td>
<td>VGG16</td>
<td>√</td>
<td></td>
<td></td>
<td>0.288</td>
<td>0.383</td>
<td>0.185</td>
</tr>
<tr>
<td>prop. (L_{cls} + L_{cpt})</td>
<td>VGG16</td>
<td>√</td>
<td>√</td>
<td></td>
<td>0.382</td>
<td>0.316</td>
<td>0.199</td>
</tr>
<tr>
<td>prop. (L_{cls} + L_{cpt} + L_{ac})</td>
<td>VGG16</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>0.383</td>
<td>0.329</td>
<td>0.203</td>
</tr>
<tr>
<td>prop. (L_{cls} + L_{cpt} + L_{ac})</td>
<td>ResNet38</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>0.468</td>
<td>0.509</td>
<td>0.305</td>
</tr>
<tr>
<td>VisGround (Engilberge et al., 2018)</td>
<td>ResNet151</td>
<td></td>
<td></td>
<td></td>
<td>0.375</td>
<td>0.432</td>
<td>0.231</td>
</tr>
</tbody>
</table>

7.3.1 Evaluation of System Components

For our ablation studies, we first evaluate the accuracy of the pixel labels that are estimated on the training images from the captions as described in Section 7.2.3.

Simply using a one-hot encoding of the classes retrieved from captions instead of the textual path gives an IoU of 14.6% as can be seen in Table 7.1. If we use only the class loss \(L_{cls}\), the accuracy is similar to the baseline. Using the concepts loss \(L_{cpt}\), however, improves mean IoU substantially to 18.5%. While the recall increases, the precision decreases. This is expected since the compound concepts provide mainly the textual context and are less class focused. Using both loss functions, alleviates this effect and improves the mean IoU to 19.9%.

Including auto consistency during training leads to further improvement from 19.9% to 20.3%. We show some qualitative results in Figure 7.5. If we use a ResNet38 architecture instead of a VGG16 architecture, our results improve to 30.5% IoU.

7.3.2 Comparison to Visual Grounding

We also compare our approach for generating CAMs with the state-of-the-art approach for weakly supervised visual grounding (Engilberge et al., 2018). The authors use complete image captions from the COCO dataset as supervision for training. During inference, this model receives an image and a single text snippet referring to an object or to stuff in this image and returns an activation map for this snippet. To segment the image region the snippet refers to, the authors suggest to threshold the activation map with the average of the minimum and maximum value of this map. We can not use this method out of the shelf since locating multiple text snippets simultaneously is not intended for visual grounding and there is no policy to select the label of a pixel if it is assigned to multiple segments. To adapt the model to our setting and estimate pixel-wise class labels for the training images, we first generate the activation maps for the classes retrieved from the captions. Then, we subtract from each activation map the average of its minimum and maximum value. Finally, we set the activations for background to 0 and apply argmax over the classes. This yields 23.1% IoU as shown in Table 7.1. This is better than our results for the VGG16 architecture but far inferior to our ResNet38 architecture, although the visual grounding model uses a deeper ResNet151 architecture.
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<table>
<thead>
<tr>
<th>type of concepts</th>
<th>cls. rel. comp. cpt</th>
<th>other comp. cpt</th>
<th>no adj.</th>
<th>sgl. adj+nouns</th>
<th>precision</th>
<th>recall</th>
<th>IoU</th>
</tr>
</thead>
<tbody>
<tr>
<td>cls. rel. only</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td>0.404</td>
<td>0.306</td>
<td>0.199</td>
</tr>
<tr>
<td>all comp. conc.</td>
<td>✓ ✓</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>0.382</td>
<td>0.316</td>
<td>0.199</td>
</tr>
<tr>
<td>all concepts</td>
<td>✓ ✓ ✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>0.383</td>
<td>0.306</td>
<td>0.193</td>
</tr>
<tr>
<td>no adjectives</td>
<td>✓ ✓ ✓ ✓</td>
<td>✓</td>
<td>✓ ✓ ✓</td>
<td></td>
<td>0.380</td>
<td>0.283</td>
<td>0.183</td>
</tr>
</tbody>
</table>

Table 7.2: Using compound concepts only for training leads to best results. Results are reported without auto-consistency loss.

<table>
<thead>
<tr>
<th>size of $w_{res}$</th>
<th>precision</th>
<th>recall</th>
<th>IoU</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>0.395</td>
<td>0.287</td>
<td>0.190</td>
</tr>
<tr>
<td>0.2 (prop.)</td>
<td>0.382</td>
<td>0.316</td>
<td>0.199</td>
</tr>
<tr>
<td>0.4</td>
<td>0.277</td>
<td>0.494</td>
<td>0.201</td>
</tr>
<tr>
<td>0.6</td>
<td>0.255</td>
<td>0.523</td>
<td>0.194</td>
</tr>
</tbody>
</table>

Table 7.3: Small values of $w_{res}$ allow the textual path to adjust the w2v embeddings to the needs of visual grounding, while large values lead to degeneration during training and inferior performance. Results are reported without auto-consistency loss.

7.3.3 Evaluating Concept Types

We compare the performance of our system when using different types of sentence snippets during training and report the results in Table 7.2. In our proposed method, all compound concepts are fed into the concept loss. Conceptually, adjectives provide additional cues during class activation map calculation. If we discard the adjectives, the accuracy decreases as shown in Table 7.2. Using only compounds containing COCO class names increases the precision but reduces the recall, the IoU remains unchanged. We therefore use all compound concepts from the captions in all other experiments. Feeding all nouns and adjectives additionally to the compounds into the loss decreases the performance. This shows that the compound concepts better encapsulate the context of the captions than single words.

7.3.4 Evaluating Textual Embedding

The hyperparameter $w_{res}$ (7.1) controls the extent to which w2v embeddings (Mikolov et al., 2013) are adjusted in the textual path. Intuitively high values add flexibility to the network and allow the textual path to adjust the w2v embeddings to the task at hand. Table 7.3 reports the results without the auto-consistency loss. As can be seen, increasing $w_{res}$ from 0 improves the performance with a peak at 0.4. However, for higher values, the performance decreases again. This is because higher flexibility allows the network to find degenerate solutions: If $w_{res}$ becomes too high, the textual path maps all class names and compounds appearing frequently to one vector $v$ and all other class names and compounds to the negative vector $-v$. The visual path then maps everything to $v$. 
Performance dependence on $\lambda_{cpt}$

<table>
<thead>
<tr>
<th>size of $\lambda_{cpt}$</th>
<th>precision</th>
<th>recall</th>
<th>IoU</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>0.362</td>
<td>0.301</td>
<td>0.186</td>
</tr>
<tr>
<td>0.3 (prop.)</td>
<td>0.382</td>
<td>0.316</td>
<td>0.199</td>
</tr>
<tr>
<td>0.5</td>
<td>0.396</td>
<td>0.319</td>
<td>0.204</td>
</tr>
</tbody>
</table>

Table 7.4: Performance grows when the impact of compound concepts is increased. Results are reported without auto-consistency loss.

### 7.3.5 Evaluating Concept Loss Weight

In Table 7.4, we also evaluate the impact of the parameter $\lambda_{cpt}$ which weights the concept loss in (7.6). As in the previous experiment, we do not use the auto consistency loss. Even a small concept loss already improves the baseline approach giving 18.6%. By further increasing the weight of the concepts to 0.5, the performances raises to 20.4%.

### 7.3.6 Comparison to Ground-Truth Image Tags

The class tags we get from the captions are not perfect as can be seen from Table 7.5. Although for some classes the recall is very low, using parsed tags instead of clean tags does not harm the weakly supervised segmentation performance significantly. Training the baseline model with clean tags instead of retrieved tags improves the mean IoU from 14.6% to 15.8% as shown in Table 7.1. Surprisingly, the precision of CAMs obtained with clean tags is even smaller than with retrieved tags. It seems that COCO object classes not mentioned in the captions are more difficult to locate since captions only mention the most important objects which tend to be large. If an approach for weakly supervised image segmentation fails to locate an object that is expected to be present in an image, the precision decreases. It is remarkable that the gain from captions is substantially higher than the gain from ground-truth class tags, which shows that the captions provide more information than just tags.

### 7.3.7 Results on Test Set

To demonstrate the effect of improved CAMs on the final segmentation results, we train deeplab ([Chen et al., 2018b](#)) for semantic segmentation on the estimated pixel-wise labels and evaluate its performance on the test set. We first evaluate the impact of the CRF and compare the results obtained by the baseline approach with ground truth class tags to our proposed approach using VGG16 and ResNet38.

The results reported in Table 7.6 indicate that the quality of the estimated labels is a strong predictor for the quality of the final segmentation. The performance gap of 4.5% on the train set between the baseline and the proposed method results in 4.9% on the test set. Applying a CRF on top of the test set prediction gives a slight improvement of 0.6%. We use a CRF in all remaining experiments. If we use a ResNet38 architecture for our TAM network, we obtain 28.5%.

We also compare our method to deep seeded region growing (DSRG) ([Huang et al., 2018](#)), which is a state-of-the-art weakly supervised semantic segmentation method and it achieves 26.0% IoU on COCO. To train their model, the authors take CAMs and background cues from a strongly supervised
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#### Class tag retrieval precision and recall

<table>
<thead>
<tr>
<th>class type</th>
<th>precision</th>
<th>recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>person and accessory</td>
<td>95.0%</td>
<td>33.0%</td>
</tr>
<tr>
<td>vehicles</td>
<td>89.5%</td>
<td>63.6%</td>
</tr>
<tr>
<td>outdoor</td>
<td>95.4%</td>
<td>56.0%</td>
</tr>
<tr>
<td>animal</td>
<td>87.1%</td>
<td>92.3%</td>
</tr>
<tr>
<td>sport</td>
<td>96.2%</td>
<td>64.2%</td>
</tr>
<tr>
<td>kitchenware</td>
<td>89.4%</td>
<td>20.3%</td>
</tr>
<tr>
<td>food</td>
<td>85.9%</td>
<td>68.7%</td>
</tr>
<tr>
<td>furniture</td>
<td>90.3%</td>
<td>44.0%</td>
</tr>
<tr>
<td>electronics</td>
<td>92.3%</td>
<td>48.3%</td>
</tr>
<tr>
<td>appliance</td>
<td>79.8%</td>
<td>46.0%</td>
</tr>
<tr>
<td>indoor</td>
<td>97.0%</td>
<td>43.7%</td>
</tr>
</tbody>
</table>

*Table 7.5:* Recall and precision of image class tags retrieved from image captions.

#### Results on the test set.

<table>
<thead>
<tr>
<th>method</th>
<th>TAM-Net</th>
<th>IoU test set</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline gt class tags no CRF</td>
<td>VGG16</td>
<td>0.161</td>
</tr>
<tr>
<td>Proposed no CRF</td>
<td>VGG16</td>
<td>0.210</td>
</tr>
<tr>
<td>Proposed</td>
<td>VGG16</td>
<td>0.216</td>
</tr>
<tr>
<td>Proposed</td>
<td>ResNet38</td>
<td>0.285</td>
</tr>
</tbody>
</table>

*Table 7.6:* Results of the final semantic segmentation model on the test set. The gain in accuracy of estimated pixel labels on the train set transfers well to the test set.
Comparison to DSRG (Huang et al., 2018)

<table>
<thead>
<tr>
<th>method</th>
<th>IoU test set</th>
</tr>
</thead>
<tbody>
<tr>
<td>DSRG (Huang et al., 2018)</td>
<td>0.260</td>
</tr>
<tr>
<td>Proposed (VGG16)</td>
<td>0.216</td>
</tr>
<tr>
<td>Proposed (VGG16) + DSRG (Huang et al., 2018)</td>
<td>0.269</td>
</tr>
<tr>
<td>Proposed (ResNet38)</td>
<td>0.285</td>
</tr>
<tr>
<td>Proposed (ResNet38) + DSRG (Huang et al., 2018)</td>
<td>0.277</td>
</tr>
</tbody>
</table>

Table 7.7: DSRG (Huang et al., 2018) is a saliency based approach for weakly supervised semantic segmentation. It can be combined with our approach.

Comparison to the state-of-the-art

<table>
<thead>
<tr>
<th>method</th>
<th>IoU test set</th>
</tr>
</thead>
<tbody>
<tr>
<td>BFBP (Saleh et al., 2016)</td>
<td>0.204</td>
</tr>
<tr>
<td>SEC (Kolesnikov and Lampert, 2016)</td>
<td>0.224</td>
</tr>
<tr>
<td>DSRG (Huang et al., 2018)</td>
<td>0.260</td>
</tr>
<tr>
<td>VisGround (Engilberge et al., 2018) adapted</td>
<td>0.275</td>
</tr>
<tr>
<td>Proposed</td>
<td>0.285</td>
</tr>
<tr>
<td>(Wang et al., 2020)*</td>
<td>0.277</td>
</tr>
<tr>
<td>(Li et al., 2020)*</td>
<td>0.263</td>
</tr>
<tr>
<td>(Yao and Gong, 2020)*</td>
<td>0.336</td>
</tr>
</tbody>
</table>

Table 7.8: Comparison of the final semantic segmentation model with the state-of-the-art on the test set. * indicate results published after completion and acceptance of our work.

saliency model as input. We can therefore combine this approach with our method by feeding our generated CAMs to DSRG. We report the results in Table 7.7. For VGG16, DSRG improves IoU from 21.6% to 26.9%. This is also a better result than the number reported by the authors demonstrating the benefit of our CAMs. For ResNet38, however, DSRG decreases the accuracy of our approach. A possible explanation is that DSRG reduces the information from CAMs by estimating high confidence regions first and expands them using the saliency maps. If the CAMs are inaccurate, DSRG substantially improves the results. However, if the CAMs become more accurate, DSRG discards too much information from the CAMs.

We finally compare our approach with other approaches for weakly supervised semantic segmentation. As can be seen from Table 7.8, our approach outperforms the other weakly supervised semantic segmentation models as reported by (Huang et al., 2018). We also include our adapted version of the visual grounding approach of (Engilberge et al., 2018). Interestingly, this approach also achieves a higher IoU than (Huang et al., 2018), which shows the rich information that is present in image captions. Nevertheless, our approach achieves the higher IoU despite of using a ResNet38 instead of a deeper ResNet151. Thus, at moment of publication, our method was the state-of-the-art and has only been outperformed by (Yao and Gong, 2020) since then.
7.4 Conclusion

We presented an approach that uses image captions as supervision for weakly supervised semantic image segmentation. Inspired by weakly supervised approaches that estimate class activation maps from class tags and deduce localization cues from them, our approach estimates text activation maps for the class names as well as compound concepts and fuses them to obtain better class activation maps. We evaluated our approach on the COCO dataset and demonstrated that our approach outperforms the state-of-the-art for weakly supervised image segmentation at the moment of publication of this work. Although overall in our experiments image captions turned out to be better than image tags in terms of accuracy as well as cost, they must be used with caution. First, some object classes do not attract human attention and are often not mentioned in captions, see Table 7.5. And second, image tags do not help to distinguish cooccurring classes like different object parts. Figure 6.4 demonstrates such failure cases for a method based on image tags. Image captions are prone to the same problem if they do not mention attributes of the cooccurring classes that would allow to distinguish them.
8.1 Introduction

The methods we proposed in the first part of the thesis perform well in certain domains but still exhibit fundamental limitations. The sparse spatial cues used in Chapters 4, 5 and 6 convey the location and rough extent of the segments but will miss tiny details if these details do not correlate with some heuristic like color contrast. In Chapter 7 we used image captions as supervision cues. However, they only work for object classes typically attracting human attention. Curated image tags are in principle useless for constantly present classes, like the road in autonomous driving datasets. Therefore in general, accurate pixel-wise labels must be present in at least a small number of images. This Chapter deals with a setup where for a small fraction of data, complete pixel-wise labels are given. The larger part of the dataset has no labels of any kind at all.

Before us, (Hung et al., 2018) already addressed this setup. On labeled data, the authors train a discriminator network that distinguishes segmentation predictions and ground-truth annotations. On unlabeled data, they use the discriminator to obtain two kinds of supervision signals. First, they use the adversarial loss to enforce realism in the predictions. And second, they use the discriminator to locate regions of sufficient realism in the prediction. These regions are then annotated by the semantic class with the highest probability. The network for semantic segmentation is then trained on the labeled images and the estimated regions of the unlabeled images. Although the approach reported impressive results for semi-supervised segmentation, it does not leverage the entire information which is present in the unlabeled images since it discards large parts of the images.

In this work, we propose an approach for the semi-supervised semantic segmentation that does not discard any information. Our key observation is that the difficulty of the semantic segmentation task depends on the definition of the semantic classes. This means that the task can be simplified if some classes are grouped together or if the classes are defined in a different way, which is more consistent with the similarity of the instances in the feature space. We, therefore, do not focus on regions where the semantic classes can be detected with high confidence and instead propose to learn latent classes that can be reliably inferred for the entire unlabeled training image as illustrated in Figure 8.1.

Our network consists of two branches and is trained on labeled and unlabeled images jointly in the end-to-end fashion as illustrated in Figure 8.2. While the semantic branch learns to infer the given semantic classes, the latent branch learns to predict the most helpful latent classes for the semi-supervised learning by itself. The number of latent and semantic classes can differ and we use the conditional entropy to enforce the consistency between them. This means that we aim to minimize the variety of semantic classes that are assigned to a particular latent class. We also introduce a second
Figure 8.1: Our network learns not only semantic but also latent classes that are easier to predict. The figure shows an example of latent and semantic class segmentation predictions for an image that is not part of the training data. As it can be seen, the learned latent classes are very intuitive, since the vehicles are grouped into one latent class and difficult-to-segment objects like pedestrians, bicycles, and signs are grouped into another latent class.

loss that ensures that the inferred semantic classes on the unlabeled images are consistent with the inferred latent classes. Using this loss, we employ the latent classes as additional supervision for the semantic branch.

The idea to learn an easier auxiliary task as an intermediate step was exploited in the area of domain adaptation for semantic segmentation (Zhang et al., 2017; Dai et al., 2019; Kurmi et al., 2019; Sakaridis et al., 2019; Lian et al., 2019). However, to our knowledge, we are the first to use simpler auxiliary tasks as an intermediate step in semi-supervised semantic segmentation.

The idea to discover clusters in data with latent classes to facilitate learning was already used in object detection (Razavi et al., 2012; Zhu et al., 2014a), joint object detection and pose estimation (Li et al., 2016) and weakly-supervised video segmentation (Richard et al., 2017). However, apart from addressing a different vision task, these approaches discover subcategories of classes while we look for suitable supercategories.

We demonstrate that our model achieves state-of-the-art results on PASCAL VOC 2012 (Everingham et al., 2014) and Cityscapes (Cordts et al., 2016). Moreover, our proposed branched architecture of the segmentation network results in the increased interpretability of the results. We show that the latent classes predicted by the latent branch correspond to supercategories of semantic classes as illustrated in Figure 8.1. Additionally, we show that the learned latent classes are superior to manually defined supercategories.

8.2 Method

An overview of our method is given in Figure 8.2. Our proposed model is a two-branch network. While the semantic branch serves to solve the final task, the purpose of the latent branch is to learn to group the semantic classes into latent classes in a data driven way as fine-grained as possible. While the fraction of annotated data is not sufficient to produce good results for the task of semantic segmentation, it is enough to learn the prediction of latent classes reasonably well, since this task is easier. Thus, the predictions of the latent branch can then serve as a supervision signal for the semantic branch on unlabeled data.
8.2. Method

Figure 8.2: Overview of the proposed method. While the semantic branch infers pixel-wise class labels, the latent branch learns latent classes and infers the learned latent classes. The latent classes are learned only on the labeled images using the latent loss $L_{\text{latent}}$ that ensures that the latent classes are as consistent as possible with the semantic classes. The semantic branch is trained on labeled images with the cross-entropy loss $L_{\text{ce}}$ and on unlabeled images the predictions of the latent branch are used as supervision ($L_{\text{cons}}$). Additionally, the semantic branch receives adversarial feedback ($L_{\text{adv}}$) from a discriminator network distinguishing predicted and ground truth segmentations.

8.2.1 Semantic Branch

The task of the semantic branch $S_c$ is to solve the final task of semantic segmentation, that is to predict the semantic classes for the input image. This branch is trained both on labeled and unlabeled data.

On labeled data, we optimize the semantic branch with respect to two loss terms. The first term is the cross-entropy loss:

$$L_{\text{ce}} = - \sum_{n,h,w,n} \sum_{c \in C} Y_n^{(h,w,c)} \log(S_c(X_n)^{(h,w,c)})$$  \hspace{1cm} (8.1)

where $X_n \in \mathbb{R}^{H \times W \times 3}$ is the image, $Y_n \in \mathbb{R}^{H \times W \times |C|}$ is the one-hot encoded ground truth for semantic classes, and $S_c$ is the predicted probability of the semantic classes. To enforce realism in the semantic predictions, we additionally apply an adversarial loss:

$$L_{\text{adv}} = - \sum_{n,h,w} \log(D(S_c(X_n))^{(h,w)})$$  \hspace{1cm} (8.2)

Details of the discriminator network $D$ are given in Section 8.2.4.
On unlabeled data, the loss function for the semantic branch also consists of two terms. The first one is the adversarial term (8.2) and the second term is the consistency loss that is described in Section 8.2.3.

### 8.2.2 Latent Branch

In order to provide additional supervision for the semantic branch on the unlabeled data, we introduce a latent branch $S_l$ that is trained only on the labeled data. The purpose of the latent branch is to learn latent classes that are easier to distinguish than the semantic classes and that can be better learned on a small set of labeled images. Figure 7.1 shows an example of latent classes where for instance semantic similar classes like vehicles are grouped together. One of the latent classes often corresponds to a stuff class that includes all difficult classes. This is desirable since having several latent classes that are easy to recognize and one latent class that contains the rest results in a simple segmentation task that can be learned from a small set of labeled images. However, we have to prevent a trivial solution where a single latent class contains all semantic classes. We therefore propose a loss that ensures that the latent classes $l \in \mathcal{L}$ have to provide as much information about semantic classes $c \in \mathcal{C}$ as possible.

To this end, we use the conditional entropy as loss:

$$L_{\text{latent}} = - \sum_{l \in \mathcal{L}} \sum_{c \in \mathcal{C}} P_b(c, l) \log(P_b(c|l)).$$

(8.3)

The loss is minimized if the variety of possible semantic classes for each latent class $l$ is as low as possible. In the best case, there is a one-to-one mapping between the latent and semantic classes. The index $b$ denotes that the probability is calculated batchwise. We first estimate the joint probability

$$P_b(c, l) = \frac{1}{NHW} \sum_{h,w,n} S_l(X_n)^{(h,w,l)} Y_{n}^{(h,w,c)}$$

(8.4)

where $H$ and $W$ are the image height and width, $N$ is the number of images in the batch, $S_l$ is the predicted probability of the latent classes, and $Y_n \in \mathbb{R}^{H \times W \times |\mathcal{C}|}$ is the one-hot encoded ground truth for the semantic classes. From this, we obtain

$$P_b(c|l) = \frac{P_b(c, l)}{\sum_c P_b(c, l)}.$$  

(8.5)

Obtaining the conditional entropy from multiple batches is in principle desirable, but it requires the storage of feature maps from multiple batches. Therefore we compute it per batch.

### 8.2.3 Consistency Loss

While the latent branch is trained only on the labeled data, the purpose of the latent branch is to provide additional supervision for the semantic branch on the unlabeled data. Given that the latent branch solves a simpler task than the semantic branch, we can expect that the latent classes are more accurately predicted than the semantic classes. We therefore propose a loss that measures the consistency of the prediction of the semantic branch with the prediction of the latent branch. Since the
number of latent classes is less or equal than the number of semantic classes, we map the prediction of the semantic branch \( S_c \) to a probability distribution of latent classes \( S^\hat{l}_c \):

\[
S^\hat{l}_c (X_n)^{(h,w,l)} = \sum_{c \in C} P(l|c)S_c (X_n)^{(h,w,c)}. \tag{8.6}
\]

We estimate \( P(l|c) \) from the predictions of the latent branch on the labeled data. We keep track of how often semantic and latent classes co-occur with an exponentially moving average:

\[
M^{(i)}_{c,l} = (1 - \alpha)M^{(i-1)}_{c,l} + \alpha \sum_{h,w,n} Y^{(h,w,c)}_n S_l (X_n)^{(h,w,l)} \tag{8.7}
\]

where \( i \) denotes the number of the batch. The initialization is \( M^{0}_{c,l} = 0 \). The parameter \( 0 < \alpha < 1 \) controls how fast we update the average. We set \( \alpha \) to the batch size divided by the number of images in the data set. Using the acquired co-occurrence matrix \( M \), \( P(l|c) \) is estimated as:

\[
P(l|c) = \frac{M_{c,l}}{\sum_{k \in L} M_{c,k}}. \tag{8.8}
\]

The consistency loss is then defined by the mean cross entropy between the latent variable maps predicted by the latent branch \( S_l \) and the ones constructed based on the prediction of the semantic branch \( S^\hat{l}_c \):

\[
L_{cons} = -\frac{1}{NHW} \sum_{n,h,w \in L} S_l (X_n)^{(h,w,l)} \log(S^\hat{l}_c (X_n)^{(h,w,l)}), \tag{8.9}
\]

The minimization of this loss forces the semantic branch to predict classes which are assigned to highly probable latent classes.

### 8.2.4 Discriminator Network

Our discriminator network \( D \) is a fully-convolutional network Shelhamer et al. (2015) with 5 layers and Leaky-ReLu as nonlinearity. It takes label probability maps from the segmentation network or ground-truth maps as input and predicts spatial confidence maps. Each pixel represents the confidence of the discriminator about whether the corresponding pixel in a semantic label map was sampled from the ground-truth map or the segmentation prediction. We train the discriminator network with the help of the spatial cross-entropy loss using both labeled and unlabeled data:

\[
L_D = -\sum_{h,w} (1 - y_n) \log(1 - D(S_c(X_n))^{h,w}) + y_n \log(D(Y_n)^{h,w}) \tag{8.10}
\]

where \( y_n = 0 \) if a sample is drawn from the segmentation network, and \( y_n = 1 \) if it is a ground-truth map. By minimizing such a loss, the discriminator learns to distinguish between the generated and ground-truth probability maps.
8.3 Experiments

8.3.1 Implementation Details

We conducted our experiments on three datasets for semantic segmentation: Pascal VOC 2012 Everingham et al. (2014), Cityscapes Cordts et al. (2016) and IIT Affordances Nguyen et al. (2017a). The Pascal VOC 2012 dataset contains images with objects from 20 foreground classes and one background class. There are 10528 training and 1449 validation images in total. The testing of the resulting model is carried out on the validation set. The Cityscapes dataset comprises images extracted from 50 driving videos. It contains 2975, 500 and 1525 images in the training, validation and test set, respectively, with annotated objects from 19 categories. We report the results of testing the resulting model on the validation set. The IIT Affordances dataset Nguyen et al. (2017a) contains images of 10 common human tools. It has 8835 images in total, where 50% are used for the training split, 20% for the validation split, and the rest 30% for the test split. Around 60% of the images in the dataset are from ImageNet, while the rest are taken from cluttered scenes, which implies a large variation of images within the dataset. As an evaluation metric, we use mean-intersection-over-union (mIoU).

For a fair comparison with Hung et al. Hung et al. (2018) and Mittal et al. Mittal et al. (2019), we choose the same backbone architecture and keep the same hyper-parameters where appropriate. For the segmentation network, we use a single scale ResNet-based DeepLab-v2 Chen et al. (2018b) architecture that is pre-trained on ImageNet Russakovsky et al. (2015) and MSCOCO Lin et al. (2014). We branch the proposed network at the last layer by applying Atrous Spatial Pyramid Pooling (ASPP) Chen et al. (2018b) two times for the semantic and latent branch. Finally, we use bilinear upsampling to make the predictions match the initial image size.

For the discriminator network, we use a fully convolutional network, which contains 5 convolutional layers with kernels of the sizes $4 \times 4$ and 64, 128, 256, 512 and 1 channels, applied with a stride equal to 2. Each convolutional layer, except for the last one, is followed by a Leaky-ReLU with the leakage coefficient equal to 0.2.

We train the segmentation network on labeled and unlabeled data jointly with $L = L_{labeled} + 0.1 \cdot L_{unlabeled}$ where the weight factor is the same as in Hung et al. (2018). The loss for the labeled and unlabeled data are given by

$$L_{labeled} = L_{cce} + L_{latent} + 0.01 \cdot L_{adv},$$

$$L_{unlabeled} = L_{cons} + 0.01 \cdot L_{adv}.$$  

The weight for the adversarial loss is also the same as in Hung et al. (2018). By default, we limit the number of latent classes to 20.

The optimization of the segmentation network is performed using SGD with a momentum equal to 0.9 and the learning rate decay of $10^{-4}$. The learning rate, that is initially equal to $2.5 \cdot 10^{-4}$, is decreased with polynomial decay with the power of 0.9. For the discriminator, we employ the Adam optimizer Kingma and Ba (2015), where the initial learning rate is equal to $10^{-2}$ and that follows the same decay schedule as introduced for the segmentation network.

At each iteration, we alternately apply the described training scheme on the batch of the randomly sampled labeled and unlabeled data. To ensure the robustness of the evaluation procedure, we report results averaged over 5 random seeds that control the sampling procedure. We add the consistency
loss term only after 5000 iterations since the latent branch needs to learn some useful latent classes first.

On Pascal VOC 2012, during the training procedure, the images are cropped with crop size equal to $321 \times 321$ and undergo random scaling and horizontal mirroring. We train our model for 20k iterations with a batch size of 10 images. The testing of the resulting model is carried out on the validation set.

On the Cityscapes dataset, during training, we pre-process the images by performing cropping operations with crop size equal to $505 \times 505$ and additionally apply random scaling and horizontal mirroring. On the Cityscapes dataset, our model is trained for 40k iterations with batches of size 2. We report the results of testing the resulting model on the validation set.

On the IIT affordance dataset, the images are cropped with the crop size equal to $321 \times 321$ and undergo random scaling and horizontal mirroring. We train our model for 20k iterations with a batch size of 10 images on the training and validation images together. The testing of the resulting model is carried out on the test set.

8.3.2 Comparison with the State-of-the-Art

8.3.2.1 PASCAL VOC 2012.

On the PASCAL VOC 2012 dataset, we conducted our experiments on five fractions of annotated images, as shown in Table 8.1, where the rest of the images are used as unlabeled data. Since Hung et al. (2018) report the results only for the latest three fractions, we evaluate the performance of their method for the unreported fractions based on the publicly available code.

The improvement is especially pronounced, if we look at the sparsely labeled data fractions, such as $1/50$, $1/20$, and $1/8$. Our method performs on par with Mittal et al. (2019) and the leading method varies from data fraction to data fraction. However, our approach of learning latent variables is complementary to Mittal et al. (2019) and we can also add a classifier for refinement as in Mittal et al. (2019).

Figures 8.3 shows qualitative results on Pascal VOC 2012.

8.3.2.2 Cityscapes.

For the Cityscapes dataset, we follow the semi-supervised learning protocol that was proposed in Hung et al. (2018). This means that $1/8$, $1/4$ or $1/2$ of the training images are annotated and the

<table>
<thead>
<tr>
<th>Method</th>
<th>1/50</th>
<th>1/20</th>
<th>1/8</th>
<th>1/4</th>
<th>1/2</th>
<th>Full</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hung et al. <em>Hung et al.</em> (2018)</td>
<td>55.6</td>
<td>64.6</td>
<td>69.5</td>
<td>72.1</td>
<td>73.8</td>
<td>74.9</td>
</tr>
<tr>
<td>Mittal et al. <em>Mittal et al.</em> (2019)</td>
<td><strong>63.3</strong></td>
<td>67.2</td>
<td>71.4</td>
<td>-</td>
<td>-</td>
<td>75.6</td>
</tr>
<tr>
<td>Proposed</td>
<td>59.6</td>
<td>68.2</td>
<td>71.3</td>
<td><strong>72.4</strong></td>
<td><strong>73.9</strong></td>
<td>75.0</td>
</tr>
<tr>
<td>Proposed + Classifier</td>
<td>61.8</td>
<td><strong>69.3</strong></td>
<td>72.2</td>
<td>-</td>
<td>-</td>
<td>75.3</td>
</tr>
</tbody>
</table>

Table 8.1: Comparison to the state-of-the-art on Pascal VOC 2012 using mIoU (%).
Figure 8.3: Qualitative examples from the Pascal VOC 2012 val set. From left to right: image, ground truth, $L_{ce}$, proposed without adversarial loss, proposed, latent classes.
Figure 8.4: Qualitative examples from the Cityscapes val set. From left to right: image, ground truth, proposed, latent classes.
Figure 8.5: Qualitative examples from the IIT Affordances test set. From left to right: image, ground truth, proposed, latent classes.
8.3. Experiments

<table>
<thead>
<tr>
<th>Method</th>
<th>Pre-training</th>
<th>1/8</th>
<th>1/4</th>
<th>1/2</th>
<th>Full</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mittal et al. Mittal et al. (2019)</td>
<td>59.3</td>
<td>61.9</td>
<td>-</td>
<td>-</td>
<td>65.8</td>
</tr>
<tr>
<td>Proposed</td>
<td>61.0</td>
<td>63.1</td>
<td>-</td>
<td>-</td>
<td>64.9</td>
</tr>
<tr>
<td>Hung et al. Hung et al. (2018)</td>
<td>COCO</td>
<td>58.8</td>
<td>62.3</td>
<td>65.7</td>
<td>67.7</td>
</tr>
<tr>
<td>Proposed</td>
<td>COCO</td>
<td></td>
<td></td>
<td></td>
<td>63.3</td>
</tr>
</tbody>
</table>

Table 8.2: Comparison to the state-of-the-art on Cityscapes using mIoU (%).

<table>
<thead>
<tr>
<th>IIT 2017 Affordances</th>
<th>Fraction of annotated images</th>
</tr>
</thead>
<tbody>
<tr>
<td>Method</td>
<td>1/50</td>
</tr>
<tr>
<td>mIoU (%)</td>
<td></td>
</tr>
<tr>
<td>Hung et al. Hung et al. (2018)</td>
<td>47.4</td>
</tr>
<tr>
<td>Proposed</td>
<td>51.3</td>
</tr>
</tbody>
</table>

Table 8.3: Comparison to Hung et al on IIT Affordances. We used 7 latent classes for the proposed model.

other images are used without any annotations. We report the results in Table 8.2. Since Mittal et al. (2019) does not pre-train the segmentation network on COCO, we evaluated our method also without COCO pre-training. We outperform both Hung et al. (2018) and Mittal et al. (2019) on all annotated data fractions.

Figure 8.4 shows qualitative results on Cityscapes.

8.3.3 IIT Affordances

We report the results in the Table 8.3. As for the other datasets, our approach outperforms Hung et al. (2018).

Figure 8.5 shows qualitative results on this dataset.

8.3.4 Ablation Experiments

In our ablation experiments, we evaluate the impact of each loss term. Then we examine the impact of the number of latent classes and show that they form meaningful supercategories of the semantic classes. Finally, we show that the learned latent classes outperform supercategories that are defined by humans.
8.3.4.1 Impact of the loss terms.

For analyzing the impact of the loss terms $L_{ce}$ (8.1), $L_{adv}$ (8.2), $L_{latent}$ (8.3), and $L_{cons}$ (8.9), we use the Pascal VOC 2012 dataset where 1/8 of the data is labeled. The results for different combinations of loss terms are reported in Table 8.4.

We start using only the entropy loss $L_{ce}$ since this loss is always required. In this setting only the semantic branch is used and trained only on the labeled data. This setting achieves 64.1% mIoU. Adding the latent loss $L_{latent}$ improves the performance by 0.5%. In this setting, the semantic and latent branch are used, but they are both only trained on the labeled data. Adding the consistency loss $L_{cons}$ boosts the accuracy by 2.7%. This shows that the latent branch provides additional supervision for the semantic branch on the unlabeled data.

So far, we did not use the adversarial loss $L_{adv}$. When we add the adversarial loss only for the labeled data $L_{adv}^{labeled}$ to the entropy loss $L_{ce}$, the performance grows by 4.6%. In this setting, only the labeled data is used for training. If we use the adversarial loss also for the unlabeled data, the accuracy increases by 0.7%. This shows that the adversarial loss improves semi-supervised learning, but the gain is not as high compared to additionally using the latent branch to supervise the semantic branch on the unlabeled data. In this setting, all loss terms are used and the accuracy increases further by 1.9%. Compared to the entropy loss $L_{ce}$, the proposed loss terms increase the accuracy by 7.2%.

8.3.4.2 Impact of number of latent classes.

For our approach, we need to specify the maximum number of latent classes. While we used by default 20 in our previous experiments, we now evaluate it for 2, 4, 6, 10, and 20 latent classes on Pascal VOC 2012 with 1/8 of the data being labeled. The results are reported in Table 8.5. The performance grows monotonically with the number of latent classes reaching its peak for 20.

In the same table, we also report the number of effective latent classes. We consider a latent class $l$ to be effectively used at threshold $t$, if $P(l|c) > t$ for at least one semantic class $c$. We report this number for $t = 0.1$ and $t = 0.9$. The number of effective latent classes differs only slightly for these two thresholds. This shows that a latent class typically either constitutes a supercategory of at least one semantic class or it is not used at all. We observe that until 10, all latent classes are used. If we allow up to 20 latent classes, only 14 latent classes are effectively used. In practice, we recommend to set the number of maximum latent classes to the number of semantic classes. The approach will then select as many latent classes as needed. Although we assume that the number of latent classes is

### Table 8.4: Impact of the loss terms.

<table>
<thead>
<tr>
<th>Loss</th>
<th>mIoU (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L_{ce}$</td>
<td>64.1</td>
</tr>
<tr>
<td>$L_{ce} + L_{latent}$</td>
<td>64.6</td>
</tr>
<tr>
<td>$L_{ce} + L_{latent} + L_{cons}$</td>
<td>67.3</td>
</tr>
<tr>
<td>$L_{ce} + L_{adv}^{labeled}$</td>
<td>68.7</td>
</tr>
<tr>
<td>$L_{ce} + L_{adv}$</td>
<td>69.4</td>
</tr>
<tr>
<td>$L_{ce} + L_{latent} + L_{cons} + L_{adv}$</td>
<td>71.3</td>
</tr>
</tbody>
</table>

The evaluation is performed on Pascal VOC 2012 where 1/8 of the data is labeled. $L_{adv}^{labeled}$ denotes that the adversarial loss is only used for the labeled images.
Table 8.5: Impact of the number of latent classes. The evaluation is performed on Pascal VOC 2012 where 1/8 of the data is labeled. A latent class \( l \) is considered effective, if there exists a semantic class \( c \) so that \( P(p|l,c) > t \). The third column shows this number for \( t = 0.1 \) and the fourth for \( t = 0.9 \).

<table>
<thead>
<tr>
<th>Max. latent classes</th>
<th>mIoU (%)</th>
<th>( t = 0.1 )</th>
<th>( t = 0.9 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>69.7</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>70.2</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>6</td>
<td>70.3</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>10</td>
<td>70.7</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>20</td>
<td>71.3</td>
<td>16</td>
<td>14</td>
</tr>
<tr>
<td>50</td>
<td>70.8</td>
<td>18</td>
<td>14</td>
</tr>
</tbody>
</table>

Figure 8.6: The distribution of latent classes for both datasets is pretty sparse, essentially the latent classes form supercategories of semantic classes that are similar in appearance. The grouping bicycle, bottle, and dining table for 10 latent classes seems to be unexpected, but due to the low number of latent classes the network is forced to group additional semantic classes. In this case, the network tends to group the most difficult classes of the dataset. In case of 20 latent classes, the merged classes are very intuitive, but not all latent classes are effectively used.

less or equal to the number of semantic classes, we also evaluated the approach for 50 latent classes. As expected, the accuracy drops but the approach remains stable. The number of effectively used latent classes also remains at 14. In practice, this setting should not be used since it violates the assumptions of the approach and can lead to unexpected behavior in some cases.

To see if a semantic class is typically mapped to a single latent class, we plot \( P(l|c) \) for inference on Pascal VOC 2012 as well as on Cityscapes and show the results in Figure 8.6(a) and Figure 8.6(b), respectively. Indeed, the mapping from semantic classes to latent classes is very sparse. Typically, for each semantic class \( c \), there is one dominant latent class \( l \), i.e., \( P(l|c) > 0.9 \). If the number of latent classes increases to 20, some of the latent classes are not used. On Pascal VOC 2012, similar categories like cat and dog or cow, horse, and sheep are grouped. Some groupings are based on the common background like aeroplane and bird. The grouping bicycle, bottle, and dining table combines the most difficult classes of the dataset. However, we observed that there are small variations of the groupings for different runs when the number of latent classes is very small. On Cityscapes with
### Mapping of semantic classes to supercategories

<table>
<thead>
<tr>
<th>Manually defined supercategory</th>
<th>VOC semantic classes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Background</td>
<td>Background</td>
</tr>
<tr>
<td>Aeroplane</td>
<td>Aeroplane</td>
</tr>
<tr>
<td>Bicycle</td>
<td>Bicycle</td>
</tr>
<tr>
<td>Bird</td>
<td>Bird</td>
</tr>
<tr>
<td>Boat</td>
<td>Boat</td>
</tr>
<tr>
<td>Person</td>
<td>Person</td>
</tr>
<tr>
<td>Ground vehicle with engine</td>
<td>Bus, car, motorbike, train</td>
</tr>
<tr>
<td>Mammal</td>
<td>Cat, cow, dog, horse, sheep</td>
</tr>
<tr>
<td>Furniture</td>
<td>Dinning table, sofa, chair</td>
</tr>
<tr>
<td>Miscellaneous</td>
<td>Bottle, tv monitor, potted plant</td>
</tr>
</tbody>
</table>

**Table 8.6**: Manual assignment of Pascal VOC 2012 classes to 10 supercategories that we use instead of learned latent classes in the ablation study.

20 latent classes, the semantic classes pole, traffic light, and traffic sign; person, rider, motorcycle, and bicycle; wall and fence; truck, bus, and train are grouped together. These groupings are very intuitive.

#### 8.3.4.3 Comparison of learned latent classes with manually defined latent classes.

Since the latent classes typically learn supercategories of the semantic classes, the question arises if the same effect can be achieved with manually defined supercategories. In this experiment, the latent classes are replaced with 10 manually defined supercategories. Table 8.6 lists the manual assignment of the semantic classes to 10 supercategories.

In this setting, the latent branch is trained to predict these supercategories on the labeled data using the cross-entropy loss. For unlabeled data, everything remains the same as for the proposed method. We report the results in Table 8.7. The performance using the supercategories is only 69.0%, which is significantly below the proposed method for 10 latent variables.

Another approach would be to learn all semantic classes instead of the latent classes in the latent branch. In this case, both branches learn the same semantic classes. This gives 68.5%, which is also worse than the learned latent classes. If both branches predict the same semantic classes, we can also train them symmetrically. Being more specific, on labeled data they are both trained with the cross-entropy loss as well as the adversarial loss. On unlabeled data, we apply the adversarial loss to both of them and use the symmetric KL divergence as a consistency loss. This approach performs better, giving 69.1%, but it is still inferior to our proposed method. Overall, this shows the necessity to learn the latent classes in a data-driven way.

### 8.4 Conclusion

In this work, we addressed the task of semi-supervised semantic segmentation, where a small fraction of the dataset is labeled in a pixel-wise manner, while most images do not have any types of labeling. Our key contribution is a two-branch segmentation architecture, which uses latent classes
Table 8.7: Comparison of learned latent classes with manually defined latent classes. The evaluation is performed on Pascal VOC 2012 where 1/8 of the data is labeled. In case of learned latent classes, the second column reports the maximum number of latent classes. In case of manually defined latent classes, the exact number of classes is reported.

learned in a data-driven way on labeled data to supervise the semantic segmentation branch on unlabeled data. We experimentally prove that the latent classes learned in this way have an interpretable meaning. Combined with an adversarial learning scheme, our method achieves new state-of-the-art results on Cityscapes, and performs on par with the state-of-the-art on the Pascal VOC 2012 dataset. All methods in previous Chapters implicitly assume certain properties of the data. The methods in Chapters 4, 5 and 6 rely on coarse localization cues from cheap annotations. These however are a poor approximation to faint structures like bicycles and will fail there. And image level supervision addressed in Chapter 7 does not help to locate omnipresent classes like *e.g.* roads in autonomous driving datasets. In the semi supervised setup, we do not make any assumptions about the data by design. Additionally, we can actively control the trade off between accuracy and cost by subsequently annotating a bigger part of the dataset. This is not possible in a weakly supervised setup, since the accuracy saturates below the fully supervised setup once you annotate all data with cheap supervision cues.
Weakly supervised semantic segmentation was addressed in numerous works during the last 5 years. These works typically evaluated their approach on the Pascal VOC 2012 dataset (Everingham et al., 2014). As supervision cues, the authors used keypoints, bounding boxes, scribbles or most popular, image tags. The current state-of-the-art works reach more than 60% mIoU using image tags only demonstrating enormous progress in this area.

However, Pascal VOC 2012 exhibits certain properties which make it particularly suitable for image tags as supervision cues.

- The classes of interest are objects often shown in an iconic setup.
- The classes are mutually exclusive.
- Typically, only a few classes appear in an image, there are no class pairs which almost always appear together or classes which are present in almost all images.
- It is sufficient to locate the object, but not the object parts inside the object.

This thesis examines several weakly and semi supervised semantic segmentation setups where these properties are not given. In our first three works we consider weakly supervised affordance segmentation. Affordances are functional attributes of object parts and the main difficulty is to locate the affordance within the object. Affordances need not be mutually exclusive since an object part can serve multiple needs. And finally, affordances appear in highly cluttered environments where the object of interest occupies a tiny part of the image.

Another problem with image tags is that they are usually assumed to be clean. This means they reduce the annotation cost but do not eliminate it completely. The question remains how well these methods would perform with noisy tags from the Internet. In our fourth work, we investigate image captions as a source of supervision. They contain noisy image tags as well as additional information like object attributes which provide additional supervision hints.

Weakly supervised semantic segmentation methods essentially compensate the lack of precise annotation with heuristics about data. Contrary, semi supervised semantic segmentation methods can in principle learn everything from data. In our last work we consider a general semi supervised setup and propose an algorithm which performs well on Cityscapes (Cordts et al., 2016) a dataset for autonomous driving. It comprises stuff and object classes with many of them appearing essentially in every image.

9.1 Contributions

Our first contribution is the introduction of the CAD 120 affordance dataset. This dataset shows the relevant objects in a realistic setup and reflects two important properties of affordances. First, they
are in general not mutually exclusive, since an object part can be used for multiple purposes. This is reflected by a binary multi channel pixel-wise ground truth. And second, different object classes can exhibit the same affordance. In order to test if a method generalizes from the interior of a mug to the interior of a bowl, we propose two data splits. In the first split, the train and the test set contain the same object classes, while in the second split, none of the object classes from the test split appears in the train split.

As a second contribution, we are the first to propose two weakly supervised supervised segmentation methods for affordances using keypoints as supervision cues. The first method uses Grabcut (Rother et al., 2004) to refine high confidence affordance regions. This method already achieves a significantly higher accuracy than out of the shelf weakly supervised semantic segmentation methods tailored to object classes. The second method is an improvement upon the first one in terms of performance, simplicity and training time. Generally, in a weakly supervised setup, the selection of hyper parameters by cross validation is impossible, since the ground truth is missing. One of the key features of our second method is hyper parameter selection by approximate cross validation.

Thirdly, we provide an algorithm to learn object part affordances from very few example tools. Assuming that bounding boxes for the tools are already given, our method works with a minimal annotation amount: It requires bounding boxes around object part affordances for very few instances (<10) per object class. As in the previous works, this approach significantly outperforms the contemporary state-of-the-art methods designed for weakly supervised semantic segmentation of object classes on the IIT-AFF affordance dataset (Nguyen et al., 2017b). The reason for this comparison is the lack of weakly supervised affordance segmentation methods using the same supervision regime.

Our last contribution to weakly supervised semantic segmentation is the transition from image tags to image captions. Image captions are freely available on the Internet and provide additional information about the image content. The big difficulty with weakly supervised semantic segmentation is the lack of spatial hints. If one is able to localize attributes like color, objects having these attributes can be located by them. A challenge with utilizing captions is that they can contain arbitrary words. Therefore, we train a multi modal model which maps the image caption and the image itself to a common semantic embedding. The visual embeddings of regions referred by the text snippet have the highest correlation to the textual embedding: This allows us to use attributes of objects to locate them more precisely than from image tags only, which in turn leads to a new state-of-the-art results on the COCO dataset.

Our final contribution lies in the field of semi supervised semantic segmentation. We assume that a small fraction of training data has pixel-wise annotations and the remainder has no annotations of any type. To obtain a supervision signal on unlabeled data we learn supercategories on labeled data. These supercategories serve as a filter on unlabeled data suppressing semantic class predictions which do not belong to the supercategory. While supercategories can in principle be manually defined, for optimal performance, our algorithm discovers the latent supercategories itself. It chooses latent classes which reduce the uncertainty about the semantic class given the latent class. We prove that supervision from latent classes is complementary to other supervision signals like discriminator networks and significantly improves the segmentation accuracy. This performs on par with the current state-of-the-art method on the Pascal VOC 2012 dataset and outperforms it on the Cityscapes dataset.
9.2 Choosing the Right Method

This thesis examined 3 types of supervision levels: Image level supervision, sparse spacial clues inside the image and pixel wise annotation of a part of the data. The choice of the right method and consequently the annotation strategy depends on the data.

The cheapest cues are image captions as can be found on the Internet. The big advantage is that they scale well, i.e. do not require any annotation effort from the human. However, this type of supervision is not suitable for semantic classes which usually are not mentioned in image captions. Table 7.5 shows that while animals are typically mentioned by humans, kitchenware is of less interest. The former is mentioned in 92.3% of the cases while the latter in only 20.3%. In practice, one has to examine the data and see how often the relevant classes are mentioned in the captions. If the recall is low, this type of cues should not be used.

The more expensive alternative is to annotate the images with class tags or captions making sure that the semantic classes are mentioned if and only if they are present. Wrong correlations between image tags and image content are here a major problem. For example, the tag blade of a knife correlates with the grip of a knife in the image. The segmentation results shown in the second column of Figure 6.4 are consistent with the image tags, yet the spatial assignment of the object parts is wrong.

Given wrong correlations between image tags and image content, spatial clues are required to resolve them. In terms of cost, annotations of this type reside between image tags or captions and pixel wise annotations. It is generally impossible to estimate the reduction in annotation cost when moving from accurate polygons to key points or bounding boxes, since the number of vertices in a polygon depends on the object. For example, a door requires far less vertices than a bicycle. Generally the annotation cost will reduce roughly by one or two orders of magnitude. The method introduced in Chapter 6 is conceptually limited to object parts and works well for stiff objects. However, when the object is flexible, a far higher amount of example images is needed to propagate the part labels properly to the rest of the dataset. The methods from Chapter 4 and Chapter 5 are designed for non exclusive semantic labels and are conceptually not limited to affordances or object parts. The first method relies on two assumptions. The first is that color similarity is a strong clue for semantic similarity and the second is that the circle shape fits the shape of the object part well enough. The method in Chapter 5 also relies on the assumption that circles fit the shape of the semantic class well, but in a more subtle way. For classes with faint shape like a bicycle, approximate cross validation can in principle rule out too big circle sizes. However, a high number of circles is needed to cover a whole bicycle at least once. It is likely even higher than the number of polygon vertices needed for accurate pixel wise annotation. So this method will also probably fail for faint structures.

Finally the semi supervised approach from Chapter 8 requires the same amount of annotation effort per image as fully supervised ones. However, faint structures and wrong correlations do not constitute a problem for it.

In summary, image level supervision is suitable for data without wrong correlations. Sparse spatial cues work well if the geometry derived from the cues fits well the true shapes of the classes. If the data does not fit any of these scenarios, semi supervised learning is the only option.

In principle, supervision cues of different detail can be combined during the training of the neural network. If the semantic classes are mutually exclusive, one can extend the semi supervised approach from Chapter 8 to work with image labels. The most straight forward way would be to set the
activations of the semantic classes absent in the image to negative infinity before calculating $S_c$. For mutually non-exclusive semantic classes, the method from Chapter 5 can be easily extended to work with fully annotated data as well. The only change would be to use the ground truth annotations on labeled data instead of the approximation obtained by binarization. Thus, in both cases, one can go with a one size fits all by investing half of the budget into pixel wise annotations and the other half into cheaper supervision cues.

9.3 Outlook

Semantic segmentation has many applications, e.g. in medical imaging, aerial surveillance or as a component in autonomous driving. Unfortunately, the annotation costs are extremely high when compared to e.g. visual question answering. Consequently, the community looked for approaches to learn semantic segmentation from less data. It achieved remarkable success on Pascal VOC 2012 (Everingham et al., 2014) the dataset it mainly focuses on: The state-of-the-art methods learning from image tags only perform better than the fully supervised methods 4 years ago. However, the works in this thesis showed that the methods tailored to Pascal VOC 2012 do not necessary perform well on other datasets. Several research directions treated in this thesis need a further investigation:

**Non-exclusive labels** In Chapter 4 and Chapter 5, we deal with non-exclusive pixel-wise labels. In our case, the functional attributes of object parts are annotated and a particular pixel can have none, one or multiple attributes. Mutually non-exclusive labels are not limited to affordances but are omnipresent. Objects exhibit different types of attributes like color, material, several physical attributes or affordances. Furthermore, as shown for affordances, a pixel can have multiple labels even within an attribute type. For this reason, weakly or semi-supervised semantic segmentation of attributes will have to be designed for mutually non-exclusive classes. Our works on the CAD 120 affordance dataset are a first step in this direction.

**Limitations of learning from image labels.** On Pascal VOC 2012, using the areas with high class activation as initial localisation cues turned out to be a very successful tactic. However, the fundamental weakness of this approach are wrong correlations between image tags and image content. For example, the class activation maps for object parts need not coincide with them but can highlight more salient object regions. Due to data biases, this problem is not constrained to object parts: Trains and railways, tennis balls and tennis fields, skis and skiers are such false friends occurring on COCO. It remains an open question if such complications can only be resolved by sparse spatial cues like keypoints or scribbles or if there exist more clever methods involving knowledge mining and logic. For example, in case of skis and skiers, one could suppress the activation for ski on the skier with an activation map for human. The stuff classes in autonomous driving datasets suffer especially heavily from this problem: Since the road and the sky are present in almost all images, image tags almost never provide a discriminatory signal. In any case, this is a fruitful research direction.

**Webly supervision** The ultimate achievement would be to entirely get rid of the human annotator. The Internet is a storage of human knowledge available for free. In Chapter 7 we simulated learning from image captions on the Internet by learning from image captions on COCO which are by design not explicitly related to the semantic classes of this dataset. Although we achieved promising results, reaching 28% mIoU is still far from satisfactory solving the task. A fundamental problem behind webly supervision is the biased noise in the annotations. While e.g. animals in safari images are almost always correctly mentioned, the recall for small objects like spoons in cluttered scenes can
be very low. This limits the applicability of image tag based approaches or their caption based
generalizations. A solution might be additional image classifiers which estimate from the scene how
likely image tags are missing and filtering out images with non reliable webly annotations.

**Latent classes** Discovering latent classes and subsequently using them for supervision on unla-
beled data is not limited to semi supervised semantic segmentation of images. Any task where dense
features have to be classified into dense labels are susceptible to this approach. While this is beyond
the scope of this thesis, in principle, this method should be evaluated for tasks like semi supervised
3D segmentation or semantic completion as well as video segmentation or action anticipation in
videos. Depending on the task, latent classes could be augmented with domain specific information
like long term temporal models for action segmentation or anticipation.

Additionally, there exist setups not tackled at all in weakly and semi supervised semantic seg-
mentation. Probably one of the biggest obstacles are missing datasets and benchmarks. These setups
are:

**Semantic hierarchy** There is no semantic hierarchy on Pascal VOC 2012 or COCO. However, in
the real world, humans can distinguish tens of thousands of semantic classes organized in hierarchies.
To model this feature, datasets with semantic hierarchies as well as pixel wise semantic labels are
required. From a technical point of view, the structure of supercategories and subclasses itself is a
supervision signal, since it requires the consistency of pixel-wise semantic labels.

**Semantic embedding** The ultimate type of class labels would be semantic embeddings for each
pixel as a ground truth. These embeddings should contain the noun, its supercategory and attributes.
The big advantage of such an encoding is that it reflects semantic similarity. Current evaluation
metrics penalize the confusion of a cat and a bicycle equally heavy to the confusion of cats and
tigers, although the second one would be more understandable from a human point of view. If the
labels were semantic embeddings instead of categorical labels, the second confusion would be less
severe. The big question is of course how to assign semantic embeddings to the pixels. A first
solution might be the concatenation of Word2Vec vectors of the class, its super classes and attributes.
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