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Introduction

Constant flow of resources across firms is vital to the economy’s ability to adapt to chang-
ing circumstances, recover from adverse shocks, and generate economic growth. Therefore,
the extent to which modern economic systems can deliver a steady improvement in the stan-
dards of living depends crucially on the efficacy of the markets for production inputs. In this
context, the market for labor stands out as particularly important. Not only is this the largest
market of all,1 but also the one that is directly affecting virtually every member of society.

In this thesis, I aim to deepen our understanding of the functioning of the labor market. I
study various frictions emerging in the market for labor and analyze how these imperfections
shape the macro-economy. In Chapter 1, I put particular emphasis is on how changes in the
composition of labor supply shape the characteristics of firms in the economy. Chapter 2,
which a joint work with Philip Jung and Keith Kuester, examines how to use labor-market
policy instruments and international transfers to stabilize business cycle fluctuations within
a federation of countries. Finally, in Chapter 3, jointly with Petr Sedláček, we investigate how
aggregate demand can shape long-run economic growth.

Chapter 1 is motivated by the observation that population aging and the increase in the
relative supply of college-educated workers have transformed the labor force in developed
economies. How do these secular trends affect the characteristics of firms in the economy? To
answer this question, I develop a general equilibrium model in which both workers and firms
are heterogeneous. In the model, firms of different sizes rely on different types of workers
due to capital-skill complementarity in production. I estimate the model using administra-
tive linked employer-employee data from Germany. The model predicts that the changes in
the labor force composition entail the reallocation of production towards firms with a larger
capital stock, which tend to be older and less dynamic. The quantitative results indicate that
the demographic trends can account for most of the recently documented shift in the size
distribution of firms, the falling number of new firms, and the increasing market concentra-
tion. The patterns of business dynamism across German industries provide reduced-form
empirical support for the model’s predictions.

In Chapter 2, we consider a union of atomistic member states, each faced with idiosyn-
cratic business-cycle shocks. Private international risk sharing is limited. We analyze welfare
gains from a federal unemployment reinsurance (RI) scheme when the member states have
authority over domestic labor-market policies (layoff restrictions, hiring subsidies, and local
unemployment benefits). We calibrate the economy to a stylized European Monetary Union.
Focusing on the long run only, optimal federal RI is generous, provided it indexes payouts
to past unemployment rates. Accounting for the transition phase, federal RI is more limited.

1As measured, for instance, by the share of the national income allocated to labor.

1



Once allowing for domestic countercyclical labor-market policies, gains from federal RI are
minute.

Aggregate economic growth has traditionally been thought of as a supply-side phenom-
enon. In Chapter 3, we present a framework in which aggregate productivity growth is to a
large extend demand-driven. In our model, heterogeneous firms can invest into research
and development (R&D) but also expand their demand by lowering prices and attracting
more customers. A powerful feedback loop emerges: higher firm-level productivity allows
lower prices which attract more customers and, in turn, raise the incentives to innovate. Our
quantitative analysis suggests that more than half of U.S. aggregate growth is in fact demand-
driven.

2



CHAPTER 1

Composition of Labor Supply and Business Dynamism

1.1. Introduction

In recent decades, the structure of the labor force in developed economies has been fun-
damentally reshaped by two secular trends: population aging and the increase in the relative
supply of college-educated workers. A large body of work documents the far-reaching impact
of these long-run tendencies on various aspects of the economy, including income inequal-
ity, technological progress, monetary policy transmission, among many others. However,
very little is known about the consequences of these demographic trends for the production
side of the economy. How do these changes in the characteristics of workers affect the char-
acteristics of firms in the economy?

In this chapter, I argue that the population aging and the increasing college attainment
can lead to the concentration of production in larger, older, and less dynamic businesses. I
develop and empirically validate a theory in which the composition of the labor force inter-
acts with the life-cycle dynamics of firms. In the model, I incorporate both worker and firm
heterogeneity, allowing firms of different sizes to employ different types of workers.1 Through
this channel, the changes in the composition of labor supply have heterogeneous effects on
individual firms. The theory rests on complementarities in production between the physical
capital of a firm and the human capital of its employees that are well-documented at the ag-
gregate level (Krusell et al. 2000; Jaimovich et al. 2013). I propose a method to estimate these
complementarities at the plant level using linked employer-employee data.

The theory helps to understand causes underlying recently documented secular decline
in various measures of business dynamism in many developed economies. For example, the
number of business startups has dropped, job creation and destruction rates have decreased,
while economic activity has become more concentrated in large firms.2 The model suggests
that all these macroeconomic tendencies can be accounted by changes in the demographic
structure of the workforce.

1As is standard in the literature on business dynamism, I use the term firm size to refer to the number of currently
employed workers. I use the terms firm, plant, and production unit interchangeably. The empirical evidence pre-
sented in the paper is based on establishment-level data. In the developed model, I consider single establishment
firms.
2Davis et al. (2006) document a secular decline in measures of job creation and destruction in the U.S. economy.
Haltiwanger et al. (2011) provide evidence of a secular decline in the rate of firm creation. Decker et al. (2016)
document a decline in the number of high-growth firms. See Decker et al. (2014) and Akcigit and Ates (2019) for
an overview. Calvino et al. (2015) document trends in firm creation across OECD countries. Bajgar et al. (2019)
show that industries in the U.S. and in Europe are becoming more concentrated.
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How can the secular trends in the composition of the labor force lead to a decline in busi-
ness dynamism? As the population gets older and college education becomes more preva-
lent, there are more experienced and educated individuals in the labor market. Their labor
becomes relatively less expensive, leading firms to increase the share of experienced and ed-
ucated workers in the workforce.3 The data reveal that experience and education are comple-
mentary to capital. At the plant level, the change in the composition of the workforce makes
capital more productive, hence firms decide to accumulate more capital and increase em-
ployment. However, capital accumulation takes time. Incumbent firms tend to be larger and
have much higher capital stock than entrants4. As a result, incumbent firms tend to benefit
much more from the increasing supply of the experienced and educated labor. As existing
firms become larger and accumulate more capital, there is less space left for the startup busi-
nesses and the entry rate drops. Young firms tend to employ few workers at the beginning,
but then grow quickly, creating most of the new jobs in the economy. Therefore, the falling
number of new firms increases the average firm size, reduces job creation and leads to higher
employment concentration in large firms. The new equilibrium features smaller number of
larger, older, and less dynamic businesses.

The intuition discussed above is based on a general equilibrium model in which both
firms and workers are heterogeneous. The model of heterogenous production units facing
capital adjustment costs builds on Hopenhayn and Rogerson (1993a), Khan and Thomas
(2008), and Clementi and Palazzo (2016a). However, in contrast to these papers, my model
also includes worker heterogeneity. I assume that households supply three types of labor: raw
labor, experienced labor, and educated labor.5 Firms endogenously enter the economy and
gradually accumulate physical capital over their life cycle. In every period, they face persis-
tent idiosyncratic productivity shocks and can decide to shut down when they are no longer
profitable. Production requires capital and the three types of labor, while the production
technology allows for capital-experience and capital-education complementarities.

I parametrize the model using linked employer-employee panel data from Germany. The
dataset is based on administrative records of employees and covers all establishments exist-
ing in Germany between 1976 and 2017.6 I follow the literature and use a worker’s age as a
proxy for experience (Katz and Murphy 1992; Jaimovich et al. 2013). I classify workers who
are 45 or older as experienced. Following Krusell et al. (2000), I assume that workers with a
college or advanced degree supply educated labor.

3The results are driven by a fall in wages relative to the marginal productivity of labor. The mechanism remains
the same even if, due to technological change, the wage level increases, as long as its growth is slower than the
growth of the marginal productivity.
4See for instance Haltiwanger et al. (2013a) for an overview of the life-cycle patterns of firm growth. Panel (A) in
Figure 1.1 summarizes these patterns among German establishments.
5In what follows, I use the terms “skills” and “skilled labor” to denote skills acquired by doing, or experienced
labor and well as skills acquired thorough formal education. I associate a skilled worker with a either an experi-
enced worker or an college-educated worker. I also use the terms “plant”, “establishment” and “production unit”
interchangeably. In the context of the model developed in Section 1.3, the terms “production units” and “firms”
are equivalent and I use them interchangeably.
6I use the Establishment History Panel created by the Institute for Employment Research. The dataset is described
in detail in Section 1.4.
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I estimate the parameters governing firm entry, exit, and life-cycle dynamics using the
simulated method of moments. The production complementarities are estimated in the fol-
lowing way. Firstly, I estimate a non-parametric relationship between firm size and workforce
composition, controlling for firm characteristics (industry, age, the cohort of birth). Secondly,
I choose the parameters of the production complementarities so that this relationship is the
same in the model as in the data. The model replicates the German economy in the period
1976 - 1985.

The model allows me to analyze how the balanced growth path equilibrium is affected
by exogenous changes in the supply of raw, experienced, and skilled labor. I modify the
model parameters to reproduce the trends in the German labor market between the 1980s
and 2010s. In the main experiment, I simultaneously alter the following aspects of labor sup-
ply: (i) the growth rate of the labor force, (ii) the relative supply of experienced workers, and
(iii) the relative supply of college-educated workers.

The results of the main experiment show that the changes in the structure of the labor
force can fully explain the increase in the average firm size and account for two-thirds of the
drop in the startup rate. Moreover, they are responsible for 85% of the increase in market
concentration, measured as the share of plants larger than 100 employees. Almost the entire
effect is driven by the increase in the relative supply of experienced and educated workers.
To understand how the labor force composition shapes business dynamism, I change one
aspect at a time and examine the adjustments in the economy.

First, I consider a decline in the growth rate of the labor force, keeping the demographic
composition intact.7 The direct effect is that labor becomes scarcer and wages increase.
Higher labor costs discourage potential entrants. A drop in the number of entrants leads
to a lower job creation rate and a higher average firm size. The result echoes Hopenhayn et
al. (2018) and Karahan et al. (2018), who use a model with homogenous workers.

The current paper, however, highlights additional general equilibrium effects. The slow-
down in the labor force growth rate alone, without the concurrent changes in the age struc-
ture, would not lead to an increase in the average size of production units. Due to the pro-
duction complementarities, the rise in the share of old firms in the economy induces a higher
demand for experience and education. Since the structure of the labor supply is fixed, the
higher demand is accommodated by an increase in wages of the two types of skilled labor.
In response, firms switch to unskilled labor, accumulate less capital, and reduce their size.
Therefore, the average size of production units decreases in the aftermath of the slowdown
in the labor force growth rate. In the presence of the production complementarities, the skill
composition of the labor force puts a constraint on the size distribution of firms in the econ-
omy.

Another important implication of my model is that, even for a fixed total size of the labor
force, the changes in the relative supply of experienced and educated workers reshape the
production side of the economy. According to the model, the increase in the relative supply
of experienced or educated workers entails an increase in the average firm size and a drop
in the startup rate. A similar increase in the relative supply of unskilled labor would have
opposite consequences.

7Decoupling the age structure of the population from the labor force growth rate may seem counterintuitive.
However, this thought experiment is useful to illustrate the mechanism.
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The crux of the matter lies in the production complementarities that I estimate using the
micro-level data. The estimated relationship reveals that large firms rely heavily on experi-
enced and educated workers. When the supply of the two types of workers increases, the
large, capital-rich firms benefit the most from the ensuing changes in relative wages. On the
other hand, young firms do not have much capital; hence they rely on unskilled labor that
becomes relatively more expensive. They anticipate that in the future they will accumulate
capital, employ more educated and experienced workers, and start benefiting from the de-
mographic change. However, only half of all firms survive the first five years.8 Because of that,
potential entrants heavily discount the future benefits against today’s high prices of unskilled
labor. As a result, the number of young firms in the economy falls.

I provide empirical support for the model using linked employer-employee data from
Germany. Firstly, I demonstrate that the trends in the average firm size, entry, and concentra-
tion of employment are consistent with the model predictions. Secondly, I show that condi-
tional upon age, the production units have become larger. Finally, I aggregate the establishment-
level data into 3-digit industries and analyze at the industry level the relationship between the
supply of experienced and educated workers and business dynamism. The data reveal that
the industries that use experience and skills more intensively tend to be more concentrated,
have a lower share of young firms, and are characterized by a higher average firm size.

In a related work, Engbom (2018) investigates how the population aging affects business
dynamism. He shows that older workers are matched to better jobs, hence less likely to switch
employers or become entrepreneurs. Due to lower worker mobility, all firms face a higher ef-
fective cost of job creation. As a result, business dynamism declines. The focus of the current
paper is on the mechanism behind the rise in the average firm size and the increasing em-
ployment concentration in large firms, rather than worker reallocation per se. As mentioned
above, the model predicts that the increase in the share of experienced and educated work-
ers effectively increases the labor costs for startups, while reducing them for older production
units.

In addition to a novel mechanism, the contribution of the paper is to account for the in-
crease in relative supply of college-educated labor in addition to population aging.9 I argue
that, due to the imperfect substitutability of experienced and educated labor in production,
accounting for the trends along both dimensions of human capital is essential for under-
standing the broad range of changes observed in developed economies. The model demon-
strates that the reallocation of production towards large, productive, low-labor-share firms,
recently documented in the U.S. and other economies by Kehrig and Vincent (2018) and Au-
tor et al. (2019), was facilitated by concurrent trends in the composition of labor supply.

My work is broadly related to the rich literature on determinants of the college-wage
premium and the returns to experience (Tinbergen 1956; Katz and Murphy 1992; Card and
Lemieux 2001; Autor et al. 2003; Jeong et al. 2015). A common assumption in this strand of

8More precisely, 46% of establishments close within the first five years after birth. This statistic is based on the
German plant-level data for the period 1976-1985. See section 1.2 for details on the data set. Similar regularity
holds in the U.S., as documented in the Business Dynamics Statistics Database.
9Jiang and Sohail (2019) and Salgado (2019) use a model of occupational choice to argue that the falling firm
creation rate in the U.S. can be attributed to the rising returns to skills in the labor market. The latter rises en-
trepreneurs’ outside options and discourages firm entry.
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the literature is that the production side of the economy can be characterized by a repre-
sentative firm. Consequently, the returns to human capital are determined by the aggregate
supply of different groups of workers, the aggregate stock of physical capital, and the produc-
tivity of various types of labor. I show that the changes in the demographics of firms play an
important role in explaining trends in wage distribution and income inequality.

Outline. Section 1.2 describes the data and documents trends in the composition of the
labor and business dynamism in Germany between 1975 and 2017. Section 1.3 describes
the model. Section 1.4 deals with the model parameterization, while Section 1.5 discusses
how the parameterized model is used to quantify the macroeconomic impact of changes in
the composition of the labor force. Section 1.6 contains further empirical support for model
predictions. Section 1.7 concludes.

1.2. Worker and Plant Demographics in Germany

In this section, I present the data set and give an overview of the relevant aspects of the
German labor market. I begin with describing the main source of data and discussing the
most important measures and definitions. Secondly, I report the changes in the composi-
tion of labor supply and trends in business dynamism in Germany between 1976 and 2017.
Finally, I present the result of the regression analysis carried out to capture the relationship
between worker and plant demographics.

1.2.1. Establishment History Panel (BHP). The main source of data is the Establish-
ment History Panel (BHP). The panel was created by the Institute for Employment Research
(IAB) and is based on administrative records on health, pension and unemployment insur-
ance of private sector employees.10 The individual-level data is then aggregated into estab-
lishments based on unique establishment identification numbers.11 Accordingly, the data
contains the establishment-level information about the demographic structure of employ-
ees, wages, occupation, and education. The panel is a 50% random sample of all German
establishments with at least one employee subject to social security as of 30 June of a given
year. The sample consists of between 640,000 and 1.5 million establishments per year and
covers the period between 1975 and 2017. In the analysis, I restrict attention to the establish-
ments in West Germany with at least one employee (full-time or part-time).12

1.2.2. Measurement and Definitions. I follow the standard approach in the literature
concerning the estimation of capital-skill complementarity (see , for instance, Griliches 1969;
Krusell et al. 2000) and define skilled workers as employees having a college degree.13 As is
common in the literature, I use age as a proxy for experience (see, for instance, Katz and
Murphy 1992; Jaimovich et al. 2013). The experienced workers are defined as employees of

10Civil servants, self-employed, and students are not recorded in the data set.
11The establishment is defined as “a regionally and economically delimited unit in which employees work. An
establishment may consist of one or more branch offices or workplaces belonging to one company.” (Schmucker
et al. 2018, p. 17)
12For more details on the data set and its construction see Schmucker et al. (2018).
13Some degrees that typically would be earned at universities in other countries are obtained through vocational
training in Germany. In order to be consistent with the literature on capital-skill complementarity, I include the
vocational training as a part of college education.
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age 45 or above.14 This is a parsimonious way to capture learning-by-doing over the course of
worker’s life. Most of the life-cycle increase in earnings takes place before age 45, suggesting
that most of experience is accumulated before that age. Bayer and Kuhn (2018) document
Using the German data that virtually all of the life-cycle wage growth attributed to worker’s
characteristics occurs before age 45.15

I define plant size as the total number of employees (both part-time and full-time). In
order to correct for the mean-reversion bias in the estimates, I use the definition of size pro-
posed by Davis et al. (1996). That is, I calculate plant size in period t as a simple average of
the employee count in periods t and t −1. Formally, size of plant i in year t is defined as

(1.1) ni ,t = 0.5
(
Hi ,t +Hi ,t−1

)
,

where Hi ,t is the total number of employees in plant i in year t .
I define education share in a given plant as the share of workers who hold a college degree.

Formally, education share in plant i in year t is defined as

(1.2) Si ,t =
H s

i ,t +H s
i ,t−1

Hi ,t +Hi ,t−1
,

where H s
i ,t marks the number of college-educated employees in plant i in year t . The expe-

rience share Ei ,t is defined analogously, as the share of employees who are 45 years old or
older.

1.2.3. Changes in Labor Supply and Labor Demand in Germany. Figure 1.1 summa-
rizes the trends in the composition of labor supply (Panels B, D, F), as well as the size distri-
bution of plants in Germany between 1976 and 2017 (Panels A, C, E). In Panel (A) I present the
relationship between plant age (the horizontal axis) and plant size. Each line corresponds to
the set of plants set up in the year 1976, 1986, 1996, or 2016. In all age categories, plants estab-
lished more recently are on average larger than plants established in the 1970s and the 1980s.
Panel (C) reveals that, when comparing the size distribution of plants in the 1980s and 2010s,
there was a significant shift towards larger units. Panel (E) illustrates that the startup rate (the
share of plants of age 0 in the entire population of plants) has declined from above 5% in the
1980s to less than 3% in the 2010s. Similar secular tendencies have been documented in the
U.S. and led scholars to worry about the performance of the American economy (see Decker
et al. 2014; Akcigit and Ates 2019 for overview).

The right-hand side of Figure 1.1 presents the trends in the supply side of the labor mar-
ket. The demographic structure of the German labor force shifted towards older and more
educated individuals. As depicted in Panels (B) and (D), the share of workers of age 45 or

14For the purpose of estimating the capital-experience complementarity, Jaimovich et al. (2013) define workers
of age 30 or older as experienced. My results hold qualitatively for experience cutoff values of 30 years and 40
years old. I also performed robustness checks using potential experience defined as a difference between the
current age of a worker and the approximate age of graduation. The qualitative results hold using this alternative
measure of experience.
15This is also consistent with the literature on life-cycle earings profiles based on the U.S data. For instance,
Guvenen et al. (2017) document median wage by age for cohorts born between 1957 and 1983. Averaging their
data on mean log income across all cohorts reveals that 98% of all lifetime increase occurs up to age 45.
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FIGURE 1.1. Firm and worker demographics in Germany between 1976 and 2017
(A) Plant size over life cycle by cohort of birth (B) Share of workers age 45 and older
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Notes: Calculations are based on the Establishment History Panel created by the IAB institute. Plant size is de-
fined as the total number of employees. The share of college-educated workers is calculated as the total number
of employees with a university degree or an advanced vocational training divided by the total number of employ-
ees. The startup rate is defined as the share of plants of age 0 in the total number of plants. All time series are
smoothed with the HP filter with a smoothing parameter of 6.25.

older has increased from 30% in 1980 to more than 45% in 2017, and the share of college-
educated workers has increased from 15% to 26% during this period. At the same time, there
is no visible trend in the growth rate of the labor force (Panel F).16

1.2.4. Relationship Between Worker and Plant Demographics. In this section, I doc-
ument the relationship between the demographic structure of employees and plant size. To
this end, I estimate the establishment-level regressions in which the share of experienced and

16The aging of the German labor force is predominantly a result of the increasing participation rate and longer
working life. Moreover, there is significant migration affecting the labor force growth rate.
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FIGURE 1.2. The relationship between the plant size and employee demo-
graphics in the data.
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Notes: The blue solid lines present the estimated coefficients βg from regressions (1.3) and (1.4) using the es-
tablishment panel data. In the regressions the share of the experienced workers (left panel) or the share of the
college-educated workers (right panel) is projected on the set of dummies indicating plant size. The coefficients
are normalized such that β1 = 0. The shaded area represents 95% confidence intervals.

college-educated employees is projected on a set of dummies indicating establishment’s size.
In order to control for the establishment characteristics, I include the following fixed effects:
cohort of birth, industry, age, and year. I estimate the following regressions

Ei ,t =
∑
g
βe

g 1
(
sizei ,t ∈ g

)+{
yeart , industryi , agei

}
FE,(1.3)

Si ,t =
∑
g
βs

g 1
(
sizei ,t ∈ g

)+{
yeart , industryi , agei

}
FE,(1.4)

where the depend variables Ei ,t and Si ,t represent the shares of experienced and college-
educated workers in plant i in year t . The indicator variable 1

(
sizei ,t ∈ g

)
is equal to one

if the size of establishment i in year t falls into bin g .
Figure 1.2 presents the estimated coefficients βg of the dummy variables indicating size

bins. The relationship between plant size and employee experience is non-monotonic: it is
decreasing on the interval 1 to 4 and increasing for larger establishments. As presented in
Panel (B), the share of educated workers is a convex function of plant size, increasing sharply
at the upper tail of the size distribution.17

I incorporate the observed regularities in a reduced-form in my model. The documented
patterns may stem from the capital-experience complementarity (see Jaimovich et al. 2013)
or the capital-skill complementarity (as in Krusell et al. 2000). More recently, Blanas et al. (2019)
analyse 30 developed countries and show that software and robots raised the demand for
high-skilled and older workers, suggesting that college education and experience are comple-
mentary to this type of capital. Furthermore, it may be that in larger and more sophisticated
organizations, more difficult problems arise in the production process. Consequently, these
organization require more experienced and educated employees whose task is to solve these

17These results are in line with the empirical literature studying relationship between workers’ human capital and
firm’s characteristics. For example, Haltiwanger et al. (2007) find positive association between firm productivity
and worker skill profile.
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problems and manage the organization (see Garicano and Rossi-Hansberg 2006; Caicedo et
al. 2019).

One may worry that the observed relationship between employee age (education) and
employer size captures some unobserved worker characteristics that are unrelated to expe-
rience (schooling). In Appendix 1.A.3, I study a subset of establishments for which a more
detailed information on employee characteristics is available. I show that the relationship
between plant size and employee experience (education) holds even after controlling for ad-
ditional worker characteristics, including occupation and year of birth.

In conclusion, the changes in the composition of the labor force in Germany have been
accompanied by declining business dynamism. Interestingly, there is a strong relationship
between the characteristics of workers and the characteristics of the production units in the
economy: larger units tend to employ much more experienced and much more educated
workers. This suggests that the demographic trends may be one of the factors underlying
observed changes in the production side of the economy. To explore this hypothesis, in the
following sections I develop a general equilibrium model of firm dynamics; I estimate the
model using the establishment-level data and use the model to quantify the impact of the
demographic trends on business dynamism.

1.3. Model

This section describes the model of interactions between heterogeneous plants and het-
erogeneous workers. I specify the household side of the model to allow for a simple repre-
sentation of the following secular trends in the composition of the labor force: a slowdown in
the labor force growth rate, population aging, and an increasing supply of college-educated
workers.

The production side of the economy builds on Clementi and Palazzo (2016a). The model
features production units indexed by productivity and the stock of capital. Production units
endogenously enter the economy, gradually accumulate capital and can decide to shut down.
They face persistent idiosyncratic productivity shocks. Production requires capital and differ-
ent types of labor. The production function allows for the complementarities in production
between the labor type and the plant type. All inputs for the production are traded in com-
petitive markets and there is no aggregate uncertainty. I introduce the general equilibrium
following Khan and Thomas (2008).

I begin with the description of households, then follow with the production side, aggre-
gation, and equilibrium.

1.3.1. Households. Time is discrete. Next period’s variables are denoted with primes.
The economy is populated by a large family consisting of measure N of infinitely-lived, iden-
tical members. Household size grows over time at rate gn so that N ′ = (1+ gn)N . Household
members derive utility from consumption and suffer disutility from supplying labor. Each
household member is endowed with a stock of human capital. There are three aspects of hu-
man capital. Household members can supply raw labor l , experienced labor e, and educated
labor s. The family head decides on the labor supply of each worker.
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The instantaneous utility function of each household member is

Ul (c,nl ,ne ,ns) = logc − ψl

1+ηn1+η
l − ψe

1+ηn1+η
e − ψs

1+ηn1+η
s ,

where c denotes consumption and nx marks the supplied hours of labor of type x ∈ {l ,e, s}.
1/η is the Frish elasticity of labor supply. Parametersψl ,ψe ,ψs govern the steady state supply
of the three types of labor.

The family stores its wealth in one-period shares in plants. Measure b(z,k) describes the
number of shares in plants of type (z,k) ∈S that the household owns, where z and k denote
the plant-level productivity and capital stock. The production units are described in detail
below. The household chooses the level of consumption per capita, the supply of the three
types of labor, and the firm equity holdings, while taking as given the price q0(z,k) of the
current shares (which includes dividends), the price q1(z,k) of the new shares, the wages wl ,
we , ws and the price of the final good p.

The household solves the following maximization problem

(1.5) V H (b) = max
c,nl ,ns ,ns ,b′

N ×U (c,nl ,ns ,ns)+βV H (b′),

subject to the budget constraint

pN c +
∫
S

q1(z,k)b′(d[z ×k]) = N (nl wl +ne we +ns ws)+
∫
S

q0(z,k)b(d[z ×k]).(1.6)

The optimal choice of labor supply equalizes the utility of an additional wage income with
the disutility of an additional hour of work. The first-order conditions describing the optimal
labor supply by the household members are given by

(1.7) wl = pcψl nη

l , we = pcψe nη
e , ws = pcψsnη

s .

The total supply of raw, experienced, and skilled labor services is N × nl , N × ne , N × ns ,
respectively.

Let λ denote the Lagrange multiplier on the budget constraint. The first-order condition
for consumption is

(1.8)
1

c
=λp,

meaning that the marginal gain from an additional unit of income is equal to the marginal
utility from consumption. The first-order condition for the equity holdings satisfies

(1.9) λq1(z,k) =βλ′q ′
0(z,k),

for all shares (z,k) and equates the marginal cost of foregoing consumption with the future
returns on investment in equity. Conditions (1.8) and (1.9) give rise to the Euler equation

(1.10)
c ′

c
=β p

p ′
q ′

0(z,k)

q1(z,k)
,

for all (z,k). The Euler equation states that at the optimum, the household is indifferent
between allocating resources to consumption in the current period or to consumption in the
next period (through savings in equity).
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1.3.2. Plants. This section describes the production side of the economy. At the begin-
ning of each period, there is an endogenous mass of incumbent plants. Incumbents can
decide whether to continue operating or to exit the market. Continuing plants choose invest-
ment subject to capital adjustment costs. Additionally, in each period there is an endogenous
mass of entrants.

The plants are characterized by the idiosyncratic productivity z ∈ [z, z̄] and by the beginning-
of-period capital stock k ∈ [k, k̄]. Plant-specific productivity evolves according to the follow-
ing AR(1) process

(1.11) log(z ′) = µ̄z +ρz log(z)+σzε, ε∼N (0,1),

where µ̄z denotes the mean level of productivity, ρz is the persistence of the process, and
σz is the standard deviation of the productivity shocks. In what follows, Fz (z ′|z) denotes
the conditional distribution of next period’s productivity z ′, conditional on current period’s
productivity z.

Production requires capital and the three types of labor. Let L(l ,e, s; z,k) denote a com-
posite of labor services supplied by all workers employed in a plant of type (z,k) in period
t . As described in detail below, the functional form of the labor composite depends on the
plant characteristics. This assumption captures the production complementarities between
employees’ human capital and plant’s type. Each plant has access to the following production
function

y(z,k, l ,e, s) = zkαLt (l ,e, s; z,k)ν,

where α,ν ∈ (0,1) govern the elasticities of output with respect to capital and labor, respec-
tively, and L is the labor composite. The latter is given by

(1.12) L(l , s,e; z,k) =
[

l
θ−1
θ + Āe × Ae (z,k)e

θ−1
θ + Ās × As(z,k)s

θ−1
θ

] θ
θ−1

,

where Āe × Ae (z,k) and Ās × As(z,k) capture the marginal productivity of experienced and
skilled labor employed at a firm of type (z,k). The productivity schedules consist of two in-
gredients. Firstly, Āe and Ās capture the time-varying factor-specific aggregate efficacy of
the two types of labor. The second ingredient captures the capital-skill complementarities,
Ae (z,k) and As(z,k), and reflect the comparative advantage of experienced and educated
workers, respectively, when employed at a firm of type (z,k). Productivity of raw labor is nor-
malized to unity in all periods. Parameter θ captures the elasticity of substitution between
different types of labor. I restrict attention to the case θ ≥ 1 in which the labor inputs are
imperfect substitutes.18

I capture the capital-skill complementarities by allowing the productivity schedules Ae (z,k)
and As(z,k) depend on the firm type (z,k). The assumption states that the output generated
by one unit of skilled or experienced labor depends on plant’s capital stock and productivity.
For example, the productivity of a computer scientist (skilled labor) depends on the quantity

18This is a standard assumption in the labor economics literature. The estimates of the elasticity of substitution
between college- and high-school-educated labor vary from 1.4 in Katz and Murphy (1992), to 1.5 in Johnson
(1997), to 2.5 in Card and Lemieux (2001). The latter work provides estimates of the elasticity of substitution
between experienced and inexperienced workers in the range of 4 to 6.
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and quality of the IT equipment at her disposal, whereas the value added of a manager (expe-
rienced labor) depends on the scale of the organization and the complexity of problems she
is assigned to solve.

This functional form of the production function allows me to capture in a tractable way
the key intuition behind the capital-skill complementarities: the productivity of experienced
and educated labor depends on the quantity and quality of the capital. The above specifica-
tion of the production function is very flexible and puts little a priori restrictions on the shape
of the production complementarities. One important restriction is that the shape of comple-
mentarities, the functions Ae (z,k) and As(z,k), is time-invariant. This will be addressed in a
grater detail in the quantitative experiments, Section 1.5.

The approach is also agnostic to the microeconomic mechanism underlying the com-
plementarities. Explaining why skills acquired by learning-by-doing and formal education
are complementary to capital is beyond the scope of this paper. I take the existence of these
complementarities as given and I estimate them using the matched employer-employee data
from Germany. In the estimation procedure, I choose the values of the productivity sched-
ules Ae (z,k) and As(z,k), for all z, k, such that the model replicates the relationship between
plant size and the demographic structure of its employees in the data. Thanks to the tractable
specification, the production function can be estimated using only the information about the
the skill composition of employees across establishments.

An alternative way of modeling the capital-skill complementarity is a nested CES struc-
ture in the production function. This allows the elasticity of substitution between capital
and skilled labor to be different from the elasticity between capital and unskilled labor (see
Griliches 1969; Krusell et al. 2000). In the current paper, the skills of workers are two dimen-
sional – experience and education – making the nested CES structure less tractable. More-
over, the standard nested CES structure cannot easily replicate the salient features of the data
that large firms tend to employ much more experienced and much more educated workers
(see Figure 1.3). The reason is that, in the heterogeneous firm dynamics model developed
in the current paper, there are two reasons for a firm to be large: a high capital stock or a
high productivity. However, in a standard nested CES structure, for a given level of capital,
the more productive the firm, the lower is the share of skilled workers it employs.19 Finally,
the specification of the production function assumed in the current paper makes it possible
to estimate the production function using only information on the number and the demo-
graphic composition of employees. I do not need to measure capital at the firm level which
has proven to be a notoriously difficult task. See Section 1.4 for more details on the estimation
procedure.

Static problem of incumbent plants. At the beginning of each period, all incumbent
plants produce the final good. To this end, they solve the following static maximization prob-
lem

(1.13) π= max
L

{
pzkαLν−W (z,k)L

}
,

19Similar point is made by Jaimovich et al. (2013) in the context of the aggregate production function and hetero-
geneity in the cyclical volatility of employment. To understand this intuition, consider a limiting case of Leontiev
production function. In this case, the efficiency units of skilled labor used in the production are always exactly
equal to the efficiency units of capital. Consequently, for a given capital stock, all increase in size stemming from
productivity improvements will be accommodated by unskilled labor.
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where π(z,k) is the current profit, and W (z,k) is the minimal cost of employing one unit of
the composite labor L. The optimal choice of the composite labor satisfies

L∗ =
(

pzkαν

W (z,k)

) 1
1−ν

.

The above condition states that the plant hires additional workers up to the point in which
the marginal gain of an additional unit of labor equals its marginal cost. The gain is propor-
tional to plant’s effective productivity zkα. The marginal cost W (z,k) depends on the firm
type (z,k), since the production complementarities imply that establishment’s characteris-
tics (z,k) determine the skill composition of employees.

Given the optimal choice of the labor composite L∗, the plant decides how much ser-
vices of the three labor types to hire to minimize the total labor cost. The cost-minimizing
allocation satisfies20

(1.14) e = (
Āe Ae (z,k)

)θ
ω−θ

e l , s = (
Ās As(z,k)

)θ
ω−θ

s l ,

where

(1.15) l = L∗×
[

1+ (
Āe Ae (z,k)

)θ
ω1−θ

e + (
Ās As(z,k)

)θ
ω1−θ

s

]− θ
θ−1

andωe = we
wl

, ωs = ws
wl

denote the experience and skill wage premium, respectively. The above
conditions define the most cost-effective way of splitting the total labor input L∗ into raw,
experienced, and skilled labor. Note that the allocation of the labor demand between the
three types of labor depends on the plant type (z,k). For a plant of type (z,k), the minimal
cost of hiring one unit of the composite labor is

(1.16) W (z,k) = wl

[
1+ (

Āe Ae (z,k)
)θ
ω1−θ

e + (
Ās As(z,k)

)θ
ω1−θ

s

]− 1
θ−1

.

The unit cost of composite labor is a weighted average of the wages of the three labor types.
The weights depend on productivity

(
Āe Ae (z,k)

)
and

(
Ās As(z,k)

)
which, in turn, depend on

plant’s type. The type of labor that is the most productive receives the highest weight in the
total wage cost. The more a plant relies on one type of labor, the more sensitive it is to changes
in the corresponding wage.

Continuation and investment decisions. In each period, after producing the final good,
incumbent plants incur a stochastic, i.i.d. overhead cost c f ∼ G f expressed in terms of out-
put. After observing the realization of the shock, incumbents decide whether to shut down
or to pay the cost and continue operating. Upon exit, the plant sells the remaining stock of
capital (1−δ)k net of the destruction costs g (−(1−δ)k,k). The exit value is given by

V x (k) = p
[
(1−δ)k − g (−(1−δ)k,k)

]
.

For large realizations of the cost c f , the continuation value of the plant may fall below the
value of selling its capital stock. In this case, the plant will decide to exit.

20The derivations can be found in Appendix 1.B.1.
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Plant that decided to continue operating invests i units of capital. The capital stock
evolves according to

(1.17) k ′ = (1−δ)k + i .

The plant with capital k undertaking investment i pays the adjustment costs of g (i ,k) units
of output.

At the beginning of period, the value of the incumbent plant V (z,k) equals the sum of the
current profit π(z,k) and plant’s continuation value that depends on the decision whether to
continue operating or to exit

(1.18) V (z,k) =π(z,k)+
∫
R

max
{
V x (k),Ṽ (z,k)−pc f

}
G f (dc f ).

Ṽ (z,k) denotes the value of the plant that decided to continue operating. The integral stems
from the stochastic nature of the operating costs c f . The plant exits whenever the continua-
tion value net of the operating costs Ṽ (z,k)−c f falls below the value of exit V x (k). The value
of the continuing plant is given by

Ṽ (z,k) =χV x (z,k)+ (1−χ)max
i

[
−pg (i ,k)+ 1

1+ r

∫
Z

V (z ′,k ′,µ)Fz (dz ′|z)
]

,(1.19)

where χ denotes an exogenous destruction probability (time-invariant and common across
plant). Plant’s discount factor 1

1+r is determined in the equilibrium.
Let c̄ f (z,k) be the threshold value of the cost at which the plant decides to exit. The

threshold is given implicitly by

(1.20) c̄ f (z,k) = Ṽ (z,k)−V x (k)

p
.

The exit probability X equals the probability that the cost realization exceeds the above thresh-
old

(1.21) X (z,k) ≡ 1−G f
(
c̄ f (z,k)

)
.

In expectations, the cost paid by the plant satisfies

(1.22) c̃e (z,k) =
∫ c̄ f (z,k)

0
c f G f (dc f ).

Entry. Let me now describe how firms are created in the economy. A salient feature of
the firm-level data in all developed economies is that the start-up business are on average
much smaller than incumbents. However, conditional on survival, young firms grow rapidly
creating most of the new jobs in the economy (Haltiwanger et al. 2013a; Decker et al. 2014). I
specify the entry problem in the economy to capture these features of the data.

One explanation for the small size and the subsequent rapid growth of young firms is a
financial friction (Albuquerque and Hopenhayn 2004; Clementi and Hopenhayn 2006; Buera
2009; Buera and Shin 2011). Due to market imperfections, prospective entrepreneurs face
a constraint on the amount of capital they can borrow. As a result, young firms tend to op-
erate at a scale that is below the optimal one. However, as firms become larger and more
established, they slowly overcome market imperfections and gain easier access to capital.
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With this intuition in mind, I specify the entry problem as follows. I assume that in
each period, there is a mass M e of potential entrants. Each prospective entrepreneur de-
cides whether to pay a fixed cost of ce ≥ 0 units of the final good and enter the market. After
paying the fixed cost and choosing the value of capital, the entrant receives a draw of initial
productivity ze ∈ Ze from the cdf Fe . Next, each potential entrant chooses the level of initial
capital, subject to adjustment costs ge (k), an increasing and convex function. From then on,
the entrant behaves like one of the incumbent production units described earlier.

Therefore, entrants differ with respect to their initial productivity. Although more pro-
ductive entrants tend to choose a higher capital stock, the adjustment costs ge induce all
startups to choose capital that is lower than the unconstrained optimum. Intuitively, one
can think of this environment as a reduced-form penalty function approach to approximat-
ing an imperfect capital market in which contracts are not fully enforceable and prospective
entrepreneurs face collateral constraints (Marcet and Marimon 1992; Cagetti and De Nardi
2006).

Let Ve denote the value of entry defined as

(1.23) Ve (ze ) = 1

1+ r
max

k

[
−pk −pge (k)+

∫
Z

V (z,k)Fz (dz|ze )

]
.

The mass of entrants is determined endogenously by the free entry condition. The potential
entrant with initial productivity ze decides to enter if and only if Ve (ze ) ≥ pce . In what follows,
k∗(ze ) denotes the optimal capital choice of entrant receiving and initial productivity draw
ze .

1.3.3. Aggregation. The aggregate state of the economy consists of the plant measure
µ describing the distribution of plants over the idiosyncratic state: the current productivity
z ∈ [

z, z̄
]

and the beginning-of-period capital stock k ∈ [k, k̄]. The measure µ is defined on the
Borel algebra S for the product space

[
z, z̄

]× [k, k̄].
The measure µ includes surviving incumbents as well as startups, and evolves according

to the following law of motion: for any measurable set A ⊂S such that z ′ ∈ A

µ′(A) = (1−χ)
∫

(z,k) : (k∗(z,k))∈A
(1−X (z,k))Fz (z ′|z)︸ ︷︷ ︸

incumbents that choose k∗ ∈ A and transition to z ′∈A

µ(d[z ×k])

+M
∫

z ′ : z ′∈A

∫
ze : k∗(ze )∈A,Ve (ze )≥pce

Ge (dze )Fz (z ′|ze )︸ ︷︷ ︸
entrants that draw z ′∈A, choose k∗∈A

.(1.24)

The first line captures incumbents in the current state (z,k) that decided to continue, chose
capital k∗ and transitioned from z to z ′, for all pairs (z ′,k∗) ∈ A. The second line adds the
mass of entrants that drew initial productivity ze , choose capital k∗ and draw next period
productivity z ′ such that (z ′,k∗) ∈ A.
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The aggregate variables are defined as follows. The real aggregate output is given by the
production net of the operating and adjustment costs

Y =
∫
S

zkαL∗(z,k)νµ (d[z ×k])

− (1−χ)
∫
S

(1−X (z,k))
[
c̃ f (z,k)+ g (i (z,k),k)

]
µ (d[z ×k])

−χ
∫
S

(1−X (z,k))
[
g (−(1−δ)k,k)

]
µ (d[z ×k])

−
∫
S

X (z,k)
[
g (−(1−δ)k,k)

]
µ (d[z ×k])

−Mce −M
∫ z̄

z
ge (k(ze ))Ge (dze ).

The first line captures the output of a firm of type (z,k) and then integrates over all possible
types. The integration is with respect to equilibrium measure of firms µ that dictates the
“number” of firms of each type. The following lines subtract capital adjustment costs for
continuers and exitors, and subtracts the entry costs and adjustment costs paid by startups.

The aggregate net investment equals the sum of investments of incumbents and entrants,
net of capital sold by exitors

I = (1−χ)
∫
S

(1−X (z,k))
(
k∗(z,k)− (1−δ)k

)
µ (d[z ×k])+M

∫ z̄

z
k(ze )Ge (dze )

−
∫
S

[
χ(1−X (z,k))(1−δ)k +X (z,k)(1−δ)k

]
µ (d[z ×k]) .(1.25)

The aggregate resource constraint in the economy is

N c = Y − I .

1.3.4. Recursive Equilibrium. A recursive competitive equilibrium is a set of functions
V , Ṽ , π(z,k), k∗, L∗, X , l , e, s, c, b, nl , ne , ns , firm measure µ and prices p, wl , we , ws such
that, given prices,

(1) V , Ṽ and π(z,k) solve the plant’s optimization problems (1.13), (1.18), (1.19), and X ,
k∗, L∗, l , e, s are the associated policy functions.

(2) V H solves the household’s optimization problem (1.5) and c, b, nl , ne , ns are the
associated policy functions.

(3) Labor markets clear

N (1−υe −υs)nl =
∫
S

l (z,k)µ (d[z ×k]) ,

Nυe ne =
∫
S

e(z,k)µ (d[z ×k]) ,

Nυsns =
∫
S

s(z,k)µ (d[z ×k]) .

(4) Equity market clears

b′(z ′,k ′) =µ′(z ′,k ′), for all (z ′,k ′) ∈S .
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(5) Final good market clears by Walras law.

Balanced growth. In what follows I restrict attention to balanced growth equilibria. An
equilibrium is said to be balanced growth path if the prices p, wl , we , ws are time-invariant
and the measure µ satisfies

µ′ (A)

N ′ = µ (A)

N
, for all measurable A ∈S ,

meaning that the plant measure normalized by population is stationary. Let µ̂ denote the
normalized firm measure. Given this normalization, all variables in the economy are station-
ary.

Following Hopenhayn (1992b), I rewrite the law of motion for the normalized firm mea-
sure

(1.26) µ̂′ = (1−χ)

1+ gn
P µ̂+ M̂ ′v,

where P is a bounded linear operator such that, conditional on policy functions X (z,k) and
k∗(z,k), for every measurable set A ∈ S

(1.27) P (z,k, A; X ,k∗) =
{∫

z ′∈A F (dz ′|z) if X (z,k) = 0 and k∗(z,k) ∈ A

0 otherwise

and the measure of entrants satisfies

(1.28) v(A) =
∫

z∈A

∫
k∈A

Ge (dz)Gk (dk).

Intuitively, one can think about plants in the economy as aggregate resources. The larger the
“stock” of plants (i.e. the number of plants), the more output can be produced. The plant
stock is accumulated according to the law of motion (1.26). The population growth rate gn

can be interpreted as a “depreciation” of the plant stock.
From the stationarity of µ̂, it follows that

(1.29) µ̂= M̂

(
I − 1−χ

1+ gn
P

)−1

v = M̂
∞∑

t=0

(
1−χ

1+ gn
P

)t

v,

where P t is the t-fold composition of P with itself and P 0 is the identity operator.
The aggregate output per capita is defined as

Ŷ =
∫
S

zkαL∗(z,k)νµ̂ (d[z ×k])

− (1−χ)
∫
S

(1−X (z,k))
[
c̃ f (z,k)+ g (i (z,k),k)

]
µ̂ (d[z ×k])

−χ
∫
S

(1−X (z,k))
[
g (−(1−δ)k,k)

]
µ̂ (d[z ×k])

−
∫
S

X (z,k)
[
g (−(1−δ)k,k)

]
µ̂ (d[z ×k])− M̂ e ce .(1.30)
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The remaining aggregates are defined analogously. In per capital terms, the clearing of the
markets for the three types of labor requires

nl =
∫
S

l (z,k)µ̂ (d[z ×k]) ,

ne =
∫
S

e(z,k)µ̂ (d[z ×k]) ,

ns =
∫
S

s(z,k)µ̂ (d[z ×k]) .(1.31)

1.4. Estimation and Model Fit

In this section, I describe how I bring the model to the data. The goal of the paper is
to investigate the macroeconomic impact of the changes in the demographic structure of
the labor force in Germany between the 1980s and 2010s. To this end, I parameterize the
model so as to replicate the German economy in the period 1976 - 1985. Firstly, I discuss
the assumptions concerning the functional forms used in the quantitative model. Secondly,
I describe the calibration strategy. Finally, I discuss the model fit.

1.4.1. Functional Forms. The distribution of the operating costs G f is assumed to be
log-normal with the mean µ̄ f and the standard deviationσ f . The capital adjustment cost has
a fixed and a convex part. Following Cooper and Haltiwanger (2006a), I assume the functional
form

(1.32) g (i ,k) =
{
ζ0k +ζ1

i 2

k if
∣∣ i

k

∣∣> 0.01,

ζ1
i 2

k otherwise.

The first component of the adjustment costs does not depend on the value of investment. It
aims to capture any disruption to the production process or other costs resulting from un-
dertaking new investment, irrespective of its scale. It is paid only if the investment rate is
larger than 1%. The second component is quadratic in the value of investment capturing the
intuition that larger investment projects tend to be more than proportionally more difficult
to complete. For entrants, the adjustment costs reads

(1.33) ge (k) = ζe exp(k)

The fixed component of the investment costs for startups is subsumed in the entry cost ce .
The initial productivity distribution for entrants, Ge , is assumed to be Pareto with the shape
parameter ξe

Fe (ze ) = 1−
(

z

ze

)ξe

.

I discretize the productivity grid using the Rouwenhorst method with 19 grid points. I use
501 points for the grid of capital spaced logarithmically over [0.001,1]. I assume that the set
of feasible initial productivity draws is Ze = [µz −3σz ,µz +3σz ] and is discretized using 501
equidistant points.

1.4.2. Calibration Strategy. A subset of parameters is calibrated externally, based on the
literature. The remaining parameters are then estimated jointly with the simulated method
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TABLE 1.1. Externally Calibrated Parameters

Parameter Value Target

I. Households

β discount factor 0.96 real interest of 4%
η inverse of Frish elast. 0.25 standard RBC value (King and Rebelo 1999)
υe share of experienced workers 0.62 value for Germany in the 1980s
υe share of skilled workers 0.15 value for Germany in the 1980s
ψl disutility, raw labor 1.13 normalization, 1 efficiency unit per worker
ψe disutility, experienced labor 1.06 normalization, 1 efficiency unit per worker
ψs disutility, skilled labor 1.78 normalization, 1 efficiency unit per worker

II. Incumbent plants

α output elasticity of capital 0.21 model-free estimates in Bachmann and Bayer (2014)
ν output elasticity of labor 0.56 model-free estimates in Bachmann and Bayer (2014)
δ depreciation rate 0.09 model-free estimates in Bachmann and Bayer (2014)
χ exogenous exit rate 0.01 exit rate of plants with 250+ employees

III. Entrants

ce entry costs 101.54 normalization, unit price of final good

Notes: I define experience share as the share workers of age 45 or older. I define education share as the share of
workers who hold a college degree. The calculations are based on the BHP panel. Self-employed, unemployed,
and public sector employees are not included in the data set.

of moments (SMM) using the linked employer-employee data from Germany. The parame-
ters of the production complementarities between worker type and firm type are estimated
through indirect inference. The procedure ensures that the relationship between the demo-
graphic structure of employees and the plant size in the model replicates the patterns esti-
mated using the BHP establishment panel.

Externally calibrated parameters. The externally calibrated parameters are summarized
in Table 1.1. One period in the model corresponds to one year. I set the discount factor β to
0.96, implying an annual interest rate of 4%.

I choose the parameters governing shares of household types such that the relative supply
of experience equals 0.30 and the relative supply of skills equals 0.15, matching the shares of
experienced and college-educated workers in the German data. The parameters ψl , ψe , ψs

governing the disutility of labor of different workers are set such that each worker supplies
one efficiency unit of labor. Frish elasticity of labor supply is set to 4, implying η= 0.25. The
elasticity of output with respect to capital is set to α= 0.2075 and with respect to labor to ν=
0.5565. These values are directly estimated using the German firm-level data by Bachmann
and Bayer (2014). The depreciation of physical capital is set to δ= 0.09, the value calculated
directly using the German national accounting data by Bachmann and Bayer (2014). The cost
of entry is normalized to ensure that the price of the final good equals one. The exogenous
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destruction probability χ = 0.01 is set to the value of the exit rate among plants larger than
250 employees.

Production complementarities. The interactions between the demographic structure of
the labor force and business dynamism depend crucially on the parameters of the production
complementarities. I estimate the productivity schedules Ae (z,k) and As(z,k) to ensure that
the model replicates the relationship between plant size and employee composition in the
BHP panel in the period 1976 - 1985.

The demand for experienced and educated labor services is given by equations (1.14) can
be written as

(1.34) loge(z,k)− log l (z,k) = θ log Āe −θ log we +θ log Ae (z,k)

and

(1.35) log s(z,k)− log l (z,k) = θ log Ās −θ log ws +θ log As(z,k)

The firm type (z,k) is unobservable in the data. However, in the model there is a one-to-one
mapping between the firm type and the firm’s total number of employees, l . The latter is
directly measurable in the data.

Consider an establishments i in year t , operating in sector j . The establishments was
created in year c. Let G denote a family of size bins, where a size bin g ∈ G is an interval
[g1, g2) ⊂R2 such that 0 ≤ g1 ≤ g2 <∞. I estimate the following regression

(1.36) logei ,t − log li ,t =α+ ∑
g∈G

βe
g 1

(
li ,t ∈ g

)+δt +δ j +δc +εi ,t ,

where δt , δ j , and δc mark time, industry, and cohort of birth fixed effects. ei ,t is the number
of employees of age 45 years old and above, while li ,t is the number of employees overall.
Indicator variables 1

(
li ,t ∈ g

)
are equal to unity if the total size of the establishment falls in

bin g and zero otherwise. I estimate an equivalent regression for college-educated workers
si ,t .

Under what assumptions does the regression (1.36) identify the comparative advantage
of experienced workers, Ae (z,k)? Intuitively, one can think about the identification in terms
of the indirect inference. Equation (1.34) implies that in the model, in a given period t , the
only reason for different firms to employ a different age composition of workers is the capital-
experience complementarity, Ae (z,k). Therefore, an estimate of βe

g (z,k) in equation (1.36)

using the model-simulated data is exactly θ log Ae (g (z,k), where g (z,k) marks the size bin
in which the establishments of type (z,k) falls. The indirect inference estimate of capital-
experience complementarity requires choosing parameters Ae (z,k) for all (z,k) such that

Ae (g (z,k)) = exp
(
β̂e

g (z,k)θ
−1

)
. An analogous reasoning can be used to derive an estimate the

capital-education complementarity As(z,k).
This intuition illustrates that the following conditions need to hold to identify the pro-

ductivity schedules:

i) elasticity of substitution between different types of labor, θ, is time-invariant.
ii) E

(
εi ,t

) = 0 and E
(
εi ,t ×1

(
li ,t ∈ g

)) = 0 for all i , all t , and all g . In other words, condi-
tional on year, industry, and cohort of birth fixed effects, the only reason why larger firms
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TABLE 1.2. Estimated Parameters and Model Fit

Parameter Value Target Data Model

I. Incumbent plants

µ̄ f mean of operation cost 17.86 exit rate of age-0 plant (%) 17.83 18.39
σ f st. dev. of operation cost 58.53 mean exit rate (%) 6.43 6.40
µ̄z mean productivity 2.35 mean size 14.66 14.69
σz productivity st. dev. 0.33 share of plants of size 1000+ (%) 0.12 0.0070
ρz productivity persistence 0.78 kurtosis of inv. rates 20.036 19.33
ζ0 non-convex adj. cost 828.17 share of inv. rates above 20 (%) 13.80 14.61
ζ1 convex adj. cost 920.35 skewness of inv. rates 2.192 3.04
θ elast. of subst. between labor 1.60 share of firms 1-4 (%) 63.60 51.98

II. Entrants

ξq shape of init. productivity distr. 0.85 relative size of entrants (%) 19.44 21.13
ζe entrant capital adj. cost 0.23 share of startups of size 100+ (%) 0.14 0.2773

Notes: The table presents the results of the SMM estimation. The three columns on the left show the parameters
and their estimated values. The three columns on the right present the targeted moments and their values in the
data and in the model. Moments related to the investment rates, skewness, kurtosis, and fraction of investment
rates exceeding 20% are directly estimated using German data by Bachmann and Bayer (2013). The remaining
targets are calculated using the BHP establishment panel.

hire more experienced and more educated workers is the time-invariant comparative ad-
vantage of those workers when working for more productive and more capital-intensive
firms.

Simulated method of moments. Given the productivity schedules Ae (z,k) and As(z,k),
the remaining 10 parameters are estimated jointly by minimizing the equally weighted sum
of the squared percentage deviations between 10 moments in the model and their empirical
counterparts. Although the parameters are estimated jointly, some moments are particularly
informative about specific parameters. The mean plant size helps identify the mean idiosyn-
cratic productivity µ̄z . The establishment size distribution provides information about the
persistence of the idiosyncratic productivity shock ρz , its standard deviation σz , as well as
the elasticity of substitution between the three types of labor θ. The economy-wide exit rate
and the exit rate of plants of age 1 provide information about the mean and the standard de-
viation of the operating costs µ̄ f andσ f . The size distribution of entrants informs the entrant
capital cost ζe and the initial productivity distribution ξq . In order to estimate the parame-
ters of the capital adjustment cost, I use moments of investment rates based on the German
USTAN dataset, a firm-level balance sheet data base compiled by the German central bank.
The moments are directly calculated and reported in Bachmann and Bayer (2013). The skew-
ness and kurtosis of the investment rates, together with the fraction of the investment rates
exceeding 20%, are used to pin down the parameters of the capital adjustment cost ζ0 and
ζ1. Table 1.2 presents the estimated values of the parameters together with the values of the
targeted moments in the data and in the model.
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FIGURE 1.3. The relationship between the plant size and employee demo-
graphics in the model and in the data.

(A) Experience share (B) Education share

Notes: The blue solid lines present the share of the share of the experienced workers (left panel) or the share of
the college-educated workers (right panel) in the model. The red dashed lines present the corresponding shares
the BHP establishment panel in years 1976 - 1985.

1.4.3. Estimated Parameters and Model Fit. The right-hand side of Table 1.2 summa-
rizes the model fit. Since there is a highly non-linear relationship between parameters and
model moments, the match is not exact. Nevertheless, Table 1.2 reveals that the model matches
well the size distribution of plants and their life-cycle dynamics. The estimated value of the
persistence of the idiosyncratic shock is ρz = 0.78, in line with the literature.21 The estimate of
the standard deviation of the idiosyncratic shock σz = 0.33 is somewhat larger than typically
estimated in the literature.22 Without the ex-ante heterogeneity, a large dispersion of idiosyn-
cratic shock is required to replicate the size distribution of plants in the data. The elasticity
of substitution between the three types of labor is estimated at θ = 1.6 within the range of the
estimates in the literature.23 The distribution of investment rates exhibits positive skewness
and large kurtosis, while the ratio of skewness to kurtosis is similar to the one in the data.
Investment rates are lumpy, as captured by frequent spikes (the investment rates exceeding
20%). The wages of experienced and college-educated workers implied by market-clearing in
the baseline calibration are consistent with estimates for Germany in the 1980s (see Fuchs-
Schündeln et al. 2010). The experience wage premium equals 20% and the college wage pre-
mium 42%.

21Using German USTAN data Bachmann and Bayer (2014) estimate the persistence of the idiosyncratic produc-
tivity component at 0.9675. The estimates for the U.S. vary from 0.43 in Castro et al. (2015) to 0.8 in Foster et
al. (2008).
22Using German data Bachmann and Bayer (2013) estimate the average standard deviation of the idiosyncratic
risk at 0.095. The estimates for the U.S. industries reported in Castro et al. (2015) vary between 0.067 to 0.352
23The elasticity of substitution between college- and high-school-educated workers ranges from 1.4 in Katz and
Murphy (1992) for the U.S. to 2.5 in Card and Lemieux (2001) who study the U.S., the U.K. and Canada. Card and
Lemieux (2001) estimate the elasticity of substitution between workers of different age groups at 4 to 6.
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Figure 1.3 presents the shares of experienced (left panel) and educated (right panel) work-
ers as a function of firm size. The blue solid lines present the shares in the model and the the
red dashed line the shares in the BHP establishment panel. As a result of the production
complementarities, the employment of experienced and educated workers is concentrated
in the largest plants. The relationship between worker demographics and firm size is the key
mechanism through which the labor force demographics interacts with business dynamism.
The model matches the data very closely.

Figure 1.4 presents the life-cycle dynamics of the production units in the model. The
blue solid line corresponds to the simulated data and the red dashed line to the BHP panel.
All moments from the BHP panel are calculated using the sub-sample period from 1976 to
1985. Since the records begin in 1976, the oldest plant of known age is 10 years old in 1985.
Panels (A) and (D) present how the exit rate varies with plant’s age and size. Consistent with
the data, the exit rate in the model tends to go down with plant’s age and size. The shape and
the magnitude of the exit rates resemble the rates in the data. It is evident from Panel (B) that
the size distribution of plants in the model matches well the size distribution of plants in the
BHP panel. Consistent with the data, the distribution is highly skewed, with more than 50%
of establishments having less than 4 employees. Furthermore, there is a considerable mass
in the right tail: more than 40% of all workers are employed in plants larger than 100, even
though these plants constitute only 2.5% of plants.

The establishment growth rates decline steadily as plants get older and larger (Panels E
and F).24 Young firms in the model exhibit more rapid growth as compared to young firms in
the data. The underlying reason is that in the model there is no persistent heterogeneity that
may play an important role in reality (see Pugsley et al. 2018). In the model, young firms are
endowed with some productivity and initial capital level. Therefore, all differences between
startups are transitory and the time of birth the majority of startups are below their optimal
size. As they converge towards the optimal size, young plants exhibit rapid growth. However,
in reality, some small, young plants may already be at their optimal size.

To the extent that the model over-predicts the growth rate of small and young plants, it
may overstate the effect of demographic trends on the aggregate job creation rate. Never-
theless, the model reproduces qualitatively the life-cycle dynamics of establishments in Ger-
many in the 1980s (Figure 1.4) Most importantly, it replicates the relationship between plant
demographics and employee demographics, as shown in Figure 1.3.

1.5. Impact of the Demographic Trends on Business Dynamism

In this section, I describe how I use the parameterized model to quantify the impact of
the changes in the labor force composition on the size distribution of plants, firm entry, and
job creation. As described earlier, the model replicates the West German economy in the
period 1976 - 1985 (Section 1.4). By changing the parameters of household composition, I
recreate the trends in the labor force observed between the 1980s and 2010s and study the
new balanced growth equilibrium of the model.

I begin with an experiment in which I simultaneously change the structure of the labor
force along three dimensions: the growth rate of the labor force, the relative supply of experi-
enced labor, and the relative supply of college-educated workers. Next, I simulate the model

24This is also the case for U.S. firms. See Haltiwanger et al. (2013a) for an overview.

25



FIGURE 1.4. Business dynamism in the model and in the data.
(A) Exit rate by size (B) Size distribution (C) Growth rate by size

(D) Exit rate by age (E) Size by age (F) Growth rate by age

Notes: The blue solid lines present the statistics implied by the model. The red dashed lines present the corre-
sponding statstics in the BHP establishment panel estimated using the data from 1976 to 1985. The oldest plant
of known age is 10 years old in 1985, hence the red dashed lines in Panels (D), (E), (F) do not extend beyond the
age 10.

changing only one dimension at a time. This allows to look into the mechanism driving the
results and to assess the relative importance of the individual trends on business dynamism.

Solving for the new equilibrium. In the model studied in the current paper, an increase
in the relative supply of one labor type leads to a decrease in its price. However, despite
the increase in the relative supply of experienced and college-educated workers, the data
reveals that the price of experience has increased while the college wage premium has been
stable (see Fuchs-Schündeln et al. 2010). Arguably, the prices of the two types of labor have
been affected by the technological advancements biased towards experienced and educated
labor.25

One may worry that the concurrent skill-biased changes in the technology invalidate the
results presented in the current section. It is important to stress that the mechanism trans-
mitting the changes in labor supply to the adjustments in the structure of labor demand does
not hinge on the decline in the wage level. Rather, the results are driven by a fall in wages
relative to the marginal productivity of labor. To demonstrate that the model accommodates
technological changes, I design a model-consistent way to account for trends in productivity.

25Acemoglu (2002) and Acemoglu and Autor (2011) present an overview of evidence for the skill-biased techno-
logical change, while Caselli (2015) argues that the recent technological progress has also been biased towards
experience.
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Recall from equation (1.34) that the share of experienced employees in a firm (z,k) fol-
lows

loge(z,k)− log l (z,k) = θ (
log Āe − log we + log Ae (z,k)

)
and analogously in the case of demand for educated labor services. To find the new stationary
equilibrium that corresponds to the new labor supply composition, I proceed as follows. I fix
the returns to experience and the college wage premium at the values estimated in Fuchs-
Schündeln et al. (2010) for the year 2009. I then proceed to solve for the price of raw labor
wl and technology parameters Āe and Āe that guarantee the clearing of the markets for the
three types of labor in the new stationary equilibrium. The production complementarities,
Ae (z,k) and As(z,k), are held fixed at the estimated values.

1.5.1. Impact of All Three Trends. To quantify the effects of the demographic trends on
business dynamism, I perform the following experiment. I replicate the developments in the
German labor market between the 1980s and the 2010s. I change the value of the parameter
describing the population growth rate from 0.64% to 0.43%. I increase the share of college-
educated workers by 73%, from 15% to 26%, and the share of experienced workers by 46%,
from 30% to 44%. Afterwards, I analyze the effects of these changes on the balanced growth
path equilibrium. I solve for the new price of raw labor wl , price of experience we , and price
of skills ws that clear the markets for the three types of labor.

The first set of results is presented in Figure 1.5. The black solid lines present the baseline
simulation (the model’s parameters reflect the German labor force in the 1980s), while the
red dashed lines present the results under the new demographic structure. All plants benefit
from the increase in the relative supply of experience and education, since these two types
of labor are relatively more productive. Panel (A) in Figure 1.5 presents the mean firm value
function for each admissible level of capital Ez V (z,k). The value function shifts upwards.

Importantly, these gains are more pronounced among the largest plants. To illustrate this
point, in Panel (B) I plot the difference between Ez V (z,k) in the new equilibrium and in the
baseline. The difference is increasing in capital. The reason is that the increase in the supply
of experienced and skilled labor entails a fall in the corresponding wages. However, firms do
not equally benefit from the falling wages. Recall that the unit cost of the labor composite
is the weighted average of the wages of the three types of labor, with weights given by the
productivity of each type of labor in a plant (z,k)

(1.37) W (z,k) = wl

[
1+ Ae (z,k)θω1−θ

e + As(z,k)θω1−θ
s

]− 1
θ−1

.

Note that experienced and skilled labor is more productive in large plants, as Ae (z,k) and
As(z,k) are increasing in z and k. Therefore, the fall in wages of experienced and educated
workers brings the largest reduction in the labor costs in highly productive and capital-rich
plants.

As a results of these changes in the firm value, the the size profile of plants over the life-
cycle shifts upwards - plants of any age are now larger – as revealed in Panel (C) in Figure 1.5.
The effect is more pronounced for the oldest enterprises since they rely heavily on experience
and skills. This result is consistent with the empirical trends documented in Figure 1.1 in
Panel (B).
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FIGURE 1.5. Macroeconomic impact of the three secular demographics trends.
(A) Firm value (B) Change of firm value (C) Firm size

(D) Experience share (E) Education share (F) Change in size distribution

(ppts)

Notes: The blue solid lines present statistics from the model simualtion in the initial balanced growth equi-
librium. The red dashed lines correspond to the outcomes under the new labor force composition. A general
equilibrium response.

In Panel (F) I present the change (in percentage points) in the size distribution of plants.
We can see that the fraction of production units employing less than 5 workers drops signif-
icantly, by 5 percentage points, while the mass shifts to the right as the number of plants in
the remaining size bins increases. There are two forces driving the changes in the size dis-
tribution of plants. Firstly, all plants employ relatively more experienced and skilled workers
(Panels D and E). These workers offer a type of labor complementary to capital, so the mar-
ginal product of capital rises. In consequence, all plants accumulate more capital and grow
in size. Secondly, the in the new equilibrium there is a lower startup rate. Since older plants
tend to be larger, this change in the number of entrants entails an increase in the average size
of production units.

Figure 1.6 presents the out-of-sample predictions of the model. We see that the share of
skilled workers (Panel A) and the share of experienced workers (Panel B) shift upwards in all
size bins. Qualitatively, it is consistent with the model’s predictions. Quantitatively, however,
the model underestimates the shift of the demand towards skilled labor. Moreover, the model
predicts a much higher share of experienced workers in small firms and a larger increase in
the share of skilled workers in large firms. Furthermore, the model predicts the large drop
in the percentage of small firms and the increase in the share of firms in the remaining size
bins, as in the data (Panel C). This suggests that the shape complementarities between skilled
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FIGURE 1.6. Out-of-sample Predictions of the Model.
(A) Education share (B) Experience share (C) Change in size distribution

(ppts)

Notes: The blue solid lines present statistics from the model under the labor force composition as in the 2010s.
The red dashed lines present corresponding outcomes in the data.

labor and physical capital have changed over the last 4 decades. The impact of these changes
on firm dynamics constitutes a promising avenue for future research.

Quantitatively, the three demographic trends can fully account for the increase in plant
size and the decline in business creation we observe in the data. The results are summarized
in Table 1.3. In the model, the average plant size increases from 14.69 to 17.13 employees, a
little more than in the data. The three demographic trends account for 65% of the decline in
the startup rate observed in the data. Since in the balanced growth equilibrium the exit rate
equals the startup rate net of the growth rate of the labor force, the model predicts a large
drop in the exit rate. This contrasts with the data, as the observed mean exit rate declines
only slightly (from 5.8% to 5.6%).

Recall that large and old firms tend to grow at a slower pace and create less jobs on av-
erage (see Panels C and F in Figure 1.4). A drop in the startup rate results in an increase in
the average firm age which leads to fall in the job creation. The results indicate that the de-
mographic trends can account for half of the decline in the average growth rate and 10% of
the decline in the aggregate job creation rate. On the other hand, the model predicts an in-
crease in the job destruction rate, but this is not what we see in the data. Finally, the model
accounts for 85% of the increase in concentration, measured by a share of plants larger than
100 employees. Since experienced and educated workers are more productive, the model
also predicts a significant increase in the real GDP per capita.

1.5.2. Understanding the Mechanism. This section describes the effects of each of the
three demographic trends in isolation. This allows me to shed light on the mechanism un-
derlying the interactions between heterogeneous plants and heterogeneous workers.

Slowdown of the population growth rate. I begin with an experiment in which the rela-
tive supply of experience and education is held fixed, while the growth rate of the labor force
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TABLE 1.3. Effects of the Demographic Trends on Business Dynamism

1976-85 2008-17

data model data model ∆model
∆ data

I. Business Dynamism

plant size 14.66 14.69 16.88 17.13 109.26%
mean growth 1.04 9.23 0.80 8.10 52.75%
job creation 14.12 17.82 13.03 17.68 10.12%
job destruction 13.60 9.72 12.80 9.79 -10.95%
startup rate 5.24 6.99 3.21 5.24 64.52%

II. Concentration

share 100+ 2.07 2.48 2.49 2.91 85.05%

III. Aggregate Outcomes

GDP per capita 1.00 1.00 1.71 1.54 75.65%

Notes: Selected measures of business dynamism. The first two columns correspond to the initial balanced growth
equilibrium, the following two columns report moments under the new structure of the labor force. The “data”
columns present the moments in the BHP panel. The “model” columns present the moments implied by the
model simulation. The last column tells us the what fraction of the change in the data is explained by the model.
I normalize the real GDP per capita in the period 1976-1985 to unity both in the model and in the data (the actual
values are taken from the World Bank database).

gn declines from 0.64% to 0.43%.26 All other parameters of the model are kept at their esti-
mated values.

Firstly, I study the partial equilibrium response in which I fix the wages at the values cor-
responding to the levels observed in Germany in the 1980s. I will relax this assumption later
on, in the general equilibrium experiment. I solve for the new stationary firm measure per
capita µ̂ implied by the lower population growth rate and the policy functions corresponding
to the prices from the baseline calibration.

In response to the slowdown in the population growth rate, the startup rate decreases by
0.43% percentage points, from 6.99% to 6.56%. Along the balanced growth path the startup
rate equals the aggregate exit rate plus the growth rate of the labor force, hence the following
two forces are driving the decline in the startup rate in the model. Firstly, for a fixed aggregate
exit rate, the startup rate declines by the amount equal to the difference in the population
growth rates between the 1980s and 2010s, 0.64%− 0.43% = 0.21%. Furthermore, the firm
distribution shifts towards larger establishments which are less likely to exit. The aggregate
exit rate declines, leading to a proportional drop in the startup rate.

26In the U.S. the decline in the growth rate of the labor force over this time period is significantly more severe. As
reported in Hopenhayn et al. (2018), in the U.S the labor force growth dropped from 1.64% in 1980s to 0.42% in
2010s.
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Since entrants tend to be smaller than the incumbent plants, the drop in the startup rate
causes an increase in the mean plant size from 14.69 to 15.60 employees. As older production
units tend to be closer to their optimal size, they do not create as many jobs as young firms,
hence the average job creation rate declines.

Figure 1.7 presents the results of this partial equilibrium experiment. As depicted in Panel
(F), the size distribution of production units shifts towards larger entities. Since the wages
are fixed, the firm value (depicted in Panel A) and the relative employment of experience and
education (Panels D and E) remain the same as in the baseline.

FIGURE 1.7. Slowdown in the population growth rate in partial equilibrium.
(A) Firm value (B) Change of firm value (C) Firm size

0 0.5 1
0

1,000

2,000

3,000

0 0.5 1
-1

-0.5

0

0.5

1

0 10 20 30
0

5

10

15

20

(D) Experience share (E) Education share (F) Change in size distribution

(ppts)

1 2 4 6 10 15 20 30 40 50 7510
0
25

0
50

0
10

00
20

00

0.28

0.29

0.3

0.31

0.32

1 2 4 6 10 15 20 30 40 50 7510
0
25

0
50

0
10

00
20

00

0.14

0.15

0.16

0.17

1 5 10 20 50 10
0

25
0

50
0
10

00

-1

-0.5

0

0.5

Notes: The black solid lines present the statistics from the model simualtion in the 1980s. The red dashed line
corresponds to the model outcomes under the lower population growth rate.

The partial equilibrium effects in the current model are similar to the results in Hopen-
hayn et al. (2018) and Karahan et al. (2018). Using a model with homogenous labor force, the
authors show that the economy adjusts to the lower growth rate of the population entirely
through changes in the entry rate, while prices remain intact. This corresponds to the partial
equilibrium studied above.

However, the production complementarities in the current model generate novel general
equilibrium effects. The availability of skilled and experienced labor puts a constraint on the
size distribution of plants. To see this, I consider the following general equilibrium experi-
ment. Again, I start with changing the population growth rate from 0.64% to 0.43%. However
this time, in contrast to the previous exercise, I allow wages to adjust to clear the markets for
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the three types of labor. At the same time I keep the relative supply of experience and edu-
cation fixed at the level of the baseline calibration. This may seem counterintuitive since, in
reality, the slowdown in the growth rate of the labor force tends to lead to an older workforce.
Nevertheless, I consider this hypothetical scenario to better illustrate the mechanism.

The economy adjusts to the new demographic structure in the following way. As ex-
plained above, the slowdown in the population growth rate implies a shift in the size dis-
tribution of plants towards larger units. Due to the production complementarities, a greater
number of large firms entails a higher aggregate demand for experience and skills. Since the
relative supply of the two types of labor is fixed, the returns to experience and the college
wage premium have to rise to clear the labor market. The experience premium increases
from 20% to 26% and the college wage premium from 40% to 44%.27

Affected by the rising prices of experience and skills, capital-rich establishments shrink.
Young plants tend to have less capital and rely on raw labor that becomes relatively less ex-
pensive. Consequently, the life-cycle size profile shifts downwards and the size distribution
of establishments tilts towards smaller units. These results are presented in Figure 1.8.

FIGURE 1.8. Slowdown in the population growth rate in the general equilibrium.
(A) Firm value (B) Change of firm value (C) Firm size
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Notes: The black solid lines present statistics from the model simualtion in the initial balanced growth equilib-
rium. The red dashed line corresponds to the model outcomes under lower population growth rate.

27Fuchs-Schündeln et al. (2010) report a stable university wage premium in Germany between 1985 and 2004,
and an increase in the price of experience from 20% to 40% in that period.
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The model predicts a reduction in the average size of plants from 14.69 to 13.80 employ-
ees. In the general equilibrium, the startup rate declines slightly less than in partial equi-
librium, from 6.99% to 6.65%. The direct effect of the lower growth rate of the labor force is
partially offset by the indirect effect that stems from the reduction in plant size. Smaller units
record lower profits and are more likely to leave the market. The aggregate exit rate increases
and pushes upwards the rate of firm creation.

The above experiment illustrates that unless the slowdown in the growth rate of the la-
bor force is accompanied by a sufficient increase in the stock of human capital, the life-cycle
size profile of plants shifts downwards in response to the slowdown in the population growth.
The patterns observed in the data seem to be consistent with the above reasoning. The av-
erage plant size conditional on age has declined in the U.S. (see Hopenhayn et al. 2018), in
contrast to Germany. At the same time, the slowdown in the growth rate of the labor force
has been much more severe in the U.S., making the induced shift towards older, larger firms
more pronounced. However, the trends in the share of experienced and skilled workers are
quantitatively similar. Interpreted through the lens of the current model, the decline in the
average firm size conditional on age observed in the U.S., might be a result of an insufficient
supply of skilled and experienced workers in the U.S. labor market.

Increase in the share of experienced and college-educated workers. Let us now con-
sider the macroeconomic impact of an exogenous rise in the relative supply of experienced
and college-educated workers. I increase the share of experienced workers from 30% to 44%
and the share of skilled workers from 15% to 26%. I solve for the new wages of raw labor as
well as the new skill-biased technology parameters to clear the labor market.

In response to changes in supply, the relative wages of experienced and skilled workers
fall. The demand curve for the two types of labor shifts upwards. Due to the production
complementarities, capital becomes more productive and firms accumulate more of it. The
equilibrium distribution of firms shifts towards larger units.The quantitative results, summa-
rized in Table 1.4, are very similar to the experiment in which all three demographic trends are
considered jointly. We can see that almost the entire change in the size distribution of plants
in Germany is driven by the trends in the supply of experience and skills. The slowdown in
the growth rate of the population plays only a minor role.

The importance of plant heterogeneity. In this section, I decompose the changes in the
aggregate variables into direct and indirect effects. The two effects are defined in the follow-
ing way. As I explained in the previous sections, in response to the fall in wages, plants of
all types (z,k) change their policy functions. I will call this the direct effect. In other words,
the direct effect describes the changes in aggregate outcomes if there was no shift in the size
distribution of firms. However, the important implication of my model is that the changes in
wages lead to a shift in the equilibrium plant distribution and the following changes in ag-
gregates, all of which I call the indirect effect. The indirect effect captures the changes in the
aggregate outcomes stemming from differences in the number of firms of type (z,k), keeping
the behavior of firms constant.

Table 1.5 presents the relative importance of the indirect effect for selected aggregate sta-
tistics. Each row corresponds to one of the general-equilibrium experiments discussed in
the previous sections. In the first row I consider all three trends (see Section 1.5.1). The fol-
lowing rows correspond to the experiment in which I only adjust the population growth rate
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TABLE 1.4. Impact of the changes in the demographic structure of the labor force

1976-85 2008-17

education
data model low gn & aging all data

I. Business Dynamism

plant size 14.66 14.69 13.80 16.92 17.13 16.88
mean growth 1.04 9.23 9.28 8.03 8.10 0.80
job creation 14.12 17.82 17.83 17.67 17.68 13.03
job destruction 13.60 9.72 9.72 9.79 9.79 12.80
startup rate 5.24 6.99 6.65 5.54 5.24 3.21

II. Concentration

share 100+ 2.07 2.48 2.17 2.95 2.91 2.49

III. Aggregate Outcomes

GDP per capita 1.00 1.00 1.03 1.40 1.54 1.71

Notes: Table presents selected measures of business dynamism for all quantitative experiements. The columns
labeled “data” correspond to moments calculated using the BHP establishment panel. All results include general
equilibrium effects.

(the second row), and supply of experience and education (the third row). Comparing the ef-
fects in the three experiments, the indirect effect accounts for around 60% of changes in the
mean size of establishments. It is also responsible for 42% to 50% of the adjustments in the
aggregate exit rate. The magnitude of the indirect effect is notable, and it demonstrates the
importance of modelling explicitly the heterogeneity in the production side of the economy.

Moreover, the indirect effect accounts for more than 100% of the change in GDP per
capita, meaning that the direct effect is negative. The negative sign of the direct effect hinges
on the assumption of decreasing returns to scale, which implies that a large number of small
firms generates output that is higher than the output generated by a small number of large
firms (keeping the number of workers fixed). In this case, the entire increase in the GDP per
capita is due to the indirect effect: the shift in the plant distribution towards entities that use
workers’ human capital more effectively. The opposite is true in the experiment altering the
population growth rate (the second row in Table 1.5): firms get smaller and, all other things
equal, more productive.

It is worth stressing that my results differ from the predictions of the homogenous-labor
model studied in Hopenhayn et al. (2018) and Karahan et al. (2018). In their model, the demo-
graphic change is accommodated fully by the entry margin, while the equilibrium prices and
the firm’s policy functions remain intact. Using the terminology introduced in this section,
the indirect channel is the only channel of adjustment. However, I argue that in the presence
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TABLE 1.5. Percent of the aggregate change due to the indirect effect.

demand for

experiment mean size exit rate GDP p.c. experience skills

all trends 62.80% 49.77% 115.24% 0.09% -0.03%

lower pop. growth -23.07% 116.78% -2499.91% 0.66% 2.52%

education & aging 56.82% 41.88% 120.86% 0.09% -0.01%

Notes: Decomposition of changes in selected measures of business dynamism into direct and indirect effect. I
define the direct effect as the changes implied by the new policy functions, keeping constant the number of plants
of each type. The indirect effect captures the changes stemming from the shift in the equilibrium distribution of
plants µ̂(z,k).

of the production complementarities, changes in the supply of human capital entail a revi-
sion of the firm’s strategy. The model implies that plants born in later cohorts will be larger at
any given age. This is indeed the case in Germany as documented in Panel (A) in Figure 1.1.

Interestingly, virtually none of the increase in the aggregate demand for experienced and
educated labor results from the indirect effect. To understand why, recall the results pre-
sented in Panels (E) and (F) in Figure 1.5. A larger supply of experience and skills is accom-
modated by the parallel shift of the labor demand curve for all plants. The changes in the
equilibrium distribution of plants become inconsequential.28

In conclusion, the estimated production complementarities imply that the changes in
the demographic structure of the labor force have a large macroeconomic impact. The con-
sequences of the rising supply of skilled and experienced labor include a higher average size
of production units, a lower startup and exit rates, and a slower pace of worker reallocation.

1.6. Reduced-form Evidence for the Model’s Predictions

The model developed in the current paper predicts that in the economy characterized by
an older and more educated labor force, the number of business startups is lower, while eco-
nomic activity is more concentrated in large firms. In this section, I provide a reduced-form
evidence that the relationship predicted by the model holds across industries in Germany.

To this end, I aggregate the establishment-level data in the BHP panel into 301 indus-
tries using the 3-digit classification code. As for the measures of business dynamism, I con-
sider five different characteristics of the industry: the average plant size, share of workers
employed in plants larger than 100 employees, share of plants of age 11 or older (which I call
mature), share of plants of age 0 (which I call startups), and share of workers employed in the
5 largest plants. I calculate these measures of each industry in each year and test the rela-
tionship between the business dynamism and the relative intensity of using experienced and

28In some cases the contribution of the indirect effect is negative. This is driven by an increase in the mass of
plants in the firm size distribution where the demand for skilled labor becomes a downward-slopping function
of size. The latter comes from the substitution between different types of labor.
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educated labor. I estimate a set of regressions in the following form

(1.38) log
(
yi ,t

)=α1 +α2 log
(
Ei ,t

)+α3 log
(
Si ,t

)+ζi +ζt +εi ,t ,

where yi ,t is a measure of business dynamism in industry i in year t , whereas Ei ,t marks the
percent of experienced workers into the total number of employees in a given industry. The
independent variable Si ,t is defined as the percent of college-educated workers into the total
number of employees in a given industry. I include time and industry fixed effects, ζt and ζi .

Firstly, I estimate (1.38) using OLS. However, the correlations between the industry char-
acteristics and demographics of its employees may reflect common underlying factors that
lead both to lower business dynamism and more intensive use of human capital. To alleviate
these concerns, I use the aggregate shares experienced and skilled labor as an instrument for
the industry-level shares. I build on Nekarda and Ramey (2011) who identify industry-level
effects of the aggregate changes in government spending. The identification is based on the
fact that different industries are differently exposed to changes in the aggregate supply of ex-
perienced and skilled labor.29 Therefore, I also estimate regressions (1.38) using two-stage
least squares. In the first stage, the share of experienced (educated) workers in a given indus-
try is projected on the share of experienced (educated) workers in the aggregate economy,
allowing for the elasticity to vary across industries. That is, I estimate

Êi ,t =β0 +βi Ēt +ζi +ζt +εi ,t ,

Ŝi ,t = γ0 +γi S̄t +ξi +ξt +νi ,t ,(1.39)

where Ēt and S̄t mark the shares of experienced and educated worker in the whole economy,
ζi , ξi denote industry fixed effects and ζt , ξt time fixed effects. In the second stage, I estimate
regressions (1.38) in which I instrument experience and education shares with the values
predicted from (1.39).

The five measures of business dynamism define the five different specifications presented
in columns (1)-(5) in Table 1.6 The table presents the 2SLS estimates, while the OLS results
are similar and presented in Appendix 1.A.1.

German industries that were more exposed to the increase in the aggregate share of ex-
perienced and educated workers tend to exhibit larger average plant size, are characterized
by a lower rate of entry and are more concentrated. These empirical results are consistent
with the predictions of the model and quantitatively significant. For instance, a one-percent
increase in the share of skilled workers translates on average into a one-half percent rise in
the average plant size.

In Appendix 1.A.2, I show that across OECD countries there are similar correlations be-
tween the share of experienced and educated workers and the size distribution of manufac-
turing firms.

1.7. Conclusion

This paper develops and empirically validates a novel theory in which the composition
of the labor force interacts with the life-cycle dynamics of firms. The interaction rests on

29The intuition behind the identification is similar to the Bartik shift-share instrument named after Bartik (1991).
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TABLE 1.6. Employee demographics and business dynamism across German
industries.

(1) (2) (3) (4) (5)
size 100+ share mature share startup share top 5 share

experience share 0.196∗∗∗ 0.523∗∗∗ 0.0566 -0.147∗ -0.0780∗
(0.0912) (0.0593) (0.0368) (0.0792) (0.0433)

education share 0.575∗∗∗ 0.802∗∗∗ 0.0342 0.0977 0.720∗∗∗
(0.106) (0.107) (0.0495) (0.108) (0.0799)

Observations 12774 11181 12749 10674 12774
Adjusted R2 0.941 0.921 0.673 0.610 0.947

t statistics in parentheses
∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01

Notes: The table presents the results of regressions (1.38) for 301 industries in Germany and all years 1976 -
2017. Five columns correspond to five different different measures of business dynamism: mean size, the share
of employees in plants larger than 100 employees, share of plants older than 11 years, the share of plants of age 0,
and the employment share of the top 5 largest plants. The independent variables include experience share (first
row) and education share (second row).

complementarities in production between firms’ capital and workers’ experience and educa-
tion. I estimate the complementarities using linked employer-employee data from Germany.
The results demonstrate that changes in the structure of the German labor force between the
1980s and the 2010s can account for the observed reallocation of production towards larger,
older, and less dynamic businesses. Consistent with the model mechanism, German indus-
tries more exposed to the secular trends in labor force composition, tend to exhibit larger
plant size, higher concentration, and lower dynamism.

My results prove that the demographic structure of the labor force determines the types
of firms operating in the market. In conclusion, to fully assess the macro-economic impact
of demographic trends, it is crucial to account for the interactions between worker and firm
heterogeneity.
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Appendices to Chapter 1

1.A. Further Empirical Results

In this section I provide further empirical support for the main prediction of the model.
Secondly, I document the cross-country correlations between the labor force composition
and business dynamism in a sample of OECD countries. Finally, I show that the discussed
relationships between firm’s size and workers’ human capital hold, even conditional on ad-
ditional characteristics of workers, such age, occupation and cohort of birth.

1.A.1. OLS Results of Cross-industry Regressions. In this section, I present results of
regressions (1.38) estimated by OLS. The results are qualitatively similar to 2SLS. Notable ex-
ception is positive relationship between the startup rate and share of skilled workers. This
suggest that dynamic sector with large number of startups attracts skilled workers.

TABLE 1.7. Employee demographics and business dynamism across German
industries.

(1) (2) (3) (4) (5)
size 100+ share mature share startup share top 5 share

experience share 0.228∗∗∗ 0.313∗∗∗ 0.116∗∗∗ -0.283∗∗∗ -0.0152∗∗∗

education share -0.143 0.458∗∗∗ 0.0869 0.343∗∗∗ 0.672∗∗∗

Observations 12774 11181 12749 10674 12774
Adjusted R2 0.940 0.918 0.677 0.610 0.948
∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001

Notes: The table presents the OLS estimates of regressions (1.38). Columns (1) - (5) correspond to five endoge-
nous variables which refer to different measures of business dynamism: mean plant size, the employment share
of plants larger than 100 employees, the share of plants older than 11 years, the share of plants of age 0, and the
employment share of the top 5 largest plants. The independent variables include experience share (first row) and
education share (second row). The shares are instrumented with the variable corresponding to the exposure of
the industry to the changes in the aggregate changes in labor supply.

1.A.2. Worker and Firm Demographics: Cross-country Correlations. In this section I
present the cross-country correlations between the size distribution of firms in a given coun-
try and demographics of the labor force. I use OECD Structural and Demographic Business
Statistics database that covers 27 countries.30 Each dot in Figure 1.9 represents one OECD

30These countries are AUT, BEL, CZE, DEU, DNK, ESP, EST, FIN, FRA, GBR, GRC, HUN, IRL, ISL, ISR, ITA, JPN,
LTU, LVA, NLD, NOR, POL, PRT, SVK, SVN, SWE, TUR. The dataset covers manufacturing firms only.
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country in year 2016. Panel (A) presents the log of the mean firm size calculated by dividing
the total number of employees by the total number of firms. Panel (B) presents the fraction of
firms exceeding 250 employees relative to the total number of firms. The blue solid line de-
picts the regression line and the shaded gray area marks the 95% confidence interval. There is
a positive correlation between the share of the experienced workers in the labor force and the
average firm size and the share of large firms in the economy. Figure 1.10 shows that there is
a similar, albeit weaker, relationship between the share of the college-educated workers and
the firm size distribution (unconditionally).

FIGURE 1.9. Experienced workers and business dynamism.
(A) Log firm size (B) Share of large firms
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Notes: Data from OECD Structural and Demographic Business Statistics. Each dot represents a country in 2016.
The blue solid line denotes the regression line and the shaded gray area marks the 95% confidence interval. The
dataset covers manufacturing firms only.

FIGURE 1.10. College-educated workers and business dynamism.
(A) Log firm size (B) Share of large firms
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Notes: Data by OECD Structural and Demographic Business Statistics. Each dot represents a country in 2016.
The blue solid line denotes the regression line and the shaded gray area marks the 95% confidence interval. The
dataset covers manufacturing firms only.

Table 1.8 presents the results of the linear regressions in which log of the average firm size
(left column) and share of firms larger than 250 employees (right column) is projected on the
size the share of experienced and the share of the college-educated workers.

40



TABLE 1.8. Labor force demographics and business dynamism in OECD countries

(1) (2)
log firm size share of large firms

experience share 0.0329∗∗∗ 0.000574∗∗∗
(0.00812) (0.000144)

skill share 0.0128∗∗∗ -0.000107
(0.00368) (0.0000653)

Observations 252 252
Adjusted R2 0.174 0.053

Standard errors in parentheses
∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001

Notes: The table presents cross-country correlations between the structure of the labor force and firm size and
a measure of concentration. The table reports ceofficients in linear regressions in which average firm size and
fraction of firms larger than 250 employees is projected on the fraction of workers 45 years or older (experience
share) and fraction of workers with college degree or above (skill share). The estimates use pooled data for all
countries and all years available in the OECD database.

The results suggest that the relationship between the supply of skills and business dy-
namism predicted by the model holds across OECD countries. Although the presented ev-
idence is not sufficient for a causal interpretation, it provides a further support for model’s
key predictions.

1.A.3. Worker and Plant Demographics. In this section I use a more detailed data source
to alleviate the concern that the relationship between plant size and employee demographics
is spurious. Specifically, I show that the relationship between age, education, and employer
size holds also conditional on additional workers’ characteristics.

Linked-Employer-Employee-Data of the IAB (LIAB).. In order to investigate in more detail
the relationship between firm and worker demographics, I use the LIAB data set which com-
bines establishment information from the Establishment History Panel (BHP) with a detailed
employment biographies of individuals from an additional survey. The dataset contains de-
tailed biographical information of all employees for a 2% sample of selected establishments
surveyed in the BHP panel.31 The information about the workers includes age, education,
and occupation. Crucially, the data contains a direct measure of experience: a number of
days of recorded employment. The data spans between 1994 and 2014.32

I use the LIAB data to study the relationship between employee demographics and the
employer size in greater detail. I estimate a set of regressions in which the log size of the
employer is projected on employee education, age and experience. In the regressions I add
the following fixed effects: worker’s occupation and birth cohort as well as plant’s age, co-
hort, and industry. Table 1.9 presents the results. The left column shows the coefficients of a

31Establishments included in LIAB tend to be much older and larger than the population. The mean size of the
establishment in LIAB is 99.05 employees (15.59 in BHP). There are no plants younger than 28 years old.
32For more details on the data set and its construction see Klosterhuber et al. (2016).
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dummy variable indicating whether the employee is older than 45 years, and a dummy indi-
cating whether she has a college degree. Older individuals tend to work in 7.73% larger pro-
duction units as compared to the younger workers (the mean and the standard deviation of
the plant size is 99.05 and 553 employees, respectively). Having a college degree is associated
with working in a 1.73% larger plant. The overall effect is small, but highly significant. Note
that the magnitude of coefficient is influenced by inclusion of the control variables, including
fixed effects for worker’s occupation and birth cohort, as well as plant’s industry, cohort, and
age.

The right column in Table 1.9 presents the results of a regression in which the experi-
enced measured as the number of years in employment (rather than proxied by age). Again,
individuals with more experience tend to work in larger plants.

TABLE 1.9. The employment of skilled labor and business dynamism across
German industries.

(1) (2)
log plant size log plant size

age ≥ 45 0.0773∗∗∗
(0.000825)

experience 0.0147∗∗∗
(0.000003)

experience2 0.0004∗∗∗
(0.000001)

university degree 0.0173∗∗∗ 0.0648∗∗∗
(0.0006) (0.0006)

worker and plant FE yes yes

Observations 47928986 47928986
Adjusted R2 0.316 0.321

Standard errors in parentheses
∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01

Notes: Table presents the results of linear regressions in which employer size is projected on employee character-
istics. Left column corresponds to a regression in which is proxied by age, while the right column to a regression
in which experience is measured as a number of years a given worker spent in employment. The first column
corresponding to a coefficient of a discrete variable attaining one if individual is weakly older than 45 years. The
second (third) row corresponds to a continous variable measuring number of years of recorded employment spell
(squared). The fourth row corresponding to a discrete variable attaining one if the individual has a university de-
gree. Regressions control for the following fixed effects: worker’s occupation and birth cohort as well as plant’s
age, cohort, and industry.
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1.B. Model Details

1.B.1. Labor demand. Consider a problem of obtaining L units of composite labor at the
minimal cost possible. Formally, consider a solution to the following problem

min
e,s

−wl l −we e −ws s,

s. t.

L =
[

Al l
θ−1
θ + Āe Ae (z,k)e

θ−1
θ + Ās As(z,k)s

θ−1
θ

] θ
θ−1

Input allocation satisfies

x

y
=

(
Āx Ax (z,k)

Ay (z,k)

)θ (
wx

wy

)−θ
and hence

(1.40) s = as(z,k)l , e = ae (z,k)l ,

where ax (z,k) =
(

Āx Ax (z,k)
Al (z,k)

)θ (
wx
wl

)−θ
It follows that

l = L

[
Al + Āe Ae (z,k)a

θ−1
θ

e + Ās As(z,k)a
θ−1
θ

s

]− θ
θ−1

Normalize Al ≡ 1. Then ax (z,k) = (
Āx Ax (z,k)

)θ (
wx
wl

)−θ
, Āx Ax (z,k)ax (z,k)

θ−1
θ = Āx Ax (z,k)θ

(
wx
wl

)1−θ

and

l = L

[
1+ Āe Ae (z,k)θ

(
we

wl

)1−θ
+ Ās As(z,k)θ

(
ws

wl

)1−θ]− θ
θ−1

The cost of hiring one unit of composite labor is

W (z,k) =
[

1+ Āe Ae (z,k)θ
(

we

wl

)1−θ
+ Ās As(z,k)θ

(
ws

wl

)1−θ]− θ
θ−1

(wl +ae (z,k)we +as(z,k)ws)

= wl

[
1+ Āe Ae (z,k)θω1−θ

e + Ās As(z,k)θω1−θ
s

]− 1
θ−1

1.B.2. Solving for productivity schedules. Since each worker supplies one efficiency
unit of labor, the total size is

n = l (1+ae (z,k)+as(z,k)) ,

where ax (z,k) =
(

Āx Āx Ax (z,k)
Al (z,k)

)θ (
wx
wl

)−θ
. Moreover, (1.40) implies that

(1.41)
s

n
=

[
1+

(
Āe Ae (z,k)

Ās As(z,k)

ws

we

)θ
+ Ās As(z,k)−θωθs

]−1

and

(1.42)
e

n
=

[
1+

(
Āe Ae (z,k)

Ās As(z,k)

ws

we

)−θ
+ Āe Ae (z,k)−θωθe

]−1
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Let ê(n(z,k)), ŝ(n(z,k)) mark the factor intensity in the data, where I explicitly indicated
that the experience and skill shares in the data are function of plant size. We can re-write
(1.41) and (1.42) as follows

ŝ(n(z,k))−1 −1 = X Y −1
(
ωs

ωe

)θ
+Y −1ωθs

ê(n(z,k))−1 −1 = X −1Y

(
ωs

ωe

)−θ
+X −1ωθe

where X = Âe (z,k)θ and Y = Âs(z,k)θ. The above system of equations yields the estimates of
productivity schedules Âe , Âs . The solution is

X = Âe (z,k)θ = ŝ(n(z,k))−1ωθe
ê(n(z,k))−1 ŝ(n(z,k))−1 − ê(n(z,k))−1 − ŝ(n(z,k))−1

Y = Âs(z,k)θ = ê(n(z,k))−1ωθs
ê(n(z,k))−1 ŝ(n(z,k))−1 − ê(n(z,k))−1 − ŝ(z,k)−1
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CHAPTER 2

Federal Unemployment Reinsurance and Domestic Labor-Market

Policies

Economic and monetary union ... means that the principal decisions of economic
policy will be taken at the Community level and therefore that the necessary powers
will be transferred from the national plane to the Community.
[Conclusions, 1970 Werner report on Economic and Monetary Integration]

2.1. Introduction

Having entered a monetary union, member states no longer have access to monetary sta-
bilization policy. An established view is that, therefore, monetary union requires some form
of federal fiscal capacity. This would provide countercyclical transfers so as to help stabi-
lize member states’ economies in the face of idiosyncratic shocks or to compensate for the
welfare loss of fluctuations; a classic reference being Kenen 1969, more recently Farhi and
Werning 2017. At the same time, if member states have authority over domestic policies,
their behavioral responses may limit the very stabilization that can be provided; Persson and
Tabellini 1996.

This paper analyzes the gains from a federal scheme that provides transfers to each mem-
ber state based on local unemployment – “federal unemployment reinsurance (RI),” for short.
How should such a scheme be designed when it is layered on top of local labor market poli-
cies (including local unemployment insurance)? How severe are the limitations induced by
incentives to free ride? How much of a welfare gain can such a scheme still provide? We
provide theory and a quantitative analysis for a stylized European monetary union.1

We find that concerns about persistent free-riding by member states can effectively be
addressed by indexing RI to a member state’s past unemployment. Focusing on the long run
only, optimal federal RI is generous, does not have thresholds, and helps stabilize employ-
ment substantially. All of this amid sizable welfare gains. Short-run considerations, instead,
are a potential limit to federal RI, even if transfers are indexed to past unemployment. We
find that accounting for the transition path after the introduction of federal RI may limit the
optimal generosity of transfers, as may an interaction of federal RI with a member state’s sta-
bilization policies.

1The European monetary union has little private and fiscal risk sharing, Furceri and Zdzienicka 2015. We consider
federal RI schemes that, once in place, work without discretion, Juncker 2015.
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The paper models a union of ex-ante identical and atomistic member states. Each mem-
ber state is subject to idiosyncratic and possibly marked business-cycle risk.2 There is no
private risk sharing between member-state households, nor can member-state governments
borrow from each other. The lack of liquidity and international insurance provides the ratio-
nale for a federal fiscal capacity. The capacity is introduced under full commitment. Labor
markets in each member state are characterized by search and matching frictions. Federal
transfers can help address excessive employment fluctuations by providing the fiscal space
to keep taxes on firms low in recessions. The union as a whole is modeled as a small open
economy that has access to international borrowing and lending.

Member states set local labor-market policies; namely, layoff taxes (think more widely,
layoff restrictions) and hiring subsidies (think more widely, active labor-market policies), and
local unemployment benefits. Taxes on production balance the member state’s budget. We
show analytically that the introduction of federal RI affects the local labor-market policy mix
in a direction that implies less employment in the long run. At the same time, a lack of in-
ternational borrowing and lending means that – absent a federal RI scheme – member states
will tend to self-insure through too much employment, an implication reminiscent of Aiyagari
1994. So some fall in long-run employment induced by federal RI need not be detrimental. A
quantitative assessment is needed.

Therefore, next we calibrate the model to a stylized European Monetary Union (with fluc-
tuations of the same size as witnessed in the crisis years). In the baseline, member states have
authority over labor-market policies, but do not have a system of automatic countercyclical
policies in place. Payouts from the federal RI scheme are financed through a flat contribu-
tion. Payouts can condition on current and historical unemployment rates according to a
flexible parametrized functional form. This, for example, allows for federal payouts to in-
crease linearly in unemployment (such as implicit in member states’ unemployment insur-
ance schemes today) or for payouts to a member state only when a certain threshold of un-
employment is exceeded (the U.S. federal unemployment insurance system).3 In this class,
we look for “optimal” schemes that maximize ex-ante welfare of the constituents of the union
under the condition that the federal RI budget be balanced in net present value.

If we abstract from member state’s incentive effects, the optimal federal RI scheme is lin-
ear in unemployment and federal transfers almost entirely make up for the output lost in a
recession. The welfare gains would amount to about 0.4 percent of life-time consumption.
Next to this, the scheme would notably smooth employment fluctuations. The reason is sim-
ple: federal RI provides insurance to member states, and it allows for fiscal space in recessions
(liquidity). This means that taxes on firms (the balancing item in the member state fiscal bal-
ance) can be kept low in recessions, which helps smooth employment.

Against this background, we go through a sequence of different setups that illustrate how
member states’ incentives to adjust local policies affect the optimal shape and scope of fed-
eral RI. Toward this end, we first allow member states to adjust local labor-market policies to

2We look at productivity shocks that are uncorrelated across member states. The idea is that union-wide mone-
tary policy would address the common component. With this, we abstract from modeling nominal rigidities. At
the level of the member state, the modeling follows Jung and Kuester 2015.
3These are the main characteristics of various schemes proposed in practice, such as Beblavý et al. 2015, or
Bénassy-Quéré et al. 2018. We do not consider federal RI as a mere credit facility. And we do not consider ways of
fostering private risk sharing.
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a new level once the federal RI scheme is introduced. That level, then, remains in place per-
manently. We look at two different designs of federal RI. We discuss long-run considerations
first, and then turn to the transition phase. Our findings are as follows.

First, member states’ authority over local labor-market policies is crucial for the design
of federal RI. If payouts are linked to current unemployment only, the optimal RI resembles a
trigger system where payouts are made only in severe recessions. What is more, even if mem-
ber states cannot change the generosity of their local unemployment insurance benefits (say,
because of union-wide unemployment-insurance standards), as long as they control other
labor-market policies (hiring subsidies and layoff taxes), quantitatively the welfare gains from
federal RI are virtually zero.

Second, a small element of accountability brings back the power of federal RI in the long
run. Namely, if federal payouts are indexed to member state’s historical average unemploy-
ment, we find that optimal federal RI would be linear in deviations of unemployment from
past unemployment; and there is no need for thresholds. Transfers would be large enough
to – on average – replace income losses in a recession. The gains from introducing federal RI
amount to about 0.2 percent of life-time consumption. Gains are smaller than absent free-
riding by member states since indexation not only means accountability but also that federal
payments are not always well-timed.

Next, and third, we account for the transition phase. The transition phase bears no-
tably on the shape of federal RI. The optimal scheme continues to feature sizable transfers
from member states in booms. Remarkably, however, transfers to member states in reces-
sion hardly rise with unemployment. Key to this are the incentives on the transition path
where indexation to past unemployment does not eliminate the incentives to free ride. So
even when indexing payouts to past unemployment, the optimal federal RI scheme achieves
at best a welfare gain of 0.06 percent of life-time consumption, or about a third of the gains
that would prevail under a long-run-only view.

Last, we evaluate how federal RI interacts with member states’ incentives to engage in
countercyclical labor-market stabilization policy. Having member states choose their labor-
market policies in a (self-interested) Ramsey-optimal fashion,4 the welfare gains of such sta-
bilization policy are of the same or larger magnitude as the gains from from federal RI al-
lowing from member-state’s behavioral responses.5 Introducing a federal RI scheme over
and above the member states’ use of such counter-cyclical stabilization policy, the additional
gains are minute. Vice versa, a federal RI scheme designed under the assumption that mem-
ber states do not engage in stabilization policy reduces welfare if they do. There are two rea-
sons. Countercyclical labor-market policies, in our setting, notably reduce the size and cost
of fluctuations. Once countercyclical labor-market policies are in place, then, there is less to
gain from federal RI to start with. Instead, federal RI crowds out member states’ stabilization
and facilitates free-riding on the transition path.

In sum, we analyze simple optimized federal RI schemes. The schemes condition payouts
on a few indicators only, and do not directly condition on policy choices past and present or
on shocks. Our aim is to spell out important trade-offs in the design of implementable federal

4That is, member states choose optimal state-contingent Pigouvian taxes and labor-market instruments
5The model economy features wage rigidity, following Shimer 2004 This renders employment excessively respon-
sive to cyclical shocks, giving rise to a welfare-improving role of domestic labor-market stabilization policies; Jung
and Kuester 2015.
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RI schemes. For this, we go through different perspectives on what the horizon is over which
policymakers optimize and what the policy options are for member states. We have little
insight into which of these scenarios is the most applicable in practice. Regardless of the
reader’s priors, we hope to provide valuable information, though.

Next, we put the paper into the context of the literature. Section 2.2 spells out the model
and the member states’ and federal government’s problems. Section 2.3 provides analytical
insights. Section 2.4 provides the calibration and discusses our numerical implementation.
Section 2.5 derives the quantitative results discussed above. A final section concludes.

Related literature
To the best of our knowledge, ours is the first paper that studies the design of implementable
federal unemployment reinsurance schemes in a quantitative business-cycle model, allowing
for optimal labor-market policies by member states. The following aims to make clear what
we do (and what we do not do).

We introduce a federal unemployment-based transfer scheme in a union of member
states that have authority over local labor-market policies. The need for local policies arises
from local frictions: idiosyncratic unemployment risk combined with moral hazard by house-
holds gives rise to imperfect unemployment insurance and wage rigidities amplify cyclical
responses. Considerations for labor-market policies for single countries are discussed, for
example, in Landais et al. 2018, Mitman and Rabinovich 2015, and Jung and Kuester 2015.
Birinci and See 2019 focus on economies with self-insurance by households, from which we
abstract. Jung and Kuester 2015 have assessed the optimal labor-market policy mix over the
business cycle (and in steady state) for a single country. The current paper adds to this a con-
sideration of federal RI amid behavioral responses by member states. By way of reference,
empirical considerations for cyclical labor market policies are discussed in Chodorow-Reich
et al. 2018 and Hagedorn et al. 2013 (for benefits) and Cahuc et al. 2018 (for hiring subsidies).
The latter find that, if well-targeted, such subsidies are an effective countercyclical stabiliza-
tion policy amid rigid wages.

The current paper’s insights link to an extensive literature on fiscal federalism, see Alesina
and Wacziarg 1999 or Oates 1999 for references. A central reference for us are Persson and
Tabellini 1996 who ask if fiscal risk sharing can induce local governments to under–invest
in programs that alleviate local risk. They have a static setting with two countries and two
states per country. One way to think about our paper is as an extension of the literature to
a dynamic environment. Dynamics allow to calibrate the potential gains from risk-sharing,
and to separate considerations for the short and the long run.

The current paper abstracts from nominal rigidities. In Farhi and Werning (2017), in-
stead, for given policies at the member-state level, these rigidities give rise to aggregate-
demand externalities and scope for federal fiscal transfers. The current paper, instead, fo-
cuses on how the member states’ behavioral response shapes the scope for federal transfers.
For this, we takes labor-market rigidities as the central element that amplifies the welfare
costs of business cycles. Needless to say that also with nominal rigidities, one could ask which
fiscal mix helps overcome these, for example, Farhi et al. 2013.

In terms of solution techniques, we employ fourth-perturbation so as to account for the
possible non-linearity of the federal RI scheme. We extend the moment formulae in An-
dreasen et al. 2018 to that order and then follow Levintal 2017. While we have not done so,

48



the solution techniques should allow extensions to more complex environments. Nominal
rigidities are one case in point. Another would be accommodating precautionary motives of
households as in Ravn and Sterk, forthcoming.

We look at deliberately simple federal transfer mechanisms triggered by unemployment.
Our motivation is that more information (such as policy choices) may either not be observ-
able, or not contractible. The setting allows us to handle cyclical economies with endoge-
nous unemployment fluctuations. Another advantage is that we can allow for a wide-range
of policy choices for the member states. Necessarily, there are downsides as well. Namely,
in contrast to the endogenous incomplete-markets literature, such as Atkeson 1991 and Phe-
lan and Townsend 1991, we take a strong form of international market incompleteness as
given. And we assume commitment to the federal RI scheme. Interestingly, even under com-
mitment, once accounting for the transition phase, the optimal federal RI scheme inherits a
property from the endogenous market-incompleteness literature (for example, Krueger and
Uhlig, 2006): pre-financing the scheme during the transition phase.

On the empirical side, Furceri and Zdzienicka 2015 find that the European Monetary
Union to date has limited mechanisms for risk sharing. We analyze if and when federal un-
employment reinsurance is a potential means of overcoming this. Interestingly, the amounts
of risk-sharing that emerge from our theory-based exercise are roughly in line with estimates
of fiscal risk sharing for the US. Feyrer and Sacerdote 2013, and earlier Asdrubali et al. 1996,
estimate that between 13 and 25 cents of every dollar of a state-level income shock is offset
by federal fiscal policy.

Our work considers transitory ex-post heterogeneity, but abstracts from ex-ante hetero-
geneity. So do Cooper and Kempf 2004. They show in a two-period setting that a scheme that
involves federal unemployment-based transfers can help overturn the Mundellian (1961) ar-
gument that monetary unions are a straight-jacket. They take unemployment in each mem-
ber state as exogenous to member-state’s policy choices. Ábrahám et al. 2017, instead, put
great effort into measuring labor-market flow rates across the different euro-area members.
They, then, build a heterogeneous-agent macro model to study the optimal level of federal
unemployment benefits, taking the heterogeneity across member states as given. The au-
thors find that a harmonized unemployment insurance scheme is Pareto-improving relative
to the status quo. In our setting, member states choose an optimal local unemployment in-
surance system already in autarky. We, then, ask what the benefits of a federal RI scheme
are on top of this. Moyen et al. 2016 consider a heterogeneous monetary union of two coun-
tries. A federal planner can mandate the cyclical level of benefits in each member state and
the member state cannot adjust other labor-market policies. They find considerable scope
for such an unemployment insurance scheme in smoothing the business cycle. The same
is true for Enders and Vespermann 2019 who analyze the stabilizing effect of federal unem-
ployment insurance in a New Keynesian two-country DSGE model, and for Dolls et al. (2018)
who do micro simulations for the previous euro-area recession. Also in a two-country DSGE
model, Evers 2015 assesses the risk-sharing and welfare properties of several exogenously-
given fiscal risk-sharing schemes. House et al. 2018 study the role of labor migration as a
shock absorber in a monetary union, for constant labor-market instruments. Relative to all
these paper, we focus on the optimal scope of federal unemployment-based transfers when
member state retain and use authority over local policies.
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2.2. The model

There is a federal union that consists of a unit mass of atomistic, ex-ante identical mem-
ber states that are subject to member-state specific shocks. Member states are marked by
subscript i . Member states control their own UI benefit system, layoff taxes, hiring subsidies,
and production taxes leveled on domestic firms, adhering to a balanced-budget requirement.
There is no international borrowing and lending, nor is there self-insurance by households. A
federal UI scheme makes unemployment-dependent transfers to the member-state govern-
ment.6 Time is discrete and runs from t = 0 to infinity.

2.2.1. The member-state economy. There are three types of agents in each member
state: a unit mass of infinitely-lived workers, an infinite mass of potential one-worker firms
that produce a homogenous final good, and the member-state government.

2.2.1.1. Workers. A worker’s lifetime utility is given by

(2.1) E0

{ ∞∑
j=0

βt [u(ct )+h · I (not workingt )− ι · I (searcht )]

}
.

E0 denotes the expectation operator. β ∈ (0,1) is the time-discount factor. The worker draws
utility from consumption, ct . Felicity function u(c) : R → R is twice continuously differen-
tiable, strictly increasing and concave. I is the indicator function. If not employed, the worker
enjoys an additive utility of leisure h. Search for a job is a 0-1 decision. Workers are differen-
tiated by a utility cost of search, ι, incurred only if the worker searchers for a new job. Both
across workers and time ι ∼ Fι(0,σ2

ι ) is i i d , where Fι(·, ·) marks the logistic distribution with

mean 0 and variance σ2
ι =πψ2

ι

3 , with ψι > 0 and π being the mathematical constant.
Workers own all firms in their member state in equal proportion. Ownership of firms is

not traded. Workers cannot self-insure against income fluctuations through saving or bor-
rowing. Letting Πi

t mark the dividends that the member state’s firms pay and w i
t the wage

that an employed worker earns, consumption of the worker is given by

(2.2)
c i

u,t := bi
t +Πi

t if unemployed at the beginning of t ,
c i

e,t := w i
t +Πi

t if employed at the beginning of t .

If the worker enters the period unemployed, the worker receives an amount bi
t of unemploy-

ment benefits. The assumption is that the member-state’s government cannot observe the
search effort of workers. The government, by assumption, conditions payment only on the
worker’s current employment status. A worker who enters the period employed receives wage
income or, if separated, a severance payment equal to the period’s wage.

Value of an employed worker
Let ξi

t be the separation rate of existing matches. Before separations occur, the value of an
employed worker is

(2.3) V i
e,t = u(c i

e,t )+ [1−ξi
t ]βEt V i

e,t+1 +ξi
t [V i

u,t −u(c i
u,t )].

6At the level of the member state, the model and exposition build extensively on Jung and Kuester 2015.
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The worker consumes c i
e,t . With probability 1−ξi

t the match does not separate and continues

into t + 1. With probability ξi
t , instead, the match separates. The worker can immediately

start searching for new employment. The only difference of its value to the value of a worker,
who was unemployed to start with, therefore, is that the separated worker receives the sev-
erance payment while the unemployed worker receives unemployment benefits (and, thus,
lower consumption). V i

u,t is the value of a worker who starts the period unemployed.

Value of an unemployed worker and search
An unemployed worker needs to actively search in order to find a job. All workers whose
disutility of search falls below a cutoff value ιs,i

t do so.7 At the cutoff, the utility costs of search
just balances with the expected gain from search:

(2.4) ιs,i
t = f i

t βEt

[
∆i

t+1

]
.

Here ∆i
t = V i

e,t −V i
u,t marks the gain from employment and f i

t marks the job-finding rate.
For tractability, the paper assumes that Fι(0,σ2

ι ) is the logistic distribution with mean 0 and

variance σ2
ι :=πψ2

s
3 , where a lower-case π refers to the mathematical constant and parameter

ψs > 0. Using the properties of the logistic distribution, the share of unemployed workers
who search is given by

(2.5) si
t = Pr ob(ι≤ ιs,i

t ) = 1/[1+exp{−ιs,i
t /ψs}].

With this, the value of an unemployed worker at the beginning of the period, before the
search preference shock has realized, is given by

(2.6)

V i
u,t = u(c i

u,t )+h

+∫ ιs,i
t−∞ dFι(ι)+ si

t

[
f i

t βEt V i
e,t+1 + [1− f i

t ]βEt V i
u,t+1

]
+(1− si

t )βEt V i
u,t+1.

In the current period, the worker consumes c i
u,t and enjoys utility of leisure h (first row). If

the worker decides to search (second row), the utility cost is ι. The term with the integral
is the expected utility cost of search. With probability f i

t the searching worker will find a
job. In that case, the worker’s value at the beginning of the next period will be V i

e,t+1. With

probability (1− f i
t ) the worker remains unemployed in the next period. If the worker does not

search (third row), the worker remains unemployed.
2.2.1.2. Firms. Profits in the firm sector accrue to the workers, all of whom hold an equal

amount of shares in the domestic firms. The decisions made by firms are dynamic and in-
volve discounting future profits. We assume that firms discount the future using discount

factor Q i
t ,t+s , where Q i

t ,t+s :=βλi
t+s

λi
t

, with λi
t being the weighted marginal utility of the workers

(the firms’ owners):

(2.7) λi
t :=

[
e i

t

u′(c i
e,t )

+ ui
t

u′(c i
u,t )

]−1

.

7The s in ιs,i
t stands for the search cutoff.
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This reflects that mass e i
t of workers are employed at the beginning of the period and mass

ui
t := 1−e i

t are unemployed.
Firms need a worker to produce output. A firm that enters the period matched to a worker

can either produce or separate from the worker. Production entails a firm-specific resource
cost, ε j . This fixed cost is independently and identically distributed across firms and time
with distribution function Fε(µε,σ2

ε). Fε(·, ·) is the logistic distribution with mean µε and vari-

ance σ2
ε = π

ψ2
ε

3 , with ψε > 0. The firm separates from the worker (first line) whenever the

idiosyncratic cost shock, ε j , is larger than a state-dependent threshold ε
ξ,i
t . Using the prop-

erties of the logistic distribution, conditional on the threshold, the separation rate can be
expressed as

(2.8) ξi
t = Pr ob(ε j ≥ εξ,i

t ) = 1/[1+exp{(εξ,i
t −µε)/ψε}].

Ex ante, namely, before the idiosyncratic cost shock ε j is realized, the value of a firm that
has a worker is given by

(2.9)
J i

t = −ξi
t

[
τi
ξ,t +w i

t

]
−∫ εξ,i

t−∞ ε j dFε(ε j )+ (1−ξi
t )

[
exp{ai

t }−w i
t −τi

J ,t +EtQ i
t ,t+1 J i

t+1

]
.

Upon separation, the firm is mandated to pay layoff tax τi
ξ,t to the government and a sever-

ance payment of a period’s wage w i
t to the worker. Instead, if ε j does not exceed the thresh-

old, the firm will not separate, the firm will pay the resource cost, and the match will produce
(second line). ai

t is a member-state specific labor-productivity shock. This is the source of
ex-post heterogeneity of member states. The firm produces exp{ai

t } units of the good and
pays the wage w i

t to the worker. In addition, the firm pays a production tax τi
J ,t . A match that

produces this period continues into the next.
The labor-productivity shock, ai

t , evolves according to

ai
t = ρa ai

t−1 +εi
a,t , ρa ∈ [0,1), εi

a,t ∼ N (0,σ2
a).

An employment-services firm that does not have a worker can post a vacancy. If the firm
finds a worker, the worker can start producing from the next period onward. Accounting
for subsidies by the member state, the cost to the firm of posting a vacancy is κv (1− τi

v,t ).

κv > 0 marks a resource cost, and τi
v,t the government’s subsidy for hiring. In equilibrium,

employment-services firms post vacancies until the after-tax cost of posting a vacancy equals
the prospective gains from hiring:

(2.10) κv (1−τi
v,t ) = q i

t Et

[
Q i

t ,t+1 J i
t+1

]
,

where q i
t is the probability of filling a vacancy.

Let v i
t be the mass of vacancies posted. Matches mi

t evolve according a constant-returns
matching function:

(2.11) mi
t =χ ·

[
v i

t

]γ ·[[ξi
t e i

t +1−e i
t ]si

t

]1−γ
, γ ∈ (0,1).

Here, χ > 0 is match efficiency. The mass of workers who potentially search is ξi
t e i

t +1− e i
t ,

with ξi
t e i

t being workers separated at the beginning of the period. si
t is the share of those who
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do actually search. With this, employment evolves according to

(2.12) e i
t+1 = [1−ξi

t ] ·e i
t +mi

t .

Total production of output is given by

(2.13) y i
t = e i

t (1−ξi
t )exp{ai

t },

where e i
t (1−ξi

t ) is the mass of existing matches that are not separated in t .
For subsequent use, define labor-market tightness as θi

t := v i
t /([ξi

t e i
t +1− e i

t ]si
t ), the job-

finding rate as f i
t := mi

t /([ξi
t e i

t + 1− e i
t ]si

t ) = χ[θi ]γ, and the job-filling rate as q i
t := mi

t /v i
t =

χ[θi ]γ−1 = f i
t /θi

t . Also, define unemployment as ui
t := 1−e i

t .

Dividends
Dividends in each member state arise from the profits generated by the member state’s firms,
namely,

(2.14)
Πi

t = −e i
t

[∫ εξ,i
t−∞ εdFε(ε)

]
+e i

t (1−ξi
t )

[
exp{ai

t }−w i
t −τi

J ,t

]
−e i

tξ
i
t

[
w i

t +τi
ξ,t

]
− [κv −τi

v,t ]v i
t .

2.2.1.3. Bargaining between firm and worker. At the beginning of the period, matched
workers and firms observe the aggregate shock, ai

t . Conditional on this, and prior to observ-
ing match-specific cost shock ε j , firms and workers bargain over the wage and the severance
payment as well as over a state-contingent plan for separation. Anticipating that the firm
will insure the risk-averse worker against the idiosyncratic risk associated with ε j so that the
wage, wt , is independent of the realization of ε j and that the severance payment equals the
wage, firm and worker solve

(2.15) (w i
t ,εξt ) = argmaxw i

t ,εξ,i
t

(∆i
t )1−ηt (J i

t )ηt ,

where ηt measures the bargaining power of the firm. We shall assume that ηt is linked to
productivity as ηi

t = η ·exp{γw ·ai
t }, with γ≥ 0. If γw > 0, the bargaining power of firms is low

in recessions and high in booms.
The first-order condition for the wage is as follows

(2.16) (1−ηi
t )J i

t = ηi
t
∆i

t

u′(c i
e,t )

.

It states that after adjusting for the bargaining weights, the value of the firm equals the surplus
of the worker from working expressed in units of consumption when employed.

The first-order condition for the separation cutoff yields

ε
ξ,i
t =

[
exp{ai

t }−τi
J ,t +τi

ξ,t +EtQ i
t ,t+1 J i

t+1

]
+
βEt∆

i
u,t+1 +ψs log(1− si

t )−h

u′(c i
e,t )

.(2.17)

2.2.1.4. Federal RI scheme and market clearing. As for the federal unemployment rein-

surance scheme, let BF

(
ui

t ;ui ,av g
t

)
mark transfers of final goods from the federal level to

the governments of member states. These transfers condition on the member state’s cur-
rent unemployment, ui

t . They may also condition on a moving index of past unemployment,
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ui ,av g
t := δui ,av g

t−1 + (1−δ)ui
t−1,with δ ∈ (0,1). All member states are subject to the same struc-

ture of the federal RI scheme. Let τF mark a flat, time-independent contribution toward the
federal RI scheme, paid by each member state.

Anticipating that member-state governments do not have access to international bor-
rowing or lending (see Section 2.2.2.2), goods market clearing in each member state requires
that in each of them

(2.18) y i
t +BF

(
ui

t ;ui ,av g
t

)
−τF = e i

t c i
e,t +ui

t c i
u,t +e i

t

∫ ε
ξ,i
t

−∞
εdFε(ε)+κv v i

t .

The left-hand side has goods produced in the member state plus the net transfers received
under the federal RI scheme. In equilibrium, goods are used for either consumption (the first
two terms on the right-hand side), for production costs, or for vacancy-posting costs. Once
markets clear in all the member states, they also clear for the union as a whole.

2.2.2. Government sector. There are two levels of government, the federal level and the
local (member-state) level. At the beginning of period t = 0, before idiosyncratic shocks to
member states have materialized, the federal government can set up a federal unemploy-
ment reinsurance (“RI”) scheme, knowing the initial distribution of member states in the
state space, and anticipating the response by member states and households. Period t = 0 is
the first period in which the scheme will make payouts and collect contributions. The fed-
eral government is a first mover. Member-state governments, when choosing labor-market
policies, take the federal RI scheme as given. The federal RI scheme is implemented in a per-
manent manner and under full commitment. This choice of timing seems a reasonable first
pass for many countries; even more so for the European Monetary Union/European Union,
we believe, where changes to binding agreements often require unanimity. We describe each
government level in turn.

2.2.2.1. The federal government’s problem. Let µt mark the distribution of member states
across the possible states of the economy, in period t . Let µ̃t be the induced distribution over

the payout-relevant characteristics (ui
t ,ui ,av g

t ). Note that, once conditioning on the initial
distribution of member states at the beginning of time, by the law of large numbers, both µt

and µ̃t , t = 0,1, ..., are measurable at the beginning of period t = 0.8

The federal government has access to international borrowing and lending at a fixed gross
interest rate 1+ r = 1/β. The federal RI scheme has to be self-financing in the sense that
payouts or any debt be financed completely by the federal RI taxes. Assuming that there is no
initial debt, this is the case if

(2.19)
∞∑

t=0
(1+ r )−t

∫ (
BF (ut ;uav g

t )−τF
)

d µ̃t = 0.

Here, the integral is over the distribution of (ui
t ,ui ,av g

t ) in all member states in the respective
period t .

Weighting all households in a member state equally, using (2.1) and the logistic distribu-
tion, after shocks have realized in period t a member state’s utilitarian welfare function can

8The position of each member state i in the distribution is random. Since all risk is idiosyncratic, though, and
member states are given equal weight in the federal planner’s welfare function, it does not matter which member
state is in what position of the distribution.
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be written as (see Jung and Kuester 2015 for a derivation)

(2.20) W i
t := Et

∞∑
k=t

βk
[

e i
ku(c i

e,k )+ui
ku(c i

u,k )+ (e i
kξ

i
k +ui

k )(Ψs(si
k )+h)

]
.

The first term is the consumption-related utility of employed workers. The second term is
the consumption-related utility of unemployed workers. The third term refers to the value of
leisure and the utility costs of search.9

The federal government’s problem is to
(2.21)

maxBF (·;·),τF

∫
W0 dµ0

s.t. member states’ policy response (see Section 2.2.2.2)
induced law of motion of member states’ economies (earlier sections)
financing constraint (2.19),

where the maximization over BF (·; ·) indicates that the federal government chooses the shape
of the payout function of the federal RI scheme. Throughout, we assume that BF (·; ·) will be
continuously differentiable. In choosing the payout function, the federal planner anticipates
the response to the scheme of both the member member states’ governments and of the
constituents of each member state. Last, the federal RI scheme is restricted to break even.

2.2.2.2. The member-state government’s problem. The member-state government does
not have access to international financial markets, nor does it issue debt to local residents.
The member-state government faces the budget constraint

(2.22) e i
t (1−ξi

t )τi
J ,t +e i

tξ
i
t τ

i
ξ,t +BF

(
ui

t ;ui ,av g
t

)
= ui

t bi
t +κvτ

i
v,t v i

t +τF .

The left-hand side shows the revenue from the production and layoff taxes, and the transfers
received under the federal RI scheme. The right-hand side has unemployment benefits and
vacancy subsidies paid by the member state, as well as the federal RI contribution.

We model the member-state government as a utilitarian Ramsey planner, that acts in the
interest of its own constituency. It chooses unemployment benefits, Pigouvian layoff taxes,
and hiring subsidies (or a subset of the three thereof), next to taxes on production. The ex-
position below assumes that the member state chooses all labor-market policy instruments.
The member-state’s problem is analogous when the member state only has access to some of
the instruments, a case that we explore in the numerical analysis in Section 2.5.

The member state sets policies in period 0, before shocks have realized, but after the
federal level has announced the shape of its federal RI scheme. We look at two different
scenarios. Either, the member state chooses fixed levels of policies once and for all, or the

9Here Ψs (si
k ) :=−ψs

[
(1− si

k ) log(1− si
k )+ si

k log(si
k )

]
. Ψξ(ξi

k ), which is used further below, is defined in an anal-
ogous manner.
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member state chooses state-contingent policies. In the former case, the member-state gov-
ernment’s problem is to choose state-and-time-independent labor-market policies, with pro-
duction taxes balancing the budget
(2.23)

max
{τi

v ,τi
ξ
,bi ,τi

J ,t }

∫
W0 dµ0

s.t. a given federal RI scheme BF ,τF

the induced law of motion of the member state’s economy (earlier sections)
the member-state government’s budget constraint (2.22),

where W0 is given by (2.20). Being atomistic, the member-state planner takes the federal RI
scheme as given. Also, there is no strategic interaction with other member states’ govern-
ments. Each member state’s government does anticipate, however, how its choice of labor-
market instruments affects the local economy. We model a one-time choice of labor-market
instruments, with commitment to these values afterward.

An alternative scenario for the member-state government, that we also look at, is that the
member state chooses state-contingent labor-market policies.
(2.24)

max
{τi

v,t ,τi
ξ,t ,bi

t ,τi
J ,t }

∫
W0 dµ0

s.t. a given federal RI scheme BF ,τF

the induced law of motion of the member state’s economy (earlier sections)
the member-state government’s budget constraint (2.22).

The main difference between the problems in (2.23) and (2.24) is that in the latter all instru-
ments are chosen in a state-contingent way. That is the value of instruments changes with
the state of the economy. What remains fixed over time and states of nature, however, is the
shape of the federal UI scheme, which the federal government sets in at the beginning of
period t = 0. In evaluating welfare in this scenario, we restrict ourselves to optimal Ramsey
policies from a time-less perspective.

2.2.3. GDP. We view the resources spent retaining the match as intermediate goods,
such that the definition of GDP is

(2.25) g d p i
t = y i

t −e i
t

∫ ε
ξ,i
t

−∞
εdFε(ε).

Market clearing expressed in units of GDP then is

(2.26) g d p i
t +BF

(
ui

t ; zi
t

)
−τF = e i

t c i
e,t +ui

t c i
u,t +κv v i

t .

2.3. Analytical insights

A federal unemployment reinsurance scheme may affect the member states’ labor-market
policy mix, in the long run, during the transition phase after its introduction, and over the
business cycle. This section seeks to derive intuition for the numerical results that follow
later. For simplicity, in this section, we focus on the case that the member-state Ramsey plan-
ner can choose the entire labor-market policy mix (local UI benefits, layoff taxes, and hiring
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subsidies) in a state-contingent way. We focus on the case in which payouts only condition

on current unemployment, BF (ui
t ;ui ,av g

t ) = BF (ui
t ). We start with results for the steady state

and, thereafter, discuss considerations for the business cycle.

2.3.1. Intuition for the steady state. The steady state is symmetric, so steady-state val-
ues neither carry a super-script for the country nor a time index. B′

F (u) below marks the
marginal increase in transfers payed by the federal level, evaluated at steady-state unemploy-
ment.

PROPOSITION 1. Consider the economy described in Section 2.2. Let Ω := η
γ

1−γ
1−η be the Ho-

sios measure of search externalities and ζ = ψs

f (1−s)
1−e

[ξe+(1−e)]
u′(cu )−u′(ce )
u′(cu )u′(ce ) be a measure of tension

between moral hazard and insurance of the unemployed in each member state. Suppose there

is a given federal RI scheme that is characterized by BF (ui
t ) and τF . Let B′

F (ui
t ) mark the first de-

rivative of the federal transfer function. Focus on the steady state. The following labor-market

policies and taxes implement the allocation that the member-state planner chooses

τv = [1−Ω]+ η

1−η
ζ

κv
θ
f

,(2.27)

τξ = τJ +τvκv
θ

f
+ζ(1− s f )−B′

F (u),(2.28)

b = (1−β)

β
τvκv

θ

f
e +ζe

[1−β(1− s f )(1−ξ)]

β

+ [BF (u)−τF ] + eB′
F (u),(2.29)

τJ = 1−e

e
[b −ζs f ] − BF (u)−τF

e
,(2.30)

PROOF. The proof is an extension of the results in Jung and Kuester 2015 to the case of

federal unemployment reinsurance, and presented in the online appendix to the current pa-

per. �

Two elements of the federal RI scheme figure prominently. First, the steady-state net
transfers per period, BF (u)−τF . Second, the generosity of the federal RI scheme at the mar-
gin, B′

F (u). All else equal, the higher the net transfers, the more fiscal space there is for the
member state and the higher will be the unemployment benefits b and the lower taxes on
firms τJ . In turn, the more generous federal RI is at the margin, the more generous a replace-
ment rate will the member state set, see equation (2.29), and the less stringent will be the
layoff restrictions, (2.36). The proposition, therefore, highlights that the federal RI scheme
affects not only member-state’s choice of unemployment benefits (b), but the wider labor-
market policy mix that the member state considers optimal. Indeed, the numerical results
later in the paper highlight precisely this. There, one finding is that a federal RI scheme will
improve welfare the most if it restricts (or harmonizes) a wider range of policies (and not
only unemployment benefits). Alternatively, the federal RI scheme will need an element of
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accountability. When we consider federal RI schemes that index payouts to the average un-
employment level later, we do so precisely to take care of the long-run incentives to free-ride
that arise at the margin.

Other effects can be seen most clearly under somewhat less general conditions:

COROLLARY 2. Consider the same conditions as in Proposition 1. Define the average du-

ration of an unemployment spell as D ≡ 1
s f , and the average time of receipt of unemployment

benefits as D2 ≡ D −1.10 Define the elasticity of the latter with respect to unemployment bene-

fits as εD2,b = D
D2

f (1−s)
ψs

. Assume β→ 1, that utility is logarithmic, u(c) = log(c), and the Hosios

condition (Ω= 1) holds. Then the following characterize the policies that implement the allo-

cation that the member-state planner chooses

b

w
= 1

1+DεD2,b
+ DεD2,b

1+DεD2,b

[
BF (u)−τF

w
+ e

B′
F (u)

w

]
,(2.31)

τξ

w
=

D
1−η −1

1+DεD2,b
−

(DεD2,b + D
1−η )

1+DεD2,b

[
BF (u)−τF

w
+ e

B′
F (u)

w

]
,(2.32)

κv
θ

f

τv

w
= η

1−η
D

1+DεD2,b
− η

1−η
D

1+DεD2,b

[
BF (u)−τF

w
+ e

B′
F (u)

w

]
,(2.33)

τJ

w
= −

[
BF (u)−τF

w
− u

B′
F (u)

w

]
.(2.34)

︸ ︷︷ ︸
autarky

︸ ︷︷ ︸
federal RI

PROOF. The proof is a special case of Proposition 1. It is presented in the online appendix

to the paper. �

In each of the rows, the terms labeled “autarky” are those that would appear absent a fed-
eral RI scheme, while “federal RI” marks the terms introduced by the scheme. We go through
each of the instruments in turn. In the absence of a federal RI scheme, the steady-state re-
placement rate b

w is given by a version of the closed-economy Baily-Chetty formula (Baily
1978 and Chetty 2006). This aligns the private gains to a worker of an increase in benefits
with the social costs. See equation (2.31). Layoff taxes make domestic firms internalize the
domestic fiscal costs of layoffs, namely, the payment of RI benefits over a typical unemploy-
ment spell and the additional cost of hiring subsidies, see equation (2.32). The latter, in turn
make firms and workers internalize the search externality, equation (2.33). Absent a federal
RI scheme, production taxes being zero, equation (2.34). For a detailed discussion of the case
without federal RI, see Jung and Kuester 2015.

The novel results here, instead, concern how the federal RI scheme influences the policy
instruments, the second terms. The terms in square brackets show how the federal RI scheme

10These differ because the first period of joblessness is covered by severance payments.
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affects the choice of labor-market instruments in the long run. Once again, there are two ef-
fects, one pertaining to the average cost of financing, BF (u)−τF . And one pertaining to the
incentive effects for member states at the margin, B′

F (u). Let us turn to the former first. The
federal RI schemes have to be self-financing in net present value terms, compare (2.19). This
means that net transfers per period in the long run, BF (u)−τF need not necessarily be equal
to zero. To the extent that net transfers at the steady state are positive, member states will
cut production taxes. This will make hiring more attractive for firms, necessitating fewer hir-
ing subsidies, lower lay-off taxes, and allowing for somewhat more generous unemployment
benefits; equations (2.34) to (2.31), in that order.

As discussed earlier, though, the federal RI scheme not only has direct pecuniary effects.
Rather, it also works to affect member states’ optimal labor-market policies at the margin.
These are the terms B′

F (u) in the above. For the sake of exposition, and somewhat realisti-
cally, suppose B′

F (u) > 0, so higher unemployment in the member state means higher federal
RI transfers. All else equal, the steady-state replacement rate rises linearly in the marginal
payout. This is the more so, the more elastic search is with respect to benefits (the larger
εD2,b) and the larger the pool of employed workers is that – through higher benefits – could
be moved into a federally-cushioned unemployment spell, see equation (2.31). If the federal
scheme pays at the margin, not only will this affect the member states’ choice of unemploy-
ment benefits, but also will the member state tend to opt for lower layoff taxes, (2.32), and
expend less on hiring subsidies (2.33). The production tax, τJ , will be somewhat higher, re-
flecting that after adjusting the other instruments, the state still has funding needs. Taken
together, the corollary suggests that federal RI benefits may induce member states to im-
plement less employment-friendly policies. Indeed, numerically, we find in Section 2.5 that
absent indexation to past unemployment, and when accounting for incentives to free-ride by
the member state, the optimal federal RI scheme does not feature any payouts at or near the
steady state. The first-order effect laid out here explains why.

It is intriguing to observe that federal RI matters even if it does not induce the member
state to adjust the generosity of its local unemployment benefits. To see this in Proposition
2, suppose, for example, that unemployed workers’ search intensity for a new job does not
depend on their outside option. In other words, suppose that the micro-elasticity of search
εD2,b = 0. In this case, there would be no moral hazard on the part of the unemployed in the
member state. Member states would grant full consumption insurance, setting b/w = 1. This
is so irrespective of the design of the federal RI system. Still, federal RI benefits will affect
the rest of the labor-market policy mix. The reason is that the federal RI scheme changes
the marginal costs for the member state of having a worker unemployed. The member-state
government, therefore, reduces the hiring subsidy. In addition, it reduces the layoff tax. With
the unemployed perfectly insured throughout, this comes at a fiscal cost even after the fed-
eral transfers received. The total effect of the measures, thus, has budgetary costs, and the
member state raises the tax on firms. This explains why our numerical results in Section 2.5
suggest that constraining unemployment benefits alone may not be sufficient to render gen-
erous federal RI optimal.

Last, the corollary is suggestive of ways to contain the impact of federal RI on steady-state
unemployment. Namely, what distorts instruments at the margin is B′

F (u) > 0. Suppose,
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instead, that transfers were indexed to long-run unemployment, BF (ut ,uav g
t ). In the long-

run uav g = u. So d
du BF (u,uav g ) = ∂

∂u BF (u,uav g )+ ∂
∂uav g BF (u,uav g ), where the scheme could

be designed such that the two terms on the right-hand side cancel.

2.3.2. Business cycle and transition. Another contribution of the current paper is that
we spell out the effect that federal RI could have on the member state’s own business-cycle
stabilization policies. Still for a given federal RI scheme, the following proposition summa-
rizes the tax and benefit rules that emerge as optimal for the member state, over the business
cycle and during the transition. We continue to focus on a federal RI scheme without indexa-
tion to long-run unemployment. All the variables mentioned below refer to the member-state
level. Nevertheless, we drop superscript i for the sake of readability. For the same reason, the
exposition here focuses on log utility u(ct ) = log(ct ).

PROPOSITION 3. Consider the member-state economy described in Section 2.2. Suppose

there is a given federal RI scheme characterized by BF (ut ) and τF . Let B′
F (ut ) be the first deriva-

tive of federal RI transfers in unemployment. In addition, assume that the bargaining power ηt

is measurable t −1. Define the effective replacement rate as b̃t := cu,t /ce,t . DefineΩt := ηt

γ
1−γ
1−ηt

.

Furthermore, suppose that the government implements the following policies for all periods

t ≥ 0:

b̃t+1Et

[
β
λt+1

λt

ce,t+1

et+1

]
= τv,tκv

θt

ft
+ζt −Et

[
β
λt+1

λt
ζt+1(1− st+1 ft+1)(1−ξt+1)

]
−Et

[
β
λt+1

λt
τv,t+1κv

θt+1

ft+1

et+2

et+1

]
+Et

[
β
λt+1

λt

Πt+1

et+1

]
(2.35)

+Et

[
β
λt+1

λt

[
BF (ut+1)−τF

et+1
+B′

F (ut+1)

]]
,

τξ,t = τJ ,t −B′
F (ut )+τv,tκv

θt

ft
+ζt (1− st ft ),(2.36)

τv,t =
[

1− Ωt+1

1+ςt

]
+ ηt+1

1−ηt+1

ζt

(1+ςt )κv
θt
ft

,(2.37)

τJ ,t = 1−et

et

[
b̃t ce,t −Πt −BF (ut )+τF

]+κvτv,tθt

[
1−et

et
st −ξt

1− st ft

ft

]
−ζtξt (1− st ft )(2.38)

where the two wedges are given by

(2.39) ςt = et (1−ξt )

[ξt et + (1−et )] ft st

[
1− b̃t+1(1−et+1)+et+1

b̃t (1−et )+et

]
.
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ζt := ψs

ft (1− st )

1

λt

1−et

ξt et + (1−et )

1− b̃t

b̃t (1−et )+et
(2.40)

+ ψs

ft (1− st )

1

st ft [ξt et + (1−et )]

1

λt
et+1

[
1

b̃t+1(1−et+1)+et+1
− 1

b̃t (1−et )+et

]
.

Note that both wedges are measurable in t . Then the following is true:

(1) These tax rules are consistent with the member-state government’s budget constraint.

(2) The equilibrium allocations in the decentralized economy of the member state with

federal transfers satisfy the first-order conditions in the member-states’ Ramsey plan-

ner problem (2.24), and vice versa.

PROOF. The proof is an extension of the results in Jung and Kuester 2015 and presented

in the online appendix to the current paper. �

ζt is a measure of the tension between moral hazard and insurance of the unemployed
in each member state. ςt measures the wedge between the member-state planner’s marginal
utility of wealth and the employed workers’ marginal utility. This term is zero in the steady
state. Unemployment is a state variable that with the business cycle, and gradually over the
transition. To the extent that the federal RI scheme both loads on unemployment and affects
unemployment, Proposition 3, thus, highlights that the federal RI scheme affects the entire
policy mix over the business cycle and the transition. Our numerical analysis seeks to evalu-
ate to what extent each of these dimensions matters quantitatively over and above the effects
that federal RI has in the long run.

As a step toward quantitative assessment, the next section presents the calibration. Sec-
tion 2.5 presents the quantitative results.

2.4. Calibration and computation

This section calibrates the model to a stylized European Monetary Union (“EMU” hence-
forth). We wish to be clear: As of the time of writing, there is notable heterogeneity across
EMU. Rather than taking a stand on the extent to which this heterogeneity is exogenous or
due to policy choices, we deliberately abstract from ex-ante heterogeneity altogether. Rather,
we wish to ask under which circumstances a federal RI scheme would be expected to provide
notable welfare gains in a union of ex-ante identical generic member states, and what shape
such a federal RI scheme should have in the presence of moral hazard by member states.

2.4.1. Calibration. We assume log utilityu(c) = logc. One period in the model is a month.
Our aim is to parametrize the model so as to replicate first and second moments of the data
for a generic member state of EMU (with the 19 member states as of 2019Q4). The sample pe-
riod is 1995Q1 to 2019Q4. This includes both tranquil periods and the deep recessions during
and after the financial and debt crises.
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As regards authority over policies, we target the status quo. There is no federal RI. Next
to this, our understanding is that, today, in most member states the labor-market policy mix
is kept constant over the business cycle. In the baseline, therefore, member states unilater-
ally choose a labor-market policy mix (that is, the replacement rate, the layoff tax, the hiring
subsidy) that is fixed over the business cycle.

Under those assumptions, we calibrate model parameters so as to match average fluctua-
tions and long-run moments for an “average” euro-area country. Toward this end, we obtain
country-level data for 14 euro-area member states from Eurostat.11 Of course, there would
be endless different ways of assigning the movements in variables to the trend or cycle, or of
assigning fluctuations to the individual country or to the aggregate level. We make two judi-
cious choices here. First, in extracting the cyclical component for each time series we apply
a linear trend (or, if possible, simply demean). We do so such that the drop in GDP in several
member states after 2008 and the commensurate rise in unemployment is left in the cycli-
cal component of the time series. Second, we assign all fluctuations in the data to country-
specific shocks, rather than to the union level. We calculate moments for selected time series
and calibrate the member state’s economy in our model to a population-weighted average of
these moments. We treat the parameters that emerge from the calibration as structural in the
policy experiments that we conduct later.

Second moments of the data. The business-cycle properties of the data are reported in
Table 2.1. All data are reported at quarterly frequency. Their model counterparts are quar-

TABLE 2.1. Business-cycle properties of the data

y c l pr od e ur ate w
Stand. dev. 3.87 3.45 1.96 3.04 26.16 1.90
Autocorr. 0.96 0.96 0.93 0.99 0.99 0.92
Correlations y 1.00 0.84 0.57 0.81 -0.61 0.29

c - 1.00 0.50 0.66 -0.50 0.27
l pr od - - 1.00 0.15 -0.14 0.36

e - - - 1.00 -0.74 0.28
ur ate - - - - 1.00 -0.10

Notes: Summary statistics of the data (quarterly). Series are labeled like their counterparts in the model or as
described in the text. All data are quarterly aggregates, in logs (including the unemployment rate), and multiplied
by 100. We report the cyclical component after applying a linear trend. The exception is the log unemployment
rate, which we demean only. Entries can be interpreted as percent deviation from the steady state. The first block
reports the standard deviations and autocorrelations. The second block reports cross-correlations of time series
within the typical country. The sample is 1995Q1 to 2019Q4. All entries are population-weighted averages of
member state-level moments.

terly averages of the monthly observations in the model. The data are seasonally adjusted.
The table reports percentage deviations from a linear trend of 100 times the log series (the
log unemployment rate is only demeaned).

11The EA14: Belgium, Germany, Ireland, Greece, Spain, France, Italy, Cyprus, Luxembourg, Malta, Netherlands,
Austria, Portugal, and Finland.
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The first block of the table reports the standard deviation and first-order autocorrelation,
the second block the cross-correlation of the main aggregates at the country level. All series
are from Eurostat. Output y is real gross domestic product (chain-linked volumes). Con-
sumption c is the consumption by households and non-profits divided by the GDP deflator.
Labor productivity, l pr od := y

e(1−ξ) , is measured as our series of GDP divided by employ-
ment (heads). The unemployment rate, ur ate is taken directly from Eurostat. The model
counterpart of the unemployment rate is ur ate := (eξ+u)s/[(eξ+u)s + e(1− ξ)] (the mass
of non-employed workers who search divided by the labor force). The counterpart of the
model’s wage, w , is taken to be the ratio of wages and salaries from the national accounts per
employee and deflated by the GDP price index.

Targets and Parameters. Three of the model’s parameters are directly linked to the busi-
ness cycle: the standard deviation of the productivity shock, σa , the dispersion of the con-
tinuation costs, ψε, and the wage rigidity parameter γw . We choose these so as to bring the
model as close as possible to matching three business-cycle targets: the standard deviation
of measured labor productivity, the standard deviation of the unemployment rate, and the
relative standard deviation of the job-finding and separation rate. In our calibration the sep-
aration rate is 60 percent as volatile as the job-finding rate, in line with the findings for Euro-
pean OECD countries in Elsby et al. 2013. The other parameters are chosen directly based on
outside evidence or using targets for the steady state of the model. The calibrated parameter
values are summarized in Table 2.2. The monthly discount factor β equals .996, a customary
value. In order to match an average unemployment rate (ur ate) of 9.5 percent, we adjust
parameter h such that the value of leisure is Ψs(s)+h = 0.52 or 91 percent of the wage. We
set ψs = 0.04 with a view to matching the micro-elasticity of unemployment with respect to
benefits. The value chosen here implies an elasticity of the average duration of unemploy-
ment with respect to UI benefits of 0.8, in line with micro estimates such as Meyer 1990. The
vacancy posting cost of κv = 0.86 replicates the EMU-average monthly job finding rate of 7.5
percent derived from Elsby et al. 2013. For reference, this gives an average cost per hire net
of the hiring subsidy, vκv (1−τv )

m of a little less than one monthly wage, in line with estimates of
recruiting costs (Silva and Toledo 2009). We set the elasticity of the matching function with
respect to vacancies to γ = .3, within the range of estimates deemed reasonable by Petron-
golo and Pissarides 2001. The matching-efficiency parameter is set to χ= .12 so as to match
a quarterly job-filling rate of 71 percent. We take the latter target from den Haan et al. 2000.

The bargaining power of firms in steady state is set to η = 0.3, with an eye on the Hosios
1990 condition. Parameter γw governs the rigidity of wages with respect to fluctuations in
productivity. We set this toγw = 13.33 to match the variability of unemployment. This implies
that for a 1 percent negative productivity shock the bargaining power of firms falls by 13.33
percent, from a steady-state value of .3 to .26.

The average idiosyncratic cost of retaining a match is set to µε = .28. This parameter
governs the average costs of continuing a match. We set the parameter such that in steady
state GDP equals output. Next, we set the dispersion parameter for the idiosyncratic cost
shock to ψε = 1.74, with a view toward matching the relative volatility of job-finding and job-
separation rates in Elsby et al. (2013). Last, we set the serial correlation of the productivity
shock to ρa = 0.98. This translates into a quarterly persistence of the productivity of 0.94,
within the range of values entertained in the literature. The standard deviation of the shock
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TABLE 2.2. Parameters for the baseline

description value target
Preferences

β time–discount factor 0.996 putative real rate of 4% p.a.
Ψs(s)+ h̄ value of leisure. 0.52 st.-st. u rate of 9.5 %

ψs dispers. search cost 0.04 micro-elasticity, Meyer 1990.
Vacancies and matching

κv vac. posting cost 0.86 EMU-avg. monthly job finding rate.
γ match elasti. wrt v 0.30 Petrongolo and Pissarides 2001.
χ match-efficiency 0.12 qtrly job fill rate 71%, den Haan et al. 2000.

Wages

η firms’ st.-st. barg. p. 0.30 Hosios condition.
γw cyclic. barg. power 13.33 unemployment volatility.

Production and layoffs

µε mean idios. cost 0.28 share of depreciation in GDP of 20%.
ψε dispers. cost shock 1.74 rel. vola. job-f., sep. rate, Elsby et al. (2013).
ρa AR(1) prod. shock 0.98 qtrly persistence of prod. shock of 0.96.

σa ·100 std. dev. 0.51 standard deviation of measured l pr od .
Labor market policy

b unemploym. benefits. 0.38 optimal policy in steady state, autarky.
τv hiring subsidy. 0.80 optimal policy in steady state, autarky.
τξ layoff tax. 6.39 optimal policy in steady state, autarky.

Notes: The table reports the calibrated parameter values in the baseline economy.

is set to σa = 0.0051, with an eye on the business-cycle properties (standard deviations) of
the model, as discussed above.

Implied business-cycle statistics of the model. Table 2.3 reports business cycle statistics
for the calibrated model. The calibrated model matches the data reasonably well, compare
to Table 2.1. GDP is about twice as volatile as productivity. The log unemployment rate is
about six times as volatile as GDP.

Implied steady state. Table 2.4 reports selected steady-state values for the baseline. The
optimal replacement rate in steady state (b/w) is 52 percent, a reasonable value for the euro
area, compare Christoffel et al. 2009. The optimal vacancy subsidy is τv = 0.80. This amounts
to a subsidy per actual hire of roughly two and a half monthly wages. The optimal layoff tax
equals approximately 9 monthly wages, reasonable given the long average duration of unem-
ployment spells in EMU and the corresponding fiscal costs.

Impulse responses. Figure 2.2 on page 68 shows impulse responses to a negative one
standard-deviation productivity shock for the baseline calibration (as blue dashed lines la-
beled “autarky”). To repeat, the baseline features no federal RI system, hence there are no
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TABLE 2.3. Business-cycle properties of the model

g d p c l pr od e ur ate w f ξ

Standard dev. 4.70 3.89 1.96 2.90 26.16 2.06 18.77 12.52
Autocorr. 0.98 0.99 0.93 0.99 0.99 0.99 0.96 0.98
Correlations y 1.00 0.99 0.92 0.97 -0.96 0.99 0.98 -1.00

c - 1.00 0.86 1.00 -0.99 1.00 0.94 -0.98
l pr od - - 1.00 0.80 -0.77 0.87 0.98 -0.93

e - - - 1.00 -1.00 0.99 0.90 -0.96
ur ate - - - - 1.00 -0.99 -0.88 0.95

w - - - - - 1.00 0.95 -0.99
f - - - - - - 1.00 -0.99

Notes: Second moments in the model. All data are quarterly aggregates, in logs and multiplied by 100 in order to
express them in percent deviation from the steady state. Note: the series for the unemployment rate is in logs as
well. The first row reports the standard deviation, the next row the autocorrelation. Then follow contemporane-
ous correlations. Based on a first-order approximation of the model.

TABLE 2.4. Steady-state values

Labor market policy Output and consumption

b local UI benefits 0.38 g d p, y GDP and output 0.72
τv vacancy posting subsidy 0.80 ce consumption employed 0.73
τξ layoff tax 6.39 cu consumption unemployed 0.38

Labor market Other variables
ξ separation rate 0.008 Π dividends 0.002
f job finding rate 0.078 ∆ gain from employment 1.65
s search intensity 0.97 J value of employ.-serv. firm 0.52
e employment 0.91 τJ tax on firms 0.002
u unemployment 0.0907

ur ate unemployment rate 0.095

Notes: Selected steady-state values for the baseline economy.

federal transfers. Benefits b, hiring subsidies τv , and layoff taxes τξ are kept constant. By con-
struction, productivity at falls by about half a percent on impact and then gradually recovers
(not shown). This directly translates into lower GDP. The fall in GDP is amplified and propa-
gated further by the labor-market response. Wages are rigid and fall only about half as much
as the productivity shock. Employment, therefore, falls (the unemployment rate rises by 0.3
percentage points). The monthly job finding rate falls by about 0.3 percentage points, the
separation rate rises by 0.015 percentage points, and the search intensity of the unemployed
falls. With the labor-market policies fixed, higher separations and less recruiting means that
the government raises layoff taxes and saves on hiring subsidies. In spite of the recession, the
production tax, therefore, initially falls by 0.3 percent. This response is short-lived, however.
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2.4.2. Approximating and evaluating the federal RI scheme. We will look at two cases.

Either payments are not indexed to past unemployment, so that BF (ui
t ;ui ,av g

t ) = BF (ui
t ), or

payments are made as a function of the difference between actual unemployment and a long-

term average of unemployment, so that BF (ui
t ;ui ,av g

t ) = BF (ui
t −ui ,av g

t ). In each case, we
approximate function BF (·) by a fourth-order Chebychev polynomial. Let φmark the param-
eters of the polynomial. Unless noted otherwise, the outer nodes are fixed at plus/minus two
standard deviations of an unemployment increase (measured using the member-states econ-
omy in autarky). At the four fixed Chebychev nodes, we parametrize the amount of transfers
by values φ= [φ1,φ2,φ3,φ4]′ ∈R.

In case there is indexation, a choice has to be made as to how to measure average histori-
cal unemployment. We choose δ so as to allow for persistent transfers in persistent recessions
on the one hand. On the other hand, the measure has to eventually respond to changes in lo-

cal unemployment rates eventually. For the rest of the paper, we take ui ,av g
t to be the 10-year

geometric average of unemployment (δ= 1−1/120).
Once we evaluate the member state’s optimal stabilization policy over the business cycle,

the model has too many states to solve it by global methods. Instead, throughout we rely
on perturbation methods. The polynomials for BF (·) are flexible enough to allow for notable
non-linearity (such as a scheme that are flat in the left tail and have threshold-like behavior
in the right tail). Such asymmetries in BF are important. We therefore need to make sure
that the asymmetries feed through to how we evaluate welfare. We solve the model through
a fourth-order perturbation with pruning, for which we rely on the routines by Levintal 2017.
Our goal is to find an equilibrium in which the federal authority chooses the shape of the
RI scheme so as to maximize expected welfare of member-state households, balancing the
federal budget. In choosing, the federal authority anticipates the member states’ optimal
self-interested policy choices. Toward evaluating welfare, we extend the moment formulae in
Andreasen et al. 2018 to fourth order. The formulae are reported in Appendix 2.B.

Last, we provide details on how we numerically address the maximization problems of
the member states and the federal government. Our aim is to obviate the need for Monte-
Carlo evaluations (such as drawing from the ergodic distribution) when evaluating welfare.
Rather, we wish to have numerical evaluations of both the federal government’s and the
member state’s objective function that become available in closed form as a by-product of
solving the model by perturbation. We have to separate two different types of exercises: exer-
cises that focus on the long run only, and exercises that include the transition path after the
introduction of the federal RI scheme.

When we focus on the long-run incentives only, we evaluate the federal government’s and
the member state’s objective function using the unconditional (that is, long-run) mean under
the respective mix of policies. This is the case, for example, in Sections 2.5.1 and 2.5.2.

However, an important contribution of the paper is, precisely, to highlight the role of
member-states’ incentives during the transition phase. In other exercises, we do therefore
deliberately include the transition phase after federal RI is introduced. Here, too, for each
policy we wish to have closed-form solution for the objective function values. When solving
the federal program (2.21) and the member states’ (2.23) or (2.24), we condition the welfare
evaluations on all member states entering period t = 0 from the same state. That is, there is
no ex-ante heterogeneity. This is the case in Sections 2.5.3 and 2.5.4. Unless noted otherwise,
we assume that the state that all member states start from, both in evaluating member-state
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policies and in searching for the optimal federal RI scheme, is the non-stochastic steady state
implied by our calibration (Table 2.4). Appendix A provides more details.

2.5. Optimal federal unemployment reinsurance

The current section analyzes the shape and scope of an ex-ante optimal federal RI scheme
for the calibrated model of the euro area. As a point of departure, we focus on the long run.
We first illustrate the potential scope for federal unemployment reinsurance and then illus-
trate how member states’ incentives shape the scope. Important take-aways will be that the
entire labor-market policy mix matters for the optimal shape of the federal RI scheme, and
that in the long run accountability can check member state’s incentives to free ride.

Thereafter, we turn toward a dynamic perspective. That is, a perspective that explicitly
accounts for the incentives on the transition path. These matter two-fold. First, on the
transition path member states can have an incentive to free-ride as well, even if elements
of long-term accountability are present (trading transitory pecuniary gains against perma-
nently higher unemployment). Second, in autarky member states are liquidity-constrained.
That is, the federal RI scheme is one way for member states to accumulate a buffer for the
future. This may lead to member states saving or borrowing on the transition path. The dy-
namic perspective provides important insights into the shape of optimal federal RI.

Table 2.5 in Section 2.5.5 collects the welfare gains for all scenarios, Table 2.7 the effect of
federal RI on employment.

2.5.1. No response by member states: generous federal RI transfers. To set the stage,
we want to know how generous federal unemployment reinsurance should be, abstracting
from transition dynamics and from a response by the member state. That is, we hold member
states’ labor-market policies fixed. In order to compute the optimal federal RI scheme, in this
section we take a long-run perspective. The optimal federal RI is computed as if the economy
where immediately to jump to the new stochastic steady state. We choose the federal RI that
maximizes the unconditional mean of welfare.

Figure 2.1 plots the net transfers that result under the optimal federal RI scheme, against
unemployment (left panel) and GDP (right panel); results do not depend on whether there
is indexation to past unemployment rates or not, so we only show one case here. The base-
line economy is characterized by cyclical risk at the member-state level amid financial au-
tarky. That is, the member state is both imperfectly insured and lacks the liquidity to smooth
domestic consumption in the face of shocks. Absent a member state’s response, these two
elements shape the optimal long-run federal RI scheme. The optimal scheme is roughly lin-
ear in unemployment (left panel). And it is also generous: the implied transfers make up for
virtually all of the output lost in recessions (right panel).

What is more, the optimal federal RI scheme not only stabilizes consumption. Rather, it
also stabilizes the business cycle itself. Whereas in autarky a ten percent drop in GDP would
be associated roughly with a six percentage-point rise in unemployment, with federal RI un-
employment rises by only 0.7 percentage point (see the bounds in the left panel of Figure 2.1).
Figure 2.2 illustrates the mechanism at work. The figures shows impulse responses to a one
percent recessionary productivity shock if the optimal federal RI scheme is in place (red solid
lines) and compares these to the impulse responses in autarky (blue dashed line). Under the
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FIGURE 2.1. Net transfers received – fixed local policies
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Notes: Net transfers received from the rest of the union BF −τF (y-axis) against share of unemployed workers
(x-axis, left panel) or percent deviation of GDP from steady state (x-axis, right panel). Based on simulations under
the optimal federal RI scheme for the case of fixed policies.

optimal European RI scheme, the layoff rate no longer rises in a recession and unemployment
fluctuates by an order of magnitude less than in autarky.

FIGURE 2.2. Impulse responses, optimal federal RI – fixed local policies

GDP, g d pt Net transfers u rate, ur ate wage, w

months months months months

jobf. rate, ft sep. rate, ξt search rate, st prod. tax τJ ,t

months months months months

Notes: Impulse responses to a one standard deviation productivity shock. Shown is the case of autarky (blue
dashed line) and the case with optimal federal RI (red solid line). Impulse responses are derived under the as-
sumption that the local policy instruments do not react at all to the introduction of a federal RI scheme. All
variables are expressed in terms of percent deviation from the steady state (a “1” meaning the variable is one per-
cent above the steady-state level), except for the net transfers received and production tax, which are expressed
in percent of GDP.
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The key to this is the member state’s fiscal policy. By assumption, the labor-market in-
struments (benefits, layoff taxes, and hiring subsidies) are fixed in this section. The generous
federal transfers mean that the member state receives a sizable, persistent fiscal injection in
a recession. In order to balance the government budget, this injection is distributed through
cuts in taxes on production, τJ . The persistent cuts in taxes raise the surplus of firms, stim-
ulate hiring, and reduce layoffs; all of which stabilizes employment, and output. Indeed,
average employment is slightly higher with federal RI and the standard of employment only
a quarter the size under autarky, see Table (see entry “Section 5.1” in Table 2.7). The corre-
sponding welfare gains from introducing federal RI for this scenario are large as well. The
welfare costs of business cycles under autarky amount to 0.39 percent of life-time consump-
tion. The federal RI scheme would bring welfare gains of exactly these magnitudes (see entry
“Section 5.1” in Table 2.5).

2.5.2. One-time response by member states, the long-run view. To the extent that with
the introduction of the federal RI scheme, member states do not centralize authority over
labor-market policies at the federal level, member states might have an incentive to adjust
policies after the federal RI scheme is introduced. Anticipation of this response would, then,
change the shape of the optimal federal RI scheme. This is the focus of the current section.
First, we focus on the no-indexation case. Then, we discuss the gains from indexation for the
scope of federal RI policy. For now, we continue to focus on the optimal policies that emerge
from a long-run perspective.

2.5.2.1. No indexation: few transfers. Suppose payouts under the federal scheme are not
indexed to past unemployment rates, so payouts are a function only of current unemploy-
ment. For this case, Figure 2.3 presents the shape of the optimal federal RI scheme and the
implied federal transfers. There are two important results. First, federal transfers are almost

FIGURE 2.3. Optimal long-run federal RI scheme – no indexation
Layoff tax, τξ,

benefits, b and hiring subsidy, τv
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Notes: Optimal federal RI without indexation, evaluated using long-run welfare. Left: net transfers received from
the rest of the union BF (ui

t )−τF (y-axis), against share of unemployed workers (x-axis, left panel). The member
state either can adjust local UI benefits once and for all (solid red line), or layoff taxes and hiring subsidies (brown
dotted line). Center panel: net transfers as percent of GDP (y-axis), against GDP if the member state can adjust
benefits; based on 10,000 simulations. Right panel: same as center panel but the member states can adjust only
layoff taxes and hiring subsidies.
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two orders of magnitude less generous here than absent a response by the member states
(compare previous section). In line with this, also the welfare gains from the optimized fed-
eral RI scheme are minuscule (see the columns pertaining to entries “Section 5.2.1, no index-
ation” in Table 2.5). Figure 2.3 presents two different cases. In one (“benefits, b”), the member
state can adjust benefits but not hiring subsidies and layoff taxes. In the other layoff tax and
hiring subsidies can be adjusted, but benefits remain fixed at the level that the member state
would choose in autarky. A red solid line in the left panel marks the case when the member
state of all the labor-market instruments can adjust benefits only. The blue dots in the left
panel show the case when the member state can adjust the other labor-market policies only,
but not benefits. The other two panels simulate the corresponding transfers in GDP space.
Next to the small size of payouts, the second key take-away is that the size of federal transfers
tends to be small regardless of which instrument is allowed to adjust. This highlights that the
entire mix of labor-market policies matters. Indeed, for the other labor-market instruments,
the incentives to free ride are stronger than for benefits. Only if the unemployment rate rises
by three percentage points above the steady-state level will the federal RI scheme pay any
transfers; what emerges is a trigger system similar to the US federal unemployment insur-
ance system. In itself, more unemployment is socially costly. In order to prevent the member
state from choosing too high unemployment permanently, the optimal federal scheme pays
transfers only when unemployment is sufficiently high; recall the discussion of the marginal
payout’s (B′

F ) effect on policy choices in Proposition 2. Even in the tails payouts remain small.
2.5.2.2. Indexation: long-run gains. The previous analysis illustrates that member states’

behavioral responses could potentially severely limit the scope for federal unemployment
reinsurance. This section introduces an element of accountability into the design of the fed-
eral RI scheme, namely, the indexation of payouts to past unemployment discussed in Sec-
tion 2.4.2. For now, we keep the focus on the long run.

Figure 2.4 shows that indexation of payouts to past unemployment rates successfully con-
trols the member states’ incentives to free ride in the long run. Indeed, the payouts (center

FIGURE 2.4. Optimal long-run federal RI scheme – indexation to past unem-
ployment
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Notes: Same as Figure 2.3, but with indexation of payouts to a member state’s past unemployment.
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and right panel) are about as generous as they were absent any long-term incentives to free
ride, compare to the center and right panel of Figure 2.1.12 There is notable redistribution
between economies in boom and recession. The welfare gains of introducing federal unem-
ployment RI accordingly are large. Still, at about 0.2 percent of life-time consumption they
are only half as large as absent any response by member states (Table 2.5). The reason is that
unemployment is a slow-moving state variable. Indexation therefore makes federal payments
less well-timed.

It is important to note that these welfare gains arise amid a fall in average employment
(Table 2.7, entries for Section 5.2.2) relative to autarky. The reason is that federal RI provides
insurance to member states. Absent federal RI, member states choose labor-market policies
to partially self-insure against economic fluctuations. In the model at hand, self-insurance
means fostering employment relationships. This effect can be seen in the first column of Ta-
ble 2.7. This column reports average employment for all the respective scenarios, in autarky.
The entry for Section 5.1 (an average employment rate of 0.901) is based on labor-market
policies that are optimal for the steady-state economy (as in Section 2.4.1). That is, optimal
if there is no cyclical risk. When member states, instead, choose policies in light of business-
cycle risk, they opt for policies that induce higher average employment. If member states can
optimize benefits only, the average employment rate rises by 2 percentage points to 0.925,
and further still when member states can use layoff taxes and hiring subsidies (to 0.938).
Federal unemployment reinsurance allows member states to reduce these costly efforts to
self-insure. Employment fluctuations fall quite notably, too.

So far, all the calculations have assumed, that the economy would immediately jump
from one steady state to the new stochastic steady state. That is, we have focused on the
long-run welfare gains. After the introduction of a federal RI scheme, however, the member-
state economies will only gradually move to the new non-stochastic steady state. This has
important implications for the scope of federal RI, to which we turn next.

2.5.3. Accounting for the transition: limited generosity. This section explicitly allows
for the transition period, both in evaluating welfare and in searching for the optimal federal
RI scheme. We use the calibrated non-stochastic steady state as the initial state for the welfare
evaluation. We highlight two important considerations that arise once a federal RI scheme is
introduced. First, federal RI – to the extent it is pre-funded – gives member states a means
of accumulating buffer stock savings. Second, and opposing this, the transition phase itself
renders the indexation of benefits to past unemployment a weaker deterrent to free-riding.
The reason is that a long-run average of unemployment by definition is slow to catch up if the
member state engages in policies that persistently increase unemployment (reduce employ-
ment). The resulting incentives one misses looking at the long run only. It turns out that the
latter is of first-order importance.

Figure 2.5 shows the optimal federal RI schemes that emerge when accounting for the
transition period. All of the schemes shown here have indexation; so compare these to Figure
2.4. In spite of indexation, the schemes no longer are linear, or nearly as generous as de-
picted in Section 2.4. Accounting for the transition phase, the schemes have three features.

12Note that the left panel in Figure 2.4 looks different from the left panel in 2.1. The reason is that the x-axis
units differ. In the left panel of Figure 2.4, we plot net transfers as a function of the deviation of unemployment
from past average unemployment. In the corresponding panel of Figure 2.1 we plot transfers against current
unemployment.
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FIGURE 2.5. Accounting for the transition, with indexation
Layoff tax, τξ,
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Notes: Same as Figure 2.4, with the difference that – in assessing welfare and in optimizing policies – both
the member state and the federal government account for the transition phase. Member states continue to set
benefits or layoff taxes and hiring subsidies once and for all in the initial period.

First, redistribution over the business cycle. Member states experiencing a boom pay into the
schemes, member states experiencing a recession receive transfers. This redistribution is siz-
able. In a ten-percent of GDP boom, a member state would transfer about 5 percent of GDP
to the rest of the union. Note that this is about half the transfer that prevailed abstracting
from the transition path. Second, the schemes have positive net transfers at the steady state.
These transfers amount to 0.32 and 1.17 percent to GDP, respectively, when member states
can adjust benefits or when they can adjust layoff taxes and hiring subsidies. Third, and
still more striking, the schemes see payouts rise very little with unemployment for recession
countries (whenever current unemployment exceeds past unemployment), inspite of index-
ation of payouts to past unemployment. For this, the transition path is essential. By setting
more generous unemployment benefits or a less employment-friendly mix of layoff taxes and
hiring subsidies, the member state can raise unemployment rates permanently. Indexation
means that this does not generate future transfers. In the shorter run, however, higher un-
employment does generate transfers from the federal level. Since the federal unemployment
RI scheme presented here implements transfers, rather than loans, these initial transfer the
individual member state would not expect to repay ever. In other words, there are incentives
to free-ride on the federal RI scheme shortly after implementation of the scheme. As a re-
sult, once accounting for the transition phase, the federal RI scheme takes on a characteristic
from the scheme without indexation, shown in Figure 2.3: the flat inaction region is large.
The optimal federal RI scheme resembles a transfer scheme. The scheme makes essentially
flat payments to member states in recession, with little regard to the depths of the recession.
Accounting for the transition, at 0.03 to 0.06 percent of life-time consumption, the welfare
gains from introducing the federal RI scheme are still notable, but at most one third of those
derived disregarding the transition; see entry “Section 5.3” in Table 2.5). With the federal RI
scheme, the standard deviation of employment falls by about half; average employment is
about 3 percent lower than absent federal RI; see Table 2.7.
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2.5.4. Counter-cyclical labor-market policy and federal RI. So far, we have assumed
that member states could not (did not) engage in countercyclical labor-market policies of
their own. In this section, instead, we allow the member states to adjust their labor-market
policy-mix not only in the long run but also over the business cycle.13 Again, we study two
scenarios: (i) member states adjust unemployment benefits and production taxes, while hir-
ing subsidy and layoff taxes are fixed at the steady state level; (ii) member state adjust all taxes
while benefits are fixed at the steady state level. As in Section 2.5.3, we allow for the transition
period, both in evaluating welfare and in searching for the optimal federal RI scheme. We use
the calibrated steady state as the initial point for the welfare evaluation. Other aspects of the
exercise remain as in previous sections.14

FIGURE 2.6. Member states adjust policy over the business cycle, with indexation.
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Notes: Member states adjust unilaterally policy-mix both in the long run and over the business cycle so as to
maximize welfare of households within their jurisdiction. The benefits are indexed to long-run unemployment
with δ corresponding to ten years.

Figure 2.6 reports the payouts under the federal RI schemes that arise as optimal. Note
that the scale on the y-axis is about two orders of magnitude smaller than in the previous
graphs. The main take-away, therefore is that – once member states optimize their cyclical

13For the Ramsey policies (the choice of state-contingent Pigouvian benefits, or layoff taxes and hiring subsi-
dies), we have to make a decision as to the initial values of the multipliers on forward-looking constraints (past
promises). The results shown here proceed under a time-less perspective, that is, as if past promises bind the
Ramsey policy maker. Results were very similar, when we computed policies as if there were no past promises to
start with.
14The only change with respect to previous sections is the interval of unemployment levels over which we specify
the nodes of the Chebyshev polynomial defining the federal reinsurance scheme; compare Section 2.4.2. Since
the volatility of unemployment falls notably when countries adjust policies optimally over the business cycle, the
domain over which we define the federal RI scheme needs to be adapted accordingly. Here, we choose the four
Chebyshev nodes to cover the interval between −0.0175 and 0.0175, which is defined in terms of the deviation of
the share of unemployed from its long-run level. This corresponds to ±2 standard deviations of unemployment
prevailing in the autarky when member states adjust all instruments optimally over the business cycle. We have
experimented with different domains. Qualitatively the results are robust to the choice of domain: There is very
little scope for federal reinsurance whenever member states adjust the policy mix over the business cycle.
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stabilization policies – the optimal federal RI scheme features virtually no payouts to speak
of. Accordingly, the welfare gains from federal RI are negligible; see entries “Section 5.4” in
Table 2.5. This is so inspite of the fact that there is full long-run indexation of payouts to past
unemployment. The reason for this is two-fold. First, federal RI was beneficial in the settings
discussed above in part because it helped smooth member states’ business cycles. In theory,
an alternative to such stabilization would be counter-cyclical labor-market policies imple-
mented unilaterally in member states. Indeed, in the current model environment, optimal
labor-market stabilization policies at the member-state level already go a long way in stabi-
lizing economic activity and in reducing the cost of fluctuations; see Jung and Kuester 2015.
We show the welfare gains in Table 2.6 in Section 2.5.5. Optimal countercyclical labor-market
policy removes about half to 3/4 of the costs of business cycles. Such policy can remove the
amplification of shocks, but cannot directly address the country-specific risk, however. Sec-
tion, while federal unemployment RI could be a useful complement, federal RI does crowds
out member state’s incentives to conduct stabilization policy on their own. We discuss these
considerations in the next two sections.

2.5.4.1. The gains from labor-market stabilization policies. For the current model, this
section discusses the gains (over the constant-policy baseline, and in the current model en-
vironment) that member states could reap from introducing countercyclical labor-market
stabilization policy. We allow member state governments to adjust all their policy instru-
ments every period, in a state-contingent way, so as to maximize welfare in its constituency.
To prepare the ground, we abstract from any federal RI scheme. The analysis here, thus,
follows closely Jung and Kuester’s (2015) analysis for the closed economy; we apply their in-
sights to the current calibration for the euro area. Figure 2.7 shows impulse responses to a
negative one standard-deviation productivity shock. The response under optimal counter-
cyclical stabilization policy is shown as a red solid line (assuming all labor-market policies
are optimized over the business cycle). The blue dashed line refer to the response in the cal-
ibrated baseline, where member states help their policies fixed (the same scenario shown as
blue dashed lines in Figure 2.2). Optimal self-interested countercyclical labor-market stabi-
lization policy would notably stabilize employment and, thus, the business cycle. By raising
layoff taxes and hiring subsidies, the member state can stabilize employment. Unemploy-
ment benefits would be adjusted so as to keep the replacement rate roughly constant. In
particular, the fall in employment in the recession would be only 30 percent of the fall wit-
nessed in the constant-policy baseline. This renders the business cycle less costly to start
with. In the scenario shown here, the member state’s optimal policy removes 85 percent of
the cost of business cycles.

2.5.4.2. Does federal RI crowd out countercyclical stabilization policy? So as to further
understand why, quantitatively, there remains little scope for federal unemployment rein-
surance if member states adjust labor-market policies optimally over the business cycle, this
section looks at how federal RI affects member state’s policy responses to productivity shocks
with and without federal RI. We impose one specific federal RI scheme, namely, the scheme
that emerged as optimal in Section 2.5.3, where member states could choose layoff taxes and
hiring subsidies once; fully accounting for the transition (the blue dashed line in the left panel
of Figure 2.5). Figure 2.8 presents impulse responses to a negative productivity shock with
and without that federal RI scheme; in each case with the member state implementing op-
timal countercyclical labor-market stabilization policy for the respective case.. The solid red
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FIGURE 2.7. Member state’s optimal stabilization policy – no federal RI

GDP, yt employment, et cons. unempl., cu production tax, τJ
t

layoff tax τξ,t hiring subsidy, τv,t benefits, bt replacement rate: cu/ce

months months months months

Notes: Impulse responses to a one standard deviation productivity shock. There is no federal insurance. Shown
are two cases a) the member state optimally adjusts its labor-market policies over the business cycle (red solid
line) and b) the member keeps labor-market policy instruments fixed (blue dashed line). The latter case corre-
sponds to the blue-dashed case shown in Figure 2.2. All variables are in percent deviations from the steady state
(a “1” meaning the variable is one percent above the steady-state level). The exception are those variables that
are expressed in rates to start with. The responses of the latter are shown in percentage points. The production
tax is expressed as a percent of GDP.

line is the case without federal RI (identical to the solid red line in Figure 2.7). The green
circles mark the responses that the member state optimally implements when said federal
RI scheme is in place. The figure suggests that federal RI induces member states to engage
less actively in countercyclical labor-market stabilization. As a result, employment becomes
more volatile (left-most panel). In addition, not only does federal RI mean more volatile em-
ployment, the federal RI scheme in the current example also means that average employment
is considerably lower than without. Indeed, this is the case even if the member state adjusts
only benefits or only the other labor-market instruments optimally (entries “Section 5.4.2” in
Table 2.7 show this). Consequently, such a federal RI scheme would be detrimental to welfare,
see the last row of Table 2.5.

2.5.5. Welfare. Table 2.5 summarizes the welfare effects of federal unemployment RI.
The welfare costs are reported in terms of the percentage increase in equivalent steady-state
life-time consumption (right column; an entry of 0.39 meaning the welfare gain amounts to
0.39 percent of life-time consumption). For reference, we also compare the welfare gain to
the costs of business cycles in the baseline economy of Section 5.1 (first column; in percent; a
100 would mean that the gains from introducing federal RI in consumption-equivalent terms
would be as large as the gains from abolishing business cycles).

The table shows that potential welfare gains heavily depend on what member states can
do in terms of cyclical labor-market stabilization policy, and in terms of responding to the
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FIGURE 2.8. Member state’s stabilization policy – fixed federal RI
employment, et layoff tax τξ,t hiring subsidy, τv,t benefits, bt

months months months months

Notes: Impulse responses to a one standard deviation productivity shock. Red solid line: same as in Figure 2.7.
Green circles: the federal RI scheme shown as a blue dashed line in the left panel of Figure 2.5) is in place, and
the member state chooses all labor-market instruments optimally over the business cycle, taking the federal RI
scheme into account.

federal RI scheme. At the lower end, the welfare gains from the optimal federal RI scheme are
virtually nil. At the high end, they account for 0.39 percent of steady-state consumption. The
earlier sections have discussed the reasons. Table 2.6 reports the welfare gains that arise from
countercyclical labor-market policy at the member-state level alone. In terms of magnitude,
the gains to be had could be about as large as the maximum gains from introducing federal
RI.

2.5.6. Effect of federal unemployment reinsurance on employment. Table 2.7 summa-
rizes the effect of federal RI on average employment (left column) and the fluctuation of em-
ployment (right column). Here, too, the effect of federal RI on employment heavily depends
on what policy options member states have, and what policy whether one accounts for the
transition or not. Average employment may rise by 1 percent or fall by up to 3 percent for the
optimized federal RI schemes. Similarly, federal RI may notably reduce the standard devia-
tion of employment (by up to 87 percent), or barely have an effect where federal UI is stingy.
Once more, the earlier sections have discussed the reasons.
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TABLE 2.5. Welfare gains from optimal federal unemployment reinsurance

welfare gain relative to
cost of B.C. (%)

welfare gain (cons.
equivalent, %)

N
o

tr
an

si
ti

o
n

Section 2.5.1
no response by members 100 0.39

Section 2.5.2.1, one-time response, no indexation
only b adjusts 1 0.004
only τξ and τv adjust 0.32 0.0013

Section 2.5.2.2, one-time response, indexation
only b adjusts 48 0.19
only τξ and τv adjust 56 0.22

W
it

h
tr

an
si

ti
o

n

Section 2.5.3, one-time adjustment, indexation

only b adjusts 8 0.03
only τξ and τv adjust 15 0.06

Section 2.5.4.1, optimal business-cycle policy

only b adjusts ≈ 10−4 0.00017
only τξ and τv adjust ≈ 10−4 0.00011

Section 2.5.4.2, federal RI scheme from Section 2.5.3 amid optimal business-cycle policy

only b adjusts -17 -0.07
only τξ and τv adjust -59 -0.23

Notes: Welfare gains from the introduction of federal RI. The first column shows how big the gains are relative
to the welfare cost of business cycles in autarky and in the calibrated baseline economy. An entry of “100” would
mean that the welfare gains are of the same magnitude. The second column shows the consumption-equivalent
welfare gains from introducing the optimal federal RI scheme (in percent of steady-state consumption; a “1”
meaning one percent of steady-state consumption). Welfare gains are computed relative to the same scenario
without federal RI. That is, relative to a scenario where member states have the the same policy options with and
without federal RI. Entries have been rounded.

TABLE 2.6. Welfare gains from countercyclical labor-market policy alone

welfare gain from introducing sta-
bilization policy, relative to cost of
B.C. without (%)

welfare gain (cons.
equivalent, %)

W
it

h
tr

an
si

ti
o

n Section 2.5.4.1, optimal business-cycle policy

only b 20 0.20
only τξ and τv 51 0.32
all 85 0.33

Notes: Welfare gains from introducing countercylical labor-market policy. The table shows how big these gains
are relative to the welfare cost of business cycles in the baseline economy. An entry of “100” would mean that
they are as big. Welfare gains are computed relative to the same scenario without federal RI but the same policy
options at the level of the member state.
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TABLE 2.7. Effect of federal RI on employment

Autarky employment Effect of federal RI on employment
uncond. mean uncond. mean standard dev.

N
o

tr
an

si
ti

o
n

Section 2.5.1
no response by members 0.901 +1% –76%

Section 2.5.2.1, one-time response, no indexation
only b adjusts 0.925 –0.2% +5%
only τξ and τv adjust 0.938 –0.2% +5%

Section 2.5.2.2, one-time response, indexation
only b adjusts 0.925 –0.1% –55%
only τξ and τv adjust 0.938 –0.7% –46%

W
it

h
tr

an
si

ti
o

n

Section 2.5.3, one-time adjustment, indexation

only b adjusts 0.917 –3% +53%
only τξ and τv adjust 0.923 –3% +14%

Section 2.5.4.1, optimal business-cycle policy

only b adjusts 0.909 +0.1% –25%(∗)

only τξ and τv adjust 0.909 –0.1% –7%(∗)

Section 2.5.4.2, federal RI scheme from Section 2.5.3 amid optimal business-cycle policy

only b adjusts 0.909 –1.6% +28%
only τξ and τv adjust 0.909 –4.5% +33%

Notes: For each case discussed in the earlier sections, the table reports unconditional moments for employment
both with the federal RI scheme in place and in autarky. Left: long-run mean under autarky (if member states can
choose the same set of policies in autarky as after introduction of federal RI). Center: change in unconditional
mean after introducing federal RI and allowing member states to react (+1% meaning that average employment
with the federal RI scheme is one percent higher than in autarky). Right: change in the standard deviation of
log employment relative to the calibrated baseline (-76% means that after introduction of federal RI the standard
deviation of log employment is 76% lower than in the baseline; where the standard deviation is 2.9 – see Table 2.3.
(∗): throughout, the Table reports the effect of federal RI on the standard deviation of employment. With optimal
business-cycle policy, already in autarky, the standard deviation of employment is considerably lower than with
fixed instruments; namely 0.12% when only benefits adjust and 1.10% when taxes adjust.
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TABLE 2.8. Instrument values for each scenario, and implied steady-state
and fluctuation

instruments steady state
b τξ τv

c̄u
c̄e

ē std(e)

N
o

tr
an

si
ti

o
n

Section 2.5.1
instr. for non-stoch st. st. 0.379 6.39 0.796 0.518 0.91 2.90

Section 2.5.2.1, one-time response, no indexation

b adjusts
autarky 0.367 6.39 0.796 0.503 0.927 2.03
federal RI 0.369 6.39 0.796 0.506 0.924 2.13

τξ and τv adjust
autarky 0.379 7.22 0.813 0.520 0.941 1.81
federal RI 0.379 7.12 0.811 0.520 0.938 1.81

Section 2.5.2.2, one-time response, indexation

b adjusts
autarky 0.367 6.39 0.796 0.503 0.927 2.03
federal RI 0.373 6.39 0.796 0.511 0.919 0.92

τξ and τv adjust
autarky 0.379 7.22 0.813 0.520 0.941 1.81
federal RI 0.379 6.86 0.797 0.520 0.929 0.98

W
it

h
tr

an
s.

Section 2.5.3, one-time adjustment, indexation

b adjusts
autarky 0.371 6.39 0.796 0.508 0.928 2.25
federal RI 0.386 6.39 0.796 0.537 0.876 3.44

τξ and τv adjust
autarky 0.379 6.81 0.809 0.520 0.941 2.25
federal RI 0.379 6.29 0.791 0.520 0.899 2.57

Notes: For each of the scenarios in which instruments are either fixed or chosen once and for all in the initial
period, the table reports the value of the labor-market instruments (first three columns). The table also reports
information for the implied steady state, namely, the effective replacement rate of consumption cu /ce and em-
ployment (next two columns). Last the table reports the value of the standard deviation of log employment (in
percent, last column).

79



2.6. Conclusions

What is the scope of a federal unemployment reinsurance scheme in a union of mem-
ber states that retain authority over local labor-market policies? The paper has provided a
quantitative exploration for a stylized European Monetary Union. Our answer is: it heavily
depends on what labor-market policies member states can implement on their own, and how
they can react to the introduction of the federal scheme. We have shown scenarios in which
the welfare gains were large; and scenarios in which their were miniscule.

To us, there are three important findings. First, for assessing federal unemployment rein-
surance, it matters who has authority over the entire mix of labor-market policies, and that
goes beyond the unemployment insurance system. Second, in the long run indexing pay-
outs to past unemployment in the member state addresses free-riding successfully. Third,
the short run is essential for assessing federal unemployment reinsurance scheme. This is so
because, on the one hand, shortly after the introduction of the federal reinsurance scheme
indexation is necessarily imperfect. And, on the other and to the extent such responses are
feasible, because federal unemployment reinsurance may interfere with member states’ own
stabilization policies.

The reader may have several objections to the exercise, all of which are well taken. We
focus on a union of atomistically-small member states, abstracting from strategic interac-
tion. We do not model externalities across member states, or aggregate shocks at the level
of the union. We also abstract from heterogeneity ex ante across member states, or more
pronounced heterogeneity within. And we abstract from labor migration when federal social
insurance would bring portability of benefits which might be conducive to efficient realloca-
tion of labor. In all these dimensions, future work seems valuable to us.

In closing, an important note. We have looked at simple federal unemployment reinsur-
ance schemes where payouts to member states depended on unemployment rates (or the rise
in unemployment relative to a long-run average). We did so for two reasons: because this is
the flavor of current policy proposals, and because we looked for federal schemes that might
be implementable in the current European institutional setting. More complicated schemes
(that condition payouts on member states’ policy choices, or past sequences of shocks, say)
could improve upon the schemes that we have analyzed, but might require a further transfer
of political authority to the community level (such as giving the European Parliament or the
Commission discretionary authority over payouts). That said, the analysis here could easily
be extended to such scenarios.
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Appendices to Chapter 2

2.A. Finding optimal policies and welfare gains

This section describes the algorithm that we use to derive the optimal federal RI scheme.
As discussed in Section 2.4.2, we wish to have closed-form expressions for the objective

function values (for given member-state policies and a given federal RI scheme). To obtain
optimal federal RI in Sections 2.5.1 and 2.5.2, we find federal and member-state policies that
maximize the unconditional mean of the objective function. When accounting for the transi-
tion, in Sections 2.5.3 and 2.5.4, we find policies that maximize the conditional expectation of
the objective. In these cases, we condition on the initial state being the non-stochastic steady
state implied by our calibrated model (Table 2.4).

The next section describes how we find the optimal federal RI scheme. We describe this
for the case when the member state can choose policies once and we account for the transi-
tions. The other cases are handled analogously.

2.A.1. Finding the optimal federal RI scheme. The algorithm proceeds as follows.

(1) Fix Chebyshev nodes for the federal RI scheme as described in Section 2.4.2. Keep
nodes fixed.

(2) The goal is to find valuesφ= [φ1,φ2,φ3,φ4]′ ∈R and τF that solve the federal govern-
ment’s problem (2.21) anticipating the member-states’ policy choices. The values of
φ induce payout function BF ( · ; · ).

(3) Find φ by numerical optimization. For this, for each try φ, evaluate the federal gov-
ernment’s objective function either using unconditional expectations (Sections 2.5.1
to 2.5.2) or conditional expectations for a given initial state (Sections 2.5.3 and 2.5.4).

(4) In order to evaluate the federal planner’s objective function for given φ, make sure
that the scheme is feasible in light of the member states’ optimal response. In partic-
ular, a federal RI policy has to be self-financing in light of member-states’ responses,
recall (2.19). For fixed φ we iterateas follows.
(a) mark the iteration by (n). Set n = 0. Start from an initial value of τ(−1)

F .

(b) set τF = τ(n−1)
F . For given federal RI policy φ and τF = τ(n−1)

F , let the member
state solve (2.23).

(c) label the maximizing member-state policies {τi ,(n)
v ,τi ,(n)

ξ
,bi ,(n)}. These induce a

law of motion µ(n)
0 and a value for the objective function of

∫
W (n)

0 dµ(n)
0 .

(d) for given member-state policies {τi ,(n)
v ,τi ,(n)

ξ
,bi ,(n)}, and given federal policy φ,

find a value τ(n)
F that solves the federal RI scheme’s financing constraint (2.19)

for these given policies and given the induced dynamics for the member-state
economies.
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(e) if τ(n)
F is not sufficiently close to τ(n−1)

F , set n = n +1 and go to step 4b. Else, set

τF = τ(n)
F and go to step 5.

(5) The federal policy implied by φ and τF is feasible. Set
∫

W0dµ0 =
∫

W (n)
0 dµ(n)

0 .
(6) Continue numerical optimization started in step 3 until the maximum for the federal

government’s objective is found.

2.A.2. Welfare gains from federal UI. The consumption-equivalent welfare gains reported
in Table 2.5 are computed as follows. For each policy setting, compute welfare under optimal
federal RI as detailed in Section 2.A.1. This gives

∫
W0dµ0. Follow the program as in Sec-

tion 2.A.1, but setting φ= 0 (BF ( ·; · ) = 0) and τF = 0. That is, solve for optimal member-state
policy in autarky. Denote the induced welfare by

∫
W aut

0 dµaut
0 . The consumption equivalent

welfare gains are computed as the value of the direct transfer received every period which
would make households indifferent between living in autarky and living under the federal RI.
The welfare gain is expressed in terms of percent of the steady state consumption level.
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2.B. Calculating fourth-order-accurate unconditional first moments

In this section we consider a pruned perturbation solution to a dynamic stochastic gen-
eral equilibrium (DSGE) model. We derive closed-form solutions for fourth-order-accurate
unconditional first moments of the model’s endogenous variables. The exposition here heav-
ily builds on Andreasen et al. (2018) who already provide the formulae up to third-order of
accuracy. Our sole contribution is to provide formulae for fourth-order moments.

2.B.1. Preliminaries. We consider the following class of DSGE models. Let yt ∈Rny be a
vector of control variables, xt ∈Rnx+1 a vector of state variables which includes a perturbation
parameter σ≥ 0. Consider a perturbation solution to a DSGE model around the steady state
xSS = 0. The exact solution to the model is given by

yt = g (xt ),

xt+1 = h(xt )+σηεt+1,(2.41)

where εt+1 follows nε dimensional multivariate normal distribution and is independently and
identically distributed in each period. Solving a DSGE model amounts to finding unknown
functions g and h.

For most DSGE models, the full solution to system (2.41) cannot be found explicitly. The
perturbation solution approximates the true solution using a Taylor series expansion around
the steady state, xt = xt+1 = 0. Up to fourth order, we have

(2.42) xt+1 = hx xt + 1

2
hxx x⊗2

t + 1

6
hxxx x⊗3

t + 1

24
hxxxx x⊗4

t +σηεt+1,

where hx ,hxx , . . . denote first, second, etc, order derivatives of function h with respect to vec-

tor x. Superscript ⊗n represents the n-th Kronecker power, i.e. x⊗n =
n times︷ ︸︸ ︷

x ⊗x ⊗ . . ..
However, the system (2.42) may display explosive dynamics and may not have any finite

unconditional moments (Andreasen et al. 2018) . The solution to this problem suggested by
Kim et al. (2008) is to prune the state space of the approximated solution so as to remove
explosive paths. As shown by Andreasen et al. (2018) the pruned 4th-order approximation to
the perturbation solution reads

xt+1 = x f
t+1 +xs

t+1 +xr d
t+1 +x4th

t+1,

where
x f

t+1 = hx x f
t +σηεt+1,

xs
t+1 = hx xs

t +
1

2
hxx

(
x f

t

)⊗2
,

xr d
t+1 = hx xr d

t + 1

2
hxx

(
2
(
(x f

t ⊗xs
t )

))
+ 1

6
hxxx

(
x f

t

)⊗3
,

and

x4th
t+1 = hx x4th

t + 1

2
hxx

(
2
(
x f

t ⊗xr d
t

)
+ (

xs
t

)⊗2
)
+ 1

6
hxxx

(
3
(
x f

t

)⊗2 ⊗xs
t

)
+ 1

24
hxxxx

(
x f

)⊗4
.
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Note that if the shock is drawn from the standard normal distribution, as is the case in the
model developed in the current paper, then

E (εt )⊗2 = vec(Ine ),

E (εt )⊗3 = 0,and

E (εt )⊗5 = 0.

Let M 4 ≡ E (εt )⊗4 be the kurtosis of the standard multivariate normal distribution.
In the course of the proofs we will use extensively the following (well-known) properties

of the Kronecker product (for example, Magnus and Neudecker 1999). These are:

A⊗ (B+C) = A⊗B+A⊗C,

(A+B)⊗C = A⊗C+B⊗C,

(kA)⊗B = A⊗ (kB) = k(A⊗B),

(A⊗B)⊗C = A⊗ (B⊗C),

(AC)⊗ (BD) = (A⊗B)(C⊗D),

vec(ABC ) = (C ′⊗ A)vec(B).

We say that matrix Km,n of size mn×mn is a commutation matrix if it has the following prop-
erty: Let A be (m ×n) matrix and B is (p ×q) matrix. Then

Km,p (A⊗B)Kq,n = B ⊗ A.

That is, the commutation matrix reverses the order of Kronecker product. The commutation
matrix Km,n can be defined explicitly as

Kn,m =
m∑

i=1

n∑
j=1

(
(em

i (en
j )′)⊗ (en

j (em
i )′)

)
,

where em
i is the i th unit column vector of order m. For any commutation matrix Kp,q = K −1

q,p .

2.B.2. Analytical expressions for the first moments. We are ready to derive formulas
for unconditional first moments of the endogenous variables. Our goal is to characterize the
following expression

E0 xt = E0 x f
t +E0 xs

t +E0 xr d
t +E0 x4th

t ,

Andreasen et al. (2018) showed that E0 x f
t = E0 xr d

t = 0. The first equality is the certainty equiv-
alence of the linear approximation. The second equality, E0 xr d

t = 0, results from the symme-
try of the normal distribution (i.e. skewness is zero).

We write perturbation parameter σ as a separate variable, not included in state xt . Note
that hσ = hxσ = hxxσ = hxxxσ = hxxxxσ = 0 (see, for example, Theorem 7 in Jin and Judd
(2002)).

For completeness, we derive expressions for the unconditional first moments for the so-
lution approximations of all orders from one up to four. Derivations for orders of approxima-
tion up to three are based on Andreasen et al. (2018). Formulas for the fourth order are our
contribution.
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2.B.2.1. First and second-order of approximation. We start with the formulae accurate up
to the second order. We have

x f
t+1 = hx x f

t +σηεt+1

xs
t+1 = hx xs

t +
1

2
hxx

(
x f

t

)⊗2 + 1

2
hσσσ

2

Ex f
t = 0

E
(
x f

t

)⊗2 = (In2
x
−hx ⊗hx )−1(σ2η⊗η)vec(I ))

Exs
t = (Inx −hx )−1

[
1

2
hxx (In2

x
−hx ⊗hx )−1(σ2η⊗η)vec(I ))+ 1

2
hσσσ

2
]

PROOF.

x f
t+1 = hx x f

t +σηεt+1

Ex f
t+1 = Ehx x f

t

(stationarity)

Ex f
t (I −hx ) = 0 ⇒ Ex f

t = 0.

(
x f

t

)⊗2 =
(
hx x f

t +σηεt+1

)
⊗

(
hx x f

t +σηεt+1

)
= hx x f

t ⊗hx x f
t + (hx x f

t )⊗ (σηεt+1)+ (σηεt+1)⊗ (hx x f
t )+ (σηεt+1)⊗ (σηεt+1)

E
(
x f

t

)⊗2 = hx ⊗hx E
(
x f

t

)⊗2 +σ2η⊗ηE(εt+1)⊗2

E
(
x f

t

)⊗2 = (I −hx ⊗hx )−1(σ2η⊗η)vec(I ))

xs
t+1 = hx xs

t +
1

2
hxx

(
x f

t

)⊗2 + 1

2
hσσσ

2

Exs
t = hx Exs

t +
1

2
hxx E

(
x f

t

)⊗2 + 1

2
hσσσ

2

Exs
t = (I −hx )−1

[
1

2
hxx (I −hx ⊗hx )−1(σ2η⊗η)vec(I ))+ 1

2
hσσσ

2
]

.

�

2.B.2.2. Third order. Next, we tackle the third-order approximation. We replicate the re-
sults in Andreasen et al. (2018) in the following

xr d
t+1 = hx xr d

t + 1

2
hxx

(
2
(
(x f

t ⊗xs
t )

))
+ 1

6
hxxx

(
x f

t

)⊗3 +3 · 1

6
hxσσx f

t σ
2 + 1

6
hσσσσ

3
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Ex f
t+1 ⊗xs

t+1 =
(
I −h⊗2

x

)−1
(
hx ⊗ 1

2
hxx

)
E
(
x f

t

)⊗3

E
(
x f

t+1

)⊗3 = 0

Exr d
t+1 = 0.
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PROOF.

x f
t+1 ⊗xs

t+1 =
(
hx x f

t +σηεt+1

)
⊗

(
hx xs

t +
1

2
hxx

(
x f

t

)⊗2 + 1

2
hσσσ

2
)

= (hx ⊗hx )
(
x f

t ⊗xs
t

)
+

(
hx ⊗ 1

2
hxx

)(
x f

t

)⊗3 + (hx x f )⊗ 1

2
hσσσ

2

+ (
ση⊗hx

)(
εt+1 ⊗xs

t

)+ (
ση⊗ .5hxx

)(
εt+1 ⊗

(
x f

t

)⊗2
)
+ (ηεt+1)⊗ 1

2
hσσσ

3.

E(x f
t ⊗xs

t ) = (
I −h⊗2

x

)−1
(
hx ⊗ 1

2
hxx

)
E
(
x f

t

)⊗3
.

(
x f

t+1

)⊗3 =
(
x f

t+1

)⊗2 ⊗
(
hx x f

t +σηεt+1

)
=

(
hx x f

t +σηεt+1

)
⊗

[
(hx ⊗hx )

((
x f

t

)⊗2
)
+ (
ση⊗ση)(

ε⊗2
t+1

)
+ (
ση⊗hx

)(
εt+1 ⊗x f

t

)
+ (

hx ⊗ση
)(

x f
t ⊗εt+1

)]
= (hx ⊗hx ⊗hx )

(
x f

t

)⊗3 + (σηεt+1)⊗ (hx ⊗hx )

((
x f

t

)⊗2
)

+ (hx x f
t )⊗ (

ση⊗ση)(
ε⊗2

t+1

)+ (σηεt+1)⊗ (
ση⊗ση)(

ε⊗2
t+1

)
+ (hx x f

t )⊗ (
ση⊗hx

)(
εt+1 ⊗x f

t

)
+ (σηεt+1)⊗ (

ση⊗hx
)(
εt+1 ⊗x f

t

)
+ (hx x f

t )⊗ (
hx ⊗ση

)(
x f

t ⊗εt+1

)
+ (σηεt+1)⊗ (

hx ⊗ση
)(

x f
t ⊗εt+1

)
= (hx ⊗hx ⊗hx )

(
x f

t

)⊗3 + terms zero in expectation.

The last equality follows from the fact that x f
t and εt+1 are independent, therefore E

(
x f

t ⊗εt+1

)
=

Ex f
t ⊗Eεt+1 = 0, E(hx x f

t )⊗ (
ση⊗ση)(

ε⊗2
t+1

)= 0 since E(hx x f
t ) = 0.

Therefore,

E

((
x f

t+1

)⊗3
)
= E (hx ⊗hx ⊗hx )

(
x f

t

)⊗3

and by stationarity E (hx ⊗hx ⊗hx )
(
x f

t

)⊗3 = 0,

xr d
t+1 = hx xr d

t + 1

2
hxx

(
2
(
(x f

t ⊗xs
t )

))
+ 1

6
hxxx

(
x f

t

)⊗3 +3 · 1

6
hxσσx f

t σ
2 + 1

6
hσσσσ

3

Exr d
t+1 = hx Exr d

t + 1

6
hσσσσ

3

Exr d
t (I −hx ) = 0,

the last line following since hσσσ = 0 for symmetric distribution (see Andreasen, 2012) �

2.B.2.3. Fourth order. Finally, we derive the solutions accurate up to fourth order.
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We have that the fourth-order accurate law of motion of the states is given by

x4th
t+1 = hx x4th

t + 1

2
hxx

(
2
(
x f

t ⊗xr d
t

)
+ (

xs
t

)⊗2
)
+ 1

6
hxxx

(
3
(
x f

t

)⊗2 ⊗xs
t

)
+ 1

24
hxxxx

(
x f

)⊗4

+ 3

6
hσσxσ

2xs
t +6 · 1

24
hσσxxσ

2
(
x f

t

)⊗2 +4 · 1

24
hσσσxσ

3x f
t + 1

24
hσσσσσ

4.

The fourth raw moment of the state variables is given by.

Ex4th
t = (

Inx −hx
)−1

[1

2
hxx E

(
2
(
x f

t ⊗xr d
t

)
+ (

xs
t

)⊗2
)

+ 1

6
hxxx E

(
3
(
x f

t

)⊗2 ⊗xs
t

)
+ 1

24
hxxxx E

(
x f

)⊗4

+ 3

6
hσσxσ

2Exs
t +6 · 1

24
hσσxxσ

2E
(
x f

t

)⊗2 + 1

24
hσσσσσ

4
]

.

Where the respective terms for each basis vector of the 4th-order pruned state space are
listend in the following.

E
(
x f

t+1

)⊗4 =σ2
(
In4

x
−h⊗4

x

)−1 [
σ2η⊗4M 4 +

(
(h⊗2

x ⊗η⊗2)Kn2
e ,n2

x

+ (hx ⊗η⊗hx ⊗η)
(
Inx ⊗Knx ,ne ⊗ Ine

)
Kn2

e ,n2
x

+ (hx ⊗η⊗η⊗hx )
(
Inx ⊗Knx ,n2

e

)
Kn2

e ,n2
x

+ (
η⊗hx ⊗hx ⊗η

)(
Ine ⊗Kne ,n2

x

)
+ (
η⊗hx ⊗η⊗hx

)(
Ine ⊗Kne ,nx ⊗ Inx

)
+ (
η⊗2 ⊗h⊗2

x

))(
vec(Ine )⊗E(x f

t )⊗2
)]

.

This we can calculate given E
(
x f

t

)⊗2 =σ2(I −h⊗2
x )−1(η⊗2)vec(Ine )) from further above.

Regarding the remaining vectors that span the 4th-order pruned state space, we have

E
[(

xs
t+1

)⊗2
]
=

(
In2

x
−h⊗2

x

)−1 (
+ .5

(
Knx ,nx + In2

x

)
(hxx ⊗hx )E

((
x f

t

)⊗2 ⊗xs
t

)
+ 1

4
h⊗2

xx E(x f
t )⊗4

+
(
Knx ,nx + In2

x

)[
1

2
[(hx ⊗hσσ)(σ2xs

t )]+ 1

4
(hxx ⊗hσσ)(σ2(x f

t )⊗2)

]
+ 1

4
hσσ⊗hσσσ

4
)
,
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E

[(
x f

t

)⊗2 ⊗xs
t

]
=

(
In3

x
−h⊗3

x

)−1 (
(σ2η⊗2 ⊗hx )(E

[
ε⊗2

t+1

]⊗Exs
t )+ 1

2
(h⊗2

x ⊗hxx )E(x f
t )⊗4

+ 1

2
(σ2η⊗2 ⊗hxx )(vec(Ine )⊗E(x f

t )⊗2)+ 1

2
(h⊗2

x ⊗hσσ)σ2E
[

(x f
t )⊗2

]
+ 1

2
(η⊗2 ⊗hσσ)σ4Eε⊗2

t+1

)
,

E
[

x f
t+1 ⊗xr d

t+1

]
=

(
In2

x
−h⊗2

x

)−1 (
(hx ⊗hxx )E((x f

t )⊗2 ⊗xs
t )+ 1

6
(hx ⊗hxxx )E

(
x f

t

)⊗4

+ 3

6
(hx ⊗hσσ)σ2E

[
(x f

t )⊗2
])

.

PROOF. We derive each of the terms.(
x f

t+1

)⊗4 =
(
hx x f

t +σηεt+1

)
⊗

(
x f

t+1

)⊗3

= (hx x f
t )⊗

(
x f

t+1

)⊗3 + (σηεt+1)⊗
(
x f

t+1

)⊗3
.(2.43)

We tackle separately each of the summands in (2.43).

(hx x f
t )⊗

(
x f

t+1

)⊗3 = (hx x f
t )⊗

([
hx x f

t +σηεt+1

]
⊗

[
hx x f

t +σηεt+1

]
⊗

[
hx x f

t +σηεt+1

])
= (hx x f

t )⊗
([

hx x f
t +σηεt+1

]
⊗

[
hx x f

t ⊗hx x f
t +hx x f

t ⊗σηεt+1 +σηεt+1 ⊗hx x f
t +σηεt+1 ⊗σηεt+1

])
= (hx x f

t )⊗
([

hx x f
t +σηεt+1

]
⊗

[
h⊗2

x (x f
t )⊗2 +σ(hx ⊗η)(x f

t ⊗εt+1)+σ(η⊗hx )(εt+1 ⊗x f
t )+σ2η⊗2ε⊗2

t+1

])
.

Further,

(hx x f
t )⊗

(
x f

t+1

)⊗3 = (hx x f
t )⊗

(
h⊗3

x (x f
t )⊗3 +σ(h⊗2

x ⊗η)((x f
t )2 ⊗εt+1)

+σ(hx ⊗η⊗hx )(x f
t ⊗εt+1 ⊗x f

t )+σ2(hx ⊗η⊗2)(x f
t ⊗ε⊗2

t+1)

+σ(η⊗h⊗2
x )(εt+1 ⊗ (x f

t )⊗2)+σ2(η⊗hx ⊗η)(εt+1 ⊗x f
t ⊗εt+1)

+σ2(η⊗2 ⊗hx )(ε⊗2
t+1 ⊗x f

t )+σ3η⊗3ε⊗3
t+1

)
.
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So that

(hx x f
t )⊗

(
x f

t+1

)⊗3 = h⊗4
x (x f

t )⊗4 +σ2(h⊗2
x ⊗η⊗2)((x f

t )⊗2 ⊗ε⊗2
t+1)

+σ2 (
hx ⊗η⊗hx ⊗η

)(
x f

t ⊗εt+1 ⊗x f
t ⊗εt+1

)
+σ2 (

hx ⊗η⊗2 ⊗hx
)(

x f
t ⊗ε⊗2

t+1 ⊗x f
t

)
+ terms zero in expectation.(2.44)

The last equality follows since εt+1 ⊥ x f
t and Ex f

t = E
(
(x f

t )⊗3
)
Eεt+1 = 0.

Using the commutation matrix Knx ,ne to change the order of ⊗. For instance

x f
t ⊗εt+1 ⊗εt+1 ⊗x f

t = x f
t ⊗ Ine εt+1 ⊗Knx ,ne (x f

t ⊗εt+1)

= x f
t ⊗ (Ine ⊗Knx ,ne )(εt+1 ⊗x f

t ⊗εt+1)

= x f
t ⊗ (Ine ⊗Knx ,ne )(Knx ,ne (x f

t ⊗εt+1)⊗εt+1)

= x f
t ⊗ (Ine ⊗Knx ,ne )((Knx ,ne ⊗ Ine )(x f

t ⊗εt+1 ⊗εt+1))

= [
Inx ⊗ (Ine ⊗Knx ,ne )(Knx ,ne ⊗ Ine )

][
(x f

t )⊗2 ⊗ε⊗2
t+1

]
.

This can be simplified further using (Ir ⊗Km,s )(Km,s ⊗ Is ) = Km,r s . Thus

E
[

x f
t ⊗εt+1 ⊗εt+1 ⊗x f

t

]
=

(
Inx ⊗Knx ,n2

e

)
E
(
(x f

t )⊗2 ⊗ε⊗2
t+1

)
.

Similarly,

E
(
x f

t ⊗εt+1 ⊗x f
t ⊗εt+1

)
= (

Inx ⊗Knx ,ne ⊗ Ine

)
E
(
(x f

t )⊗2 ⊗ε⊗2
t+1

)
.

Going back to (2.44) we have

E

[
(hx x f

t )⊗
(
x f

t+1

)⊗3
]
= h⊗4

x E(x f
t )⊗4 +σ2

[
(h⊗2

x ⊗η⊗2)

+ (hx ⊗η⊗hx ⊗η)
(
Inx ⊗Knx ,ne ⊗ Ine

)
+ (hx ⊗η⊗η⊗hx )

(
Inx ⊗Knx ,n2

e

)](
E
[

(x f
t )⊗2

]
⊗ vec(Ine )

)
,

since E
(
(x f

t )⊗2 ⊗ε⊗2
t+1

)
= E

[
(x f

t )⊗2
]
⊗ vec(Ine ).
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Regarding the other summand in (2.43),

(σηεt+1)⊗
(
x f

t+1

)⊗3 = (σηεt+1)⊗
(
h⊗3

x (x f
t )⊗3 +σ(h⊗2

x ⊗η)((x f
t )2 ⊗εt+1)

+σ(hx ⊗η⊗hx )(x f
t ⊗εt+1 ⊗x f

t )+σ2(hx ⊗η⊗2)(x f
t ⊗ε⊗2

t+1)

+σ(η⊗h⊗2
x )(εt+1 ⊗ (x f

t )⊗2)+σηεt+1 ⊗σ(hx ⊗η)(x f
t ⊗εt+1)

+σηεt+1 ⊗σ(η⊗hx )(εt+1 ⊗x f
t )+σ3η⊗3ε⊗3

t+1

)
=σ2 (

η⊗hx ⊗hx ⊗η
)(
εt+1 ⊗x f

t ⊗x f
t ⊗εt+1

)
+σ2 (

η⊗hx ⊗η⊗hx
)(
εt+1 ⊗x f

t ⊗εt+1 ⊗x f
t

)
+σ2 (

η⊗2 ⊗h⊗2
x

)(
ε⊗2

t+1 ⊗ (x f
t )⊗2

)
+σ4η⊗4ε⊗4

t+1

+ terms that are zero in expectation.(2.45)

Using the commutation matrices

E
(
ε⊗2

t+1 ⊗ (x f
t )⊗2

)
= vec(Ine )⊗E(x f

t )⊗2

E
(
εt+1 ⊗x f

t ⊗εt+1 ⊗x f
t

)
= (

Ine ⊗Kne ,nx ⊗ Inx

)(
vec(Ine )⊗E(x f

t )⊗2
)

E
(
εt+1 ⊗x f

t ⊗x f
t ⊗εt+1

)
= (Ine ⊗Kne ,n2

x
)(vec(Ine )⊗E(x f

t )⊗2).

Plugging into (2.45) delivers

E

[
(σηεt+1)⊗

(
x f

t+1

)⊗3
]
=σ2

[(
η⊗hx ⊗hx ⊗η

)(
Ine ⊗Kne ,n2

x

)
+ (
η⊗hx ⊗η⊗hx

)(
Ine ⊗Kne ,nx ⊗ Inx

)
+ (
η⊗2 ⊗h⊗2

x

)](
vec(Ine )⊗E(x f

t )⊗2
)
+σ4η⊗4M 4,

where M 4 ≡ E[
ε⊗4

t+1

]
.

91



Going back to the original formula (2.43),

E
(
x f

t+1

)⊗4 = E
[

(hx x f
t )⊗

(
x f

t+1

)⊗3
]
+E

[
(σηεt+1)⊗

(
x f

t+1

)⊗3
]

= h⊗4
x E(x f

t )⊗4 +σ2
[

(h⊗2
x ⊗η⊗2)

+ (hx ⊗η⊗hx ⊗η)
(
Inx ⊗Knx ,ne ⊗ Ine

)
+ (hx ⊗η⊗η⊗hx )

(
Inx ⊗Knx ,n2

e

)](
E
[

(x f
t )⊗2

]
⊗ vec(Ine )

)
+σ2

[(
η⊗hx ⊗hx ⊗η

)(
Ine ⊗Kne ,n2

x

)
+ (
η⊗hx ⊗η⊗hx

)(
Ine ⊗Kne ,nx ⊗ Inx

)
+ (
η⊗2 ⊗h⊗2

x

)](
vec(Ine )⊗E(x f

t )⊗2
)
+σ4η⊗4M 4.

Hence, using stationarity and the fact that E
[

(x f
t )⊗2

]
⊗ vec(Ine ) = Kn2

e ,n2
x

(
vec(Ine )⊗E(x f

t )⊗2
)
, we have

that

E
(
x f

t+1

)⊗4 =σ2
(
In4

x
−h⊗4

x

)−1 [
σ2η⊗4M 4 +

(
(h⊗2

x ⊗η⊗2)Kn2
e ,n2

x

+ (hx ⊗η⊗hx ⊗η)
(
Inx ⊗Knx ,ne ⊗ Ine

)
Kn2

e ,n2
x

+ (hx ⊗η⊗η⊗hx )
(
Inx ⊗Knx ,n2

e

)
Kn2

e ,n2
x

+ (
η⊗hx ⊗hx ⊗η

)(
Ine ⊗Kne ,n2

x

)
+ (
η⊗hx ⊗η⊗hx

)(
Ine ⊗Kne ,nx ⊗ Inx

)
+ (
η⊗2 ⊗h⊗2

x

))(
vec(Ine )⊗E(x f

t )⊗2
)]

.

Continued on next page.
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Next, we calculate E
((

xs
t+1

)⊗2
)
.

(
xs

t+1

)⊗2 =
(
hx xs

t +
1

2
hxx

(
x f

t

)⊗2 + 1

2
hσσσ

2
)
⊗

(
hx xs

t +
1

2
hxx

(
x f

t

)⊗2 + 1

2
hσσσ

2
)

= h⊗2
x (xs

t )⊗2 + (hx xs
t )⊗ (

1

2
hxx

(
x f

t

)⊗2
)+ (

1

2
hxx

(
x f

t

)⊗2
)⊗ (hx xs

t )

+
(

1

2
hxx

(
x f

t

)⊗2
)
⊗

(
1

2
hxx

(
x f

t

)⊗2
)

+ 1

2
(hσσ⊗hx )(σ2xs

t )+ 1

4
(hσσ⊗hxx )(σ2(x f

t )⊗2)+ 1

4
hσσ⊗hσσσ

4

+ 1

2
(hx ⊗hσσ)(σ2xs

t )+ 1

4
(hxx ⊗hσσ)(σ2(x f

t )⊗2)

= h⊗2
x (xs

t )⊗2 + (
1

2
hx ⊗hxx )

(
xs

t ⊗
(
x f

t

)⊗2
)
+

(
1

2
hxx ⊗hx

)((
x f

t

)⊗2 ⊗xs
t

)
+ 1

4
h⊗2

xx (x f
t )⊗4 + 1

2
(hx ⊗hσσ+hσσ⊗hx ) (σ2xs

t )

+ 1

4
(hσσ⊗hxx +hxx ⊗hσσ) (σ2(x f

t )⊗2)+ 1

4
hσσ⊗hσσσ

4

= h⊗2
x (xs

t )⊗2 + (
1

2
hx ⊗hxx )Kn2

x ,nx

((
x f

t

)⊗2 ⊗xs
t

)
+

(
1

2
hxx ⊗hx

)((
x f

t

)⊗2 ⊗xs
t

)
+ 1

4
h⊗2

xx (x f
t )⊗4 + 1

2

(
Knx ,nx + In2

x

)
[(hx ⊗hσσ)(σ2xs

t )]

+ 1

4

(
Knx ,nx + In2

x

)
([hxx ⊗hσσ)(σ2(x f

t )⊗2)]+ 1

4
hσσ⊗hσσσ

4

= h⊗2
x (xs

t )⊗2 + 1

2
(hxx ⊗hx )

(
Kn2

x ,nx
+ In2

x

)((
x f

t

)⊗2 ⊗xs
t

)
+ 1

4
h⊗2

xx (x f
t )⊗4

+
(
Knx ,nx + In2

x

)[
1

2
[(hx ⊗hσσ)(σ2xs

t )]+ 1

4
(hxx ⊗hσσ)(σ2(x f

t )⊗2)

]
+ 1

4
hσσ⊗hσσσ

4.

where the last line follows since (hx ⊗hxx )Kn2
x ,nx

= Knx ,nx (hxx ⊗hx ) (Note: K −1
p,q = Kq,p , so Knx ,nx =

K −1
nx ,nx

and K1,n = Kn,1 = In).

Hence

E
[(

xs
t+1

)⊗2
]
=

(
In2

x
−h⊗2

x

)−1 (
+ .5

(
Knx ,nx + In2

x

)
(hxx ⊗hx )E

((
x f

t

)⊗2 ⊗xs
t

)
+ 1

4
h⊗2

xx E(x f
t )⊗4

+
(
Knx ,nx + In2

x

)[
1

2
[(hx ⊗hσσ)(σ2xs

t )]+ 1

4
(hxx ⊗hσσ)(σ2(x f

t )⊗2)

]
+ 1

4
hσσ⊗hσσσ

4
)
.

Continued on next page.
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Next we calculate E

((
x f

t+1

)⊗2 ⊗xs
t+1

)
.

(
x f

t+1

)⊗2 ⊗xs
t+1 =

(
hx x f

t ⊗hx x f
t + (hx x f

t )⊗ (σηεt+1)+ (σηεt+1)⊗ (hx x f
t )+ (σηεt+1)⊗ (σηεt+1)

)
⊗

(
hx xs

t +
1

2
hxx

(
x f

t

)⊗2 + 1

2
hσσσ

2
)

= h⊗3
x ((x f

t )⊗2 ⊗xs
t )+ (σ2η⊗2 ⊗hx )(ε⊗2

t+1 ⊗xs
t )+ 1

2
(h⊗2

x ⊗hσσ)σ2(x f
t )⊗2

+ 1

2
(η⊗2 ⊗hσσ)σ4ε⊗2

t+1 +
1

2
(h⊗2

x ⊗hxx )(x f
t )⊗4 + 1

2
(σ2η⊗2 ⊗hxx )(ε⊗2

t+1 ⊗ (x f
t )⊗2)

+ terms zero in expectation.

Hence

E

[(
x f

t

)⊗2 ⊗xs
t

]
=

(
In3

x
−h⊗3

x

)−1 (
(σ2η⊗2 ⊗hx )(E

[
(εt+1)⊗2]⊗Exs

t )+ 1

2
(h⊗2

x ⊗hxx )E(x f
t )⊗4

+ 1

2
(σ2η⊗2 ⊗hxx )(vec(Ine )⊗E(x f

t )⊗2)+ 1

2
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x ⊗hσσ)σ2E
[

(x f
t )⊗2

]
+ 1

2
(η⊗2 ⊗hσσ)σ4Eε⊗2

t+1

)
,

where the equality follows since εt+1 and xs
t are orthogonal.

For the last missing terms.

x f
t+1 ⊗xr d

t+1 =
(
hx x f

t +σηεt+1

)
⊗

(
hx xr d

t + 1

2
hxx

(
2
(
(x f

t ⊗xs
t )

))
+ 1

6
hxxx

(
x f

t

)⊗3

+ 3

6
hσσxσ

2x f
t + 1

6
hσσσσ

3
)

= h⊗2
x (x f

t+1 ⊗xr d
t+1)+ (hx ⊗hxx )((x f

t )⊗2 ⊗xs
t )+ 1

6
(hx ⊗hxxx )

(
x f

t

)⊗4

+ 3

6
(hx ⊗hσσ)σ2(x f

t )⊗2 + terms zero in expectation

so that

E
[

x f
t+1 ⊗xr d

t+1

]
=

(
In2

x
−h⊗2

x

)−1 (
(hx ⊗hxx )E((x f

t )⊗2 ⊗xs
t )+ 1

6
(hx ⊗hxxx )E

(
x f

t

)⊗4

+ 3

6
(hx ⊗hσσ)σ2E

[
(x f

t )⊗2
])

This completes the proof. �
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2.B.2.4. Simplifying the 4th-order expressions. For the model used in the current paper, the 4th-

order Kronecker products can be simplified further. Namely,

(
h⊗2

x ⊗η⊗2)Kn2
e ,n2

x
= Kn2

x ,n2
x

(
η⊗2 ⊗h⊗2

x

)
For the current model we have ne = 1 so that Kne ,nx = Knx ,ne = Inx , Ine = vec(Ine ) = 1.

E
(
x f

t+1

)⊗4 =σ2
(
In4

x
−h⊗4

x
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σ2η⊗4M 4 +Kn2

x ,n2
x
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x

)
+ (hx ⊗η⊗hx ⊗η)

(
Inx ⊗ Inx

)
+ (hx ⊗η⊗η⊗hx )

(
Inx ⊗ Inx

)
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)
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)(
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)
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x
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Note that Inx ⊗ Inx = In2
x

so that
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Moreover
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or
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CHAPTER 3

Demand-Driven Growth

“Taking U.S. performance over the past 50 years as a benchmark, the potential for welfare
gains from better long-run, supply-side policies exceeds by far the potential from further

improvements in short-run demand management.”
Robert E. Lucas, Jr. (2003)

3.1. Introduction

Aggregate economic growth has traditionally been thought of as a supply-side phenom-
enon.1 In this paper, we argue that in fact aggregate economic growth is to a large extent
demand-driven. Importantly, failing to account for this demand channel changes our under-
standing of the macroeconomic, supply-side, policies affect aggregate growth.

We build a tractable, general equilibrium, model with heterogeneous firms. This type of
environment has been extensively used for questions related to industry dynamics (see e.g.
the seminar work of Hopenhayn and Rogerson 1993b) and more recently also for understand-
ing aggregate growth (see e.g. Acemoglu et al. 2018). However, while demand accumulation
and disturbances have been shown to be key drivers of firm-level dynamics (see e.g. Foster
et al. 2016), aggregate growth has remained in the domain of the supply side in the form of in-
vestments into improving the efficiency level of production (see e.g. Klette and Kortum 2004).
Our framework brings together these two forces.

Specifically, in our model households consume a bundle of imperfectly substitutable dif-
ferentiated goods varieties. The latter are produced by individual firms which differ not only
in the efficiency with which they produce goods (“productivity”), but also in the amount of
customers they can sell to (“customer base”). Importantly, firms can invest into improving
both productivity and the customer base. The former happens through costly research and
development (R&D). Investing resources into R&D gives the firm a chance to innovate. Suc-
cessful innovations lead to productivity increases. It is assumed that firms can attract cus-
tomers by charging lower relative prices. Given the imperfect substitutability between goods
varieties, firms can afford to charge a markup over their marginal costs. Therefore, in order
to attract additional customers, firms lower their markups.

Considering both endogenous margins at the same time is crucial because they form an
endogenous feedback loop. Higher productivity allows firms to charge lower prices and at-
tract more customers. In turn, attracting more customers allows firms to sell greater amounts
of their output increasing the payoffs from innovation.

1Exceptions to this include recent contributions of “New-Keynesian endogenous growth models” of e.g. Benigno
and Fornaro (2018).
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We parametrize our model to match salient features of U.S. data pertaining to firm growth
and R&D expenditures. Importantly, our model matches the life-cycle profile of average em-
ployment, the R&D intensity and aggregate productivity growth. Armed with this model, we
conduct two distinct exercises to highlight the importance of our novel channel.

First, we decompose aggregate growth into it’s contributions. As in existing endogenous
growth models, also our framework features the following drivers of aggregate growth: (i)
selection, whereby resources reallocate from less to more productive firms over the life-cycle,
(ii) creative destruction, whereby relatively unproductive firms shut down and give way to
entrants and (iii) incumbents’ R&D, whereby incumbent firms invest into improving their own
efficiency. All three factors push the technological frontier also in our framework. However,
demand is a new driver of growth in our model because it increases the incentives to conduct
R&D. A counterfactual exercise in which the possibility of accumulating demand is “switched
off” results in aggregate growth dropping from an annual rate of 1.5 to 0.7 percent. In other
words, 55% of aggregate growth is demand-driven.

Second, we investigate how the presence of endogenous demand accumulation changes
our understanding of the effectiveness of supply-side policies in promoting growth. Towards
this end we recalibrate our counterfactual economy with fixed demand. This counterfac-
tual economy matches exactly the same moments as our baseline, including the life-cycle
pattern of employment, aggregate R&D intensity and aggregate growth. Therefore, the two
economies are observationally equivalent from the point of view of these parametrization
targets.

Nevertheless, the two economies feature important differences. Most notably, the distri-
bution of firm values is different. Specifically, endogenous demand accumulation provides
an additional boost to the value of a business. The counterfactual economy with fixed de-
mand is, therefore, characterized by a much more condensed firm value distribution. Im-
portantly, the distribution of firm values is crucial for the sensitivity of the economy to policy
instruments. The reason for this is that all forward-looking decisions, such as R&D invest-
ment but also firm exit, depend in one way or another on firm values. A different distribution
of firm values implies a different sensitivity to otherwise identical policy interventions. This
relates to the results found in Pugsley et al. (2019) and suggests an interesting avenue for
future research.

In what follows, we provide an extensive literature review. We then describe the model
and its parametrization after which we present our main results. The last section concludes.

3.2. Related literature

Our work unifies two major strands of the literature: the body of work on the causes and
consequences of firm heterogeneity and the literature on the firm-level origins of aggregate
economic growth.

Recent advances in Schumpeterian endogenous growth theory suggest that accounting
for firm-level heterogeneity is necessary to fully understand the underlying sources of eco-
nomic growth (Luttmer 2010; Aghion et al. 2014; Akcigit and Nicholas 2019). The evidence
from European (Lentz and Mortensen 2008) and U.S. (Acemoglu et al. 2018; Akcigit and Kerr
2018) firm-level data reveals significant heterogeneity in R&D activity across firms. These
studies highlight that the reallocation of production towards the most innovative firms, exit
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of the least productive units, and the creation of new businesses are key forces generating ag-
gregate economic growth. In the current work, we contribute to the literature by deepening
our understanding of how these forces interact with firm lifecycle dynamics.

Even within narrowly defined industries, there are large differences in terms of firm size,
productivity, and growth between young firms and more mature businesses (Davis et al. 1996;
Foster et al. 2001; Cabral and Mata 2003; Haltiwanger et al. 2013b; Foster et al. 2016). Re-
searchers have studied various aspects of firm and industry dynamics to understand the un-
derlying causes of these lifecycle patterns. A body of evidence points towards the selection
on idiosyncratic productivity. Over time, as less productive firms decide to exit, the average
productivity among surviving firms gradually increases giving rise to a positive relationship
between firm age and average size (Hopenhayn 1992a; Lentz and Mortensen 2005; Luttmer
2007). This lifecycle dynamics induced by selection can be amplified by various frictions:
labor adjustment costs (Hopenhayn and Rogerson 1993b); capital adjustment costs (Cooper
and Haltiwanger 2006b; Clementi and Palazzo 2016b); information frictions and learning (Jo-
vanovic 1982; Arkolakis et al. 2018); organizational capital (Atkeson and Kehoe 2005); or fi-
nancial frictions (Albuquerque and Hopenhayn 2004; Clementi and Hopenhayn 2006). Since
young and small firms are affected by these market imperfections to a much larger extent
than large and mature enterprises, these frictions can account for the lifecycle dynamics of
firms documented in micro-data.

In the current paper, we focus on a complementary source of market imperfections that
can affect firm lifecycle dynamics. When new firms are created, few consumers are aware of
their presence. Various informational or reputational frictions can hinder firms’ effort to ac-
quire more clients. Over time, these frictions gradually abate, young firms build a customer
base, and catch up with the established businesses (Caminal and Vives 1999; Drozd and Nosal
2012; Gourio and Rudanko 2014). Foster et al. (2016) provide evidence that differences in id-
iosyncratic demand levels can account for a considerable portion of the relationship between
plant age and average size. We argue that demand accumulation, unlike the other frictions to
firm growth mentioned above, is a force that boosts economic growth.

We build a general-equilibrium model of firm dynamics with endogenous entry and exit
in the spirit of Hopenhayn and Rogerson (1993b). We contribute to the literature by augment-
ing the workhorse model in two significant ways. Firstly, following Foster et al. (2016), we
allow firms to passively accumulate customer base which becomes a state variable for firms.
Each product sold rises firm’s customer base and affects its future demand. Secondly, we as-
sume that the firm’s idiosyncratic productivity is endogenously determined by its research
and development investment as in Acemoglu et al. (2018). We share the insight of Schum-
peterian growth theory that selection on productivity and reallocation of production towards
the most efficient innovators is a crucial driver of aggregate growth (Acemoglu et al. 2018). A
successful innovation reduces the firm’s marginal cost, allows it to charge lower prices, and to
increase sales in the current period. Since demand accumulates, all future sales are affected
positively as well. This, in turn, raises the returns to innovation creating a dynamic comple-
mentarity. This process helps to drive less productive firms out of the market, reallocates
production towards innovators, and lifts aggregate growth. This suggests that forces slowing
down the firm-level growth are not necessarily detrimental for aggregate growth.

Cavenaile et al. (2019) find that the advertising expenses and R&D expenses are substi-
tutes and argue more effective marketing technology leads to lower growth. In Cavenaile et

101



al. (2019) firms make a static decision about resources invested in advertising. In contrast, we
allow for dynamic demand accumulation through sales, consistent with empirical evidence
in Foster et al. (2016). This dynamic aspect makes demand accumulation complementary
to R&D. Our model highlights that the flow of customers towards the least expensive goods
facilitates the flow of resources towards the most innovative firms.

Our work is related to recent advances in endogenous growth new Keynesian literature.
There, the innovation effort of individual firms constitutes an endogenous amplification mech-
anism for demand shocks (Benigno and Fornaro 2018; Anzoategui et al. 2019) or financial
shocks (Bianchi et al. 2019; Queralto 2019) at business cycle frequency. In the current work,
we share the insight that the weak aggregate demand can have a detrimental impact on firm-
level R&D and, consequently, on aggregate economic growth. However, in contrast to this
strand of the literature, we focus on understanding the origins of aggregate economic growth
in the long run, using a model that is consistent with micro evidence on firm lifecycle dynam-
ics and innovation.

3.3. Model

In this section, we describe the model which helps us understand how aggregate demand
can shape aggregate economic growth. The model aims to capture the interactions between
a firm’s ability to accumulate customer base and its efforts to create innovative products.

In the model, households supply labor in a competitive labor market and consume a
bundle of imperfectly substitutable product varieties. Each variety is supplied by a single
monopolistic producer. The demand for these goods is endogenous and accumulates over
time as firms gradually build their customer base. In addition, firms can spend resources
on research and development (R&D). Each successful innovation reduces the firm’s marginal
production cost. This, therefore, impacts not only its current revenue (by reducing the costs
necessary to produce a unit of output) but also the future revenues through the endogenous
demand accumulation channel. Finally, incumbent firms must also pay stochastic operation
costs which induce endogenous exit.

New firms endogenously enter the economy. In the beginning, very few households are
aware of products offered by startup businesses. With each sale, however, the brand recog-
nition rises and so does the demand the firm faces at any given price. Firms, in turn, use
their pricing power in a strategic way to attract more customers. Young firms, with a rela-
tively small customer base, set low markups to quickly gain demand. As firms get older, they
gradually increase markups to harvest their growing customer base. The strategic pricing be-
havior has important implications for firm innovation over the lifecycle and, ultimately, for
aggregate economic growth.

We start by describing the household side of the economy which we try to keep as simple
as possible. We put more emphasis on the theory of the production side of the economy,
described next. We follow with aggregation and the equilibrium definition.

3.3.1. Households. There is a unit mass of identical, infinitely lived households that de-
rive utility from consumption and suffer disutility from hours worked. We assume the follow-
ing utility function

(3.1) U(Ct , Nt ) = lnCt −νNt ,
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where the consumption bundle Ct is a Dixit-Stiglitz aggregator over a consumption ct , j of
each product j out of set of all available products Jt . Households have a preference towards
each product, dt , j , which is endogenously determined and can be shaped by firms through
their production and pricing decisions. We describe in detail the behavior of firms below.
Before that, let us state formally the definition of the consumption bundle,

(3.2) Ct =
[∫

j∈Jt

d
1
η

j ,t c
η−1
η

j ,t d j

] η

η−1

.

The parameter η captures the elasticity of the demand for each variety with respect its price
p j ,t . The households maximize their lifetime utility,

∑∞
t=1β

tU(Ct , Nt ), where β is the subjec-
tive discount factor.

The households rent their labor at the competitive wage Wt . They can save in firm equity
At . Let p̃a

t be the price of assets in period t and π̃a
t the dividend. All prices are relative to the

aggregate price index Pt which we take as the numeraire. Formally, the budget constraint is

(3.3) p̃a
t At+1 +

∫
j∈Jt

p j ,t c j ,t d j =Wt Nt +
(
p̃a

t + π̃a
t

)
At .

The optimality conditions for the assets, labor, and consumption choices, respectively,
can be written as

1

Ct
=βEt (1+ rt+1)

1

Ct+1
,(3.4)

ν= Wt

Ct
,(3.5)

c j ,t = d j ,t p−η
j ,t Ct .(3.6)

where the return on equities is 1+ rt+1 = p̃a
t+1+π̃a

t+1
p̃a

t
. Equation (3.4) is the standard intertem-

poral Euler equation. Equation (3.5) pins down the labor supply by equating marginal utility
of consumption with marginal disutility from hours worked. Finally, equation (3.6) describes
the demand for each product j which depends negatively on its price p j ,t and positively on
its appeal d j ,t .

3.3.2. Firms. The timing of events is the following: at the beginning of the period, firms
decide whether to remain in operation or not. Conditional on survival, firms produce, in-
vest in innovation, and pay their workers. At the end of the period, innovations are realized,
demand accumulates and firms face exogenous destruction shock.

Incumbents. Each firm is characterized by idiosyncratic productivity q j ,t . Varieties are
produced with labor nc, j ,t , according to a linear production function

(3.7) c j ,t = q j ,t nc, j ,t .

There are no labor adjustment cost, hence the employment choice is static.
The specification of research and development process is similar to Acemoglu et al. (2018).

Firms employ nr, j ,t workers to conduct the research and development. In each period, these
researchers generate new innovations with probability x̃ j ,t . The R&D effort translates into

103



innovation probability according to

(3.8) x̃ j ,t =
(
γ j nr, j ,t

)1/ψ ,

where ψ > 1 and γ j ≥ 0 govern the elasticity of innovation probability with respect to labor,
and the innovation efficiency, respectively. Parameter γ j is firm-specific, while ψ common
to all firms. A successful innovation increases the firm’s productivity by a factor λ, that is
q j ,t+1 = (1+λ)q j ,t .

In addition to active R&D effort, we assume that there is a passive diffusion of technology
from market leaders to less innovative firms. Concretely, the probability of innovation for
each firm is

(3.9) x j ,t = x̃ j ,t +x0,

where x0 > 0 is a parameter that captures the rate of technology diffusion.
The firm-specific demand follows

(3.10) d j ,t =α0
j

(
b j ,t

)α1
j ,

where b j ,t is firm’s customer base and α j =
(
α0

j ,α1
j

)
is a vector of firm-specific parameters

governing the impact of the customer base on demand.2 The customer base accumulates
endogenously and evolves according to the following law of motion

(3.11) b j ,t+1 = (1−δ)

(
b j ,t +

c j ,t

Ct

)
,

whereδ is the rate at which the customer base depreciates over time. This means that a higher
sale today leads to a higher demand in the future.

Firms maximize their value by choosing prices p j ,t and the probability of innovation x j ,t .
Formally, at the beginning of the period firms maximize

(3.12) V j (q,b) = max

{∫
ℜ+

[
Ṽ j (b, q)−WφdFφ(φ)

]
,0

}
.

The outer “max” operator captures the exit decision of the firm. Upon exit, firms receive an
outside option which value is normalized to zero. If a firm decides to continue operating, it
faces a stochastic operation cost φ distributed according to the cdf Fφ. The cost is expressed
in terms of labor. We mark firm value with a subscript j to indicate that the firm’s value
depends on its idiosyncratic characteristicsα j and γ j . Ṽ j is the firm’s continuation value that
satisfies

Ṽ j (b j ,t , q j ,t ) = max
p j ,t ,x j ,t ,b j ,t+1

[
p j ,t c j ,t −W (nc, j ,t +nr, j ,t )+ β̃t EV j (b j ,t+1, q j ,t+1)

]
(3.13)

s. t.

b j ,t+1 = (1−δ)

(
b j ,t +

c j ,t

Ct

)
,(3.14)

b j ,t+1 − (1−δ)b j ,t ≥ 0, p j ,t ≥ 0, x j ,t ∈ [0,1].(3.15)

2A micro-foundation via information acquisition can be found in Sedláček and Sterk (2017).
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The effective discount factor satisfies β̃t = (1−ρ)
(1+rt )(1+g t ) , where ρ is the exogenous exit rate and

g t is the aggregate growth rate of the economy.
Pricing and innovation. The firm exits whenever the expected operating cost are too large

relative to the continuation value. Let φ̃ mark the the cost at which a firm is indifferent be-
tween continuation and exit. We have

(3.16) φ̃ j (b j ,t , q j ,t ) = Ṽ j (b j ,t , q j ,t )

Wt
.

We denote the survival probability by

(3.17) Φ j (b j ,t , q j ,t ) ≡ Fφ
(
φ̃ j (b j ,t , q j ,t )

)
.

With this notation at hand, we can write the firm’s value as
(3.18)

V (b j ,t , q j ,t ) =Φ j (b j ,t , q j ,t ) max
p j ,t ,x j ,t ,

b j ,t+1

 p j ,t c j ,t −Wt (nc, j ,t +nr, j ,t + φ̂ j )

+β̃t
[
x j ,t V j (b j ,t+1, q j ,t (1+λ))+ (1−x j ,t )V j (b j ,t+1, q j ,t )

]


where φ̂ j (b j ,t , q j ,t ) ≡ E(
φ|φ≤ φ̃ j (b j ,t , q j ,t )

)
is the expected operating cost paid by a surviving

firm. In equation (3.18) we used the fact that q j ,t+1 = (1+λ)q j ,t if the innovation is successful
and q j ,t+1 = q j ,t otherwise.

Next, we will derive the optimal pricing strategy of the firm. Let µ j
(
b j ,t , q j ,t

) ≡ p j ,t q j ,t

Wt

denote the markup a firm charges over its marginal cost q j ,t /Wt . In what follows, we leave
implicit the dependance of all objects on

(
b j ,t , q j ,t

)
. First-order condition for the optimal

price yields the following formula for markup
(3.19)

µ j ,t = η

η−1
− η

η−1

q j ,t

Wt

β̃t (1−δ)

Ct

[
x j ,t∂b j ,t+1V j (b j ,t+1, q j ,t+1)+ (1−x j ,t )∂b j ,t+1V j (b j ,t+1, q j ,t )

]
.

There are two components of the markup formula: static and dynamic. The former is the
well-known constant markup implied by the Dixit-Stiglitz preferences, η

η−1 . In addition, firms
take into account the impact of the current sales on the demand they will face in the future.
These strategic pricing considerations are reflected in the term involving the derivatives of
the firm’s value with respect to the customer base.

Firms also choose how much resources to spend on research and development. The first-
order condition for the innovation probability is

(3.20) xt , j =
[
γ j

ψWt
β̃t

(
V j (b j ,t+1, q j ,t (1+λ))−V j (b j ,t+1, q j ,t )

)] 1
ψ−1

Incumbents aim to achieve the higher innovation success rate, devote the more resources to
R&D, the larger is gain from productivity improvement, V j (b j ,t+1, q j ,t (1+λ))−V j (b j ,t+1, q j ,t ).
Crucially, the gains from innovation also depend on the customer base b j ,t+1. Finally, the
resources spend on R&D depend positively on the idiosyncratic research efficacy γ j .

Entrants. In each period there is a bounded mass of prospective entrepreneurs. Firm en-
try happens in two phases. First, potential entrepreneurs must pay an entry cost, φe , to get a
chance to start up. This cost represents the necessary investment to start a businesses, such
as creating a business plan, red tape etc. Conditional on paying this cost, entrepreneurs get
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an exogenous draw of firm characteristics α and γ determining their long-run capabilities
of attracting demand and doing R&D. We denote by Pi , j the probabilities of obtaining a par-
ticular combination of firm characteristics αi and γ j . Thereafter, they can invest into R&D
as incumbents. Production happens only in the next period, following entry, where all busi-
nesses start with an initial customer base of be . Formally, the free entry condition is given
by

(3.21) φe =
∑
i , j

Pi , j Ve (αi ,γ j ),

where the value of entrants, Ve (α,γ) is given by

(3.22) Ve (α,γ) = max

{
0, max

x∈[0,1]

[−Wt nr + β̃t
(
xV (be , q̄t (1+λ);α,γ)+ (1−x)V (be , q̄t ;α,γ)

)]}
,

where we assume that entrants start up at the average productivity level qt , unless they man-
age to innovate. Upon entry, startups become incumbent businesses.

3.3.3. Aggregation and Balanced Growth Path. We assume that the economy evolves
along a balanced growth path (BGP) where all variables grow at the same, time-invariant rate
g . Using the definition of consumption aggregate Ct in (3.2) and the production function
(3.7) we have

Ct =
[∫

j∈Jt

d
1
η

j ,t c
η−1
η

j ,t d j

] η

η−1

= q̄t

[∫
j∈Jt

d
1
η

j ,t

(
q j ,t

q̄t
nc, j ,t

) η−1
η

d j

] η

η−1

,(3.23)

which shows that Ct grows at the same rate as the average productivity q̄t . The labor supply
optimality condition (3.5) implies that the aggregate wage, and hence other aggregate vari-
ables, grows at the same rate as Ct .

Let MJ be total measure of firms in the economy. Let I and E denote the set of in-
cumbents and entrants, respectively, with MI and ME being the associated measures. By
construction J = I ∪E . The growth rate of the average productivity can be expressed as a
sum of contributions of incumbents and entrants

1+ g t = q̄t+1

q̄t
= 1

MJ ,t+1

∫
j∈Jt+1

q j ,t+1

q̄t
d j = 1

MJ ,t+1

(∫
j∈It+1

q j ,t+1

q̄t
d j +

∫
j∈Et+1

q j ,t+1

q̄t
d j

)
Recall that for incumbents q j ,t+1 = (1+λ)q j ,t if the innovation is successful and q j ,t+1 = q j ,t

otherwise. For entrants, on the other hand, q j ,t+1 = (1+λ)q̄t if the innovation is successful
and q j ,t+1 = q̄t otherwise. The growth rate satisfies

1+ g t = 1−ρ
MJ ,t+1

∫
j∈It+1

Φ j ,t

(
x j ,t

q j ,t

q̄t
λ+ q j ,t

q̄t

)
d j + 1

MJ ,t+1

∫
j∈Et+1

(xe, j ,tλ+1)d j(3.24)

For the sake of notational clarity, let us introduce q̃ j ,t ≡ q j ,t

q̄t
. Note further that

1

MJ ,t+1

∫
j∈Et+1

1d j = ME ,t+1

MJ ,t+1
.
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Now, we can express the aggregate growth rate as a sum of growth rates driven by surviving
incumbents and a creative destruction term

(3.25) 1+ g t = 1−ρ
MJ ,t+1

∫
j∈It+1

Φ j ,t
(
x j ,t q̃ j ,tλ+ q̃ j ,t

)
d j + 1

MJ ,t+1
λ

∫
j∈Et+1

xe, j ,t d j + ME ,t+1

MJ ,t+1
.

To shed more light on the sources of the aggregate economic growth let us re-write equa-
tion (3.25). Firstly, let us impose balanced growth path and drop the time subscripts. Next,
recall that behavior of each firm j is fully characterized by a tuple (α j ,γ j ,b j , q j ) which we call
firm state. For each state, let F(α,γ,b, q) be the measure of firms that prevails in the economy
along BGP. Let Fe (α,γ,b, q) be the analogous measure among entrants. Note that since F and
Fe are measures, F ≡ F

MI
and Fe ≡ Fe

ME
are distributions.

With this notation at hand, we can re-write equation (3.25) as

1+ g = ME ,t+1

MJ ,t+1

(
λ

∫
xe dFe +1

)
︸ ︷︷ ︸
creative destruction

+ MI ,t+1

MJ ,t+1

∫
Φ̂

(
λxq̃ + q̃

)
dF︸ ︷︷ ︸

contribution of incumbents

,(3.26)

where we leave implicit the dependance of all objects on the firm state and where Φ̂≡ (1−ρ)Φ
is the effective survival rate.

There are two terms weighted by relative importance of entrants and incumbents. The
first term, the creative destruction, captures the innovation effort by entrants who replace
the least productive incumbents that decided to exit. In addition, the growth is positively
affected by reallocation of production towards more innovative businesses.

3.3.4. Equilibrium. The equilibrium consist of consumer choices Nt , c j ,t , At , firm val-
ues V , Ṽ , Ve , policy p j ,t , x j ,t , xe, j ,t , b j ,t+1, prices p̃a

t , Wt , Pt such that, taking prices as given,

• Nt , c j ,t , At solve household problem of maximizing
∑∞

t=1β
tU(Ct , Nt ) subject to the

budget constraint (3.3), where U is given by (3.1).
• V , Ṽ p j ,t , x j ,t , b j ,t+1 solve incumbent problem (3.18).
• Ve , xe, j ,t solve entrant problem (3.22).
• The labor market clears, Nt =

∫
j∈Jt

(nc, j ,t +nr, j ,t )di .

• The asset market clears, At =
∫

j∈Jt
V j di .

• The goods market clears at price Pt ≡ 1 by Walras law.

3.3.5. Parametrization. In this section we discuss how we bring the model to the data.
Let us first describe the data being used and then the procedure with which we assign values
to structural parameters of the model.

3.3.5.1. Data. In what follows, we use two primary data sources: Compustat and the
Business Dynamics Statistics (BDS). The former has important information pertaining to re-
search and development activities and to markups. However, it is not a representative sample
of firms. The latter, on the other hand, contains basic information on effectively the universe
of U.S. employers.

For information regarding research and development activities and markups we use Com-
pustat. Specifically, we use all non-financial public companies in the U.S. economy over the
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period between 1977 and 2016.3 In order to compute markups at the firm-level, we use the
methodology of De Loecker et al. (2018).

The BDS dataset is used for information regarding firm dynamics. Specifically, we use it
for life-cycle profiles of firm employment and exit rates. Importantly, because Compustat is a
highly selected sample of firms, we also use the BDS to reweigh the observations in Compu-
stat to reflect the population weights. The weights attached to each observation correspond
to a number of similar firms in the whole economy. We use weights based on the firm size.
That is, we approximate the weight of each firm i by the number of firms in the U.S. economy
with the same number of employees.4

To approximate the size distribution of firms in the economy with the help of the BDS
data, we fit a set of Pareto distributions to each size bin in the BDS dataset. We choose the
shape of each fitted Pareto distribution to match mean firm size in the bin.5

Finally, let us note that growth rates of all firm-level variables are calculated according to
the Davis et al. (1996) (DHS) convention. That is, in order to correct for a mean-reversion bias
in our estimates, we calculate each outcome variable in period t as a simple average of the
outcomes in periods t and t −1. For any variable X t , its growth rate in period t reads

(3.27) ∆X t = X t −X t−1

0.5∗ (X t +X t−1)

3.3.5.2. Parameter values. In this subsection we describe the parametrization of the model.
We begin by a set of parameters related to the household and then we move on to the set of
parameters which govern firm-specific outcomes. Here, for convenience of the exposition,
we first describe parameters which are common to all businesses and then we move on to
those related to different firm types. All externally calibrated parameters, their values, and
targets are in Table 3.1. Estimated parameters, together with targeted and model implied
moments are presented in Table 3.2.

Following the annual frequency of the BDS, we choose one period in the model to be one
year. Therefore, we set the discount factor to β= 0.97. The elasticity of substitution between
goods varieties is set to η= 4 as is standard in the literature. This value implies a 33% markup
in the case of fixed demand. The disutility of labor, υ, is set such that wages are normalized to
W = 1. Finally, the customer base is assumed to depreciate at a rate of δ= 0.2. This is within
the range used in Gourio and Rudanko (2014).

Structural parameters which are common to all firms include the elasticity of the innova-
tion probability with respect to R&D expenditure (ψ), the innovation rate (λ), the exogenous
rate of firm exit (ρ), entry cost (φe ), the rate of technological diffusion (x0), the mean and

3This range is dictated by the BDS. We drop all companies in utilities and finance. We keep only companies
incorporated in the U.S. and traded in the U.S. stock exchange. We remove observations with negative values for
employment, sales or R&D expenses. We remove observation if for a given firm-year pair acquisition constitute
more that 10% of the total assets. We remove top 1% observation with the largest R&D expenses – some values
are extremely large indicating reporting issues.
4Ideally, we would use a register of firms in order to find the number of firms of particular size in the population
of firms. Since we do not have access to one, we use the BDS data set which contains numbers of firms across
several size bins.
5In some cases the mean size within a BDS bin falls below the lower end of the size bin indicating reporting issues.
In these cases, we use Pareto coefficient of 0.72, which a value estimated in Kondo et al. (2018) using the universe
of firms in the U.S.
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TABLE 3.1. Externally calibrated parameters

Parameter Value Target

I. households

β discount factor 0.97 real interest of 3%
ν labor disutility 1 normalization Wt = 1
η elasticity of demand 4 static markup of 33%

II. firms

δ customer base depreciation 0.2 Gourio and Rudanko (2014)
ψ elasticity of innovation prob. 2 Akcigit and Kerr (2018)
ρ exogenous exit rate 0 normalization
φe entry cost 2.27 normalization Ct = 1
be initial customer base for entrants 1 normalization

Notes: Starting from the leftmost column, the table presents the symbol of a parameter, its meaning, assigned
value, and the calibration target.

dispersion of operational costs (µH and σH ). While ψ= 2 is taken from the literature (see e.g.
Akcigit and Kerr 2018), firms are assumed to exit only endogenously, i.e. ρ = 0 and entry cost
is set such that aggregate output is normalized to 1. The remaining parameters are set such
that the model matches the annual growth rate of labor productivity of 1.5%, and the average
exit rate of all and young (less than six years old) businesses. The rate of technological diffu-
sion is important for life-cycle growth and is pinned down, together with other parameters
described below, they the life-cycle profile of average employment.

We assume that each firm differs in its (permanent) ability to (i) conduct R&D and (ii)
accumulate demand. These two characteristics therefore jointly determine four firm types.
Specifically, a firm could either be a “non-R&D” firm or an “R&D” firm. This is determined
by the value of γi , the efficiency of R&D in equation (3.8), which takes on two values. In
addition, firms can either be “small” or “large”, which is governed by α1,i , the elasticity of
demand with respect to the customer base. Once again, α1,i takes on two values. In addition
to the elasticity of demand, α1,i , the level of demand is influenced by the scale parameter α0.
Moreover, related to firm types is initial entrant distribution, P(α,γ).

We parameterize these four parameters (γ, α1,S , α1,L and α0) to match the life-cycle pro-
file of average employment and the aggregate R&D intensity.6 While α0 is closely related to
average employment, the convex shape of the life-cycle employment profile then pins down
the values of α1,S and α1,L . Type-specific entry costs are then informative about the firm
shares in each type. We parametrize these in order to match firm shares of small, large firms
(not) conducting R&D. We choose to define small firms as those with fewer than 250 work-
ers. This results in roughly equal employment shares of small and large firms in the BDS.

6The R&D efficiency of non-R&D firms is a normalization s.t. R&D expenditures are 0. R&D intensity is defined
as R&D expenditures relative to sales.
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TABLE 3.2. Internally estimated parameters

Parameter Value Target Data Model

I. common to all firms

λ innovation rate 6.30% labor prod. annual growth 1.5% 1.5%
µH mean operational costs 1.90 mean exit rate 8.6% 9.1%
σH std. operational costs 15.32 exit rate of firms < 6 years 15.2% 11.0%
x0 technology diffusion 9.55% firm lifecycle dynamics see Fig. 3.2

II. idiosyncratic

γ R&D efficacy, small R&D 0.10 mean R&D/sales 10.4% 9.7%
α1,S customer base elas., small 0.15 firm lifecycle dynamics see Fig. 3.2
α1,L customer base elas., large 0.54 firm lifecycle dynamics see Fig. 3.2
α0 demand scaling 14.13 firm lifecycle dynamics see Fig. 3.2
PαS entry share, small non-R&D 0.445 respective firm share 36.6% 36.0%
PαL entry share, large non-R&D 0.0005 respective firm share 0.1% 0.1%
PαS ,γ entry small, small R&D 0.55 respective firm share 62.5% 63.6%

Notes: Starting from the leftmost column, the table presents the symbol of a parameter, its meaning, estimated
value, description of the targeted moment, followed by value of the targeted moment in the data, and the corre-
sponding value in the model.

R&D conducting firms are those that continuously report having positive R&D expenditures
in Compustat.

FIGURE 3.1. Firm lifecycle profile of average employment: data and model

Notes: Average firm size by age, where 0 refers to startups, 6 refers to 6-10 year old firms, 11 refers to 11-15 year
old firms and 16 refers to 16-20 year old firms. Data is taken from the BDS.
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3.3.5.3. Restricted model. To highlight the importance of demand-driven growth, we will
make use of a counterfactual analysis. Specifically, we will compare our baseline model to
one in which firms cannot accumulate demand. On the contrary, all businesses face fixed
levels of demand, bi . Apart from this feature, the rest of this restricted model version is exactly
the same as the baseline.

Our primary comparison will be a restricted version of the model in which firms face the
average levels of type-specific demand from the baseline model. Note, however, that con-
sidering instead the stationary distribution of demand levels from the baseline changes very
little. Importantly, with fixed demand there is no incentive to vary markups and therefore
they are constant at η/(η−1).

Finally, there are two versions of the restricted model which we will consider. First, we
will consider the restricted model without recalibrating it. This means that we literally take
the baseline model and replace firm-specific demand (and investments into it) with fixed
demand values. We will use this version to show the importance of the demand channel for
growth.

However, one may think that it is possible to recalibrate the restricted version of the
model to still match all the observable targets. This is indeed the case and we consider this
version of the restricted model as well. However, as we will argue, this recalibrated version of
the restricted model exhibits markedly different properties from our baseline.

3.3.5.4. Untargeted moments. Before moving on to the main results, this subsection shows
that the model does well on a range of untargeted moments relevant for our mechanism.

Demand. First, let us focus on characteristics pertaining to demand accumulation and
markup dynamics. While Compustat does not allow one to measure consistently firm age,
there is evidence that markups increase with age (Peters 2019; Hosono et al. 2020). Figure 3.2
shows that markups are indeed increasing in firm age in the model. The intuition for this is
straightforward. Firms enter, on average, small and need to accumulate demand in order to
grow. They achieve this by charging low markups initially and increasing them as they age
and broaden their customer base.7

Demand and R&D.. We now move on to features of the model related to the interaction
between demand and research and development. Towards this end, we estimate the follow-
ing regressions, both in the data and, in the model for each firm f in year t

log
(
µ f ,t

)=α0 log(emp f ,t )+α1 log(emp f ,t )×1R&D

+α2 log(age f ,t )+α3 log(age f ,t )×1R&D

+βΓ f ,t +δ j +δt +ε f ,t ,(3.28)

where the dependent variable µ is the firm-level markup, “emp” stands for firm size (total
employment) and “age” for the number of years in the sample. ×1R&D indicates an interaction
with dummy variables equal to one for R&D firms and zero otherwise. Γ f ,t stands for controls,
including measures of size (book value of total assets and sales) and leverage (short-term and
long-term debt divided by total equity). δ j and δt capture industry and year fixed effects,

7This positive relationship between markups and age is observed for both non-R&D and R&D conducting firms.
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FIGURE 3.2. Relationship markup and age in the model
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Notes: The figure visualizes the relationship between age and markups in the stationary equilibrium using
binned scatterplots (Stepner 2013; Chetty et al. 2014). That is, we group firm age into 40 equal-sized bins, com-
pute the mean of age and markups within each bin, then create a scatterplot of these data points. In addition, we
plot a linear fit line using OLS.

respectively. The errors are clustered at the level of the individual firm industry. We estimate
equivalent regression on the model-simulated data.8

The Table 3.3 illustrates that the model captures the relationship between markups, firm
size and age relatively well, including the respective differences between R&D-conducting
and non-R&D firms. In particular, both in the data and in the model markups are decreas-
ing with size, but increasing with age and R&D conducting firms can afford to charge higher
markups albeit these decline with their age.

Importance of non-R&D firms. Finally, to highlight the role of non-R&D conducting firms,
we describe the dynamics of employment and productivity growth at the firm level.9 Table 3.4
shows the correlations between size and productivity growth in the data, baseline model and
in the recalibrated restricted model. As can be seen from the table, the correlation between
labor productivity growth and employment growth at the firm level is far from perfect (0.32).
In the restricted model, despite the fact that it is recalibrated to match the same moments as
the baseline, including the life-cycle pattern of size, the correlation between labor productiv-
ity and size growth is essentially equal to 1. The intuition is simple. Firms grow only if they
manage to innovate. On the contrary, in the baseline model, firms can grow also by attracting
new customers. The baseline model does very well in matching the data in this sense, despite
it not being part of the parametrization.

3.4. Results

This section presents our main results. We begin with quantifying the importance of our
demand-channel for aggregate growth. Towards this end, we turn to comparisons of our

8In the model we abstract from year or industry effects as well as liquidity. In the model we can measure firm age
directly.
9In Compustat we measure labor productivity as sales to employment ratio.
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TABLE 3.3. Markups, size, age and R&D

log(µ)

Compustat Model

log(emp) -0.0120 -0.339
(0.0119)

R&D×log(emp) 0.0384∗∗∗ 0.0168
(0.00825)

log(age) 0.0529∗∗∗ 0.0200
(0.0133)

R&D×log(age) -0.0907∗∗∗ -0.0111
(0.0173)

Observations 29706 751446
Adjusted R2 0.197 0.794

Notes: Standard errors in parentheses. ∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001. We do not report standard errors
implied by the model simulated data since there is no notion of measurement uncertainty in the model. Markups
follow the baseline specification in De Loecker et al. (2018). Age in Compustat is measured as the number of years
in the sample.

TABLE 3.4. Correlation between productivity and size growth rates

data baseline restricted

cor r (∆q,∆n) 0.32 0.40 0.99

Notes: Table presents correlations between growth rates of firm size and labor productivity in the model and in
Compustat. In Compustat, labor productivity q is measured as the ratio of sales to the total number of employees.

baseline model with that of the restricted version which assumes fixed demand levels at the
firm level. For the purpose of this comparison, we do not recalibrate the restricted model. In-
stead, we keep all the structural parameters at the values they hold in the baseline model and
simply replace firm-level demand with the type-specific averages observed in the stationary
distribution of the baseline model.10

After quantifying the extent to which growth is demand-driven, and understanding the
channels through which this happens, we turn to highlighting the importance of our channel
for other questions. In particular, we document that our model framework behaves differ-
ently in important dimensions compared to endogenous growth model which do not con-
sider endogenous demand accumulation.

10This means that we retain the structure of four firm types. As mentioned earlier, using instead the whole sta-
tionary distribution of firm-level demand, i.e. extending the number of firm types, changes very little in terms of
results. More details can be found in the Appendix 3.A.

113



3.4.1. Demand-driven growth. Table 3.5 depicts our main result. Demand drives about
54% of aggregate growth. The remaining 46% can be further decomposed into contributions
of (i) selection, (ii) creative destruction and (iii) incumbents’ R&D efforts.

TABLE 3.5. Sources of aggregate growth

percentage points share of aggregate (%)
aggregate growth (%) 1.5 100

of which
- demand 0.81 54
- selection -0.002 -0.1
- creative destruction 0.06 3.9
- incumbent innovation 0.63 42.2

Notes: The table presents a decomposition of the aggregate growth rate into various channels. The demand
channels corresponds to a difference between growth rate in the baseline economy and a counterfactual the
economy in which firms’ customer base is fixed. The selection channel corresponds to a share of aggregate growth
that can be attributed to a difference in distribution of firms types between stationary equilibrium and at the time
of entry. Creative destruction is the productivity gain stemming from the innovations of entrants that replace
exiting incumbents.

The importance of firm selection (i.e. between types of firms) was highlighted by Lentz
and Mortensen (2005). The same mechanism is present also in our model. Because firms
differ in their (long-run) ability to accumulate demand and do R&D, they also differ in their
survival rates. Therefore, as firms age, resources get reallocated from less productive, smaller
businesses, towards more productive and larger firms. However, as will become clear below
R&D conducting firms have higher exit rates in our counterfactual economy with fixed de-
mand. Therefore, the selection channel actually decreases growth slightly.

Note, however, that this does not imply that selection is inconsequential in our model.
On the contrary and as will be discussed in more detail below, firm selection is important for
aggregate growth. Specifically, the share of R&D conducting firms rises from about 56% at
startup to 64% in the stationary distribution. This precisely highlights the fact that resources
get reallocated towards more productive, R&D-conducting, firms. Our results suggest, how-
ever, that this process is entirely demand-driven in our baseline economy. Without the option
to accumulate demand, firm selection effectively stops.

Another source of aggregate growth in our baseline model is creative destruction - the
process by which relatively unproductive incumbents give way to new businesses. In our
baseline model, only about 4% of overall growth can be attributed to this channel. This again
contrasts existing studies which show a considerably larger contribution.11 There are two
important difference of our framework compared to existing studies. First, not all businesses
conduct research and development in our model. Specifically, about 40 percent of all firms
do not do any R&D. Second, as with firm selection, creative destruction as well is partly driven
by demand which is not captured in our decomposition exercise.

11For instance, Lentz and Mortensen (2005) suggest that about a quarter of aggregate growth can be attributed to
creative destruction.
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Finally, the second largest contributor to aggregate growth are the efforts of incumbent
businesses in doing R&D. These alone account for about 42% of aggregate growth.

3.4.1.1. Underlying channels. Let us now turn to further analyzing how the option to ac-
cumulate demand affects aggregate growth. Table 3.6 shows several margins through which
endogenous demand accumulation impacts aggregate growth. The table shows values for
these margins in the baseline and the restricted models as well as broken down by firms (not)
conducting R&D. There are three important channels at play.

First, the top panel of Table 3.6 shows that forcing demand to be fixed raises overall firm
exit. This is because firm values drop, as shown in Figure 3.3. Importantly, the loss of the
potential to accumulate demand is, unsurprisingly, particularly painful for large businesses
which require sizeable customer bases to operate efficiently.

FIGURE 3.3. Firm values in the baseline model and the restricted model with
fixed demand.

(A) small R&D firms (B) small non-R&D firms

(C) large R&D firms (D) large non-R&D firms

Notes: Each panel plots the natural logarithm of the firm value as a function of productivity q j ,t . Solid black
line corresponds to the baseline model and dashed red line to the fixed demand counterfactual. The four panels
correspond to four types of firms. The values in the baseline model are weighted averages over all admissible
values of customer base where weights are given by distribution of customer base in the stationary distribution.
In the fixed demand scenario, there is only one admissible value of customer base for each firm type. Value
functions in all panels are re-scaled such that the value at the lowest productivity level is zero and hence the values
in the figure should be interpreted as a percentage point increase relative to the value at the lowest productivity
point.
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The increase in overall firm exit means that as relatively more businesses give way to new
entrants, the creative destruction channel of growth strengthens. This, all else equal, would
have the potential to increase aggregate growth in the restricted model.

Second, there is a strong composition effect. Notice from the lower two panels of Table
3.6 that the increase in firm exit is almost entirely driven by R&D conducting firms. This
fact has important implications for firm selection. Specifically, the fact that R&D conducting
firms shut down relatively more often in the restricted version of the model means that their
firm share is lower compared to the baseline (it drops from about 64% to 53%). Therefore, the
selection channel of firm growth is weakened in the restricted model.

Third, the rate at which firms innovate drops dramatically as well. Specifically, because
the prospects of higher demand in the future is absent in the restricted model, incentives
to innovate also slump. The probability of successfully innovating goes down from 21% in
the baseline to just 2% in the restricted model.12 Hence, the contribution of incumbents
innovation to growth is weaker.

TABLE 3.6. Firm-level outcomes in the baseline model and fixed demand
counterfactual

baseline restricted

aggregate growth (%) 1.5 0.7

All firms
exit rate (%) 8.6 10.9
R&D prob., x (%) 13.8 1.3

Non-R&D firms
exit rate (%) 11.3 11.3
entrant firm share (%) 44.5 44.5
stationary firm share (%) 36.1 46.7

R&D firms
exit rate (%) 7.1 10.7
entrant firm share (%) 55.5 55.5
stationary firm share (%) 63.9 53.3
R&D prob. (%) 21.5 2.3

Notes: Comparison between the baseline model and the model in which the customer base is fixed. The fixed
demand counterfactual is not re-calibrated.

As a result of the above effects the equilibrium distribution of firms shifts towards less
productive, less innovative, younger and smaller businesses. This is depicted in Figure 3.4
where panel (A), we present the stationary distribution of idiosyncratic productivity q j ,t un-
der the two scenarios.13. Panel (B) indicates that mass of firms shifts towards less innovative

12Recall that there is a rate of technological diffusion, x0, with which all (including non-R&D) firms obtain pro-
ductivity improvements. This is what drives much of the growth in the restricted version of the model.
13The figure presents (normal) kernel density estimator (with bandwidth 0.1) of the stationary distribution of
productivity implied by simulated data.
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units. Panel (C) illustrates that firms are on average younger, confirming the rising exit rates
in Table 3.6. Finally, panel (D) shows that firm have become smaller on average. Decline in
firm size is a result of higher exit rates, leading to younger firm population, and lower incen-
tives to innovate.

FIGURE 3.4. In the fixed demand scenario, the equilibrium distribution of
firms shifts towards less productive units.

(A) distribution of productivity, q (B) distribution of innovation, x

(C) distribution of age (D) distribution of log size, ln(n)

Notes: The figure presents the stationary distribution in the baseline model (black solid) and the fixed demand
counterfactual (red dashed). The figure presents the distribution fitted using kernel estimator with bandwidth
0.1 with the exception of size distribution which presents a fitted log-normal distribution.
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3.4.2. Discussion. The previous subsection highlighted that endogenous demand accu-
mulation is important for understanding the sources of aggregate growth. In particular, more
than half of aggregate growth is demand-driven. However, the previous exercises were de-
compositions which “shut down” the demand channel without recalibrating any other model
parameters. One may wonder whether our understanding of the macroeconomy changes
fundamentally if we were to recalibrate the restricted version of the model to match the same
moments as the baseline economy.

The answer to the above question is yes. The key difference between the baseline and the
restricted model (re-calibrated to match the same moments as the baseline economy) lies
in the distribution of firm values. In particular, the distribution of firm values is much more
condensed in the restricted model, owing to the fact that firms cannot expand via demand
accumulation.

This features is similar in spirit to Pugsley et al. (2019). The latter studies the difference
in heterogeneous firm models which match the same observable moments, but are based on
different underlying structural shocks. The authors find that the distribution of firm values is
crucial for the responsiveness of the economy to policies and frictions.

Therefore, our results suggest that a promising avenue for future research may lie in the
analysis of the impact of demand (accumulation) on the efficacy of growth policies and/or
frictions disrupting it.

3.5. Conclusion

In this paper we argue that growth, a traditionally supply-side concept, is to a large extent
demand-driven. Specifically, we build a tractable endogenous growth model with heteroge-
neous firms in which businesses can grow either because they become more productive or
because they manage to attract more customers. While the former has been the subject of
study of the growth literature, the latter has been the domain if research into firm and indus-
try dynamics. Crucially, allowing for endogenous investment into demand and productivity
creates a powerful feedback loop. Higher productivity allows firms to sell at lower prices.
Lower prices attract more customers. And finally a larger customer base raises the returns
from investment into productivity.

Our baseline model suggests not only that growth is to a large extent demand driven,
but they also raise the possibility that neglecting this demand channel can change our ud-
nerstanding of the efficacy or R&D subsidies or the impact of frictions on aggregate growth.
The reason for this is that the baseline model and the restricted version with fixed demand are
characterized by a vastly different distribution of firm values. This is despite being parametrized
to match the same set of observable moments. This difference is important because firm val-
ues determine (forward-looking) choices of businesses and as such impact the responsive-
ness of the economy to policies and disruptions. This line of research we, however, leave for
the future.
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Appendices to Chapter 3

3.A. Details on the restricted demand model

3.A.1. Restricted model. To quantify the importance of demand accumulation for ag-
gregate growth, we consider a restricted version of the model in which the customer base is
time-invariant. We keep all the structural parameters at the values they hold in the baseline
model and simply replace firm-level demand with the type-specific averages observed in the
stationary distribution of the baseline model. These averages are b = 20 for small firms and
b = 1350 for large firms.

Table 3.7 compares moments targeted in the estimation procedure in the data, baseline
model, and restricted model. Since the customer base does not accumulate, firms tend to be
smaller, less innovative, and more likely to exit.

TABLE 3.7. Externally calibrated parameters, the restricted model

Model

Target Data Baseline Restricted

labor prod. annual growth 1.5% 1.5% 0.7%
exit rate of firms < 6 years 15.2% 11.0% 10.7%
mean exit rate 8.6% 9.1% 11.4%
mean R&D/sales 10.4% 9.7% 3.8%
firm share, small non-R&D 36.6% 36.0% 45.8%
firm share, large non-R&D 0.1% 0.1% 0.2%
firm share, small R&D 62.5% 63.6% 53.2%

Notes: Starting from the leftmost column, the table presents the symbol of a parameter, its meaning, assigned
value, and the calibration target.

Figure 3.5 presents the lifecycle profile of firm size in the restricted model and in the BDS
data. Since the incentives to innovation are severely diminished, and the customer base does
not accumulate, firms tend to get smaller as they age.

3.A.2. Re-calibrated restricted model. We also study a version of the baseline model
that in addition to constraining the customer base to time-invariant values b = 20 for small
firms and b = 1350 for large firms, we re-calibrate the remaining parameters to match the
same moments in the data as in the case of baseline calibration. Table 3.8 presents calibrated
parameters, Table 3.9 estimated parameters and targeted moments in the data followed by
corresponding values in the model. Figure 3.6 presents age profile of the average firm size.
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FIGURE 3.5. Firm lifecycle profile of average employment: data and re-
stricted model

Notes: Average firm size by age, where 0 refers to startups, 6 refers to 6-10 year old firms, 11 refers to 11-15 year
old firms and 16 refers to 16-20 year old firms. Data is taken from the BDS.

TABLE 3.8. Externally calibrated parameters, the re-calibrated restricted model

Parameter Value Target

I. households

β discount factor 0.97 real interest of 3%
ν labor disutility 1 normalization Wt = 1
η elasticity of demand 4 static markup of 33%

II. firms

δ customer base depreciation 0.2 Gourio and Rudanko (2014)
ψ elasticity of innovation prob. 2 Akcigit and Kerr (2018)
ρ exogenous exit rate 0 normalization
φe entry cost 0.7 normalization Ct = 1
be initial customer base for entrants 1 normalization

Notes: Starting from the leftmost column, the table presents the symbol of a parameter, its meaning, assigned
value, and the calibration target.
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TABLE 3.9. Internally estimated parameters, the re-calibrated restricted model

Parameter Value Target Data Model

I. common to all firms

λ innovation rate 2.90% labor prod. annual growth 1.5% 1.5%
µH mean operational costs 1.75 exit rate of firms < 6 years 15.2% 11.0%
σH std. operational costs 16.07 mean exit rate 8.6% 9.1%
x0 technology diffusion 50.00% firm lifecycle dynamics see Fig. 3.1

II. idiosyncratic

γ R&D efficacy 0.3 mean R&D/sales 10.4% 9.7%
α1 customer base elas., large 1.00 fixed demand
α0 demand scaling 1.00 fixed demand
PαS entry share, small non-R&D 0.33 respective firm share 36.6% 36.0%
PαL entry share, large non-R&D 0.0003 respective firm share 0.1% 0.1%
PαS,γ entry share, small R&D 0.66 respective firm share 62.5% 63.6%

Notes: Starting from the leftmost column, the table presents the symbol of a parameter, its meaning, estimated
value, description of the targeted moment, followed by value of the targeted moment in the data, and the corre-
sponding value in the model.

FIGURE 3.6. Firm lifecycle profile of average employment: data and the re-
calibrated restricted model

Notes: Average firm size by age, where 0 refers to startups, 6 refers to 6-10 year old firms, 11 refers to 11-15 year
old firms and 16 refers to 16-20 year old firms. Data is taken from the BDS.

3.B. Numerical appendix

We can simplify and re-write the firm’s problem as follows

V (b, q) = max
b′,x

Φ(b, q)×
{W

q
C

[(
b′

(1−δ)
−b

)1− 1
η ( q

W

)
bα/η− b′

(1−δ)
+b

]

−W

(
xψ

γ
+ φ̂(b, q)

)
+ β̃(

xV (b′, q+)+ (1−x)V (b′, q)
)}

s.t.

x ∈ [0,1−x0], (1−δ)b −b′ ≤ 0(3.29)
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where primes ′ denote next period variables and we leave implicit the dependence of all vari-
ables on firm type j . There are two state variables of the firm problem: productivity q and
customer base b. We parameterize the grid for productivity using 41 points. Values of pro-
ductivity q are normalized such that q = 1 corresponds to average productivity in the econ-
omy. The grid for customer base uses 61 points. Both grids are equally-spaced. Moreover,
both grids are type-specific. The upper and lower bounds of the grids corresponding to each
type are choses as follows. The upper bound of productivity grid for non-R&D firm is q = 1,
since these firms enter at the average productivity q = 1 and afterwards slide downwards as
the economy grows. The lower bound is set such that it takes a non-R&D firm 61 years to
reach the lower bound of the grid, q = 0.475. The q grid for R&D firms uses the same lower
bound. The upper bound is set at three times the lower bound value, in line with evidence on
productivity dispersion Bartelsman and Doms (2000). The lower bound on grid of customer
base corresponds to be = 1. The upper bound is set such that the largest of small firms has
250 employees, and the largest of large firms 10000 employees.

We solve the firm problem using value function iteration. Towards this end, we begin
with an initial guess for V (b, q) for each state (b, q) and solve firm problem (3.29) given the
current guess for V. The maximization problem yields policy b′(b, q), x(b, q). This allows us to
derive the survival probabilitiesΦ(b, q) using equation (3.17) as well as pricing policy

µ(b, q) =
(

b′

(1−δ)
−b

)−1/η ( q

W

)
bα/η.

The optimal policy, in turn, allows as to calculate the implied new value function V (b, q) for
each state (b, q). We iterate this procedure until convergence.

To approximate the stationary firm distribution, we simulate 75 thousand firms. We fol-
low each firm until it decides to exit, but no longer than 61 years. Given the approximated
stationary firm distribution, we compute all aggregate variables.
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