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Abstract

The measurements of the coupling, spin, and charge-parity (CP) properties of the Higgs boson are
consistent with the Standard Model (SM) predictions. However, the corresponding uncertainties are still
large, and alternative theories of electroweak symmetry breaking (EWSB) also fit the data. While the pure
CP-odd hypothesis is already ruled out, general CP admixtures are still possible. This thesis studies the
scope of possible CP violation in the Higgs sector using different Higgs boson interpretation frameworks.

The tensor structure of the Higgs boson couplings to weak gauge bosons, gluons, and top quarks
is measured in Higgs boson decays into four leptons, H → Z Z∗

→ 4` (` = e, µ), using 139 fb−1 of
proton-proton collision data with a center-of-mass energy of 13 TeV recorded with the ATLAS detector at
the Large Hadron Collider (LHC). Beyond the SM (BSM) effects in the Higgs couplings are measured at
particle level and are interpreted in the Standard Model Effective Field Theory (SMEFT). Constraints
have been derived on the CP-even and CP-odd BSM coupling parameters describing the Hgg (cHG and
cHG̃), Htt (cuH and cũH ), and HVV (cHW , cHB, cHWB, and cHW̃ , cHB̃, cHW̃B) interaction vertices. The
most stringent constraints at 95 % C. L. are −0.0083 < cHG < 0.0068 and |cHG̃ | < 0.029. The limits on
the CP-even parameter are stronger since the linear terms dominate in this case. The constraints on the
CP-even coupling parameters to weak vector bosons are −3.4 < cHW < 2.1, −0.62 < cHB < 0.59, and
−1.06 < cHWB < 0.99, while the CP-odd ones are |cHW̃ | < 2.4, |cHB̃ | < 0.56, and |cHW̃B | < 1.03.

The CP nature of the Higgs boson is also probed by fitting CP-violating models to all inclusive
and differential Higgs boson measurements provided by the ATLAS and CMS collaborations. This is
done with the public computer code HiggsSignals. The first model targets the CP properties of the
top-Yukawa interaction. The upper limit on a CP-violating phase is found to be αtt ≤ 72°, which implies
that the Higgs-top coupling is at last 25 % CP-even. The second model describes the Higgs boson,
φ = H cosα + A sinα, as an admixture of CP-even (H) and CP-odd (A) components as described by the
2HDM. In this kind of models, A does not couple to weak gauge bosons, V = W, Z , at tree-level. For
the CP-even component, no significant differences between the couplings to W and Z bosons are found.
Therefore, a common coupling modifier κsV ≡ κsW = κ

s
Z is used. Constraints on the mixing parameter α

are set in case κsV ≤ 1, which is a valid assumption in 2HDM-type models. Effective couplings of the
CP-odd state to SM gauge bosons are considered in an effective field theory (EFT) approach. Since
AVV couplings can only be realized through loop corrections of heavy new fields, they are strongly
suppressed. By requiring that the EFT is perturbative, their impact is found to be marginal, and possible
CP admixtures are constrained to α ≤ 27.4°. This means that in the context of 2HDM-type models,
the Higgs boson is at most 34 % CP-odd. In addition to these studies, several performance tests of
HiggsSignals with LHC Run-1 and Run-2 data are presented.

The H → ττ channel is one of the most promising candidates for a direct CP measurement of a Higgs
boson coupling. This measurement relies on the precise reconstruction of the tau decay products. For
Run-2 of the LHC, the tau-lepton reconstruction at ATLAS has been significantly improved using the
particle-flow concept. In this thesis, a new energy reconstruction method for hadronically decaying tau
leptons has been developed, which improves the resolution of low-energetic taus by up to 25 % (70 %) in
decays with (without) neutral pions. In addition, an energy correction of neutral pions in 1p1n, 1pXn,
and 3pXn decays has been developed. The corresponding improvement of the neutral pion transverse
momentum is about 20 %, 30 %, and 60 %, respectively.
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CHAPTER 1

Introduction

Over the course of the 20th century, particle physics unraveled many mysteries about the fundamental
building blocks of nature and their interactions. All known matter is composed of elementary particles
interacting via four fundamental forces. With the exception of gravity, the relations between the interactions
and the constituents of matter are described by the Standard Model (SM) of elementary particles. Its
current formulation has been finalized in the mid-1970s, and it has demonstrated ever since huge successes
in describing experimental findings in particle physics. Until recently, the Higgs boson was the last
missing particle predicted by the SM [1–3]. It is the quantum manifestation of the Higgs field – a scalar
field with a non-zero constant value in vacuum – and it arises as a consequence of electroweak symmetry
breaking (EWSB) via the so-called Higgs mechanism. This mechanism gives mass to the weak vector
bosons and fermions without violating the gauge invariance of the electroweak symmetry.

Despite its tremendous success, the SM is not a complete theory of nature since it does not incorporate
gravity. In addition, some evident shortcomings, like the lack of a suitable dark matter candidate, provide
very strong hints that the SM is only an approximation of a more profound underlying theory and will
not successfully describe phenomena at the highest energies. Moreover, the amount of CP1 violation
provided by the SM is too small to explain the observed baryon asymmetry of the universe (BAU).

In 2012, the ATLAS and CMS collaborations at the Large Hadron Collider (LHC) discovered a new
spin-0 particle with a mass of about 125 GeV [4, 5]. The observed particle is electrically neutral, and its
CP quantum numbers are – within the current theoretical and experimental uncertainties – compatible
with the SM Higgs boson. However, while no conclusive signs for beyond the SM (BSM) physics have
been found so far at the LHC, the properties of the observed particle are also consistent with the predictions
of a large variety of alternative theories of EWSB.

Many BSM theories that provide solutions to some of the SM shortcomings have been proposed.
Alternative models of EWSB typically feature new particles at the electroweak scale in reach of current
collider experiments. For instance, additional Higgs states may be present in models with extended Higgs
sectors. In addition, they may also provide a new source of CP violation, which might help to explain the
BAU. If the parameters of the scalar potential lead to a mixing of CP-even and CP-odd eigenstates, the
resulting Higgs mass eigenstate will feature CP-violating couplings. One prominent example describing
this scenario is the two-Higgs-doublet model (2HDM).

Precision measurements of the Higgs boson couplings are essential to test the nature of EWSB. The
observation of deviations from the SM prediction would be an indication of new physics and might hint
at an extended Higgs sector. Since the uncertainties on the measured Higgs boson couplings and CP

quantum numbers are still large, small CP-even or CP-odd admixtures to the SM Higgs boson, and
general CP-mixed states with sizable CP-odd components are still possible. Currently, the strongest

1CP is the combination of the C-symmetry (charge conjugation) and P-symmetry (parity). If CP is conserved, the laws of
physics do not change if a particle is interchanged with its antiparticle (C), while its spatial coordinates are inverted (P).

1



Chapter 1 Introduction

constraints on CP-violating Yukawa couplings are obtained from electric dipole moments (EDMs).
However, these are typically only valid in the context of specific BSM models and will become less severe
or even evaporate in more general models.

The CP quantum numbers of a spin-0 particle can be probed either directly by constructing a CP-odd
observable or indirectly by fitting a CP-violating model to a CP-even observable. In this thesis,
the latter approach is used to investigate scope of possible CP violation in the Higgs sector. For this
purpose, several Higgs boson interpretation frameworks and models with different complexity are explored.

Structure of this Thesis

In Chapter 2, the theoretical basis for the studies presented in this thesis is provided. First, a brief
overview of the SM with particular emphasis on the Higgs sector is given. This is followed by the
discussion of several shortcomings of the SM. Some of them can be resolved in SM extensions. The Higgs
boson phenomenology in two well-motivated BSM theories, the 2HDM and the minimal supersymmetric
extension of the SM (MSSM) is discussed in detail. In addition, different Higgs boson interpretation
frameworks for probing deviations from the SM Higgs boson are presented.

The LHC accelerator complex and the ATLAS experiment are described in Chapter 3. The sub-systems
of the ATLAS detector and the methods to reconstruct the various particles are discussed. In addition, an
improved energy reconstruction of hadronically decaying tau leptons in the H → ττ decay channel at
ATLAS is presented.

The basic concepts of the public computer code HiggsSignals and its latest developments are
discussed in Chapter 4. Moreover, several performance tests of HiggsSignals using different Run-1 and
Run-2 Higgs signal measurements – provided by ATLAS and CMS – are presented.

Chapter 5 describes the Higgs boson cross-section measurement in the H → Z Z∗
→ 4` decay channel

at ATLAS with an integrated luminosity of 139 fb−1 of proton-proton collisions at a center-of-mass energy
of 13 TeV. It covers all essential steps from the relevant signal and background processes to the statistical
treatment of the measurement.

Chapter 6 presents the measurement of the tensor structure of the Higgs boson couplings to weak
vector bosons, gluons, and top quarks. The cross-sections are measured in exclusive regions of phase
space, and the results are interpreted in terms of CP-even and CP-odd BSM coupling parameters within
the Standard Model Effective Field Theory (SMEFT). This is done by parameterizing the production
cross-sections, the H → 4` decay branching ratio, and the detector acceptance in terms of BSM coupling
parameters on particle level.

Chapter 7 encompasses different studies probing the allowed scope of possible CP-mixing in the
Higgs sector. The studies presented in the first two sections are performed with HiggsSignals using
all relevant inclusive and differential Higgs boson measurements provided by the ATLAS and CMS
collaborations. The first study targets the CP nature of the top-Yukawa interaction, while the second one
constraints the size of a general CP admixture in the context of 2HDM-type models. In addition, the
same model is probed in the context of the H → Z Z∗

→ 4` decay channel at ATLAS. The corresponding
studies are presented in the third section of this chapter.

The results and conclusions of this thesis are summarized in Chapter 8.
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CHAPTER 2

Theory

The Standard Model (SM) of particle physics [6–9] classifies all known elementary particles and
describes three of the four known fundamental forces. It is a quantum field theory (QFT) based
on SU(3)c ⊗ SU(2)L ⊗ U(1)Y gauge invariance that describes the strong, weak, and electromagnetic
interactions among a set of particles. Within this theory, each interaction has an associated particle, the
force carrier, and both the particles and the force carriers are described in terms of fields. The fourth
fundamental force, gravity, is not included in the SM. It is by far the weakest interaction, and it is best
described by the classical theory of General Relativity [10]. The SM is the result of many ingenious
contributions with a special emphasis on the works of Glashow [11], Weinberg [12], and Salam [13],
which provided an approach for unifying the weak and electromagnetic interaction into one force called
the electroweak interaction. Up to now, nearly all experimental results obtained in collider experiments
and, more generally, most of the high energy data agree with the SM prediction. However, there are a few
shortcomings, like the absence of neutrino oscillations in the basic theory and the hierarchy problem of
the Higgs mass. Due to these shortcomings, it is generally believed to be a low-energy approximation,
also called an effective field theory (EFT), of a more profound underlying theory.

This chapter presents the theoretical basis for the studies performed in this thesis. Section 2.1 provides
an introduction to the SM and a short overview of its foundations, features, and shortcomings. A special
emphasis is laid on the Higgs mechanism and the concept of electroweak symmetry breaking (EWSB).
A short overview of the Higgs boson phenomenology in some of the beyond the SM (BSM) theories is
given in Section 2.2. This is followed by the discussion of current experimental constraints on the CP

nature of the Higgs boson in Section 2.3. The chapter closes off with the presentation of different Higgs
boson interpretation frameworks in Section 2.4.2.

2.1 The Standard Model of Particle Physics

All known matter in the universe is made of fundamental building blocks that interact with each other.
These building blocks are spin-1/2 particles, called fermions, while the interactions are mediated by spin-1
particles, called gauge bosons. The names of these particles are coined by Paul Dirac to commemorate the
contributions of Enrico Fermi and Satyendranath Bose in developing the statistical models that describe
the behavior of fermions [14] and bosons [15], respectively.

The particle content of the SM and some of the particles’ properties are summarized in Figure 2.1.
Fermions are grouped into three generations with increasing mass from the first to the third generation.
Each generation consists of a pair of up-type and down-type quarks and a pair of leptons. All quarks
carry color charge and participate in the strong interaction. The up-type (down-type) quarks have
electromagnetic charge +2/3 (−1/3) and a weak isospin of +1/2 (−1/2). Thus, they also take part in the
electromagnetic and weak interactions. However, the latter statement is only true for left-chiral and not for

3



Chapter 2 Theory

Figure 2.1: The particle content of the SM grouped into fermions (leptons and quarks) and bosons. The overview
provides the mass, electric charge, and spin of each fundamental particle in the SM and highlights the interactions
they participate in. Modified version of Reference [16].

right-chiral components. The lepton pair consists of an electromagnetically charged (−1) lepton with weak
isospin −1/2 and a neutral neutrino with isospin +1/2. Only the former participates in the electromagnetic
interaction. Due to their weak isospin, all left-chiral leptons interact weakly. Since leptons do not carry
color charge, they don’t interact via strong interaction. The individual generations are shown in the first
three columns of Figure 2.1. While the stable matter is made out of the first-generation particles, their
heavier counterparts have to be produced in high-energy experiments and are short-lived. Each fermion
has a corresponding antifermion with the same mass but opposite electric charge and parity (not shown).

The force carriers are summarized in the fourth column. The strongest known fundamental interaction,
called the strong interaction, is described by the theory of quantum chromodynamics (QCD) [17–21]
and mediated by eight spin-1 gauge fields in the adjoint representation called gluons (g). Gluons carry
combinations of color quantum numbers that allow them to interact with each other. The second strongest
force is the electromagnetic interaction. It is described by quantum electrodynamics (QED) and mediated
by the photon (γ), which does not carry electromagnetic charge itself. Thus, there is no self-interaction
of the photon. The weakest fundamental force described by the SM is called the weak interaction. It is
mediated by two electrically charged and one neutral boson, called W± and Z . While the latter acts on all
fermionic particles, the former are restricted to left-chiral components. In contrast to the gluon and the
photon, which are both massless, the force carriers of the weak interaction are massive.

The most recently discovered particle of the SM is the Higgs boson. It is colorless, electrically neutral,
and the only known fundamental scalar (spin-0) particle. It was discovered in 2012 by the ATLAS [4]
and CMS [5] collaborations at the Large Hadron Collider (LHC) almost 50 years after its prediction in
1964 by Françoise Englert, Robert Brout [1] and Peter Higgs [2, 3]. It plays an important role in the
understanding of electroweak gauge symmetry breaking, which introduces masses for the weak gauge
bosons and the charged fermions.

4



2.1 The Standard Model of Particle Physics

In the SM, fermionic particles are described by fields Ψ with field components Ψµ. Their kinematics
are determined by the Lagrangian density L, which is constructed from kinetic and potential energies,
and obey the Euler-Lagrange differential equation

∂L

∂Ψ
− ∂µ

L

∂(∂µΨ)
= 0 , (2.1)

where ∂µ is a short-hand notation for the partial derivative with respect to the coordinate xµ. The
Lagrangian density has to be renormalizable and invariant under local gauge and Poincaré transformations.
The requirement that the Lagrangian has to be invariant under local gauge transformations leads to
the inclusion of additional gauge fields that couple to the fermion fields. This is a direct result of the
gauge principle, which is a procedure to obtain a Lagrangian that is covariant with respect to local
transformations. Renormalization is a powerful technique in QFT invented to treat infinities that appear
in calculated quantities, typically due to self-interactions. However, even when no infinities occur, the
renormalization of masses and fields appearing in the Lagrangian is required.

2.1.1 The Electroweak Interaction

The electroweak theory provides a unified description of the electromagnetic and weak interactions. At
low energies, they appear very different from each other. While electromagnetism is associated with the
motion of electrically charged particles in electric and magnetic fields, the weak interaction is used to
describe radioactive beta decays. In the following, QED and electroweak unification will be discussed.

2.1.1.1 Quantum Electrodynamics (QED)

In classical electrodynamics, the interaction between a charged particle q and an electromagnetic field Aµ

is introduced by the principle of minimal coupling. This procedure is motivated because it leads to gauge
invariance in the equations of motion by replacing the four-momentum pµ with pµ − qAµ.

The same approach can be used to achieve local gauge invariance in QED. The Lagrangian density for
a free charged fermion (Dirac) field is given by

L = iΨ̄γµ∂µΨ − mΨ̄Ψ , (2.2)

where the partial derivative ∂µ replaces the classical four-momentum in position representation of
quantum mechanics (pµ → p̂µ = i∂µ), m is the mass of the Dirac particle, and γµ denotes the Dirac
γ-matrices. In general, quantum mechanical calculations are independent of global phases eiθq , i. e. the
transformation Ψ(x) → eiθqΨ(x) does not change the free Lagrangian. However, the symmetry group of
the electromagnetic interaction, called U(1)Q, does not consist of global but local phase transformations
Ψ(x) → eiθ(x)qΨ(x). Such transformations are not a symmetry of the free Lagrangian as they change the
kinematic term. The invariance is established by minimal coupling, i. e. by replacing the derivative with
the so-called covariant derivative

∂µ → Dµ = ∂µ + iqAµ . (2.3)

The gauge field Aµ now represents the quantum version of the electromagnetic field. It can be identified
with the photon, and it transforms as Aµ → Aµ − ∂µθ. The resulting Lagrange density of QED reads

LQED = iΨ̄γµDµΨ − mΨ̄Ψ −
1
4

FµνFµν . (2.4)

Fµν = ∂µAν − ∂νAµ is called the field strength tensor.
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Chapter 2 Theory

QED was the first QFT and served as a template for all subsequent quantum field theories like QCD.
Some of its early successes were the explanation of the Lamb shift [22] and the accurate prediction
of the anomalous magnetic moment of the electron ae [23]. Nowadays, ae has been calculated up to
order α5 [24–26], with α ≈ 1/137 being the fine structure constant. However, this value only represents
the asymptotic limit of the fine structure constant at zero energy. At larger energies, its effective value
increases. For instance, at the mass of the Z boson (mZ ≈ 90 GeV), it is α(mZ ) ≈

1/127 . This behavior
is called the running of the coupling constant. The dependence of the coupling constant α on the
renormalization scale µ is encoded in the β-function β(α) = µ∂α/∂µ . Note that it only depends implicitly
on µ (through α). The positive sign in the beta function of QED,

β(α) = +
2α2

3π
+ O(α3

) , (2.5)

implies that the coupling increases with increasing energy scale. Given that the coupling constant is
known at the scale µ2, its value at a different scale q2 can be calculated via [27]

α(q2
) =

α(µ2
)

1 −
α(µ2

)

3π ln
(
q2

µ2

) . (2.6)

2.1.1.2 Electroweak Unification

Shortly after the discovery of radioactive decays by Antoine Henri Becquerel in 1896 [28, 29] it became
clear that the newly discovered processes, called alpha and beta decays, involve transmutation of one
element to another [30]. While George Gamow [31] explained alpha decays by quantum mechanical
tunneling through a Coulomb barrier in the nucleus, beta decays could not be explained by means of
the electromagnetic interaction. Enrico Fermi proposed the first description of beta decay in 1934 [32].
He modeled the neutron decay n → pe−ν̄e as a four-point fermion interaction involving a contact force
with no range. It took another 34 years until the underlying interaction had been fully described by the
Glashow-Weinberg-Salam (GWS) theory [11–13]. This theory explains the electromagnetic and the weak
interactions as two aspects of a single force called the electroweak interaction. Despite its simplicity,
Fermi’s four-fermion theory describes the weak interaction remarkably well at low energies. This is
related to the fact that it represents a low energy approximation of the weak interaction and can be derived
using the machinery of effective field theories as shown in Section 2.4.2 for educative purposes.

The GWS theory is a Yang-Mills theory [33] based on the SU(2)L ⊗U(1)Y gauge group. The conserved
charge of the U(1)Y symmetry is the hypercharge Y , which is related to the electric charge Q and the third
component of the weak isospin T3 of a particle via

Y = 2(Q − T3) . (2.7)

Like the photon field in QED, it is connected to a gauge field Bµ. The SU(2)L symmetry transformations

ΨL(x) → eiθ(x)·
τ
2ΨL(x) , (2.8)

with τ being the generators given by the Pauli-Matrices, act on the weak isospin of left-handed chirality
eigenstates ΨL(x) = 1/2(1 − γ5

)Ψ(x) of fermions. They form weak isospin doublets with T3 = ±1/2. On
the other hand, right-handed fermion states ΨR(x) = 1/2(1 + γ5

)Ψ(x) do not participate in the weak
interaction and they form singlets with T3 = 0. Due to its more complex gauge structure, the SU(2)L

6



2.1 The Standard Model of Particle Physics

Table 2.1: The electroweak multiplets and the quantum numbers of their left- and right-handed components. Listed
are the electric charge Q, the third component of the weak isospin T3 and the weak hypercharge Y of the fermions.

SU(2)L eigenstates
quantum number

Q T3 Y

LL =

[ (
νe,L
eL

)
,

(
νµ,L
µL

)
,

(
ντ,L
τL

) ]
0
−1

+1/2

−1/2

−1
−1

`R =
[
eR, µR, τR

]
−1 0 2

QL =

[ (
uL

dL

)
,

(
cL
sL

)
,

(
tL
bL

) ]
+2/3

−1/3

+1/2

−1/2

+1/3

+1/3

uR =
[
uR, cR, tR

]
+2/3 0 +4/3

dR =
[
dR, sR, bR

]
−1/3 0 −2/3

symmetry has three gauge bosons W1, W2, and W3, given in the infinitesimal form by

W i
µ → W i

µ − ∂µθ
i
+ g2ε

i jkW j
µθ

k . (2.9)

The gauge coupling of the SU(2)L symmetry is given by g2, and ε i jk is the totally antisymmetric tensor.
The electroweak quantum numbers of the fermions are summarized in Table 2.1.

Before electroweak symmetry breaking the electroweak Lagrangian for N fermion fields reads

Lew = i
N∑
n=1

(
Ψ̄

n
Lγ

µDµ,LΨ
n
L + Ψ̄

n
Rγ

µDµ,RΨ
n
R

)
−

1
4
Wµν ·W

µν
−

1
4

BµνBµν , (2.10)

where Ψn
L (Ψn

R) represents a left-handed (right-handed) fermion doublet (singlet) and

Bµν = ∂µBν − ∂νBµ and W i
µν = ∂µW i

ν − ∂νW i
µ + g2ε

i jkW j
µWk

ν (2.11)

are the field strength tensors of the U(1)Y and SU(2)L gauge fields. The operators

Dµ,L = ∂µ + igY
Y
2

Bµ + ig2
τ

2
·Wµ (2.12)

and
Dµ,R = ∂µ + igY

Y
2

Bµ (2.13)

are the covariant derivatives for left-handed and right-handed fields, respectively, and gY refers to the
coupling constant of the U(1)Y symmetry. The non-abelian nature of the SU(2)L gauge group introduces
triple and quartic self-interactions between the W i

µ fields. However, the gauge fields introduced so far do
not correspond to the observed gauge bosons W±, Z , and γ. Moreover, the particles in the electroweak
theory are all massless, and invariance under local gauge transformations forbids all mass terms. For
instance, any gauge boson mass (GBM) term LGBM =

1
2 m2

BBµBµ and Dirac fermion mass (DFM) term
LDFM = −mΨΨ̄Ψ would break the SU(2)L ⊗U(1)Y gauge symmetries. However, it is an experimental fact
that fermions and weak gauge bosons are massive [34, 35]. This can be reconciled without violating the
SU(2)L ⊗ U(1)Y gauge invariance by spontaneous breaking of the electroweak symmetry as demonstrated
in Section 2.1.3.
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Chapter 2 Theory

2.1.2 The Strong Interaction

Although Gamow was able to explain the alpha decay, the nature of the attractive force that holds the
nucleus together in the first place was unknown at that time. In 1935 Hideki Yukawa suggested that the
nucleons are bound together by a "strong force" mediated by a new massive boson of about 100 GeV [36],
which he called the meson. Twelve years later, the pi meson (pion) was discovered in cosmic rays [37]. It
has a mass of approximately 140 GeV, comes in three states, and fulfills the criteria of the proposed force
carrier. However, shortly after the discovery of the pions, four new mesons with about 500 GeV, called
kaons, were discovered [38]. They also carry this "strong force" and decay into nucleons and pions. In
addition, at the same time, new nucleon-like particles, called baryons, were discovered [39, 40].

Until the late 1960s, an extensive amount of particles had been discovered, and all these particles have
been believed to be fundamental in their own right ("particle zoo"). In 1964, it was proposed that they
were actually composites of a few elementary particles [21, 41]. By introducing their eightfold way [42],
Murray Gell-Mann and Juval Ne’eman could relate the zoo of particles to three underlying quarks, as they
called them. For example, the proton consists of two up and one down quark and the neutron of one up
and two down quarks. It was clear that a powerful force is required to bind these quarks. Strong enough
that even its residual – the nuclear force – can bind protons and neutrons together, hence the name strong
interaction. From experimental observations, it is concluded that the quarks can take on three different
charges under the strong interaction [43] called "red" (r), "green" (g), and "blue" (b).

The strong interaction is described by QCD [17] and invariant under SU(3)c gauge transformations.
The index c in the name of the (non-abelian) gauge group refers to the above-mentioned color charge. It
comes with eight generators, λ1,...,8, given by the Gell-Mann matrices in the fundamental representation
and hence eight gluon fields G1,...,8

µ . The Lagrangian for N quark fields qn (n = 1, ..., N) is given by

LQCD = i
N∑
n=1

q̄nγµDµqn
−

1
4
Gµν · G

µν , (2.14)

with the covariant derivative and the gluon field strength tensor being

Dµ = ∂µ + igs
λa

2
Ga

µ and Ga
µν = ∂µGa

ν − ∂νGa
µ + gs f abcGb

µGc
ν , (2.15)

respectively, and gs is the coupling strength of the strong interaction. LQCD is invariant under the SU(3)c
symmetry transformations

q(x) → eiθ(x)·
λ
2 q(x) , (2.16)

and the infinitesimal form of the gauge fields Ga
µ is given by

Ga
µ → Ga

µ − ∂µθ
a
+ gs f abcGb

µθ
c , (2.17)

where f abc refers to the structure constants of the Lie algebra[
λa, λb

]
= i f abcλc . (2.18)

Note that while quarks transform as triplets under the SU(3)c group, leptons transform as singlets, i. e.
they do not interact via strong interaction. This avoids the appearance of chiral anomalies and preserves
the renormalizability of the electroweak theory [44].

Since gluons carry color charge, they interact among themselves allowing for three- and four-point
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2.1 The Standard Model of Particle Physics

q

(a) ”q̄q”

g

(b) ”G2”

g
q

q

(c) gs”q̄qG”

g
g

g

(d) gs”G3”

g

g

g

g

(e) g2
s”G4”

Figure 2.2: The Feynman diagrams for the terms in the simplified QCD Lagrangian illustrating (a) the propagation
of quarks and (b) gluons, (c) the gluon-quark coupling, (d) the triple and (e) the quartic gluon self-coupling.

self-interactions. This may be deduced by considering a simplified version of the QCD Lagrangian:

L
(sim)
QCD = ”q̄q” + ”G2” + gs”q̄qG” + gs”G3” + g2

s”G4” (2.19)

The corresponding Feynman diagrams are shown in Figure 2.2. The first two terms represent the
propagation of quarks and gluons, the third one the gluon-quark coupling, and the last two terms the
gluon self-couplings. In 1973, David Politzer [19], David Gross, and Frank Wilczek [20] discovered that
the gluons’ self-coupling leads to asymptotic freedom. This feature describes the fact that the coupling
constant of the strong force, αs, becomes weaker as the energy scale increases. This behavior is opposite
to the running coupling in QED and reflected by the negative sign in the beta-function of QCD,

β(αs) = −

(
11 −

2
3

n f

)
α2
s

2π
+ O(α3

s ) . (2.20)

The one-loop approximation for the running of the strong coupling constant is described by [45]

αs(q
2
) =

αs(µ
2
)

1 + αs(µ
2
)

11nc−2n f

12π ln
(
q2

µ2

) , (2.21)

where n f refers to the number of quark flavors and nc to the number of colors.
Despite the gluons being massless, the strong force is very short-ranged (effectively a few femtometers).

If two quarks are separated, the self-interaction between gluons leads to an attractive force that increases
with the distance between the quarks. Figuratively speaking, the gluon field lines are squeezed into a
flux tube with constant energy density. Eventually, the total binding energy surpasses the threshold for
quark-antiquark pair production, and the additional particles bind with the separated quarks. Thus, no
non-zero color charge state can exist freely, and quarks are confined. In hadron collider experiments, this
process is referred to as hadronization.

2.1.3 The Higgs Mechanism

Except for QED, none of the above Lagrangians contain any mass terms, since the introduction of explicit
mass terms for fermions (LDFM) and gauge bosons (LGBM) would break the gauge symmetries. In 1964
Françoise Englert, Robert Brout [1] and Peter Higgs [2, 3] proposed a mechanism which came to be
called the Higgs mechanism and which explains the non-zero masses by spontaneous breaking of the
electroweak symmetry. The term spontaneous refers to the fact that the symmetry is not broken by explicit
terms in the Lagrangian, but by the ground state (vacuum) of the theory.
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Chapter 2 Theory

Figure 2.3: Illustration of the Higgs potential V(Φ) in the case of µ2 < 0 and λ > 0. Taken from Reference [46].

In the SM, the Higgs mechanism introduces a complex SU(2)L doublet of scalar (i. e. spin-0) fields

Φ =

(
φ+

φ0

)
=

1
√

2

(
φ1 + iφ2
φ3 + iφ4

)
with hypercharge Y = +1 . (2.22)

Note that the doublet’s upper component has to have an electric charge +1 and the lower component has
to be neutral to fulfill the hypercharge requirement of Y = +1. The SM Lagrangian, which so far consists
of the electroweak and QCD terms, Lew (Equation 2.10) and LQCD (Equation 2.14), respectively, needs
to be extended by the gauge-invariant terms of the scalar field

Lscalar = (Dµ
LΦ)

†
(Dµ,LΦ) − V(Φ) . (2.23)

The covariant derivative is given by Equation 2.12 and the scalar potential by

V(Φ) = µ2
Φ

†
Φ + λ(Φ†

Φ)
2, (µ, λ ∈ R) . (2.24)

According to the general model of the Big Bang, right after the creation of the universe, the Higgs field
started in the origin of the "Mexican hat" potential depicted in Figure 2.3. The form of this potential
corresponds to µ2 < 0 and λ > 0, and it features an infinite number of degenerate states with minimum
energy satisfying |Φ|

2
= −µ2

/2λ. About one microsecond after the Big Bang, the universe cooled down
far enough and underwent a phase transition that broke the electroweak SU(2)L ⊗ U(1)Y symmetry into
the two distinct forces observed today. This process, called electroweak symmetry breaking (EWSB),
corresponds to the ball moving downwards from the center of the Mexican hat and choosing a random
position in the valley. Initially, all positions in the valley are equivalent, but choosing one fixes the gauge.
Since the potential depends only on the combination Φ†

Φ, the vacuum state can be arbitrarily chosen,

〈Φ〉 = 〈0|Φ|0〉 =
1
√

2

(
0
v

)
, (2.25)

where v = (−µ2
/λ)

1/2 is the vacuum expectation value (vev). While the ground state is no longer invariant
under SU(2)L ⊗U(1)Y , it preserves the U(1)Q gauge group of the electromagnetic interaction. This can be
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2.1 The Standard Model of Particle Physics

seen explicitly by considering the infinitesimal versions of the corresponding symmetry transformations:

θiτi 〈Φ〉 , 0 for i = 1, 2, 3 ; θY 〈Φ〉 , 0 ; θQ 〈Φ〉 = θ(T3 + Y/2) 〈Φ〉 = 0 . (2.26)

Thus, the SU(2)L ⊗U(1)Y symmetry is broken, and the existence of one massless gauge boson, the photon,
is ensured. Fluctuations around the minimum can be parameterized by introducing four new fields

Φ(x) = e
i

2v θ(x)·τ
1
√

2

(
0

v + H(x)

)
≈

1
2
√

2

(
θ2 + iθ1

2(v + H) − iθ3

)
, (2.27)

which are referred to as the Higgs boson H(x) and the Goldstone bosons θ1,2,3(x). The latter are a direct
result of the Goldstone theorem [47–50] and can be gauged away by the following SU(2)L transformation
on the scalar, gauge, and matter fields, respectively (Unitary gauge):

Φ→ e−
i

2v θ ·τΦ =
1
√

2

(
0

v + H

)
, τ ·Wµ → τ ·W ′

µ , L → e−
i

2v θ ·τL (2.28)

The matter fields L = LiL,QiL , for i = 1, 2, 3, are given in Table 2.1. In this gauge, Lscalar reads

Lscalar =
1
2
(∂µH)(∂µH) − λv2H2

− λvH3
−

1
4
λH4
+

1
4
λv4

+
1
8

(
v2
+ 2vH + H2

) [
g2

2

���W1
µ − iW2

µ

���2 + (g2W3
µ − gYBµ)

2
]
. (2.29)

The first two terms in this equation represent the kinetic term and the mass term of the physical Higgs

boson, respectively. The Higgs mass is given by mH =
√

2λv2
=

√
−2µ2 . Since µ is not constrained by

any SM parameter, there is no a priori prediction for mH . The third (fourth) term describes the three-point
(four-point) self-interaction. The terms in the second row encode the Higgs-gauge boson interactions and
the mass terms of the weak gauge bosons. The mass eigenstates of the gauge fields are given by specific
linear combinations of the original fields. The charged and neutral weak gauge boson fields are

W±
µ =

1
√

2

(
W1

µ ∓ iW2
µ

)
and Zµ =

g2W3
µ − gYBµ√
g2

2 + g
2
Y

= cos θWW3
µ − sin θW Bµ , (2.30)

respectively, while the photon field is given by

Aµ =
gYW3

µ + g2Bµ√
g2

2 + g
2
Y

= sin θWW3
µ + cos θW Bµ . (2.31)

In these equations, θW describes the weak mixing (or Weinberg) angle. It is defined by

sin θW =
gY√

g2
2 + g

2
Y

=
e
g2

and cos θW =
g2√

g2
Y + g

2
2

. (2.32)

Using these definitions, the second row of Lscalar (Equation 2.29) becomes

g2
2v

2

4
W+µW−µ

+
g2

2v
2

8 cos2 θW
ZµZµ

+
(
H2
+ 2Hv

) [
g2

2
4

W+µW−µ
+

g2
2v

2

8 cos2 θW
ZµZµ

]
, (2.33)
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and the weak gauge boson masses can be identified with

mW± =
g2v

2
and mZ =

g2v

2 cos θW
=

mW±

cos θW
. (2.34)

The mass of the W boson is related to the Fermi constant1 [54], GF = 1.166×10−5 GeV−2, via GF√
2
=

g2
2

8m2
W

.
This relation fixes the Higgs vev to

v =
1

√
2GF

≈ 246.2 GeV . (2.35)

To recap, by using the Unitary gauge (Equation 2.28), the three Goldstone bosons have been absorbed
by the W± and Z bosons to make them massive. While a massless spin-1 boson has two transverse
polarization states if it satisfies the equations of motion (on-shell), a massive one can also be longitudinally
polarized. The number of degrees of freedom (ndf) before and after EWSB remains the same. The
scalar field Φ features four degrees of freedom, and each of the gauge fields, W1,2,3

µ and Bµ, features two
(transverse polarizations). This amounts to ndf = 12. After EWSB, the physical Higgs field H has one
degree of freedom, the W± and Z have three each (two transverse and one longitudinal polarization), and
the massless photon field Aµ has two, yielding again ndf = 12.

Beyond that, the same field Φ can generate the masses for charged leptons and down type quarks.
However, in order to generate the masses for up-type quarks, a different representation of the field Φ is
needed. Since up-type quarks appear in the first component of left-handed weak isospin doublets (in
contrast to leptons and down-type quarks), no term of the form Q̄iLΦu jR ∝ d̄iL(v + H)u jR will generate
their masses2. The issue can be resolved by choosing a different isospin doublet

Φ̃ = iτ2Φ
∗
=

(
φ0∗

−φ−

)
with hypercharge Y = −1 . (2.36)

The gauge-invariant coupling terms between the scalar and Dirac fields are given by the Yukawa Lagrangian

LYukawa = −Y (l)
i j L̄iLΦ`jR − Y (d)

i j Q̄iLΦdjR − Y (u)
i j Q̄iLΦ̃u jR + h. c. , (2.37)

where Y ( f )
i j are 3 × 3 complex matrices encoding the so-called Yukawa couplings for leptons ( f = `),

down-type ( f = d) and up-type ( f = u) quarks. After EWSB, the mass terms for up-type quarks will be
of the form Q̄iLΦ̃u jR ∝ ūiL(v + H)u jR, as anticipated. Using the Unitary gauge (Equation 2.28) again,
the Yukawa Lagrangian becomes

LYukawa = −
v + H
√

2

[
Y (l)
i j

¯̀
iL`jR + Y (d)

i j d̄iLdjR + Y (u)
i j ūiLu jR

]
+ h. c. (2.38)

after EWSB. In this equation the following abbreviations are used:

`iX =
[
eX, µX, τX

]
, uiX =

[
uX, cX, tX

]
, diX =

[
dX, sX, bX

]
with X = L, R . (2.39)

The masses of the fermions f are proportional to the corresponding Yukawa couplings

m f i =
v
√

2
Y ( f )
ii =

v
√

2
y f i, , (2.40)

1The Fermi constant is determined from precise measurements of the muon lifetime [51–53].
2Note that only the φ0 component of the Higgs field acquires a non-zero vev (Equation 2.25) after EWSB.
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Figure 2.4: The Higgs boson couplings to fermions and gauge bosons, and the Higgs self-couplings in the SM.

and are not predicted by the SM. Here, the short-hand notation y f i ≡ Y ( f )
ii is introduced.

In its most general form, the Yukawa Lagrangian in Equation 2.37 will also contain mixed terms
between different quark flavors. In this case, the fields do not have a well-defined mass. However, by
diagonalizing the matrices, it is possible to rewrite them in terms of mixed fields with well-defined mass.
This means that the eigenstates of the weak interaction (flavor eigenstates) are different from the mass
eigenstates. For quarks, this misalignment is described by the unitary Cabibbo-Kobayashi-Maskawa [55,
56] (CKM) mixing matrix, VCKM. It is parameterized by three real angles and one complex CP-violating
phase. In the case of massive neutrinos, a similar formulation can be used to describe the lepton sector.
The corresponding matrix is called the Pontecorvo-Maki-Nakagawa-Sakata [57–59] (PMNS) matrix.

The Feynman diagrams for the Higgs-fermion, Higgs-gauge boson and Higgs self-couplings are
depicted in Figure 2.4. The coupling strengths of the former three are

gH f f = i
m f

v
, gHVV = −2i

m2
V

v
, and gHHVV = −2i

mV

v2 , (2.41)

where V = W±, Z , while the triple and quartic Higgs self-couplings are given by

gHHH = 3i
mH

v
and gHHHH = 3i

mH

v2 . (2.42)

2.1.4 Higgs Boson Phenomenology in the Standard Model

The SM Higgs boson is a CP-even (i. e. scalar) spin-0 particle (JPC
= 0++). The CP quantum numbers

describe the behavior of the particle under the combined application of charge conjugation C and parity
transformation P. In contrast to a CP-odd (pseudoscalar) eigenstate, the SM Higgs boson does not
change its sign under CP transformations. It is electrically neutral and couples to all massive particles1.

1Neutrinos are excluded from this discussion since they are massless in the SM. However, the appearance of neutrino
oscillations proves that they have small masses [60–68] and the upper limit on the sum of their masses is

∑
i mν,i < 0.12 eV [69]

(at 95 % C. L.). In principle, these masses could be related to very small Yukawa couplings < 10−12. However, since they are so
tiny, some theorists prefer different approaches to explain neutrino masses, like the seesaw mechanism [70–72].
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(a) µ2
= 10 GeV2 (b) µ2

= 104 GeV2

Figure 2.5: The PDFs for valence quarks (uv , dv), sea quarks (ū, d̄, s ≈ s̄, c = c̄, b = b̄) and gluons (g) obtained in
the NNLO NNPDF3.0 global analysis with αs(M

2
Z ) = 0.118 [73]. Taken from Reference [54].

Within the SM, the Higgs boson mass is not predicted and has to be measured. However, once determined,
all parameters in the scalar potential (Equation 2.24) are fixed. In 2012, the ATLAS [4] and the CMS [5]
collaborations at the LHC discovered the Higgs boson in the H → γγ and H → Z Z∗

→ 4` decay
channels. These are also the channels that provide the best mass resolution of about 1 − 2 %. The Higgs
boson mass is measured to be 125.10 ± 0.14 GeV [54]. Given its mass, the complete phenomenological
profile of the SM Higgs boson can be deduced, and its production cross-sections and decay widths are
fully determined.

2.1.4.1 Higgs Boson Production in Proton-Proton Collisions

In proton-proton (pp) collisions, only a fraction of the center-of-mass (cms) energy
√

s is available to
the hard scattering process of the proton’s constituents called partons. Typically only two of the partons
are actually colliding, and the other constituents remain relatively unaffected. However, protons do
not only consist of the valence quarks, uv and dv but instead, they are embedded into a sea of virtual
quark-antiquark pairs generated by the gluons which bind the quarks together. The exact structure of the
proton depends on the energy scale µ of the collision and the fraction of the protons momentum carried by
the struck parton x. The proton structure is described by means of parton distribution functions (PDFs)
f (x, µ2

). They are determined from experiment, and two examples for such PDFs are shown in Figure 2.5
for two different energy scales. At large x, the number of partons decreases with µ2, and the valence
quarks dominate. At low x, the sea quarks prevail, and the number of partons increases with µ2.

Since the SM Higgs boson couples preferentially to heavy particles, it is most likely produced in
processes that involve top and bottom quarks, and weak vector bosons. In pp collisions, the main
production mechanisms are gluon-gluon fusion (ggF), vector boson fusion (VBF) and the productions in
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Figure 2.6: The leading-order Feynman diagrams for the SM Higgs boson production in pp collisions via (a)
gluon-gluon fusion and (b) vector boson fusion.

q

q

V
V

H

(a)

g

g

q

q

q
Z

H

Z

(b)

g

g

q

q

q

q

H

Z

(c)

Figure 2.7: Feynman diagrams for the SM Higgs boson production in pp collisions via associated production with a
weak gauge boson (V = W±, Z) (a) at leading order, and (b) and (c) with loop contributions for gg → ZH.
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Figure 2.8: The leading-order Feynman diagrams for the SM Higgs boson production via tt̄H and bb̄H production.

association with a W± (WH) or Z (ZH) boson, or with a top (tt̄H) or bottom (bb̄H) quark-antiquark pair.
At the cms energy of

√
s = 13 TeV and for the Higgs boson mass of mH = 125 GeV, about 87.2 % of

the generated Higgs bosons are created via ggF. Since gluons are massless, they do not couple to the
Higgs boson directly. However, an effective Higgs-gluon coupling is possible via intermediate couplings
to (preferentially) heavy quarks. The corresponding Feynman diagram for this process is depicted in
Figure 2.6(a). The second-largest production mode is VBF with 6.8 %. In this mode, the Higgs bosons
are generated by two weak gauge bosons, emitted in the scattering of the incoming quarks. Higgs bosons
generated in VBF feature two accompanying jets, which are (mainly) emitted in opposite directions due to
the t-channel topology of the process shown in Figure 2.6(b). Jets are narrow cones of hadrons produced
by the hadronization of quarks or gluons. A special cut selection on these jets can be used to discriminate
the Higgs boson signal from QCD background.

The Higgs strahlung processes, WH and ZH contribute to 4.0 % to the Higgs production cross-section.
The LO diagrams are generated by quark-antiquark annihilation, as shown in Figure 2.7(a). In addition,
ZH production can also be initiated by ggF via an additional quark loop (see Figures 2.7(b) and 2.7(c)).

Even smaller contributions are from the tt̄H and bb̄H production, depicted in Figure 2.8, accounting for
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Figure 2.9: The leading-order s- and t-channel diagrams for the SM Higgs boson production via (a) tHb, (b) and (c)
tHW , and (d) tHq production.

Table 2.2: The cross-sections (σ) of the dominant SM Higgs boson production modes at
√

s = 13 TeV assuming a
Higgs mass of 125 GeV. The quoted theoretical uncertainties are calculated by adding in quadrature the uncertainties
due to missing higher-order corrections and the QCD scale (αs) and PDF uncertainties [74].

Production mode process σ [pb]

ggF gg → H 48.6 +2.7
−3.6

VBF qq → Hqq 3.78 +0.08
−0.08

WH qq → WH 1.373 +0.028
−0.028

ZH qq/gg → ZH 0.884 +0.036
−0.031

tt̄H qq/gg → tt̄H 0.507 +0.035
−0.05

bb̄H qq/gg → bb̄H 0.488 +0.099
−0.117

tH qq → tHq (t-channel) 0.0743 +0.0056
−0.0114

qq → tHb (s-channel) 0.00288 +0.00009
−0.00009

gb → tHW 0.0152 +0.0012
−0.0014

0.9 % of the total Higgs production cross-section each. These processes are experimentally challenging
due to their low production rates and the large QCD background. However, tt̄H production provides an
important means to probe the Yukawa coupling without relying on ggF production. The bb̄H processes
are relevant in BSM Higgs searches, where the bottom-Yukawa coupling can be significantly increased.
Figure 2.9 shows the contribution from single-top production (tH) with an additional W boson or quark
jet in the final state. These processes only contribute about 0.2 % to the Higgs production cross-section.

The Higgs boson production cross-section is a function of the colliding protons’ cms energy. This
energy dependence is illustrated in Figure 2.10 for the various production modes. For example, the
cross-section for producing a SM Higgs boson with mH = 125 GeV at

√
s = 13 TeV is about three times

as high as the corresponding cross-section at
√

s = 7 TeV. The corresponding numerical values, including
their theoretical uncertainties at

√
s = 13 TeV are given in Table 2.2.

16



2.1 The Standard Model of Particle Physics

 [TeV] s
6 7 8 9 10 11 12 13 14 15

 H
+

X
) 

[p
b]

   
 

→
(p

p 
σ

2−10

1−10

1

10

210 M(H)= 125 GeV

L
H

C
 H

IG
G

S
 X

S
 W

G
 2

01
6

 H (N3LO QCD + NLO EW)

→pp 

 qqH (NNLO QCD + NLO EW)

→pp 

 WH (NNLO QCD + NLO EW)

→pp 

 ZH (NNLO QCD + NLO EW)

→pp 

 ttH (NLO QCD + NLO EW)

→pp 

 bbH (NNLO QCD in 5FS, NLO QCD in 4FS)

→pp 

 tH (NLO QCD, t-ch + s-ch)

→pp 

Figure 2.10: The SM Higgs boson production cross-sections for the main production modes in pp collisions as a
function of the cms energy. The Higgs boson mass is assumed to be 125 GeV. Taken from Reference [74].

2.1.4.2 Higgs Boson Decays

In the Born approximation, the partial decay widths of the Higgs boson into fermionic final states is given
by [75, 76]

Γ(H → f f̄ ) =
GFnc
4
√

2π
mHm2

f β
3
f , (2.43)

where nc is the color factor (nc = 3 for quarks and nc = 1 for leptons) and β = (1 − 4m2
f/m2

H )
1/2 is the

velocity of the fermions in the final state. Note that Equation 2.43 will change in case of a pseudoscalar
Higgs boson (see Equation 2.100). The ratio of the partial decay width Γ(H → Xi) into the final state Xi

divided by the total width of the Higgs boson Γtot
H defines the decay branching ratio

BR(H → Xi) =
Γ(H → Xi)

Γ
tot
H

=
Γ(H → Xi)∑
j Γ(H → Xj)

. (2.44)

The mass dependence of the total width and the decay branching ratios of the Higgs boson is shown in
Figure 2.11. The Higgs boson can decay into all massive particles in the SM. Since the coupling increases
with the mass of the particle, the dominant decay process for a Higgs boson mass of mH = 125 GeV is
into bb̄ final states (see Figure 2.11(b)). Despite its large branching ratio of 58.2 %, this decay mode is
experimentally challenging due to the large QCD background. This explains why it took more than six
years to observe this channel at the LHC [77, 78]. Although the top quark is even heavier than the bottom
quark, the decay into tt̄ final states violates energy conservation and is therefore not possible. About
21.4 % of the time the Higgs boson decays into WW∗. Note that one of W bosons has to be produced
off-shell (W∗) due to the mass constraint mH < 2mW . This suppresses the matrix element and explains
why H → WW∗ is only the second most abundant decay process. Its signature is characterized by two
oppositely charged leptons and large missing energy due to the neutrinos in the final state. Note that
for a slightly larger Higgs boson mass of about 135 GeV (and above), this would be the dominant decay
channel. The Higgs boson’s branching ratio into pairs of gluons, tau leptons, charm quarks, and Z bosons
make up a couple of percent each. Due to their hadronic nature, decays into gluons and charm quarks are
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Figure 2.11: The dependence of (a) the total Higgs boson decay width and (b) the decay branching ratios on the
mass of the SM Higgs boson. Taken from Reference [74].
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Figure 2.12: Tree-level Feynman diagrams for the SM Higgs boson decays into (a) fermion-antifermion and (b)
weak gauge boson final states.

experimentally inaccessible at the LHC. The smallest contributions to the Higgs boson width are from
decays into photon pairs, Zγ, muon pairs, and lighter quarks like ss̄. The largest sensitivity is achieved
for decay modes with light leptons (H → Z Z∗

→ `+`−`+`− with ` = e, µ) and photons (H → γγ) in the
final state. Since massless particles like photons and gluons do not couple to the Higgs boson directly, the
H → γγ and H → gg decay processes are only possible via heavy-quark loops.

Figures 2.12(a) and 2.12(b) show the tree-level diagrams for Higgs boson decays into fermions and
weak gauge bosons, respectively. The loop-induced decays into γγ and Zγ final states are depicted in
Figure 2.13. The branching ratios of the most prominent decay channels for a Higgs boson mass of
mH = 125 GeV are given in Table 2.3.

2.1.5 Shortcomings of the Standard Model

The SM is able to successfully explain three of the four known interactions between the fundamental
particles and to predict the outcome of particle physics experiments. However, it is inherently an
incomplete theory because a couple of phenomena are not (or not correctly) described by the SM. Some
of the most prominent examples are:
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Figure 2.13: Leading-order Feynman diagrams for the SM Higgs boson decays into two photons or a Z boson and a
photon via (a) and (b) a W boson, and (c) a heavy quark loop.

Table 2.3: The branching ratios (BR) of the dominant Higgs boson decay modes as predicted by the SM for a Higgs
boson mass of 125 GeV. The quoted theoretical uncertainties are calculated by adding in quadrature the uncertainties
due to missing higher order corrections and input parameter uncertainties (αs and mq with q = c, b, t) [74].

Decay mode decay process BR [%]

bb H → bb̄ 58.24 +0.72
−0.74

WW H → WW 21.37 +0.33
−0.33

gg H → gg 8.19 +0.42
−0.42

ττ H → τ+τ̄− 6.272 +0.103
−0.103

cc H → cc̄ 2.891 +0.160
−0.058

Z Z H → Z Z 2.619 +0.041
−0.040

γγ H → γγ 0.2270 +0.0047
−0.0047

Zγ H → Zγ 0.1533 +0.0089
−0.0009

µµ H → µ+µ− 0.02176 +0.0004
−0.0004

• Neutrino oscillations
Flavor oscillations have been observed in various experiments involving neutrinos from solar,
atmospheric, reactor, and fixed-target experiments [62–68, 79]. This observation implies that
there is a mass difference among the neutrino generations, indicating that at least two of them are
massive [80, 81]. The upper limit on the sum of the neutrino masses is constrained by cosmological
observations to

∑
i mνi

< 0.12 eV [69] (at 95 % C. L.). As demonstrated in Section 2.1.3, the
generation of masses for fermions via the Higgs mechanism requires left- and right-handed fields.
However, there are no right-handed neutrinos in the SM (see Table 2.1). Even if right-handed
neutrinos were added to the theory by hand, the required Yukawa couplings would be tiny. Therefore,
different explanations for the neutrino masses like the seesaw mechanism [70–72] or supersymmetric
models that allow for lepton number violating operators [82–87] are being discussed.

• The baryon asymmetry of the universe
The observable universe is almost exclusively composed of matter. One of the most promising ways
to explain the observed baryon asymmetry of the universe (BAU) is called electroweak baryogenesis
(EWBG) [88–93]. While many different versions of this mechanism have been proposed, they
all satisfy the three Sakharov conditions [94]. These are: (1) the existence of a baryon number
violating process, (2) thermal disequilibrium, and (3) C- as well as CP violation.

In EWBG, the initial state is assumed to be a hot, radiation-dominated universe that fulfills
the electroweak gauge symmetry SU(2)L ⊗ U(1)Y and contains equal amounts of left-handed
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(right-handed) quarks qL (qR) and right-handed (left-handed) antiquarks q̄R (q̄L). As the universe
cooled down, it underwent a phase transition at T ≈ 100 GeV in which the Higgs field acquired its
vev and spontaneously broke the electroweak symmetry. This process also introduces CP violation
in the SM as a single complex phase in the CKM quark mixing matrix. EWSB is assumed to start
in small, quickly expanding bubbles with broken phase (in these bubbles, the Higgs field H(x) is
already present), while in the surrounding space, the initial symmetry still holds. Chiral quarks that
scatter off the moving wall of the Higgs bubble are reflected. If the bubble wall is CP conserving,
the probability for reflecting a left-handed quark into a right-handed quark will be equal to the
probability for reflecting a right-handed antiquark into a left-handed antiquark and vice versa,

R(qL → qR) = R(q̄R → q̄L) and R(qR → qL) = R(q̄L → q̄R) . (2.45)

However, for a CP-violating bubble wall, the probabilities differ by

∆RCP = R(qL → qR) − R(q̄R → q̄L) = R(qR → qL) − R(q̄L → q̄R) , 0 . (2.46)

This leads to asymmetries in the vicinity of the Higgs bubble1 which are converted into a net
baryon number by electroweak sphaleron transitions [96, 97]. Sphalerons have not been confirmed
experimentally, and they cannot be represented by perturbative methods such as Feynman diagrams.
They are unstable solutions to the electroweak field equations, and they convey transitions from one
minimum of the periodic vacuum structure to another. They can act on left-handed fermions and
right-handed antifermions, and they violate B + L while conserving B − L [95], where B is the
baryon number and L the lepton number. Sphaleron transitions must change B and L by at least
three units and by the same amount for each generation, e. g. ∆Le = ∆Lµ = ∆Lτ = ∆B/3. The main
contributions are from transition with ∆B = ∆L = ±3, and a possible transition could be

ūR + d̄R → dL + 2sL + cL + 2bL + tL + νe + νµ + ντ . (2.47)

The expanding bubble absorbs the increased baryon density, and since sphaleron transitions are
strongly suppressed within the bubble, a net baryon number remains.

Although the SM contains the requirements for EWBG, it is not possible to explain the BAU with
the SM alone [98]. On the one hand, the measured Higgs mass is too large for EWBG to happen [99,
100], and on the other hand, the CP violating phase in the CKM matrix is far too small to explain
the asymmetry [101–103]. Therefore, any viable realization of the EWBG mechanism has to
incorporate BSM physics. Since the CP nature of the Higgs boson has not been determined with
sufficient precision, it is still possible to find CP violating effects in the Higgs sector. A prominent
example that introduces a Higgs CP admixture is presented in Section 2.2.1.

• Dark Matter
Various astrophysical observations such as the measurement of velocity distributions of spiral
galaxies and gravitational lensing caused by galaxy clusters provide evidence that the actual mass of
these galaxies is much larger than the cumulated mass of their visible constituents. It is commonly
believed that the missing mass is related to non-baryonic and non-luminous matter, called Dark
Matter2 (DM). DM does not interact electromagnetically, has no electric charge, and cannot decay

1Note that particles in the broken phase transmitted into the symmetric phase also contrib-
ute to the asymmetry around the Higgs bubble. The corresponding transmission probabilities are
T(qL → qL) = 1 − R(qR → qL) = 1 − R(q̄L → q̄R) = T(q̄L → q̄L) [95]. The same relation holds for the opposing
chiral states, where L ↔ R.

2Other approaches like Modified Newtonian Dynamics [104] (MOND), entropic gravity [105] and other suitable modifications
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into charged particles or photons since such processes would be detectible as some form of radiation.
Interactions with neutral atoms would lead to observable ionization and excitation processes. Thus,
DM is believed to mainly interact gravitationally with ordinary matter. Still, elastic interactions with
energy transfers far below the excitation levels of atoms, and interactions among the DM particles
are possible. While the idea of DM has first been suggested by Jacobus Kapteyn in 1922 [106], the
first substantial evidence for unseen mass was provided in 1933 by Fritz Zwicky [107].

The SM does not provide a suitable candidate for DM. Technically, the neutrino is such a candidate,
but due to its tiny mass, it is highly relativistic and cannot easily explain the structure formation of
galaxies. However, viable candidates are easily found in many SM extensions. A very prominent
example is weakly interacting massive particles (WIMPs) like the neutralino [108, 109] in
supersymmetric models [110]. Other DM candidates are Higgs singlets [111], inert doublets [112],
axions [113, 114], lightest Kaluza-Klein states [115–117] and hidden sector particles [118–121].
However, so far, no DM candidate has been experimentally discovered.

• Dark Energy
In addition to the DM content in the universe, observations of Type Ia supernovae suggest the
existence of an unidentified form of energy in the universe [122], called Dark Energy. This energy
is related to the cosmological constant [123] and causes the expansion of the universe to accelerate.
The SM prediction for the cosmological constant overestimates this energy by a factor of 10120.

Measurements of the anisotropies in the Cosmic Microwave Background (CMB) have shown
that within the current Standard Model of Cosmology, only 5 % of the energy content in the
universe is made out of baryonic matter, while 27 % are assigned to Dark Matter and 68 % to Dark
Energy [124].

Besides these shortcomings, there are also some features that are technically allowed but unsatisfying
from a theoretical point of view:

• Grand unification and a theory of everything
One of the outstanding goals of theoretical physics is the unification of all known forces into one
fundamental interaction. In the SM, two of the four interactions – the weak and electromagnetic
interactions – are already connected. The true nature of these forces becomes apparent at the
electroweak (EW) scale ΛEW = v ≈ 246 GeV (see Equation 2.35).

The inclusion of the strong interaction into a common description of the forces is achievable at the
energy scale ΛGUT ≈ 1016 GeV in so-called Grand Unified Theories (GUTs) [125–128]. In these
kinds of models the SM gauge group SU(3)c ⊗ SU(2)L ⊗ U(1)Y is embedded in a larger group
like SU(5) or SO(10). At the scale ΛGUT, the running couplings of the electroweak and strong
interaction converge if non-SM particles are incorporated into the theory. One prominent example
that achieves this unification is the minimal supersymmetric extension of the SM [129, 130].

At even higher energies near the Planck scale ΛP ≈ 1019 GeV, the strength of the gravitational
interaction becomes comparable to the strength of the other forces. It is believed that at this point, a
quantum mechanical description of gravity is necessary. However, no successful quantum theory of
gravity has been formulated so far. The two most prominent candidates trying to achieve such a
description are based on string theory [131–134] and loop quantum gravity [135–137].

• The hierarchy problem
The hierarchy problem is a fine-tuning problem of the Higgs boson mass, and it is one of the most

to the general theory of relativity are competing models to explain the astrophysical observations.
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Figure 2.14: Possible one-loop corrections to the Higgs boson mass. Shown are the contributions from (a) fermions
f , (b) and (c) heavy gauge bosons W± and Z , and (d) and (e) the Higgs boson H and some hypothetical scalar
particle S. In the SM, these Feynman diagrams lead to quadratically divergent Higgs mass corrections.

striking theoretical arguments for expecting BSM physics at the TeV scale. The bare mass of the
Higgs boson mH,0 is subject to radiative corrections that are quadratically divergent. Figure 2.14(a)
shows the Feynman diagrams for the one-loop radiative corrections from fermions.
In order to regulate the divergence, an ultraviolet momentum cut-off scale ΛUV is introduced. The
corresponding correction of the Higgs boson mass is given by

∆m2
H, f = −

y2
f

8π2

[
Λ

2
UV − 6m2

f ln

(
ΛUV
m f

)
+ ...

]
, (2.48)

where y f (m f ) is the Yukawa coupling (mass) to the fermion f . If the SM was valid up to the Planck
scale, the mass correction ∆m2

H, f >> m2
H,0 would exceed the bare Higgs mass squared by about 30

orders of magnitude. This would have to be countered by an unnatural amount of fine-tuning to keep
the renormalized Higgs boson mass at the electroweak scale. Note that while this problem is only
demonstrated for fermions, the same problem arises for loop contributions of heavy gauge bosons
(Figures 2.14(b) and 2.14(c)) and the Higgs boson self-coupling (Figures 2.14(d) and 2.14(e)) [138].
A possible solution to this fine-tuning problem is provided by Supersymmetry. Consider the
coupling terms of a scalar field S to the Higgs field −

√
2y(1)

S
H |S |2 − y

(2)
S
|H |

2
|S |2. In this case, the

one-loop corrections, shown in Figures 2.14(d) and 2.14(e), read

∆m2
H,S =

1
16π2

[
y
(2)
S
Λ

2
UV −

(
4(y(1)

S
)
2
+ 2y(2)

S

)
m2
S ln

(
ΛUV
mS

)
+ ...

]
. (2.49)

SUSY introduces two complex scalar fields for each Dirac fermion1 and prescribes the relation
y
(2)
S
= y2

f . Thus, the quadratic terms in Equations 2.48 and 2.49 cancel exactly [139]. If SUSY
were also unbroken by mass (i. e. mS = m f ) and if y(1)

S
= y f , the logarithmic divergences would

1In order to have the same number of degrees of freedom for the fermions (left-handed and right-handed) and their
supersymmetric partners, two scalars have to be introduced per fermion.
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cancel as well.

Alternative approaches to solving the hierarchy problem are the introduction of a new force at the
TeV scale [140–142] or the existence of large extra dimensions [143–146].

2.2 CP Violation in Extended Higgs Sectors

As discussed in Section 2.1.5, the BAU cannot be explained with the amount of CP violation present in
the SM. However, many SM extensions introduce additional CP-violating phases, either by explicitly
breaking the symmetry in the Lagrangian or by spontaneously breaking it by the ground state of the theory.
The observable consequences of CP violation in the Higgs sector include the mixing of (neutral) Higgs
states with even (scalar) and odd (pseudoscalar) CP symmetry and the existence of CP-violating Higgs
interactions.

In any BSM Higgs sector, CP violating effects will disappear if the potential of the scalar fields and
the vevs of the neutral Higgs bosons can be described by real parameters (in some basis). For example,
in the simplest SM extensions, a real (xSM) or complex (cxSM) scalar singlet field is added to the SM
Higgs sector. Such pure singlet extensions are inherently theories of CP-even scalars. In the case of
a complex singlet S, one would naively expect that Im(S) describes a pseudoscalar. Consequently, one
would assume that mixing it with a scalar like the SM Higgs boson or the singlet’s real component would
lead to CP violation. However, singlets do not couple to SM particles, and thus, it is always possible to
find a CP transformation under which both components are CP-even [147, 148]. CP violation in the
cxSM is only possible if additional vector-like fermions are added to the theory1 [151–154]. In this case,
a CP-odd Yukawa coupling can be established if the vector-like fermion couples to Im(S).

The simplest SM extension that allows for CP violation in the Higgs sector is the two-Higgs-doublet
model (2HDM) [155–159]. Because of its importance, it will be discussed in detail in Section 2.2.1.
A well-motivated theoretical model is the Minimal Supersymmetric extension of the Standard Model
(MSSM) [110, 159–161]. The Higgs sector in the MSSM has the form of a 2HDM. The MSSM also
introduces new partners for the SM fermions and the SM gauge bosons.

2.2.1 The Two-Higgs-Doublet Model

In the 2HDM, a second SU(2)L scalar doublet is added to the SM Higgs sector. In this section, the case
of a scalar doublet with hypercharge Y = +1 is discussed. However, depending on the Yukawa coupling
structure, doublets with negative hypercharge can be required. The most general gauge invariant and
renormalizable potential for two SU(2)L doublets Φ1 and Φ2 is given by [159]

V(Φ1,Φ2) =m2
11Φ

†

1Φ1 + m2
22Φ

†

2Φ2 −
(
m2

12Φ
†

1Φ2 + h. c.
)

+
λ1
2
(Φ

†

1Φ1)
2
+
λ2
2
(Φ

†

2Φ2)
2
+ λ3(Φ

†

1Φ1)(Φ
†

2Φ2) + λ4(Φ
†

1Φ2)(Φ
†

2Φ1)

+

(
λ5
2
(Φ

†

1Φ2)
2
+ λ6(Φ

†

1Φ1)(Φ
†

1Φ2) + λ7(Φ
†

1Φ2)(Φ
†

2Φ2) + h. c.
)

. (2.50)

The parameters m2
11, m2

22, and λ1, ...λ4 are real, while the remaining parameters can be complex. This
means that the general 2HDM scalar potential explicitly violates the CP symmetry. However, the last two
terms (containing λ6 and λ7) in Equation 2.50 will introduce flavor-changing neutral currents (FCNCs) at

1Alternatively, one could also add another doublet in addition to the complex singlet like in the next-to-minimal
supersymmetric extension of the SM [149, 150] (NMSSM).
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tree level. In the SM, such processes are loop-induced, and thus, very tiny. Due to strong experimental
bounds on FCNCs1 from precision B-physics [163–165] it is reasonable to impose an additional discrete
symmetry on the scalar fields to remove those terms. The most frequently used discrete symmetry is a
softly broken Z2 symmetry Φ1 → Φ1, Φ2 → −Φ2 which leads to λ6 = λ7 = 0. This leaves two complex
parameters λ5 and m2

12 which can have a nontrivial relative phase that allows for explicit CP violation in
the scalar potential2 [166, 167].

During EWSB, the scalar fields acquire non-zero vevs fulfilling the conditions

∂V(Φ1,Φ2)

∂Φ1

����Φ1=
〈
Φ1

〉
Φ2=

〈
Φ2

〉 = 0 ,
∂V(Φ1,Φ2)

∂Φ2

����Φ1=
〈
Φ1

〉
Φ2=

〈
Φ2

〉 = 0 . (2.51)

By using appropriate SU(2)L and U(1)Y transformations and requiring that the minimum fulfills the
U(1)Q gauge symmetry, the vacuum state can be written as〈

Φ1
〉
= 〈0|Φ1 |0〉 =

1
√

2

(
0
v1

)
,

〈
Φ2

〉
= 〈0|Φ2 |0〉 =

1
√

2

(
0
v2

)
, (2.52)

where v1 and v2 are real and positive parameters satisfying

v2
= v2

1 + v
2
2 = (246.2 GeV)

2 . (2.53)

Inserting Equation 2.50 into Equations 2.51 one finds the relations

v2 Re(m2
12) = m2

11v1 +
λ1
2
v3

1 +
λ345

2
v1v

2
2 , (2.54)

v1 Re(m2
12) = m2

22v2 +
λ2
2
v3

2 +
λ345

2
v2

1v2 , (2.55)

2 Im(m2
12) = v1v2 Im(λ5) , (2.56)

where λ345 = λ3 + λ4 + Re(λ5). CP violation is ensured if the phases φ(m2
12) and φ(λ5) of the complex

parameters
m2

12 = |m2
12 |e

iφ(m2
12) and λ5 = |λ5 |e

iφ(λ5) (2.57)

fulfill the condition [168]
φ(λ5) , 2φ(m2

12) . (2.58)

Otherwise, it is always possible to rephase one of the Higgs doubletsΦ→ eiξΦwith a phase ξ = −φ(m2
12)

such that only one of the phases remains in Equation 2.56:

2|m2
12 | Im

(
eiφ(m

2
12)

)
= v1v2 |λ5 | Im

(
eiφ(m

2
12)

)
. (2.59)

Similar to Equation 2.27, the fields can be written in terms of the vacuum and small excitations around
the minimum

Φ1 =

(
φ+1 + iθ+1

1√
2

(
v1 + φ1 + iη1

) ) , Φ2 =

(
φ+2 + iθ+2

1√
2

(
v2 + φ2 + iη2

) ) . (2.60)

1For a review on flavor anomalies reported by BaBar, Belle, CMS and LHCb see Reference [162])
2Note that a fully realized Z2 symmetry leads to m2

12 = λ6 = λ7 = 0. Thus, λ5 is the only complex parameter, and its phase
can be removed by rephasing one of the doublets. Moreover, CP violation cannot even arise spontaneously in this case.
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However, there is an important difference. In the SM Higgs mechanism, only one physical degree of
freedom remains after the would-be Goldstone bosons have been absorbed by the W1,2,3

µ fields. In the
case of two Higgs doublets, there are eight degrees of freedom, and three of these become Goldstone
bosons, G± and G0, that get absorbed by the electroweak gauge fields. To separate them from the physical
degrees of freedom, the fields can be rotated by an angle β = arctan v2/v1(

H1
H2

)
=

(
cos β sin β
− sin β cos β

) (
Φ1
Φ2

)
. (2.61)

Note that the values of v1, v2 and β depend on the basis chosen for Φ1 and Φ2. The resulting doublets in
the Higgs basis are given by

H1 =

(
G±

1√
2

(
v + H0

1 + iG0
) ) , H2 =

(
H±

1√
2

(
H0

2 + iA
) ) . (2.62)

Thus, there are five physical degrees of freedom in the Higgs sector. Two of them correspond to charged
CP-even fields H±, two to neutral CP-even fields H0

1 and H0
2 , and one to a neutral CP-odd field A. The

neutral Higgs mass eigenstates Hi with mass mi, for i = 1, 2, 3, are obtained by rotation of the neutral
fields, ©«

H1
H2
H3

ª®¬ = R
©«
H0

1
H0

2
A

ª®®¬ . (2.63)

This diagonalizes the 3 × 3 mass matrix M
2 in the {H0

1,H
0
2, A} basis via

RM2RT
=

©«
m2

H1
0 0

0 m2
H2

0
0 0 m2

H3

ª®®¬ . (2.64)

The Higgs mass eigenstates are by definition ordered as mH1
≤ mH2

≤ mH3
. The orthogonal mixing

matrix R = R3R2R1 describes rotations around three angles αi ∈ (−π/2, π/2). It is given by

R = ©«
c1c2 c2s1 s2

−c3s1 − c1s2s3 c1c3 − s1s2s3 c2s3
−c1c3s2 + s1s3 −c1s3 − c3s1s2 c2c3

ª®¬ , (2.65)

where si = sinαi and ci = cosαi, for i = 1, 2, 3, is used. Consequently, the CP properties of the neutral
Higgs sector are indefinite in the general case.

If all CP-violating phases of the 2HDM vanish (see Equation 2.59), only the fields H0
1 and H0

2 will
mix, while A remains unmixed. This case is called the real (CP-conserving) 2HDM (R2HDM). In the
CP-violating 2HDM (C2HDM), Equation 2.58 is satisfied, and the scalar and pseudoscalar states mix.

Since both SU(2)L doublets couple to weak gauge bosons and fermions, the 2HDM has a richer
coupling structure than the SM. The couplings of Hi to weak gauge bosons V = W±, Z is given by

gHiVV = cHiVV · gHSMVV , for i = 1, 2, 3 . (2.66)

where cHiVV = Ri1 cos β + Ri2 sin β scales the corresponding SM coupling gHSMVV . Note that this
coupling is identical for the R2HDM and the C2HDM since CP-invariance forbids tree-level couplings of
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Table 2.4: The effective Yukawa couplings of the Higgs boson Hi to SM fermions in the C2HDM.

SU(2)L up-type down-type leptons

doublet csf (Hi) cp
f
(Hi) csf (Hi) cp

f
(Hi) csf (Hi) cp

f
(Hi)

Φ1 +
Ri1

cos β −Ri3 tan β +
Ri1

cos β −Ri3 tan β
Φ2 +

Ri2
sin β −

Ri3
tan β +

Ri2
sin β +

Ri3
tan β +

Ri2
sin β +

Ri3
tan β

the pseudoscalar state A to the massive gauge bosons1. However, AVV couplings can be induced through
loop corrections of heavy new fields. Since such couplings are expected to be very small, observables that
target the HiVV coupling provide limited sensitivity on a CP-odd field. The Yukawa Lagrangian in the
mass basis of the C2HDM has the form

LYukawa ⊃ −
m f

2
f̄L

[
csf (Hi) + icp

f
(Hi)γ5

]
fRHi . (2.67)

Thus, the effective fermion couplings contain scalar and pseudoscalar parts. The corresponding coefficients
for the Higgs mass state Hi are given by csf (Hi) and cp

f
(Hi), respectively. These couplings are the main

source of CP violation in the C2HDM.
The softly broken Z2 symmetry allows four different realizations of the coupling structure of down-type

quarks and leptons to the Higgs doublets. In all of these realizations, the up-type quarks are defined to
only couple to Φ2. The following types of 2HDMs are distinguished:

• Type I: All fermions only couple to Φ2

• Type II: Down-type quarks and leptons only couple to Φ1

• Type III: Down-type quarks only couple to Φ2, while leptons only couple to Φ1

• Type IV: Down-type quarks only couple to Φ1, while leptons only couple to Φ2

The coefficients csf and cp
f

depend on the doublet the fermions couple to. The corresponding couplings
are summarized in Table 2.4. Thus, the Yukawa couplings for down-type quarks and leptons will depend
on the realization of the Z2 symmetry.

2.2.2 The Minimal Supersymmetric Standard Model

The supersymmetric extension of the SM (SSM) provides solutions to many of the SM shortcomings.
Supersymmetry (SUSY) is the most popular and best-studied BSM theory. It is the only possible way to
extend the Poincaré symmetry of space-time by relating fermions to bosons via spinorial charges [169]. A
supersymmetric transformation Q transforms fermions |F〉 into bosons |B〉 and vice versa,

Q |F〉 = |B〉 , Q |B〉 = |F〉 . (2.68)

In the SSM, supermultiplets are introduced consisting of a SM particle and its superpartner. The latter
differs by spin 1/2 from the SM particle. If SUSY were an exact symmetry, the superpartners would
have the same quantum numbers and mass as the SM fields. However, since SUSY particles have not
been observed yet, SUSY must be a broken symmetry if it exists in nature. Similar to EWSB, the SUSY

1This statement holds very generally in 2HDMs, including typical SUSY models like the MSSM. However, tree-level
couplings might be possible in strongly coupled or composite Higgs models.

26
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Table 2.5: The chiral supermultiplets of the MSSM. Given are fermion and sfermions fields as well as the two
Higgs boson and higgsino doublets. The index i = 1, 2, 3 refers to the generation and the last column provides the
representation under the SM gauge group.

Field names superfield spin-0 spin-1/2 SU(3)c, SU(2)L , U(1)Y

Sleptons, leptons
(3 generations)

Li
˜̀
iL =

(
ν̃iL

ẽiL

)
`iL =

(
νiL

eiL

)
(1, 2,−1/2)

Ēi
˜̀
iR = ẽiR `iR = e†iR (1, 1, +1)

Squarks, quarks
(3 generations)

Qi q̃iL =

(
ũiL
d̃iL

)
qiL =

(
uiL
diL

)
(3, 2, +1/6)

Ūi ũiR = ũiR uiR = u†iR, (3̄, 1, -2/3)
D̄i d̃iR = d̃iR diR = d†

iR, (3̄, 1, +1/3)

Higgs, higgsino
Φ1 φ1 =

(
φ0

1

φ−1

)
φ̃1 =

(
φ̃0

1

φ̃−1

)
(1, 2, -1/2)

Φ2 φ2 =

(
φ+2

φ0
2

)
φ̃2 =

(
φ̃+2

φ̃0
2

)
(1, 2, +1/2)

breaking is anticipated to be spontaneous. However, since there is no consensus on the exact dynamics of
spontaneous SUSY breaking, it is useful to parameterize this ignorance by introducing additional terms in
the Lagrangian that break SUSY explicitly. The corresponding couplings should be soft in order not to
reintroduce ultraviolet divergencies in the scalar masses, which would spoil the natural solution to the
hierarchy problem discussed in Section 2.1.5.

The simplest SUSY model that realizes low-energy supersymmetry is the Minimal SSM (MSSM). The
chiral supermultiplets in the MSSM are given in Table 2.5. In addition to the SM particles, there are
three generations of left-handed (right-handed) up-type and down-type squarks, ũiL and d̃iL (ũiR and
d̃iR), respectively. These are the spin-0 superpartners of the up-type and down-type quarks. There are
also superpartners of the charged leptons and neutrinos called sleptons, ẽiL and ẽiR, and sneutrinos, ν̃iL ,
respectively. In general, the squarks and sleptons could mix between different generations and between
left- and right-handed fields after EWSB. However, this would lead to severe flavor problems of the
theory [170] by introducing large FCNCs. Since these are heavily constrained by experiment [171, 172]
it is usually assumed that there is no mixing between different generations. Thus, the left-right mixing
is restricted to be within one generation, and the corresponding couplings are proportional to the SM
Yukawa couplings. An essential SUSY feature is the necessity of having at least two SU(2)L doublet fields
in order to give mass to up-type and down-type quarks. The fermionic superpartner of a single Higgs
doublet φ2, called the Higgsino φ̃2, would cause gauge anomalies of the electroweak symmetry [173, 174].
These cancel naturally if a second doublet φ1 (superpartner: φ̃1) with opposite hypercharge (Y = −1) is
introduced.

The supersymmetric partners of the SM gauge bosons are fermions, called gauginos. These are the
bino field B̃, the three wino fields W̃1,2,3 and the gluino fields g̃1,...,8. The gauge fields of the MSSM are
listed in Table 2.6.

The MSSM is a Type-II 2HDM, which means that down-type quark and lepton superfields couple to
Φ1, while up-type quark superfields couple to Φ2. The coupling structure is reflected in the superpotential
of the MSSM. Before soft SUSY breaking, it is given by

VMSSM = Y (l)
i j Li · Φ1Ēj + Y (d)

i j Qi · Φ1D̄j + Y (u)
i j Qi · Φ2Ūj − µΦ1 · Φ2 + VRV , (2.69)
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Table 2.6: The gauge supermultiplets of the MSSM.

Field names superfield spin-1/2 spin-1 SU(3)c, SU(2)L , U(1)Y
Bino, B boson V1 B̃ B (1, 1, 0)

Winos, W bosons V2 W̃ i W i (1, 3, 0)
Gluinos, gluons V3 G̃i Gi (8, 1, 0)

where A · B = εabAaBb is the SU(2)L-invariant product contracted by the total anti-symmetric tensor εab.
The potential contains the supersymmetric generalizations of the Yukawa couplings Y ( f )

i j . The parameter µ
is the Higgsino mass parameter which can be complex in general. The term VRV contains baryon number
(B) and lepton number (L) violating operators. Since such operators would lead to rapid proton decay, an
additional discrete gauge symmetry, called R-parity Rp = (−1)3B+L+2S , where S is the particle spin, is
imposed. This symmetry assigns Rp = +1 for SM particles and Rp = −1 for their superpartners.

While the SUSY-conserving superpotential VMSSM contains only one new parameter µ, soft SUSY
breaking introduces 104 additional parameters in the most general R-parity conversing case. However, if
no flavor violating interactions are present, the number of new MSSM parameters can be reduced to 41.

The Higgs Sector in the MSSM

The structure of the Higgs potential is the same as in the 2HDM. Thus, in a general SUSY model, the
complex parameters in Equation 2.50 will induce CP violation. However, a fully realistic softly-broken
supersymmetric model that satisfies all phenomenological constraints will conserve CP in the Higgs
sector at tree level1 [138], i. e. λ5 = λ6 = λ7 = 0. In this case, the parameters of the Higgs self-interaction,
λ1,...,4, are defined by the electroweak gauge couplings and the Higgs potential2 reads [175]

V(φ1, φ2) =(m
2
H1
+ |µ|2)φ†1φ1 + (m

2
H2
+ |µ|2)φ†2φ2 − m12

(
φT1 iτ2φ2 + h. c.

)
(2.70)

+
g2
Y + g

2
2

8
(|φ1 |

2
− |φ2 |

2
)
2
+
g2

2
2
|φ†1φ2 |

2 , (2.71)

where m2
Hi

(i = 1, 2) and m2
12 = Bµ are additional soft SUSY breaking mass parameters. After EWSB the

neutral components aquire non-zero vevs and the vacuum state reads〈
φ1

〉
= 〈0|φ1 |0〉 =

1
√

2

(
v1
0

)
,

〈
φ2

〉
= 〈0|φ2 |0〉 =

1
√

2

(
0
v2

)
. (2.72)

Following the logic of the 2HDM (see Section 2.2.1), five physical degrees of freedom remain after
absorption of the three Goldstone bosons. The mass eigenstates of the MSSM at tree-level are given by
two charged Higgs bosons, H±, two neutral CP-even states, which are given by(

h
H

)
=

(
cosα sinα
− sinα cosα

) (
φ0

1
φ0

2

)
, (2.73)

after diagonalizing the CP-even Higgs squared-mass matrix in the neutral sector, and one neutral CP-odd
state A. Thus, the scalar and pseudoscalar parts do not mix. The tree-level masses of all Higgs bosons

1In singlet extensions of the MSSM CP-violating effects can already be effective at tree level.
2Note that the full scalar potential has a much richer structure compared to the 2HDM due to the spin-0 sfermions. In this

discussion, only the Higgs sector of the scalar potential is considered because squarks and sleptons do not get vevs.
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can be obtained from the scalar potential if one of the masses and tan β = v2/v1 are known. However, the
true masses can be significantly affected by radiative corrections resulting from incomplete cancelation
between fermion and sfermion loops. An important tree-level prediction of the MSSM states

mh ≤ min(mA,mZ )| cos 2β | ≤ mZ . (2.74)

If the observed Higgs boson at 125 GeV is considered a candidate for the light Higgs state h, large
radiative corrections have to lift mh to the observed value. In the decoupling limit of extended Higgs
sectors (mA >> mZ ) h behaves like the SM Higgs boson.

Another important prediction states that the Higgs couplings to the electroweak gauge bosons,
V = W±, Z , are shared between the CP-even Higgs bosons

g2
hVV + g

2
HVV

g2
HSMVV

= sin2
(β − α) + cos2

(β − α) = 1 . (2.75)

This sum rule generalizes to arbitrary models with extended Higgs sectors that are built out of SU(2)L
doublets and singlets. In contrast, there are no tree-level couplings of the pseudoscalar A to massive
gauge bosons in the MSSM. Since the MSSM is a Type-II 2HDM, the tree-level couplings of the Higgs
states h, H and A are given by

ghuu =
cosα
sin β

, ghdd = gh`` = −
sinα
cos β

, (2.76)

gHuu =
sinα
sin β

, gHdd = gH`` =
cosα
cos β

, (2.77)

gAuu = cot β , gAdd = gA`` = tan β . (2.78)

Higgs CP mixing in the MSSM

The flavor conserving MSSM contains 41 additional parameters. Twelve of these are possible complex
phases that are found in the mass parameters of the higgsino µ, and gauginos M1,2,3, in the bilinear mass
term m2

12 = Bµ, and in the trilinear Higgs-sfermion couplings Af ( f ∈ {ẽ, µ̃, τ̃, ũ, d̃, c̃, s̃, t̃, b̃}).
The complex parameters in the MSSM provide additional sources of CP violation beyond the single

phase in the CKM matrix. Beyond tree-level, the quartic self-couplings λ5, λ6, and λ7 will receive
significant radiative corrections from the phases of the trilinear Yukawa couplings. The most important
ones are from third-generation sfermions, ϕ(At̃ ) and ϕ(Ab̃). In addition, the phase of the gluino (higgsino)
mass parameter, ϕ(M3) (ϕ(µ)), affects the bottom-Yukawa coupling at one-loop level and the Higgs
boson self-energies at two-loop (one-loop) level. The complex parameters in the MSSM give rise to CP

violation in the Higgs sector which induces mixing between the tree-level mass eigenstates h, H, and A.
Experimental constraints on some of the phases are very tight. The most restrictive ones are on

the phases of the trilinear couplings of Higgs Boson to the light sfermions. They are obtained from
measurements of the electric dipole moment (EDM) of the electron and the neutron [176–178], heavy
quarks [179, 180], and the deuteron [181]. The MSSM contributions to these EDMs are significant at
one-loop level, primarily involving the first two generations of sleptons. On the other hand, the constraints
on the phases of the stop and sbottom trilinear Higgs couplings are much weaker [182].

The predicted production and decay rates for a CP-mixed Higgs boson are similar to those of a pure
CP-even Higgs boson. The measured Higgs boson mass of mH = 125 GeV and the observed decay
rates into massive gauge bosons impose strong constraints on the realization of the CP-mixing scenario
within the context of the MSSM and the allowed range for a pseudoscalar component is about 10 % [159].
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However, in more general 2HDM models or the NMSSM, larger CP-odd components are still possible.

2.3 Experimental Constraints on the CP Nature of the Higgs Boson

In order to determine the Higgs boson coupling properties, it is important to identify its spin and CP

quantum numbers. Since it decays into two photons, it cannot be a spin-1 particle. On the other
hand, a spin-2 particle features distinguishable properties in the angular distributions of its decay
products in H → γγ [183–185], H → Z Z∗

→ 4` [185–192], H → WW∗
→ `ν`ν [183, 184], and

H → Zγ → ``γ [185, 193, 194] decays.
The CP quantum numbers for the spin-0 hypothesis can be probed experimentally by using two

different strategies. The direct approach is based on the construction of pure CP-odd observables. These
are typically obtained from angular distributions in the Higgs boson production and decay processes.
CP-sensitive observables are, for example, found in the H → Z Z∗

→ 4` decay channel [185–191] and
in H + 2 jets production [195–199]. They can also be determined from spin correlations in H → ττ

decays [200–202] and from measurements of the top-Yukawa coupling in tH and tt̄H production [203–
205]. Direct measurements can be used to constrain scalar and pseudoscalar Higgs components in a
model-independent way if both components couple with significant strength to the particle from which
the CP-odd observable is measured. On the other hand, the indirect approach is purely based on
CP-even observables. Typical examples are production cross-sections, decay rates, and pT distributions.
Constraints on the CP nature are derived by fitting the parameters of a CP-violating model to the
CP-even observables. The indirect approach is investigated in this thesis. It is very powerful for studying
deviations from the SM. However, significant deviations cannot be uniquely pinned down to CP-violating
effects. Therefore, both approaches are complementary in order to determine the CP nature of the Higgs
sector. Constraints on the CP-odd Yukawa couplings can also be inferred from EDM measurements.
Besides the experimental publications, there are also phenomenological studies that focus on CP violation.
The current constraints from the different measurements are discussed in the following.

2.3.1 Measurements Targeting the Higgs Boson Couplings to Gauge Bosons

Early studies have shown that the spin-1 and spin-2 hypotheses, as well as the pure pseudoscalar spin-0
hypothesis, are ruled out and that the observed Higgs boson is in accordance with the predictions for a SM
Higgs boson [206–208]. However, a spin-0 resonance may also be a CP-mixed state. Most of the analyses
conducted so far are based on CP-odd observables that involve the couplings of the Higgs boson to SM
gauge bosons. In particular, the H → Z Z∗

→ 4` [209, 210] and H → WW∗
→ `ν`ν [207, 208, 211]

decay channels and the Higgs boson production processes VH [211, 212] and VBF [212–214]. However,
in many BSM models, the corresponding couplings of a CP-odd Higgs boson A are loop-induced and
heavily suppressed compared to the CP-even tree-level coupling. In this case, even if the pseudoscalar
component itself is large, the experimental signatures in these channels will be small. Consequently, the
constraints from these analyses on a CP admixture are still weak. Because of this problem, it is crucial
also to measure the CP properties of the Higgs in its couplings to fermions.

2.3.2 Studies Targeting the Higgs Boson Couplings to Fermions

Shortly after the discovery of the Higgs boson, the first weak constraints on its CP nature have been set
either by investigating the Higgs couplings [215, 216] in a global fit or by focussing on the top-Yukawa
interaction [217]. The experimental input for the former studies are the Higgs production rates in different
final state channels using the data of the LHC (Run-1) and Tevatron experiments. In these studies, mixing
angles up to α ≈ 62° − 74° are compatible with the data at 95 % C. L. The differences between these
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constraints mainly result from the complexity of the underlying model assumptions. In the latter study, no
conclusive evidence on the CP nature of the top-Yukawa coupling is obtained.

Recently, the Higgs CP properties have been studied in its couplings to top quarks and tau leptons.
Since these measurements only focus on a specific Yukawa coupling, it is useful to introduce different
mixing angles for the top quark and the tau lepton-Yukawa couplings, αtt and αττ , respectively.

The most stringent constraints on the CP nature of the Higgs-top coupling have been provided by the
ATLAS [218] and CMS [219] collaborations. Both analyses target Higgs bosons that are produced in
tH, tHW and tt̄H production and decay into a pair of photons. They combine the direct and indirect
approaches by fitting the measured rates in certain kinematic regions that are sensitive to the CP nature
of the interaction. The presence of CP violation in the top-Yukawa coupling would modify the decay
rate because of the top quark in the loop-induced H → γγ decay. Using the full Run-2 dataset with an
integrated luminosity of 139 fb−1 (137 fb−1 ) ATLAS (CMS) reports the exclusion of a pure CP-odd state
at 3.9σ (3.2σ). Under the assumption of a pure CP-even coupling, the tt̄H signal is observed at the 5σ
level. They also report the exclusion of mixing angles |αtt | > 43° (| f Htt

CP | > 0.67 which corresponds to
|αtt | > 55°) at 95 % C. L. However, it is difficult to interpret the results of studies that include direct and
indirect elements in a model-independent way.

CMS also published the first direct measurement of the CP properties of the Higgs boson in the
tau-Yukawa coupling [220]. This is achieved by measuring the angle φCP between the tau decay planes in
various H → ττ decay modes. The angle φCP is sensitive to the CP-state of the Higgs boson because of
characteristic features in the transverse spin correlations between the tau lepton and its decay products.
The observed exclusion limits are slightly asymmetric concerning the sign of αττ . They are found to
be αττ > 40° and αττ < −32°. Note that ATLAS is also working on a similar measurement. This
measurement relies heavily on the precise reconstruction of tau leptons and their hadronic decay products.
For Run-2 of the LHC, these have been significantly improved as described in Sections 3.4.2 and 3.5.
Preliminary results obtained with the smaller 2015+2016 dataset (36.1 fb−1) exclude CP-mixing angles
αττ > 50° and αττ < −25° at 68 % C. L. [221].

2.3.3 Measurements of Electric Dipole Moments

As pointed out in Section 2.2.2, there are severe constraints on the CP-violating phases in the MSSM
imposed by EDM measurements. For example, if a CP-mixed state φ couples to the top quark and the
electron as described by Equation 2.67, constraints on the CP nature of the top-Yukawa coupling can
be imposed from an EDM of the electron. In typical SUSY models, there are interference terms at the
two-loop level (Barr-Zee diagram) that induce an EDM for the electron

de ∝ cpt cseF1

(
m2
t

m2
φ

)
+ cpe cst F2

(
m2
t

m2
φ

)
, (2.79)

where the prefactors csf and cp
f

( f = t, e) are defined in Equation 2.67, and F1,2 are known loop
functions [222, 223]. Under the assumption that the coupling of the Higgs boson to electrons is CP-even,
i. e. cse = 1 and cpe = 0, very stringent constraints on cpt can be realized. However, if the assumptions
on cse and cpe are loosened or if there are other sources of CP violation, the constraint on cpt will
become less severe or even evaporate. The same is true if the electron is replaced with the muon in this
argumentation. In Reference [223], EDMs are used to set an upper limit on the CP-odd top-Yukawa
coupling of O(0.5). However, since the most recent EDM measurements [224, 225] are not taken into
account in this study, the actual constraint may be stronger. In the analysis of these constraints, it is
assumed that the Higgs boson only couples to fermions of the third generation. If the Yukawa couplings of
the first- and second-generation fermions, which are experimentally hardly accessible so far, are assumed
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to be SM-like, it leads to substantially tighter bounds of order O(0.01). However, if there is also a CP-odd
component to these couplings, the actual CP constraint might be much weaker [226–228].

2.3.4 Conclusion

While the pure CP-odd hypothesis is already ruled out by experiment, CP admixtures with sizable
pseudoscalar components are still compatible with the current data. Most of the analyses conducted so far
are based on observables that involve bosonic couplings. In many BSM models, CP-odd contributions to
these couplings only enter via higher-dimensional interaction operators which are loop-suppressed. This
is not the case for the couplings to fermions. The first direct measurement of the CP properties of the
tau-Yukawa coupling has been performed by CMS. The upper limit on the corresponding mixing angle is
about 40°. There are also indirect (and semi-indirect) constraints on the CP nature of the Higgs boson.
Such approaches are useful for exploring the CP structure of the Higgs boson within the constraints of
certain BSM models. However, in this case, it is not possible to guarantee that deviations from the SM
are due to CP-violating effects. On the other hand, constraints from EDM measurements are strongly
dependent on the underlying model. For example, in the MSSM, pseudoscalar components are restricted
to about 10 %, while in more general models, the constraints are much weaker.

2.4 Higgs Boson Interpretation Frameworks

The SM makes accurate predictions about the Higgs boson couplings to all known particles once the
Higgs mass is specified. These couplings affect the Higgs boson production cross-sections as well as
decay widths, and hence the measured signal rates. Significant deviations from the SM predictions would
indicate BSM physics. Several interpretation frameworks for the study of the Higgs boson phenomenology
have been proposed. The frameworks used in this thesis will be discussed in the following.

2.4.1 The κ-Framework for the Analysis of Higgs Boson Couplings

The κ-Framework [229] is used to explore the coupling strengths of the Higgs boson. Deviations from
the SM are described by multiplicative coupling scale factors κ, assuming that there is only one narrow
resonance at mH = 125 GeV. It is further assumed that the Higgs boson is SM-like which means that it is
a CP-even state with the SM tensor coupling structure. Given that the resonance is sufficiently narrow,
the width of the Higgs boson can be neglected. In this case, the zero-width approximation can be used to
decompose the production cross-section σi and the decay branching ratio BR(H → f )

(σ · BR)(i → H → f ) = σi ·
Γf

ΓH
, (2.80)

where Γf is the decay width into the final state f , and ΓH is the total Higgs boson decay width. In the
κ-Framework, the scale factors κi are defined in such a way that the cross-sections and partial decay
widths scale with the square of the corresponding scale factor when compared to the SM prediction, i. e.

κ2
i =

σi

σSM
i

and κ2
f =

Γf

Γ
SM
H

. (2.81)

The best available SM predictions, including higher-order QCD and EW corrections for all Higgs boson
production cross-sections and decay branching ratios, are recovered if all scale factors equal unity. This
implies that higher-order accuracy is lost for any deviation from the SM. Thus, the κ-Framework is only
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applicable for small deviations from the SM. In case a firm deviation is observed, it should be replaced
with a more general analysis framework like an effective field theory.

At the LHC, the total width of the Higgs boson cannot be constrained with sufficient precision in
a model-independent way unless it exceeds the SM expectation (ΓH ≈ 4 MeV) by several orders of
magnitude. Therefore, only ratios of coupling scale factors can be determined without further assumptions.
This can easily be seen by assuming that all Higgs boson production cross-sections σi and decay widths
Γf are scaled by the common coupling modifier κ2

j = x. If simultaneously the total width of the Higgs
boson ΓH is scaled by x2, all experimental signatures will be identical to the SM prediction

σi ·
Γf

ΓH
= x · σSM

i

x · Γ
SM
f

x2
· Γ

SM
H

= σSM
i

Γ
SM
f

Γ
SM
H

. (2.82)

Possible assumptions to overcome the degeneracy induced by the unknown total width are the following:

1. There are no Higgs boson decays into states of new physics (NP), i. e. BR(H → NP) = 0.

2. BSM decays are allowed, i. e. BR(H → NP) ≥ 0, but the scale factors for the Higgs-gauge boson
couplings are required to be |κW,Z | ≤ 1 [230, 231]. This assumption breaks the degeneracy by
limiting the VBF and VH Higgs production channels [232, 233].

3. All additional Higgs boson decays yield an invisible final state, i. e. BR(H → NP) = BR(H → inv.).
Such decays can then be constrained by direct searches at the LHC, which exploit the Higgs recoil
when produced in association with other objects (Z or W boson, quarks, etc.).

The second assumption is theoretically well-motivated and compatible with a wide range of BSM models.
In particular, it is valid for all models that contain only singlet and doublet Higgs fields, and it is also
justified in certain classes of composite Higgs models. However, it may be violated in Higgs sectors that
are extended by isospin-2 scalar multiplets [234].

2.4.2 Effective Field Theory Frameworks

An effective theory (ET) is a type of approximation for a more profound underlying theory. It is
called "effective" because it is, in many circumstances, the only viable method to investigate a physical
phenomenon and to calculate the outcome of an experiment. ETs describe phenomena with an efficient
set of parameters and principles, and they come into play when microscopic properties are negligible
or can be averaged. The conclusions drawn from an ET are strictly limited to the domain where it is
defined. This is typically some energy or length scale. ETs play an important role in many areas of
physics, and their scope of application ranges from planetary orbits to particle physics. An elementary
example for an ET is Galileo’s theory of falling bodies. It states that the distance traveled by a falling
object is proportional to the square of the elapsed time. This theory is effective in two ways. First, it is
only valid in the limit that the density of the falling object is much higher than the density of air. Thus, the
molecular interactions between the falling object and the air’s molecules, i. e. friction can be neglected.
Second, the gravitational constant does not vary as the object falls. Another well-known example of an
effective theory is classical thermodynamics. It neglects the positions and velocities of individual atoms
and molecules in a gas and considers only averaged properties like temperature and pressure.

An effective field theory (EFT) is an ET in which the underlying theory is described by a field. It is a
physical model that is valid at some energy scale E , and it is assumed that there is no new physics up to
some energy scale Λ � E . To a first approximation, energies above this scale are treated as infinity, and
energies much smaller than E are approximated as zero. The finite effects are included by perturbative
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ū(p3)

v(p4)

gf12 gf34

gµν−
pµpν

m
2
W

p
2−m

2
W

W

(a)

f1

f2

f3

f4

u(p1)

v̄(p2)
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Figure 2.15: The Feynman diagram for (a) the charged current interaction in the SM and (b) the four-point fermion
interaction in the Fermi theory.

expansion about this simple approximation [235]. EFTs are used in several branches of physics like
particle physics, nuclear physics, condensed matter physics, and more. A famous historical example for
an EFT is the Bardeen-Cooper-Schrieffer (BCS) theory which explains the superconductivity of metals
at low temperatures [236]. The underlying theory is based on the interactions of electrons with lattice
vibrations, called phonons. These phonons cause an attraction between pairs of electrons which can
overcome the Coulomb repulsion. The length scale lC of these so-called Cooper pairs is much larger
than the characteristic wavelength of phonons lp, which implies that the two electrons effectively interact
at a single point. The hierarchy (in this case lC � lp) between two very different scales is a necessary
requirement for any EFT.

In particle physics, fascinating phenomena occur at many different energy scales ranging from neutrino
masses in the sub-eV region to the TeV region at which current collider experiments operate. At very high
energies, the world might be described by a quantum theory of gravity. However, it is not required to
know this underlying theory to describe physics at much lower energies. For instance, at a few hundred
GeV, the Standard Model of particle physics is in excellent agreement with most measurements. However,
at energies much smaller than the mass of weak gauge bosons, the details about the charged current
interaction become less important, and the weak interaction can effectively be described by the Fermi
theory [237]. Because of its historical importance for particle physics, it is briefly discussed in the
following.

The Fermi theory is one of the best-known EFTs in particle physics. It describes the charged current
interaction at low energies. The underlying theory is the SM, which was unknown when Fermi invented
the theory to explain the beta decay [237]. Figure 2.15(a) shows the Feynman diagram for the charged
current interaction in the SM. The incoming fermion (antifermion) f1 ( f2) has three-momentum p1 (p2)
and the outgoing fermion (antifermion) f3 ( f4) has three-momentum p3 (p4). The corresponding kinetic
factors are given by u(p1) , v̄(p2) , ū(p3) and v(p4) . The weak interaction is mediated by the exchange
of a virtual W boson with mass mW and four-momentum p = p1 + p2. The corresponding propagator
is suppressed by (p2

− m2
W )

−1 and the couplings of the W boson to fermions is gx , where x = f12 , f34 .
For leptons, gx is given by the gauge coupling of the weak interaction g2. However, for quarks the
misalignment between the mass and weak eigenstates has to be taken into account. Thus, g2 has to be
multiplied with the appropriate element in the CKM quark mixing matrix. In the following, it is assumed
that the initial and final state fermions are leptons. In this case, the matrix element MSM is given by
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MSM =

(
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. (2.83)

Starting from the SM matrix element, an EFT can easily be created. The characteristic scale of the
charged current interaction is the W boson mass, i. e. Λ = mW . For much smaller energies E2

= p2
� Λ

2 ,
the matrix element can be expanded in powers of p2

/m2
W . One process that satisfies this requirement is the

muon decay (E = mµ � mW ). In this case, the relevant part of Equation 2.83 simplifies to

g2
2
8

gµν −
pµpν

m2
W

p2
− m2

W

≈ −
g2

2

8m2
W

gµν = −
GF
√

2
gµν . (2.84)

The corresponding matrix element in the Fermi theory is then given by

MFermi =
G2

F
√

2

(
v̄(p2)γ

µu(p2)
) (

ū(p3)γµv(p4)
)

. (2.85)

The projection operator (1 − γ5
) is neglected in this equation because the original Fermi theory does not

know about the maximally parity-violating character of the weak interaction [238, 239]. Equation 2.85
represents a four-fermion contact interaction with the effective coupling strength GF√

2
=

g2
2

8m2
W

, where GF

is the so-called Fermi constant. The corresponding Feynman diagram is depicted in Figure 2.15(b).
Fermi’s theory is only valid up to energies of about 100 GeV due to ultraviolet divergencies in the

predicted cross-section σ ≈ G2
FE2 . The relative error ∆EFT of the EFT approach depends on the energy

scales E and Λ. For the muon decay, the relative error is

∆EFT ≈
E2

Λ
2 =

m2
µ

m2
W

≈ 10−6 . (2.86)

The approach used to derive the Fermi theory in this section is called top-down because the EFT is
derived from a known theory, the SM. Historically, the Fermi theory was developed without knowledge
of the SM. In EFT terminology, this approach is called bottom-up. The Standard Model Effective Field
Theory discussed in the following section is also derived using the bottom-up approach.

2.4.2.1 The Standard Model Effective Field Theory (SMEFT)

The SM is generally believed to be a low-energy approximation of a more profound underlying theory. It
accurately describes processes below a certain energy scale Λ. Above this scale, new heavy particles
and potentially new interactions are expected to appear. This means that at energies E � Λ the SM
particles are effectively "independent of (i. e. decoupled from) the new heavy states. This is described
by the Appelquist-Carazzone theorem [240] and means that the effects of new physics at scale Λ can be
effectively included in a low-energy approximation of the theory. Such an effective field theory can be
constructed by extending the SM Lagrangian LSM with higher-dimensional interaction operators O(D)

k
of

mass dimension D > 4. These operators are built out of combinations of SM fields and are suppressed by
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appropriate powers of Λ. The Lagrangian of the SMEFT can be written as

LSMEFT = LSM + L
(5)
+ L

(6)
+ ... , with L

(D)
=

1
Λ

D−4

nD∑
i

C(D)

i O
(D)

i . (2.87)

The coefficients C(D)

i are dimensionless coupling constants called Wilson coefficients. The higher-
dimensional operators of the SMEFT are constructed before electroweak symmetry breaking and are
known up to mass dimension nine [241–244]. The number of independent operators grows rapidly with
the mass dimension. For example, while there are only 12 operators at mass dimension five, there are
already 3 045 operators at dimension six and 90 456 operators at dimension nine [245].

The possible dimension-five operators that are consistent with the SM gauge symmetries create effective
four-point interactions between the scalar SU(2)L doublet Φ and the fermion doublets LiL ,

O(5)
vv = (Φ̃

†LpL)
T
C(Φ

†LrL) , for p, r = 1, 2, 3 , (2.88)

where C is the charge conjugation matrix given by C = iγ2γ0 in Dirac representation. Such operators
violate lepton number conservation, and they lead to mass terms for neutrinos after EWSB [241].
Dimension-seven operators generically violate lepton and/or baryon number [242]. This statement can
be generalized to all SMEFT operators of odd dimensions. Such operators are heavily suppressed and
strongly constrained by experiment [246, 247]. Moreover, they cannot be observed at the LHC [248]. For
that reason, they are not considered in the following. Therefore, the leading-order contributions to the
SMEFT Lagrangian are from dimension-six operators

LSMEFT = LSM +

n6∑
i

ciO
(6)
i , (2.89)

where ci = C
(6)
i /Λ

2. These operators can be formulated in different basis representations. In this thesis,
the so-called Warsaw basis is used, comprising 59 independent lepton-number and baryon-number
conserving operators. They are divided into different classes depending on their field content. The bosonic
operators classes are X3, X2

Φ
2, Φ6 and Φ4D2 and the fermionic ones are Ψ2

Φ
3, Ψ2XΦ, Ψ2

Φ
2D and Ψ4 .

X = Ga
µν,W

i
µν, Bµν represents the field strength tensors introduced in Equations 2.11 and 2.17, Φ the

SU(2)L scalar doublet Higgs field, Ψ the fermion spinors of SU(2)L eigenstates, and D = Dµ the covariant
derivative. The complete list of independent dimension-six operators is given in Reference [241].

To precisely calculate the couplings at a given energy scale using perturbation theory, the measured
input parameters have to be chosen. The values of the parameters in the SM Lagrangian are extracted
from experimental measurements using a specific parameter input scheme. In this thesis, the electroweak
input parameter scheme {m̂W, m̂Z, ĜF } [249] is used. In this notation, the parameters with the superscript
"ˆ" are either directly measured quantities or related quantities derived from the input parameters. For
example, m̂W is extracted from transverse mass distributions mT

W at hadron colliders. Using this input
scheme, the parameters of the SM Lagrangian are defined as

ê = 2 · 21/4m̂W

√
ĜF sin θ̂W , ĝ1 = 2 · 21/4m̂Z

√
ĜF sin θ̂W , ĝ2 = 2 · 21/4m̂W

√
ĜF ,

sin θ̂W =

√√
1 −

m̂2
W

m̂2
Z

, ν̂ =
1

21/4
√

ĜF

. (2.90)

Historically, a different input scheme based on {α̂, m̂Z, ĜF } has been more prominent. This is because
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Table 2.7: The operators of the SMEFT in the U(3)5 symmetry limit that contribute to the Higgs boson interactions.
Operators that are sensitive to the H → Z Z∗

→ 4` measurement are written in bold letters.

class name field content class name field content
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the precise extraction of m̂W happened after the operation of the Large Electron-Positron Collider (LEP).
However, there are advantages in using the W boson mass over the electromagnetic coupling constant.
For example, the input parameters scales are closer together, which reduces errors introduced by running
α̂ up to make predictions at the LHC. A detailed comparison of the two input schemes is given in
Reference [249].

In the general SMEFT, 76 hermitian operators can be constructed from the 59 independent operators if
only one fermion generation is considered. For three generations, the number increases to 2499. 1350
(1149) of these operators characterize CP-even (CP-odd) interactions [250]. The number of operators
can be reduced by requiring flavor symmetry. In this thesis, the global flavor symmetry U(3)5 is assumed.
In U(3)5 models, the Yukawa matrices for the operator classes Ψ2

Φ
3, Ψ2XΦ and Ψ4 are diagonal, and

all Wilson coefficients are scalar parameters. However, the bosonic operators are unchanged and allow
for complex Wilson coefficients and hence for CP violation. In the U(3)5 symmetry limit, there are 52
CP-even and 17 CP-odd operators. More than two-thirds of these do not contribute to Higgs boson
interactions and are therefore not considered.

The remaining operators are summarized in Table 2.7. The operator OΦ is not relevant at the current
stage and is therefore neglected. However, once double Higgs production can be probed, this operator
will become measurable. The Higgs boson self-couplings, OΦ2 and OΦD and the Yukawa couplings of
the Higgs boson to down-type quarks and leptons, O`Φ and OdΦ, respectively, have minor impact on
the measurement in the H → Z Z∗

→ 4` decay channel. Thus, they are also neglected. On the other
hand, the top-quark Yukawa coupling is taken into account since it can be probed in tt̄H production.
All operators of the class X2

Φ
2 are considered because they can be measured in ggF, VBF, and VH

production and the HZ Z decay vertex. The operators that are taken into account, i. e. that are sensitive to
the H → Z Z∗

→ 4` measurement, are written in bold letters in Table 2.7.
In total, five CP-even (scalar) and five CP-odd1 operators are considered. In case of the pseudoscalar

operators one of the field strength tensors Xµν, for X = Ga,W i, B, is replaced by its dual tensor
X̃µν → 1/2 εµνρσXρσ . The Wilson coefficients for all considered operators are

cHW, cHB, cHWB, cHG, cuH (CP-even) ,
cHW̃, cHB̃, cHW̃B, cHG̃, cũH (CP-odd) ,

1Note that the operator OuΦ is not hermitian, i. e. it has a real and an imaginary part accounting for a CP-even and a
CP-odd coupling, respectively.
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Figure 2.16: The tree-level Feynman diagrams for the Higgs boson production processes (a) ggF, (b) VBF, (c) VH,
and (d) tt̄H, and (e) the H → Z Z∗ decay vertex. The vertices affected by at least one of the considered SMEFT
operators are displayed as large blue circles. The corresponding CP-even and CP-odd BSM coupling parameters
that affect these vertices are added in light and dark blue, respectively.

where the name for the Higgs doublet is replaced Φ → H following the naming convention of
Reference [249]. Figure 2.16 shows the Feynman diagrams for the relevant Higgs boson production
processes and the H → Z Z∗ decay vertex together with the sensitive BSM coupling coefficients.
The Wilson coefficients cHG and cHG̃ affect the ggF vertex (Figure 2.16(a)), cHW, cHB, cHWB and
cHW̃, cHB̃, cHW̃B affect the VBF (Figure 2.16(b)) and VH (Figure 2.16(c)) production processes and the
H → Z Z∗ decay (Figure 2.16(e)), and cuH and cũH influence the tt̄H vertex (Figure 2.16(d)).

2.4.2.2 Framework for Probing Higgs CP Admixtures

In this section, a general parameterization for a CP-mixed Higgs boson tailored to the coupling structure
in 2HDM-like models is presented. The general model setup is inspired by Reference [215]. In a second
step, the framework will be simplified to satisfy the requirements of the κ-framework. This implies that
at LO, the Higgs boson production cross-sections and decay widths are scaled by the same effective
scale factor κ2

i (σi/σSM
i = κ

2
i = Γi/Γ

SM
i ). Like in the κ-framework, this assumption is only valid for small

deviations from the SM.
Throughout this section it will be assumed that the 125 GeV Higgs boson φ is a scalar with a priori

unconstrained CP properties. In general, it can be an admixture of a CP-even (H) and CP-odd (A) state,

φ = H cosα + A sinα , (2.91)

where α is the Higgs mixing angle. Furthermore, it is assumed that the orthogonal physical Higgs state,

φ′ = −H sinα + A cosα , (2.92)
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2.4 Higgs Boson Interpretation Frameworks

is unconstrained by experimental searches.
It is assumed that only the scalar Higgs field H has tree-level couplings to weak gauge bosons. The

corresponding couplings are reduced by a factor (κsV cosα)2 compared to the SM, where κsV is a possible
coupling modifier. In the 2HDM, the SM Higgs coupling is shared between the CP-even Higgs bosons,
i. e.

g2
φVV + g

2
φ′VV

g2
HSMVV

= cos2 α + (− sinα)2 = 1. (2.93)

Thus, κsV can easily be constrained to 0 ≤ κsV ≤ 1 in any scalar singlet and doublet extension of the SM.
Couplings of the pseudoscalar Higgs field A to massive gauge bosons can be realized only through

higher-dimensional interaction operators. In this study, the effective dimension-five operators

Ldim5 =
1
4

cG
(4π)2v

AGµνG̃µν
+

1
4

cB
(4π)2v

ABµν B̃µν
+

1
4

cW
(4π)2v

AWµνW̃µν , (2.94)

with G̃µν
= εµνρσGρσ etc. are considered. Effective dimension-five terms for the CP-even Higgs boson

H are not taken into account because their effects are typically small compared to the corresponding
tree-level couplings. The scale for new physics Λ is assumed to be the electroweak vacuum expectation
value which introduces a mass-scale suppression for the operators of 1/Λ =

√
2/v = (174 GeV)

−1 . The
additional loop suppression factor (1/4π)2 results from the fact that these operators can not be generated at
tree level. It is assumed that new physics is perturbative, restricting |ci | < 4π .

The following Yukawa Lagrangian for the Higgs interactions with charged leptons (`), up-type (u) and
down-type (d) quarks is assumed:

−LYuk = csuY (u)
i j ūiu jH + csdY (d)

i j d̄idjH + cs`Y
(`)
i j

¯̀
i`jH

+icpuY (u)
i j ūiγ5u j A + icp

d
Y (d)
i j d̄iγ5dj A + icp

`
Y (`)
i j

¯̀
iγ5`j A + h. c. . (2.95)

The coupling factors csf and cp
f

( f = u, d, `) parametrize the strength of the CP-even and CP-odd Yukawa
couplings relative to the corresponding SM couplings Y ( f )

i, j , respectively. The choice of Eq. (2.95) is well
motivated since the Higgs phenomenology predominantly depends on the Yukawa couplings of the third
generation fermions and, to a lesser extent, on the charm-Yukawa coupling. Moreover, a more general
structure with new 3 × 3 Yukawa matrices generally induces large FCNCs, which contradicts experiments.

Note that this parametrization effectively includes the possibility of mixing between multiple CP-even
Higgs fields. The Yukawa interactions normalized to those in the SM follow from Equations 2.91 and 2.95,

gφ f f

gHSM f f

= csf cosα + icp
f
γ5 sinα . (2.96)

These couplings are identical to those of the SM Higgs boson in case of csf cosα = 1 and cp
f
= 0 , for

f = u, d, ` . They become insensitive to the pseudoscalar couplings cp
f

( f = u, d, `) in the limit cosα → 1 .

Simplified approach: κ-framework for a CP-mixed Higgs boson

So far, the general model setup has been introduced. In the following, the coupling factors c will be
replaced by κ to account for the fact that only small deviations from the SM are accurately described. It
will be assumed that the coupling factors for the second and third-generation fermions of the same type
are identical, i. e. κxc = κ

x
t , κxs = κ

x
b and κxµ = κ

x
τ , where x = s, p . The Yukawa couplings of the first
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generation fermions are not taken into account due to their small values. For a general CP-mixed Higgs
boson, the tree-level partial decay widths for the main fermionic decay modes read

Γ(φ → cc̄)

Γ
SM

(φ → cc̄)
= κ2

t = (κst cosα)2 + β2
t (κ

p
c sinα)2 , (2.97)

Γ(φ → bb̄)

Γ
SM

(φ → bb̄)
= κ2

b = (κsb cosα)2 + β2
b(κ

p
b

sinα)2 , (2.98)

Γ(φ → τ+τ−)

Γ
SM

(φ → τ+τ−)
= κ2

τ = (κsτ cosα)2 + β2
τ(κ

p
τ sin2 α)2 , (2.99)

with β2
f = τ f/(τ f −1) and τf = m2

φ/(2m f )
2 , for f = t, b, τ . The prefactors β2

f describe the difference
between the decay kinematics of a scalar and a pseudoscalar Higgs boson at leading order. In the Born
approximation, the partial decay width of a CP-odd Higgs boson A is given by [251]

Γ(A → f f̄ ) =
GFnc
4
√

2π
mHm2

f βf , (2.100)

which lacks a factor of β2
f compared to Equation 2.43. These factors would become relevant near the

threshold mφ ≈ 2m f . However, since the masses of the fermionic final states are much smaller than the
Higgs boson mass, these kinematic factors are close to unity. The largest kinematic factor is obtained for
the bottom quark (mb ≈ 4.18 GeV � mφ) with β2

b ≈ 1.005. In general, at next-to-leading order (NLO),
there would be different QCD corrections for the decays of a scalar and a pseudoscalar Higgs boson into
quarks. However, in the MSSM the relative correction factors (1 + ∆H→qq̄

QCD
)/(1 + ∆A→qq̄

QCD
) deviate from

unity by less than 1 % [252]. Thus, for the purpose of this study, the model description so far is still
applicable at NLO in QCD.

The Higgs boson decays into massive gauge bosons read

Γ(φ → WW∗
)

Γ
SM

(φ → WW∗
)
= κ2

W = (κsW cosα)2 + 0.155 ·

(
cW
(4π)2

sinα

) 2

, (2.101)

Γ(φ → Z Z∗
)

Γ
SM

(φ → Z Z∗
)
= κ2

Z = (κsZ cosα)2 + 0.074 ·

(
s2
θcB + c2

θcW
(4π)2

sinα

) 2

, (2.102)

where s2
θ = sin2 θW and c2

θ = cos2 θW with θW being the Weinberg angle. The loop-induced contributions
from the pseudoscalar AVV couplings are parameterized in terms of the Wilson coefficients cW and cB.
The numerical factors are due to phase-space integrations and taken from Reference [215]. The impact
from the higher-dimensional operators is expected to be very small since their "natural" size is of order
O(10−6

) (≈ 0.1/(4π)4). The effects of higher-dimensional operators for the CP-even Higgs boson are not
explicitly considered, but their effects can be effectively included in κsW and κsZ .

The loop induced Higgs boson decays into gluons and photons are given by

Γ(φ → gg)

Γ
SM

(φ → gg)
= κ2

g =
1��H1/2(τt ) + H1/2(τb)

��2 ·

(
cos2 α

��κst H1/2(τt ) + κ
s
bH1/2(τb)

��2
+ sin2 α

�����κpt A1/2(τt ) + κ
p
b

A1/2(τb) +

√
2cG
g2
s

�����2 )
, (2.103)
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Γ(φ → γγ)

Γ
SM

(φ → γγ)
= κ2

γ =
1�� 4

3 H1/2(τt ) +
1
3 H1/2(τb) + H1/2(ττ) − H1(τW )

��2
·

(
cos2 α

����43 κst H1/2(τt ) +
1
3
κsbH1/2(τb) + κ

s
τH1/2(ττ) − κ

s
W H1(τW )

����2
+ sin2 α

�����43 κpt A1/2(τt ) +
1
3
κ
p
b

A1/2(τb) + κ
p
τ A1/2(ττ) +

cW s2
θ + cBc2

θ
√

2e2

�����2ª®¬ . (2.104)

The loop functions H1/2 (CP-even scalar attached to a fermion loop), H1 (CP-even scalar attached to
a heavy gauge boson loop) and A1/2 (CP-odd scalar attached to a fermion loop) are given by

H1/2(τ) =
(τ − 1) f (τ) + τ

τ2 , H1(τ) =
3(2τ − 1) f (τ) + 3τ + 2τ2

2τ2 , A1/2(τ) =
f (τ)
τ

. (2.105)

with

f (τ) =


arcsin2

(
√
τ) , for τ ≤ 1

− 1
4

(
log 1+

√
1−1/τ

1−
√

1−1/τ
− iπ

) 2
, for τ > 1

. (2.106)

For Zγ, one arrives at a similar expression. However, at the current stage, there is no available rate
measurement for the decay φ → Zγ and its influence on the total width is very small. Thus, the CP-even
contribution is only scaled by cos2 α. However, since the higher-dimensional interaction operators could
significantly increase the width, the corresponding CP-odd contribution is taken into account. The
modified decay width for the decays into Zγ is given by [215]

Γ(φ → Zγ) ≈ cos2 α + sin2 α
s2
2θ(cW − cB)

2

8(4π)5v2

(m2
φ − m2

Z )
3

m3
φ

. (2.107)

In addition, Higgs boson decays into states of new physics BR(φ → NP) are explicitly allowed. Such
decays modify the total width

Γφ,tot =
1

1 − BR(φ → NP)

∑
F

Γ(φ → F) , (2.108)

where F runs over the allowed SM final states.

At tree level, the production cross-sections can be approximated from the corresponding decay widths:

σ(gg → φ)

σ(gg → HSM )
≈ κ2

g =
Γ(φ → gg)

Γ(HSM → gg)
, (2.109)

σ(pp → φW)

σ(pp → HSMW)
≈ κ2

W =
Γ(φ → WW∗

)

Γ(HSM → WW∗
)

, (2.110)

σ(pp → φZ)
σ(pp → HSM Z)

≈ κ2
Z =

Γ(φ → Z Z∗
)

Γ(HSM → Z Z∗
)

. (2.111)

The latter two are corrected for higher-order effects as described in Section 4.2. These are, in particular,
corrections from virtual top-quark loops and box contributions to gg → φZ . The VBF cross-section is
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given by

σ(pp → φqq)
σ(pp → HSMqq)

≈ 0.742 ·
Γ(φ → WW∗

)

ΓSM(HSM → WW∗
)
+ 0.258 ·

Γ(φ → Z Z∗
)

ΓSM(HSM → Z Z∗
)

, (2.112)

where the prefactors have been evaluated with HAWK-2.0.1 (using the NNPDF2.3 NLOMC PDF set from
the LHAPDF 6.1.6 collection) for a Higgs boson mass of mH = 125.09 GeV and LHC pp collisions at
√

s = 8 TeV1. In a first step, the Higgs production processes in association with top and bottom quark
pairs are approximated by

σ(pp → Xφ)
σ(pp → XHSM )

=κ2
t ≈ (κst cosα)2 + (κpt sinα)2 , where X = tt̄, t, tW , (2.113)

σ(pp → bb̄φ)
σ(pp → bb̄HSM )

=κ2
b ≈ (κsb cosα)2 + (κp

b
sinα)2 . (2.114)

However, Equation 2.113 is refined to provide a more accurate prediction of the tt̄φ, tφ, and tWφ

cross-section for a CP-mixed coupling (see Section 4.2 for details). The different model parameterizations
studied in this thesis are presented in the following.

The first model (model I) describes the "minimal" configuration that incorporates possible CP violation.
It is the most restricted one with only two free parameters. The first one, cosα , describes the mixing
between a CP-even and a CP-odd state, and the second one, κp

f
, is a common pseudoscalar coupling factor

for fermions (excluding neutrinos). All other parameters are fixed to their SM values, i. e. κsf = κ
s
V = 1

and BR(φ → NP) = ci = 0 , where ci (i = G, B,W) are the Wilson coefficients. The parameterization
with a common scale factor for all fermions is only motivated in a few special BSM realizations. In
contrast, a split into up-type and down-type Higgs-fermion couplings appears in many BSM models like
the 2HDM of Type-II. Moreover, in the MSSM, the degeneracy of down-type quarks and leptons can also
be abrogated by radiative ∆b corrections [253–255].

In model II, the custodial global SU(2) symmetry is investigated. To that end, different scale factors
for the CP-even Higgs couplings to Z (κsZ ) and W (κsW ) bosons are employed. The Yukawa couplings are
described by generation-independent scale factors κi , where i = t, b, τ . For the massless gauge bosons,
the scale factors κg and κγ are treated as free fit parameters. Three different constraints are tested to
overcome the degeneracy of the unknown total width of the Higgs boson (see Section 2.4.1). In model
II(a), the constraint κsW,Z ≤ 1 is used. In model II(b) the constraint is loosened to κsV cosα ≤ 1 and in
II(c) the branching ratio into states of BSM physics is constrained by an invisible Higgs decay search at
ATLAS [256], assuming BR(φ → NP) = BR(φ → invisible).

In model III, generation-independent CP-even and CP-odd fermionic coupling factors are used for
up-type and down-type quarks, κs/pt and κs/p

b
, and leptons κs/pτ , respectively. In this model, a common

coupling modifier for the weak gauge bosons, κsV ≡ κsW = κ
s
Z , is employed. The constraint κsV ≤ 1 is

employed. The effective Higgs boson couplings to gluons and photons are calculated via Equations 2.103
and 2.104. As in model II, the branching ratio into states of new physics is a free parameter in model III.

Model IV is the most general parameterization. In addition to model III’s free parameters, it allows for
CP-odd contributions from the higher-dimensional interaction operators. All considered models together
with their free fit parameters and additional constraints are summarized in Table 2.8.

1Since the ratios are energy dependent, they will be appropriately adjusted based on the cms energy of the pp collisions. For
example, for

√
s = 13 TeV, the prefactors are 0.733 and 0.267 for φ → WW∗ and φ → Z Z∗ , respectively.
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Table 2.8: Overview of the considered models in the Higgs CP-mixing scenario.

model free coupling scale factors κ additional fit parameters constraint

I κ
p
f

cosα κsV = 1

II(a)
κsW , κsZ , κt , κb, κτ , κg, κγ cosα, BR(φ → NP)

κsV ≤ 1, for V = W, Z
II(b) κsV cosα ≤ 1, for V = W, Z
II(c) NP ≡ invisible

III κsV , κst , κpt , κsb, κp
b

, κsτ , κpτ cosα, BR(φ → NP) κsV ≤ 1

IV κsV , κst , κpt , κsb, κp
b

, κsτ , κpτ , cG , cB, cW cosα, BR(φ → NP) κsV ≤ 1

2.4.2.3 The Higgs Characterization Model

The general Higgs Characterization (HC) model is a framework for studying the Higgs coupling properties
for various spin (J) and parity (P) hypotheses [257]. In this thesis, only the J = 0 scenario will be
considered. The HC model is similar to the framework presented in the previous section, but it is more
general. It assumes that the Higgs boson is a single resonance with a mass of about 125 GeV that does not
couple to BSM particles below the cut-off scale Λ. The low-energy effects of new physics above this scale
are described by dimension-six operators, which introduce new effective couplings of the Higgs boson to
SM particles. In principle, these could include all three-point and four-point couplings. However, only
the former are included in the model for practical purposes. The effective Lagrangian of the HC model

LHC = LSM−H + LJ=0 (2.115)

is formulated in terms of mass eigenstates, i. e. after EWSB where SU(2)L ⊗ U(1)Y is reduced to U(1)Q.
The first term is the SM Lagrangian without the Higgs boson and the second term contains the modified
Higgs sector.

Simplified Model Targeting the Top-Yukawa Coupling

The simplified model [258] presented in the following focuses on possible CP-violation in the top-Yukawa
coupling, which plays an important role at hadron colliders since it appears in various processes. The
model considers only the processes in which the top-Yukawa coupling appears at LO. For example, the
dominant LO contribution to the ggF production, illustrated in Figure 2.6(a), is mediated by a top-quark
loop. The phenomenologically relevant H → γγ decay mode, shown in Figure 2.13, is also mediated
by a top-quark loop beside the dominant (subdominant) contribution of W-boson (bottom-quark) loops.
Another production mechanism sensitive to the top-Yukawa coupling is ZH production. However, its
dominant contribution, depicted in Figure 2.7(a), does not depend on the top-Yukawa coupling at LO.
The subdominant gluon-induced channel comprises two LO contributions. While one of them does not
depend on the Htt coupling (see Figure 2.7(b)), the other one does (see Figure 2.7(c)).

Besides, the kinematic properties of the Higgs in gg → ZH production are sensitive to the CP nature
of the top-Yukawa coupling [259]. The transverse momentum distribution of the Higgs boson can be
studied in the STXS framework. By contrast, the pT -shape of Higgs bosons produced via gg → H is not
sensitive to the CP nature of the top-Yukawa coupling [260]. However, in Higgs production with two
accompanied jets, the correlations in the azimuthal angle between the two jets, ∆φ j j , offer sensitivity to
the CP nature of the Higgs boson [260]. The pT distributions of the Higgs boson production processes in
association with top quarks, tH, tHW , and tt̄H, are also sensitive to the CP properties of the top-Yukawa
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coupling. Exemplary Feynman diagrams for these processes are shown in Figures 2.9 and 2.8, respectively.
The mixing angle αtt between the scalar and the pseudoscalar coupling is absorbed in the coupling

modifiers, ct := κHtt cosαtt and c̃t := κAtt sinαtt , respectively, where κHtt (κAtt ) is the Higgs-top
coupling in the SM (in a 2HDM with tan β=1). The top-Yukawa part of the Lagrangian is given by

Lyuk = −gHtt ψ̄f

(
ct + ic̃tγ5

)
ψf φ . (2.116)

The coupling modifier rescaling the SM Higgs interaction strength with weak vector bosons is described
by cV . The model includes a set of operators that directly couple the Higgs boson to gluons and photons,

LHgg,Hγγ = −
1
4

1
v

[
−
αs
3π

cgGa
µνGa,µν

+
αs
2π

c̃gGa
µνG̃a,µν

−
47α
18π

cγAµνAµν
+

4α
3π

c̃γAµν Ãµν

]
. (2.117)

The prefactors are taken from Reference [257] and the scale of new physics is set toΛ = v . These couplings
can be generated by heavy BSM particles and the SM limit corresponds to cg = c̃g = cγ = c̃γ = 0 .

The LO scale factors for the gg → H production cross-section and the H → γγ decay rate are

κ2
g =

σ(gg → φ)

σSM
(gg → H)

=

��ctH1/2(τt ) +
2
3 cg + ...

��2 + ��c̃t A1/2(τt ) + c̃g
��2��H1/2(τt ) + ...

��2 , (2.118)

κ2
γ =

Γ(φ → γγ)

Γ
SM

(H → γγ)
=

�� 4
3 ctH1/2(τt ) − cV H1(τW ) − 47

18 cγ + ...
��2 + �� 4

3 c̃t A1/2(τt ) +
4
3 c̃γ

��2�� 4
3 H1/2(τt ) − H1(τW ) + ...

��2 , (2.119)

where the loop functions are given in Equation 2.105 and τx = m2
φ/(2mx )

2 (x = t,W). The ellipses (i. e.,
the "+ ...") denotes the subdominant SM contributions, which are set to their SM values.

The top-quark and the Z-boson associated Higgs production cross-sections are given by Equations 4.6
and 4.3. Since the tH, tHW , and tt̄H production modes are difficult to disentangle experimentally, only
the inclusive quantity is measured. The corresponding combined signal strength reads

µt t̄H+tHW+tH =
σ(pp → tt̄H) + σ(pp → tH) + σ(pp → tHW)

σSM
(pp → tt̄H) + σSM

(pp → tH) + σSM
(pp → tHW)

. (2.120)

In contrast, Higgs decays into a photon and a Z boson are not included in the analysis, since it is not
a competitive process given the current experimental precision. In the analysis, it is assumed that
c̃g = c̃γ = 0 . Therefore, the most general parameterization of the adopted effective Lagrangian contains
five free parameters: ct, c̃t, cV, cg, cγ. The following model parameterizations are considered:

• Model 1: ct, c̃t free
In the simplest scenario, only the CP-even and CP-odd components of the top-Yukawa coupling,
ct and c̃t , respectively, are allowed to float freely. The tree-level Higgs coupling parameter cV is
fixed to its SM value, and the loop-induced couplings are derived assuming cg = cγ = 0.

• Model 2: ct, c̃t, cV free
The second setup is the same as the first one but treats cV as an additional free parameter in the fit.

• Model 3: ct, c̃t, cV, cγ free
The third scenario allows the Higgs coupling to photons, κγ , to adopt arbitrary values.

• Model 4: ct, c̃t, cV, cγ, cg free
The fourth scenario allows the Higgs couplings to photons and gluons, κγ and κg , to vary freely.
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The Experimental Setup

A large portion of this thesis is based on the experimental data taken at the ATLAS (A Toroidal LHC
ApparatuS) experiment at the Large Hadron Collider (LHC). Section 3.1 provides an overview of the LHC
accelerator complex at CERN1. This is followed by the description of the ATLAS detector in Section 3.2
and the techniques to reconstruct and identify the different physical objects in Sections 3.3 and 3.4. As
a part of this thesis, an improved energy reconstruction of hadronically decaying tau leptons has been
developed. The corresponding studies are presented in Sections 3.5.

3.1 The Large Hadron Collider

The LHC [261–263] is a circular particle accelerator and collider situated at the Swiss-French border near
Geneva. It has a circumference of 26.7 km and is located 45 − 170 m below ground on a plane inclined at
1.4 % sloping towards the Lake Geneva. The LHC consists of two rings designed to accelerate protons2

up to cms energies of 14 TeV. While the cms energies have been restricted to
√

s = 7 − 8 TeV during
Run-1 (2010–2012) of the LHC program, they have been increased to 13 TeV in Run-2 (2015–2018).

The LHC collider complex is shown in Figure 3.1. Before the protons can be accelerated and brought
into collision, they have to be produced. This is done by breaking down hydrogen molecules (H2) into
electrons and protons using an electric field in a Duoplasmatron. The extraction anode accelerates the
protons by 90 keV to 1.4 % speed of light. After they have left the Duoplasmatron, they are sent to a radio
frequency quadrupole (QRF), which focuses and accelerates the beam up to 750 keV. The protons are
then injected into the linear accelerator LINAC 2, a multi-chamber resonant cavity. LINAC 2 increases
the proton’s total energy to 50 MeV. From here, the protons are sent to the Proton Synchrotron Booster
(PSB) [265], a circular accelerator with a central orbit length of 157 m that accelerates the proton beam to
1.4 GeV. The beam is then passed to the Proton Synchrotron (PS) [266], which is four times as big as the
PSB. The PS raises the energies of the protons to 25 GeV and splits them into 81 different bunch packets
with 25 ns bunch spacing. The bunches are then injected into the Super Proton Synchrotron (SPS) [267],
a 7 km circular accelerator, which accelerates the protons up to 450 GeV. Finally, they are filled into the
LHC, where they are further accelerated to the targeted collision energy. The bunches circulate clockwise
in one of the rings and counterclockwise in the other.

The kinetic energy Ekin that a charged particle with charge q attains while traversing an electric field E
along the path s is given by

Ekin =

∫
s
(F · ds) = q

∫
s
(E · ds) . (3.1)

1CERN is the acronym for the French "Conseil Européen pour la Recherche Nucléaire", or European Council for Nuclear
Research.

2The LHC has also a program for heavy-ion collisions up to cms energies of
√

s = 5.02 TeV.
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Figure 3.1: The accelerator complex at CERN including the LHC experiments and the injecton chain traversed by
the protons. Taken from Reference [264].

While the first few accelerator elements are linear structures, the latter ones are circular. To reach energies
in the TeV range using the current linear accelerator technologies requires either extremely strong fields
or very long accelerators. This problem is solved by guiding the particles on a ring, consisting of many
accelerating, bending, and focusing elements. By repeatedly passing the same elements, the particles can
be accelerated much further. However, this cannot be exploited without limitations, as will be explained.

The particles are accelerated by a strong field gradient of 5.5 MVm−1 in cylindrical cavities. For an
accelerating effect, they have to be in phase with the standing high-frequency wave within the cavity.
Dipole magnets are used to bend the particle’s trajectory between the accelerating elements. In total, 1232
dipoles, each with a length of 15 m, are placed along the beam pipe. The coils are made of Niobium-
Titanium cable cooled down to 1.9 K using superfluid helium. The dipole magnets can operate at fields
up to 8.36 T. 858 quadrupole magnets keep the particles in a tight beam. Using a series of rotated
quadrupoles, the beam is effectively squeezed down along the horizontal and vertical directions. Other
disturbances in the beam profile like dipole deflections are corrected with higher-order multipole magnets.

Any charged particle that is accelerated radially emits synchrotron radiation. The corresponding energy
loss is inversely proportional to the radius of the arc and proportional to the fourth power of E/m , where
E is the energy and m the mass of the particle. This means that heavy particles like protons radiate off
significantly less energy than light particles like electrons. In fact, the LHC tunnel was built for the Large
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Figure 3.2: (a) The integrated luminosity versus time delivered to ATLAS (green), recored by ATLAS (yellow), and
certified to be good for physics analyses (blue). (b) The mean number of interactions per bunch crossing for the
Run-2 pp collision data recorded by the ATLAS detector. Taken from Reference [272].

Electron-Positron Collider [268–270] (LEP), which was operating from 1989 to 2000. The energy loss
due to synchrotron radiation for a 100 GeV electron at LEP is 3 GeV per cycle, while the corresponding
loss for a proton at 7 TeV is only 6 keV. Since the energy loss has to be compensated by the accelerating
elements, there is a limit on the effective maximum energy that can be reached at a circular collider.

Besides the colliding particles’ energy, one of the most important numbers characterizing a particle
collider is the instantaneous luminosity L. For a given process, it describes the proportionality of the
production rate ÛN to the cross-section σ. The latter depends on the cms energy and the type of particles
that are being collided. Another essential measure is the integrated luminosity L, which is related to the
total number of collision N via

N =
∫

ÛN dt =
∫

Lσ dt = Lσ . (3.2)

The instantaneous luminosity is given by the number of bunches nb, the number of particles per bunch in
beam-1 (beam-2) Np1 (Np2), the LHC revolution frequency fr and the widths σx and σy of the horizontal
and vertical beam profiles at the collision point [271],

L =
frnbNp1Np2

σxσy

. (3.3)

The inelastic pp collision cross-section at
√

s = 13 TeV at the LHC is σ(pp) = 79.5 ± 1.8 mb1 [273].
In the SM less than 10−9 of these collisions are expected to produce a Higgs boson and the predicted
cross-section is σ(pp → H) = 55.7 pb [74]. The LHC is designed to deliver an instantaneous
luminosity of about L = 1034 cm−2s−1, with Np1 = Np2 = 1.15 · 1011 protons per bunch and nb = 2808
bunches per beam. Figure 3.2(a) shows the integrated luminosity that has been delivered to and
recorded by ATLAS during Run-2 of the LHC. The largest instantaneous luminosity was obtained in
2018 with L = 2.10 × 1034 cm−2s−1. In 2017, 2016 and 2015 it has been L = 2.09 × 1034 cm−2s−1,
L = 1.38 × 1034 cm−2s−1 and L = 0.5 × 1034 cm−2s−1, respectively. Under the assumption of the peak

11b = 10−24cm2
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Figure 3.3: Cut-away view of the ATLAS detector showing the main subsytems, including the inner detector (SCT,
Pixel and TRT), the electromagnetic (liquid argon) and hadronic calorimeters (tile), and the muon detector [278].

luminosity in 2018 the expected number of generated Higgs bosons per second at the LHC is

NH = 2.1 · 1034 cm−2s−1
· 55.7 pb · 1 s = 1.17 .

The number of interactions per bunch crossing significantly increased over the years. While its mean
value has been only 13.4 in 2015, it increased to about 37 in 2017 and 2018 (see Figure 3.2(b)), resulting in
significantly more simultaneous interactions (pile-up), which have to be suppressed. The largest numbers
were obtained in 2018, with about 70 interactions per bunch crossing.

After acceleration, the beams are brought to collision at four interaction points where the main LHC
experiments ATLAS [274], CMS (Compact Muon Solenoid) [275], ALICE (A Large Ion Collider
Experiment) [276] and LHCb (LHC beauty) [277] are located. The ATLAS and CMS detectors are
designed to search for the Higgs boson and a broad range of new physics phenomena, including dark matter,
supersymmetry, and extra dimensions. Moreover, they are also capable of performing high-precision
measurements of SM physics. In contrast, the LHCb experiment, which is only sensitive in the very
forward region, is designed to measure the parameters of CP violation in the interactions of B-hadrons.
The ALICE detector is optimized to study strongly interacting matter at very high energy densities in
heavy-ion collisions.

3.2 The ATLAS Experiment

The ATLAS detector, sketched in Figure 3.3, is a multi-purpose particle detector with a length of 44 m, a
diameter of 25 m and a weight of 7 000 t. It has an onion-like structure with different detectors being
stacked from the inside to the outside. The high luminosities and cms energies of the LHC require
highly granular and radiation hard tracking systems that provide good momentum and origin resolution.
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The tracking system measures the momentum and the origin of a charged particle. It is placed closest
to the beam pipe and makes up the innermost part of the detector. The energies of photons, electrons,
and positrons are measured in the highly-granular electromagnetic calorimeter (ECAL). In principle,
hadrons can also be measured in an ECAL. However, since hadrons typically penetrate much deeper, very
large calorimeters are required. The ECAL is surrounded by a larger, less granular hadronic calorimeter
(HCAL), specifically designed to measure hadrons. In order to detect as many processes as possible, the
calorimeters need to cover a large solid angle. Muons are neither stopped in the ECAL nor the HCAL due
to their minimum ionizing character. Thus, a dedicated muon system (MS) is placed at the outermost part
of the detector. The readout system needs to be fast due to the 25 ns spacing between the proton bunches.

3.2.1 The Coordinate System at ATLAS

ATLAS uses a right-handed coordinate system with its origin chosen to be the nominal interaction
point (IP), located in the center of the detector. The x-axis points to the center of the LHC ring, the
y-axis towards the earth’s surface and the z-axis along the beam pipe. In the transverse plane cylindrical
coordinates (r, φ) with φ ∈ [−π, π] are used. Instead of using θ (with θ ∈ [0, π]) like in a spherical
coordinate system, the pseudorapidity

η = − ln tan
(
θ

2

)
(3.4)

is used as the third coordinate. While η = 0, i. e. θ = 90°, represents a direction in the transverse plane,
η → +∞ (θ = 0°) represents a direction that is parallel to the positive z-axis. The advantage of using η
over θ is that the pseudorapidity is invariant to Lorentz boosts in the relativistic limit p ≈ E . In this case,
the pseudorapidity equals the rapidity

y =
1
2

ln
(

E + pz
E − pz

)
, (3.5)

where pz is the longitudinal momentum along the beam axis. The angular separation ∆R between two
particles in this coordinate system is

∆R =
√
(∆η)2 + (∆φ)2 . (3.6)

The closest approach of the particle’s trajectory to the hard-scatter primary interaction point (primary
vertex) is called the impact parameter. The impact parameter in the transverse plane is called d0, while
the longitudinal impact parameter is called z0.

The momenta of the partons in pp collisions are described by PDFs (see Section 2.1.4). Hence, the
total momentum of a specific event is unknown. Moreover, fragmentation products of other partons that
are not from the hard-scatter process can escape detection along the z-axis. Since the transverse momenta
of the partons are negligible, momentum conservation implies that the sum of the transverse momenta
pT,i, of all collision products i, is zero, ∑

i

pT,i = 0 . (3.7)

Using this constraint, the missing transverse energy,

Emiss
T ≈ pmiss

T = −

�����∑
i

pT,i

����� , (3.8)

is defined as a measure for the sum of the momenta carried away by neutrinos in the transverse plane.
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3.2.2 The Trigger System

The LHC is operated at a collision rate of 40 MHz creating up to 1.7 · 109 (inelastic) pp collisions per
second. This high event rate produces more than 60 TB/s of data at the ATLAS detector. However, it is
impossible to record every single collision with the available bandwidth and computing resources. On
the other hand, many events will not contain interesting physics and would occupy valuable bandwidth
and storage capacities if recorded. To overcome these problems, ATLAS uses a two-level online event
selection system – the Trigger System – which effectively reduces the 1.7 billion collisions to about
1 000 interesting collisions per second. The first-level (L1) trigger is implemented in hardware, and the
high-level trigger (HLT) is based on software [279, 280].

The L1 trigger is constructed with custom-made electronics. It uses a subset of the information from
the calorimeter and muon detectors to determine whether an event may contain interesting physics or not.
Up to 512 decision items are built based on interesting regions in η and φ, which are retrieved from the
calorimeter and muon systems. This decision is made in less than 2.5 µs after the collision. Until the
decision is made, the event is stored in pipeline storage buffers. The L1 trigger effectively reduces the
data stream from 40 MHz to ≈ 100 kHz.

The HLT provides about 2 500 independent sequences of offline-like algorithms, which are seeded by
the information of the L1 regions of interest. Within 40 ms, fast-tracking algorithms decide whether the
event should be further processed or not. Higher precision reconstruction is only performed on events that
contain interesting physical signatures. If the HLT accepts an event, it is sent to permanent storage for
offline reconstruction. The physics output rate of the HLT is on average 1.2 kHz, which corresponds to a
data storage of 1.2 GB/s.

3.2.3 The Inner Detector (ID)

The ATLAS ID is a tracking device that is located directly around the beam pipe and immersed in a 2 T
magnetic field, which is parallel to the z-axis and generated by a superconducting solenoid coil. The
ID is used to reconstruct the trajectories of charged particles (tracks) traversing the detector volume.
These tracks are bend in the magnetic field by the Lorentz force. If the particle’s charge is assumed to be
known, this allows for precise determination of the particle’s momentum by measuring the curvature of
the associated track. The polarity of the charge (+ or −) is identified by the deflection direction. The
primary vertex and secondary decay vertices are determined by extrapolating the tracks to a common point
of origin. The reconstruction of secondary vertices is very important for particles that decay before the
ID but live long enough to travel a considerable distance before decaying, like tau leptons or B-hadrons.
The ID is shown in Figure 3.4. It comprises three sub-detectors: the Pixel detector, the Semiconductor
Tracker (SCT), and the Transition Radiation Tracker (TRT) [281, 282].

The innermost part of the ID is the Pixel Detector. Initially, it was designed as a three-layer system with
its layers located at radial distances of 50.5 mm, 88.5 mm and 122.5 mm from the beamline. In the end-cap
regions, it is completed by three discs. The Pixel detector has a typical pixel size of 50 µm × 400 µm and
covers a pseudorapidity region of |η | < 2.5 corresponding to |θ | > 9.4°. During the LHC shutdown after
Run-1, an additional layer called insertable B-layer (IBL) was added to the Pixel detector [283–285].
This layer is located close to the beamline at 33.2 mm distance and features a higher pixel density with a
typical pixel size of 50 µm × 250 µm. The IBL covers the pseudorapidity range up to |η | = 2.9. With this
setup, the b-tagging performance and the vertex resolution are significantly improved compared to Run-1.
The resolution of the Pixel detector in the transverse plane is 10 µm and in the z direction 115 µm.

The Pixel detector is surrounded by the SCT, a four-layer system consisting of silicon micro-strip
sensors in the barrel and nine discs in each of the two end-cap regions. The layers range from 299 mm to
514 mm around the beamline, covering the same pseudorapidity range as the Pixel detector. To obtain

50



3.2 The ATLAS Experiment

Figure 3.4: Cut-away view of the ATLAS Inner Detector system including the Pixel Detector, the Semiconductor
Tracker and the Transition Radiation Tracker. Taken From Reference [274].

information about the z-axis, the strips in each sensor pair are glued back to back with a small stereo
angle [286]. The resolution of the SCT is 17 µm in the transverse plane and 580 µm in the z direction.

The outermost tracking component is the TRT, which extends to a radius of 1 082 mm from the IP. In
contrast to the other two tracking detectors, it is a gaseous detector composed of straw tubes filled with a
gas mixture consisting of 70 % Xe, 27 % CO2 and 3 % O2. Materials with different refractive indices are
placed between the straw tubes to gain additional information about the particle type. If a charged particle
flies by, it emits X-ray photons when crossing the boundaries between the different media. Since heavy
particles are less likely to produce transition radiation than light particles, this feature can be used for
particle identification. The TRT provides precise track measurements for |η | < 2.0 [287].

The transverse momentum resolution of the ID is [274]

σ(pT )
pT

= 0.05 % · pT ⊕ 1 % , (3.9)

where σ(pT ) is the uncertainty of the transverse momentum pT of a charged particle and ⊕ means that
the different contributions to the overall uncertainty are added in quadrature, i. e. a ⊕ b =

√
a2
+ b2 .

3.2.4 The Calorimeter System

The calorimeter system shown in Figure 3.5 measures the total energy of charged and neutral particles. It
surrounds the ID and covers a range of |η | < 4.9 [289, 290]. The particles are absorbed in high-density
absorber plates, and the deposited energy is measured in sensing layers between the plates. In the
absorbers, the particles get decelerated by interacting with the material, creating a cascade production
reaction called particle shower. This process is repeated until the particle is stopped.

The inner calorimeter layer, the ECAL, is highly granular and designed to measure electrons, positrons,
and photons. It consists of three parts, the central region (barrel) which covers the region |η | < 1.475
and two end-cap regions covering 1.375 < |η | < 3.2. In general, the electromagnetic showers of these
particles are narrow and short compared to hadronic showers. The passive absorber plates are made out
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Figure 3.5: Cut-away view of the electromagnetic and hadronic calorimeters of the ATLAS detector [288].

of lead, while the sensing layers are filled with liquid argon (LAr). The latter ones are cooled down to
−180° C. The particle shower ionizes argon atoms, which release electrons that drift towards copper
electrodes in an electric field. This process produces a measurable signal proportional to the particle’s
initial energy. To ensure that the whole energy of the particle is absorbed, the ECAL has a thickness of
more than 22 times the radiation length X0 in which the incoming electron energy is decreased to 1/e of its
initial energy. The innermost layer of the ECAL, the strip layer, has the highest granularity. It plays an
important role in resolving the energy deposits of multiple photons with small ∆R separation. This is
very important for measuring neutral pions

(
π0

)
, which typically decay into two photons with a small

opening angle. The energy resolution of the ECAL [274] is

σ(E)

E
=

10 %
√

E
⊗ 0.7 % . (3.10)

In addition, a thin presampler layer (PS) is located in front of the ECAL, covering the region |η | < 1.8.
It is used to correct fluctuations in the energy loss upstream of the calorimeter.

The HCAL surrounds the ECAL, and it is designed to measure the energy of charged and neutral
hadrons. Since hadronic showers are typically wider and deeper than electromagnetic ones, the HCAL
is bigger than the ECAL. In the barrel, a tile calorimeter with steel absorbers and scintillating tiles
covering the pseudorapidity range |η | < 1.7 is used. The end-cap calorimeters cover 1.5 < |η | < 3.2 using
interleaving layers of copper absorbers and liquid argon as the active material. The η-coverage is increased
by additional forward calorimeters (FCALs) in the region 3.1 < |η | < 4.9. The main motivations for the
FCAL are improvements in the Emiss

T reconstruction, which are important in many new physics searches
and for the identification of forward jets. The term jet refers to a collection of hadrons pointing into a
similar direction. While the first layer of the FCAL consists of a Cu/LAr absorber matrix designed for
electromagnetic calorimetry, the second and third layers use a W/LAr matrix. Hadronic shower remnants
that exceed the third layer are absorbed in a passive layer of brass located behind the third layer. The
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Figure 3.6: Cut-away view of the ATLAS muon system with the trigger (RPC, TGC) and precision tracking (CSC,
MDT) chambers. Taken from Reference [274].

energy resolutions of the HCAL [274] in the barrel and end-cap regions are

σ(E)

E
=

50 %
√

E
⊗ 3 % and

σ(E)

E
=

100 %
√

E
⊗ 10 % . (3.11)

It is much less precise than the ECAL for a couple of reasons. On average, it is less granular because a
larger detector volume has to be covered. In addition, a significant part of the initial energy is diverted to
slowly proceeding nuclear processes with low energies. For example, these are low energetic neutron
captures that are not reconstructed. Another reason is related to the fact that the ATLAS calorimeters are
non-compensating. This means that the signals of hadrons are smaller than those of electrons, even if both
particles deposit the same amount of energy. Since hadronic showers often contain an electromagnetic
component like in decay chains involving neutral pions

(
π0

→ γγ
)
, the energy deposits in the calorimeter

cells need to be calibrated appropriately. In ATLAS, the following calibration scheme is applied. First,
three-dimensional topological clusters (topo-clusters) are reconstructed at the EM scale, i. e. the scale
at which the energy deposits of electromagnetic showers are correctly measured. This is followed by
classifying each cluster into mostly hadronic or mostly electromagnetic based on its shape and energy.
After that, they are corrected by reweighting their energy to account for non-compensating effects, losses
due to noise thresholds, and energy deposits in inactive material. The corresponding local hadronic
calibration (LC) weights are determined from Monte Carlo (MC) simulations.

The ATLAS calorimeter is built as a hermetic, confining detector, and in principle, only muons (and
neutrinos) should be able to exit the HCAL. However, very high energetic hadrons can punch through
into the muon system in some cases. To minimize particle leakage into the muon detector, an additional
absorbing layer of lead is placed around the HCAL.
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Figure 3.7: The signatures of different particles in the ATLAS detector [292].

3.2.5 The Muon System (MS)

Muons are about 200 times heavier than electrons. Thus, they are less likely to radiate bremsstrahlung
and exit the calorimeters with small energy losses. To measure muons, the MS, illustrated in Figure 3.6,
is placed outside the HCAL covering a pseudorapidity range of |η | < 2.7. It consists of high-precision
tracking and trigger chambers. The precision tracking is performed in three layers of Monitored Drift Tube
(MDT) chambers. The largest backgrounds are observed in the innermost end-cap layers, particularly
in the Cathode Strip Chambers (CSCs). These are caused by neutrons and γ-rays emerging from the
calorimeter. The muon track is measured in a magnetic field generated by three large superconducting
toroidal magnets with field strengths of 0.5 − 1 T [291]. The transverse momentum resolution of the MS
for a muon with pT = 100 GeV (pT = 1 TeV) [274] is

σ(pT )
pT

= 3 % (10 %) . (3.12)

Two types of trigger chambers are used. The first ones are Resistive Plate Chambers (RPC) used in
the barrel region (|η | < 1.05) and the second ones are Thin Gap Chambers (TGC) used in the end-cap
regions (1.05 < |η | < 2.7). In contrast, the L1 muon trigger covers a range of |η | < 2.4.

3.3 Event Reconstruction and Particle Identification

The particles produced in pp collisions at the LHC interact in different ways with the subsystems of
the ATLAS detector. Figure 3.7 illustrates how ATLAS detects various particles in different parts of
the detector. While charged particles like electrons, muons, and protons leave a track in the ID, neutral
particles like photons and neutrons are invisible to the tracking system. However, photons can be observed
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in the ECAL due to their electromagnetic shower when interacting with the absorber material. For
electrons and positrons, the energy deposits in the calorimeter can be matched to tracks in the ID. The
idea of linking energy deposits in the calorimeter to tracks in the ID is very powerful. It leads to the
concept of particle flow (PFlow), which is exploited in the reconstruction of different physical objects,
as will be explained in Section 3.4. Strongly interacting particles deposit most of their energy in the
HCAL. Charged hadrons like protons can be identified using the same strategy, but in this case, the
energy deposits in the HCAL are matched to tracks. This allows the identification of neutral hadrons
like neutrons because they do not have an associated track. Muons are identified in the MS, and their
momentum resolution is improved by matching the MS tracks to tracks in the ID. The only SM particles
that cannot be detected with the ATLAS detector are neutrinos. However, their transverse energy can be
calculated with Equation 3.8.

The reconstruction and identification of physical objects in ATLAS are outlined in the following.

3.3.1 Electrons and Photons

Electrons are reconstructed from energy deposits in the ECAL and associated tracks in the ID [293–295].
The energy deposits in the calorimeter are reconstructed using a dynamic, topological cell clustering
algorithm [296, 297], which considers energy losses due to bremsstrahlung in the ID. This is achieved
by matching the electron track to the associated cluster and the satellite photon cluster in case there is a
significant mismatch between the reconstructed electron energy in the ECAL and the track momentum.

The starting point for the formation of topo-clusters is seed cells. These are calorimeter cells with
signals that exceed the expected noise threshold by at least a factor of four. Each seed cell forms a
proto-cluster. Proceeding from the proto-cluster, the neighboring cells (in all three dimensions) are added
to the proto-cluster if their signals exceed the noise threshold by at least a factor of two. Each cell that
passes this criterion becomes a seed cell in the next iteration of the algorithm. If all cells with significant
signals have been collected, one final set of neighboring cells with positive signals is added to the cluster.
This configuration is called a "4-2-0" topo-cluster reconstruction. Particle tracks are reconstructed in the
ID with an inside-out track finder [298]. Track candidates are formed by combining the hits in the Pixel
detector and the SCT. After that, the candidates are ranked based on several track quality requirements to
resolve badly reconstructed and overlapping tracks. Before being matched to a track, the topo-cluster
has to fulfill additional quality criteria based on the energy profile in η and the hadronic shower leakage.
Based on the topo-cluster, a Region of Interest (ROI) for possible track candidates is defined. Standard
pattern reconstruction [299] is applied everywhere within the ROI to find track candidates. If the track fit
fails, all tracks are fitted again by allowing an energy loss of up to 30 %. Tracks that are loosely matched
to the cluster in the ECAL are then refitted using a Gaussian Sum Filter1 [301] which allows the inclusion
of additional calorimeter clusters in the fitting process. This technique significantly improves the track
parameter estimation if one or more of these clusters are caused by bremsstrahlung photons emitted by
the electron in the ID.

The photon reconstruction runs parallel to the electron reconstruction because both share the same
shower development. If no track is matched to the energy cluster, it is considered a photon. It is also
defined as a photon cluster if it is matched to two tracks and a conversion vertex (γ → e+e−).

Many processes can fake the signatures of prompt electrons, like misidentified jets and electrons from
photo conversions and pion decays. Different discriminating variables are used to form a likelihood (LH)
discriminant to distinguish prompt electrons from background events. These variables are based on the
shower shape in the ECAL, the matching accuracy of clusters to tracks, the signals from the TRT, and
whether or not there is a hit in the insertable B-layer. Different LH-identification working points, called

1A Gaussian Sum Filter is a non-linear generalization of the Kalman filter [300].
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Figure 3.8: The electron identification efficiencies determined from Z → ee and J/ψ → ee events as a function of
(a) the transverse energy ET and (b) the pseudorapidity η for the Loose, Medium and Tight working points. The
efficiencies are measured using 37.1 fb−1 of data. The bottom panels show the data-to-simulation ratios. Taken
from Reference [295].

Loose, Medium and Tight [294] are defined based on their background rejection. For the H → Z Z∗
→ 4`

analysis the Loose working point is chosen which features an efficiency for identifying prompt electrons
with ET = 40 GeV of 93 %. The corresponding efficiencies for the Medium and Tight working points are
88 % and 80 %, respectively.

The electron identification efficiencies of all three working points are shown in Figure 3.8 for
an integrated luminosity of 37.1 fb−1. They are directly measured in data using the tag-and-probe
method [293–295]. This is done by selecting unbiased electrons from Z → ee or J/ψ → ee events.
These electrons (probe) have to satisfy either the Loose, Medium or Tight identification criteria, while
the second particle (tag) in the decay has to fulfill very strict selection requirements. The identification
efficiency is defined as the ratio of the number of identified probe electrons and the total number of probe
electrons.

Compared to the Loose working point, the identification efficiencies of the Tight and Medium selections
are lower because of the more stringent cuts resulting in an increased background rejection. The
identification efficiencies increase with the electron’s transverse energy (see Figure 3.8(a)) because there
are fewer background events at high energies. The increasing efficiency for energies below 20 GeV in
case of the Loose and Medium working points result from the modeling of the ECAL shower shapes.
The η dependence (see Figure 3.8(b)) reflects the calorimeter and ID structure. The drop in efficiency at
η = 0,±1.5 results from non-instrumented regions in the ECAL. The latter corresponds to the transition
region between the barrel and the end-cap of the calorimeter.

The electron energy scale is calibrated using Z → ee events [302]. Differences in the energy scale
between data and MC simulation are determined in different η bins (i) and described by a correction
factor (1 + αi) that scales the MC energies. This results in additional η-dependent constant terms ci in the
energy resolution (

σ(E)

E

) data
=

(
σ(E)

E

) MC
⊗ ci . (3.13)
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The accuracy varies between 0.03 % and 0.2 % depending on the pseudorapidity of the electron. The
additional constant terms are approximately 1 % (1 − 2 %) in the barrel (end-cap) region.

3.3.2 Muons

Muons are identified and reconstructed from tracks in the ID and the MS, supplemented with information
from the calorimeters in the central region (|η | < 0.1) [303, 304]. Depending on the available information
of these sub-detector systems, four different types of muon reconstructions are distinguished:

• Combined muons are obtained from a combined fit to independently reconstructed ID and MS
tracks. MS tracks are extrapolated inward and matched to ID tracks (outside-in). During this
refitting, hits may be added to or removed from the initial tracks to improve the fit quality. The
combined muon reconstruction is the most precise of the different reconstruction types.

• Segment-tagged muons are reconstructed from ID tracks that can only be matched to track segments
in the MDT or CSC chambers. This is typically the case in MS regions with low acceptance or for
low-pT muons. In this case, the muon’s momentum is only measured in the ID.

• Extrapolated muons are reconstructed in the MS. Hits from at least two (three) MS layers are
required in the central (forward) region. This method is mainly used to reconstruct muons in the
forward region (2.5 < η < 2.7), which is not covered by the ID.

• Calorimeter-tagged muons are obtained if an ID track is matched to a calorimeter signature
that is compatible with the energy deposit of a minimum ionizing particle. This type of muon
reconstruction is the least precise one but becomes relevant for |η | < 0.1 because the MS is only
partially instrumented in this region.

If two or more methods reconstruct a muon candidate, the highest purity method is chosen. The main
background for prompt muons originate from charged pion (π±) and kaon (K±) decays. To suppress these
backgrounds, additional quality requirements are applied. Four different identification working points
called Loose, Medium, Tight and High-pT are defined. The Medium working point provides the default
selection for muons in ATLAS. It is optimized to minimize the systematic uncertainties in the muon
reconstruction and energy calibration. In this case, only combined and extrapolated muons tracks are
used. In contrast, the Tight selection only accepts combined muons with high purity. This working point
provides excellent background rejection at some efficiency cost. The Loose identification criteria trade off
background rejection for higher efficiencies. In this case, muon candidates from all four reconstruction
methods are accepted. The High-pT working point is optimized for high-mass Z ′ and W ′ searches with
large transverse momentum tracks (pT > 100 GeV). For the H → Z Z∗

→ 4` analysis, the Loose working
point is employed to maximize the reconstruction efficiency.

The muon identification efficiency for |η | < 2.5 is determined using a tag-and-probe method in
J/ψ → µµ and Z → µµ events [304]. The identification efficiency in the high-η region (2.5<|η|<2.7)
is measured by comparing the number of muon candidates to the expected number of muons in the
SM [303]. Figure 3.9 shows the muon identification efficiency obtained from a subset of the 2017 data set
with 15.4 fb−1. The efficiency of the Medium selection is about 99 % for muons with pT > 10 GeV and
|η | > 0.1 (see Figure 3.9(a)). For smaller transverse momenta it drops to about 82 % at 5 GeV. While
there is almost no η-dependence in the muon identification efficiency for Loose muons (see Figure 3.9(b)),
it drops quickly from 95 % (98 %) to 70 % (60 %) for the Medium (Tight) working point near η = 0.
The reason for this difference is that the segment-tagged and calorimeter-tagged muons, which are not
considered for the Medium and Tight selections, recover the efficiency for Loose muons in this region.
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Figure 3.9: The muon identification efficiency determined from Z → µµ and J/ψ → µµ events for (a) the Medium
identification working point as a function of pT for |η | > 0.1 and (b) the Loose, Medium and Tight working points
as a function of η for muons with pT > 10 GeV. The efficiencies are measured using 15.4 fb−1 of data collected in
2017. The bottom panels show the data-to-simulation ratios. Taken from Reference [305].

The muon momentum scale and resolution are determined from dimuon invariant mass distributions
in Z → µµ and J/ψ → µµ decays. The transverse momentum resolution σ(pT )/pT obtained from the
former events is 1.7 % (2.3 %) in the central (end-cap) region. The corresponding resolution from the
latter events is 2.3 % (2.9 %).

3.3.3 Jets

In particle physics, a jet is a narrow cone of hadrons and other particles produced in the hard scattering
process of quarks and gluons. As explained in Section 2.1.2, quarks are never observed as free particles
but are always confined within hadrons. However, at the interaction vertex, quarks are produced and
not hadrons. If a quark pair qq̄ is created with large relative momentum, the process of hadronization
will convert the energy stored in the field between the quarks into additional quark-antiquark pairs. This
process continues until the energy is below the threshold for pair creation. In this case, the quarks bind
together to form hadrons. Since the relative momentum between the colliding quarks is mostly converted
into new particles, the remaining relative momentum between the hadrons is typically small compared to
the absolute value of the momentum. Thus, the hadrons are collimated in a narrow cone called a jet.

Jets are reconstructed from topo-clusters in the calorimeter supplemented with ID information. In
principle, there are two main types of jet finding algorithms. The first type, cone algorithms, are solely
based on a distance measure in η − φ, while the second type, sequential cluster algorithms, also take into
account the distance in momentum space. Cone algorithms result in jets with rigid circular boundaries
and are typically not infrared and collinear (IRC) safe [306]. In contrast, sequential cluster algorithms
lead to jets with fluctuating areas in η − φ space. Since they are IRC safe, they are generally preferred.

Clustering algorithms depend on two distance parameters. The first one is a momentum-scaled measure
of the η − φ separation di j = min(pa

Ti, pa
T j) ×

∆R2
i j/R2 , where ∆R2

i j is defined in Equation 3.6 and R is the
radius parameter which determines the final size of the jet. The second one, diB = pa

Ti , is the distance
between the topo-cluster i and the beam axis in momentum space. The exponent a in both expressions
defines a particular clustering algorithm. For example, a = 2 corresponds to the kT algorithm [307] and
a = −2 to the anti-kT algorithm [308]. Since the latter is widely used for the reconstruction of jets in
ATLAS, only the anti-kT algorithm will be considered in the following.
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The distance parameters for the anti-kT algorithm are

di j = min

(
1

p2
Ti

,
1

p2
T j

)
×
∆R2

i j

R2 and diB =
1

p2
Ti

. (3.14)

In ATLAS, the radius parameter R = 0.4 is typically used. If the distance di j is smaller than diB and djB

the clusters i and j are merged into one cluster and their four-momenta are summed. If diB < di j for any
j, the cluster i is defined to be a jet and removed from the list of clusters. The distance parameters are
then recalculated for the updated list of objects, and the process is repeated until no clusters are left. The
negative exponent (a = −2) implies that collinear particles with ∆Ri j → 0 are clustered first, while soft
particles with pTi → 0 are clustered last.

The jet energy scale (JES) is calibrated in several stages by correcting the jet’s four-momentum. The
first step is the origin correction, which considers the position of the primary vertex in each event [309].
It recalculates the four-momentum of each jet while keeping its energy constant. This significantly
improves the η resolution, especially for jets with large transverse momenta. Origin corrected jets that
are reconstructed using only the energy information from the calorimeters are called EMTopo jets. The
second step is the pile-up correction. It removes energy deposits caused by other pp collisions within
the same or nearby bunch crossings. The third step is the absolute JES calibration which corrects the
four-momentum such that their energy and direction agrees with the truth jets derived from dijet MC
events. After that, the jet energy is further improved using information from the ID, calorimeters, and
MS in the global sequential calibration. Finally, a residual in situ calibration is performed to correct for
differences between data and MC simulation using well-measured photons, Z bosons, and calibrated jets
as reference. EMTopo jets calibrated with the full JES are considered to be at the EM+JES scale.

The systematic uncertainty of the EM+JES for central jets with |η | < 1.2 is below 1 % for 100 GeV <

pT < 2 000 GeV and below 5 % for jets with smaller transverse momenta. The uncertainty of forward jets
is up to 2 % worse than the corresponding uncertaintiy for central jets.

The pile-up correction discussed above removes the average energy of pile-up interactions from the
reconstructed jet. However, local fluctuations in the pile-up activity can still lead to additional pile-up
jets in the event. The jet-vertex tagger (JVT) is used to reject such contributions [310, 311]. It uses a
likelihood discriminant that combines two track-based variables, which are sensitive to the jet vertex
origin. The JVT method provides signal jet efficiencies of 80 %, 90 %, and 95 % at the cost of pile-up
fake rates of 0.4 %, 1.0 %, and 3 %, respectively.

Jets including B-hadrons (b-jets) feature an important property that is used to discriminate between
Higgs boson candidates that are created in bbH and ttH production. Compared to light-quark and gluon
jets, b-jets are relatively long-lived and can be identified by their decay vertices. Since this is only possible
by using additional information from the ID, only jets with |η | < 2.5 are considered. The output of
tracking algorithms that exploit the long lifetime of B-hadrons provide the input for the MV2c10b-tagging
algorithm [312, 313]. Four different identification working points for b-jets with efficiencies of 60 %,
70 %, 77 %, and 85 % are defined.

3.3.4 Tau Leptons

The tau lepton, with a mass of mτ = 1 777 GeV [54], is the heaviest lepton in the SM. Due to its large
mass it has a relatively short lifetime of ττ ≈ 2.9 × 10−13 s, which leads to a proper decay length of 87 µm.
This means that it decays inside the beam pipe and can only be identified through its decay products.
Besides, each tau lepton decay mode contains at least one neutrino in the final state. Since neutrinos are
invisible to the detector, they escape undetected. Thus, their individual momentum is unknown. This
makes the tau reconstruction inevitably incomplete and susceptible to backgrounds.
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Table 3.1: The main τ− decay modes and branching fractions [54]. The corresponding decays for the τ+ are obtained
by charge conjugation. The hadronic decay modes are grouped into different categories depending on the number of
charged ("prong") and neutral hadrons that are involved in the decay. The five major hadronic decay modes are
written in bold letters.

Category Nomenclature Decay mode BR [%]

Hadronic 1-prong 1p τ− → h− ≥ 0 neutrals ντ 49.98
1p0n τ− → π−ντ 10.82

τ− → K−ντ 0.70
1p1n τ− → π−π0ντ (mostly via ρ(770)−) 25.52

τ− → K−π0ντ (via K∗−) 0.43
1pXn τ− → π−2π0ντ (mostly via a1(1260)−) 9.26

τ− → K−2π0ντ 0.07
τ− → π−3π0ντ 1.04
τ− → h−K0

S ≥ 0 neutrals ντ 0.94

Hadronic 3-prong 3p τ− → h−h−h+ ≥ 0 neutrals ντ 15.20
3p0n τ− → π−π−π+ντ (mostly via a1(1260)− 9.31
3pXn τ− → π−π−π+π0ντ 4.62

Hadronic 5-prong - τ− →≥ 5h ≥ 0 neutrals ντ 0.1

Leptonic - τ− → e−ντ ν̄e 17.82
- τ− → µ−ντ ν̄mu 17.39

There are two types of tau lepton decays. The first type is leptonic decays into an electron or a muon.
These decay modes cannot be distinguished from promptly produced electrons and muons. Moreover,
they contain a second neutrino, making the reconstruction very challenging. The second type is hadronic
decays of the tau lepton (τhad) summing up to a branching fraction of 65 %. The main tau lepton decay
modes are summarized in Table 3.1, and the five most abundant ones are written in bold letters. The τhad
almost exclusively decays into final states with one or three charged hadrons h±, called 1-prong (1p) and
3-prong (3p), respectively. Besides, they can be accompanied by zero (0n), one (1n), or more than one
(Xn) neutral hadrons. In most cases, these hadrons are pions. However, a small fraction of decays also
contains charged and neutral kaons. The measurable (or visible) part of the hadronic tau lepton, i. e. the
decay products without the neutrino, is called τhad-vis.

The τhad-vis is reconstructed from jets using the anti-kT algorithm with a radius parameter R = 0.4,
obtained from energy clusters in the calorimeter at the LC scale [314]. The experimental challenge is to
disentangle the jets from the τhad-vis decay from those of QCD events. Due to the abundance of QCD jets
at the LHC, these events have to be efficiently suppressed. In the following the term tau will refer to the
τhad-vis if not stated otherwise.

Most tau lepton decay modes produce one or three charged tracks in the ID. They are typically
collimated in a very narrow cone featuring a characteristic sharing of energy among the decay products.
These properties and the impact parameter due to the finite decay length of the tau lepton are effective
discriminants for QCD jets. The core region around the initial jet axis is defined by a cone of radius
∆R = 0.2. The transverse momentum of the tau lepton is calculated from EMTopo clusters within the core
region using a tau-specific calibration scheme [315]. The LC-calibrated energy of EMTopo clusters is
corrected by taking into account contributions from pile-up events. These contributions increase linearly
with the number of primary vertices, and they are separately calculated for 1-prong and 3-prong decays.

60



3.4 The Particle-Flow (PFlow) Method

0 100 200 300 400 500
E or pT [GeV]

0

5

10

15

20

25

30

σ
(E

) /
E

or
σ
(p

−
1

T
) /
p
−

1
T
[%

]

Tracker

Calorimeter
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ID tracks are matched to the tau candidate if they satisfy several quality requirements: Their transverse
momenta have to be larger than 1 GeV, they need to have at least two hits in the ID pixel layers, at least
seven hits in the pixel and silicon microstrip layers altogether, and their impact parameters have to fulfill
|d0 | < 1 mm and z0 sin θ < 1.5 mm.

The tau identification is based on a multi-variant analysis technique, called a boosted decision tree
(BDT), which combines information from several jet discriminants. These variables are motivated by the
specific tau decay kinematics and the properties of QCD jets. In addition, there is also a discriminant to
suppress misidentified electrons. Tau candidates are required to satisfy pT > 15 GeV and |η | < 2.5 and
they need to have one or three reconstructed tracks in the ID, where the sum of charges is either plus one
or minus one. In the following, the basic tau lepton reconstruction will be called TauRec.

To access information about the tau decay mode, the Tau Particle-Flow Method [316] is employed.
The general PFlow concept and its application in the reconstruction of jets and tau leptons are explained
in Section 3.4.

3.4 The Particle-Flow (PFlow) Method

The PFlow method is a technique to combine track and calorimeter information to improve jet reconstruction.
In Run-1 of the LHC, jets have been reconstructed solely based on the energy deposits in the calorimeters.
The corresponding energy resolution for single charged pions in the central calorimeter region is [317]

σ(E)

E
=

50 %
√

E
⊕ 3.4 % ⊗

1 %
E

, (3.15)

while the inverse transverse momentum resolution of the tracker is

σ(p−1
T )

p−1
T

= 0.036 % · pT ⊕ 1.3 % . (3.16)

Figure 3.10 compares the corresponding resolutions as a function of the energy and the transverse
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momentum. For energies below 140 GeV, the tracking system outperforms the calorimeter. Therefore, it
seems natural to use the track measurement in the ID to estimate the energy of charged particles with
pT < 140 GeV. In this case, only the neutral particles are measured in the calorimeter. However, this is
only possible if the algorithm can disentangle the energy clusters from neutral particles from those of
charged particles. The PFlow method achieves this by matching the calorimeter clusters to tracks. To avoid
double-counting, it is necessary to correctly identify the associated energy deposits in the calorimeter and
remove its signals from the reconstructed clusters.

In ATLAS, the PFlow concept is used for the jet [317] and the tau lepton [316] reconstruction. The
corresponding methods are briefly introduced in the following subsections.

3.4.1 Particle Flow for Jets

In ATLAS, jets are typically composed of 60 % charged hadrons, 30 % neutral hadrons and 10 % photons.
The PFlow-based jet reconstruction combines information from the tracker and the calorimeter to
reconstruct the individual jet constituents using the detector component that is best suited for the type
and energy of the corresponding particle. For instance, a charged hadron with ET < 140 GeV is most
precisely measured in the tracker, while the calorimeter measurement is more precise for high-energetic
charged hadrons. In contrast, for neutral hadrons, only the calorimeter measurement is available.

The PFlow jet algorithm consists of several steps to remove overlaps between the momentum
measurements in the ID and the energy reconstruction in the calorimeter. It provides a list of tracks and
clusters. The latter contains the unmodified EMTopo clusters and new ones resulting from the energy
subtraction procedure. The first step of the algorithm tries to match well-measured tracks to a single
EMTopo cluster. Next, the expected energy deposit in the calorimeter created by a particle with the
measured track momentum is calculated. Since a single particle usually deposits energy in more than one
cluster, the algorithm evaluates the probability that the particle’s energy is spread over multiple clusters.
Based on this probability, it decides whether more clusters are needed to recover the energy of the full
particle shower. After that, the expected calorimeter signal generated by the track is subtracted from the
set of matched EMTopo clusters. The remaining energy remnants, consistent with the shower fluctuations
of a single particle, are removed.

PFlow jets are reconstructed using the anti-kT algorithm with a radius parameter of R = 0.4. The inputs
are energy clusters after the energy subtraction procedure and selected tracks with |z0 sin θ | < 2 mm that
are matched to the primary vertex. This criterion effectively removes tracks from pile-up events. The
PFlow jet calibration is similar to the calibration procedure for EMTopo jets with a few modifications,
described in Reference [317].

The transverse momentum resolution for PFlow and EMTopo jets after the JES calibration is shown in
Figure 3.11. PFlow jets are measured significantly more precisely for pT / 90 GeV (Figure 3.11(a)). Note
that their energy resolution degrades faster than the resolution profile of the tracker shown in Figure 3.10
because the latter is evaluated for single pions, while a typical jet is a much more complicated object.

3.4.2 Particle Flow for Tau Leptons

In Run-1 of the LHC, hadronically decaying tau leptons have been reconstructed using only the energy
information of the calorimeter. Thus, it was impossible to distinguish between the different tau lepton
decay modes. The tau PFlow reconstruction, called CellBased, provides information about the substructure
of the tau decay by identifying the individual charged and neutral particles in the final state. The available
tau decay modes motivate the classification into 1p0n, 1p1n, 1pXn, 3p0n, and 3pXn decays. It is optimized
to reconstruct tau leptons with 15 < pT < 100 GeV. This range is crucial for the measurement of the
Higgs boson CP properties in H → ττ decays. The charged hadrons h± in the decay are measured
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Figure 3.11: Comparison of the jet energy resolution for fully calibrated jets that are reconstructed either soley
based on EM topoclusters (EM+JES) or based on a combination of tracks and EM topocluster (PFlow+JES). (a)
The relative jet energy resolution for 0.2 ≤ |η | < 0.7 and (b) the corresponding absolute uncertainty for η = 0.2.
Taken from [318].

in the tracker, while the neutral hadrons are measured in the calorimeter after subtracting the charged
hadrons’ energy deposits. Most neutral pions decay into two highly collimated photons with a typical
separation ∆R = 0.01...0.03, and they are reconstructed from energy deposits in the ECAL. All deposits
in the HCAL are assigned to h± and subtracted from the calorimeters.

The energy subtraction procedure in the ECAL is more complicated. For each track with energy E track
h±

the deposited energy EEM
h±

is estimated as the difference

EEM
h±
= E track

h±
− EHAD

h±
, (3.17)

where EHAD
h±

is the deposited energy in the hadronic calorimeter. EHAD
h±

is calculated by clustering all
energy deposits in the core region assigned to the closest extrapolated track position. The energy EEM

h±
of

each h± is then subtracted from the energy of the closest π0 candidate
(
π0

cand

)
within ∆R < 0.04 of the h±.

After this subtraction procedure many π0
cand originate from h± remnants, pile-up events and other

sources. To improve the purity, only neutral pions above a certain pT threshold are considered. They are
identified with a BDT that combines cluster shape variables and the number of photons in the first layer of
the calorimeter (EM1), called shots, where about 30 % of the photon’s energy is stored. The number of
shots associated with the cluster is used to reconstruct the tau decay mode. Moreover, the information
about the ∆R separation between the neutral pions in 1pXn decays is crucial for the reconstruction of the
tau lepton’s invariant mass, as shown in Section 3.5.4.

The PanTau algorithm further improves the decay mode classification by combining various discrimin-
ating variables in a BDT. These are, for example, the angle between the charged and neutral pions in 1p1n
decays, the invariant mass of tracks in 3p0n decays, and the number of shots. In order to improve the π0

reconstruction the following decay modes are tested against each other: 1p0n vs. 1p1n, 1p1n vs. 1pXn,
and 3p0n vs. 3pXn.

Figure 3.12(a) shows the decay mode classification efficiency of the CellBased+PanTau (CB+PanTau)
algorithm. In total, 74.4 % of the generated tau leptons are correctly reconstructed. The largest fractions
of correctly identified decays are found for 1p0n (89.7 %) and 3p0n (92.5 %) decays. The identification of
decay modes, including neutral hadrons, is far more complex. Thus, their efficiencies are significantly
smaller. The 1pXn and 3pXn decays are most challenging, and many generated events are reconstructed as
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Figure 3.12: The tau decay mode classification (a) efficiency and (b) purity matrix obtained with the CB+PanTau
reconstruction algorithms. The decay modes h±, h±π0, h± ≥ 2π0, 3h± and 3h± ≥ 1π0 correspond to 1p0n, 1p1n,
1pXn, 3p0n and 3pXn, respectively. Decays containing neutral kaons are ommited. The columns in the efficiency
matrix add up to 100 %. Since neutral kaon decays are omitted the rows in the purity matrix do not quite add up to
100 %. Taken from Reference [316].

1p1n and 3p0n decays, respectively. The purity matrix, provided in Figure 3.12(b), shows the probability
of tau candidates in a given reconstructed decay mode that originated from a generated decay mode. The
largest purities are achieved for the 1p0n (70.4 %), 1p1n (73.5 %) and 3p0n (85.2 %) decays.

The four-momentum of the tau lepton, reconstructed with the CB+PanTau algorithm, is calculated from
the vector sum of the hadrons’ four-momenta. This calculation assumes that the reconstructed hadrons are
either charged or neutral pions. The neutral pions are ordered according to their BDT identification score.
Only the first n neutral pions are included, where n is the number of neutral hadrons in the corresponding
PanTau decay mode. Suppose the tau decay is classified as 1p1n, but two neutral pions are reconstructed.
In this case, it is most likely that the neutral pions are actually two photons from a single π0 decay. Thus,
their energy is corrected by setting the mass of the particles to zero. If a reconstructed 1pXn decay
contains three or more photons in a single π0

cand, only one π0
cand is added to the tau lepton four-momentum

and its mass is set to 2m
π0 , where m

π0 = 134.977 MeV [54] is the mass of the neutral pion.

3.5 Improved Energy Reconstruction of Hadronic Tau Leptons

In this section, an improved energy reconstruction for tau leptons is presented. The corresponding
performance studies are based on simulated γ∗ → ττ events.

The use of substructure-based hadronic tau reconstruction relies on the assumption that energy deposits
in the calorimeter are created by charged and neutral pions, π± and π0, respectively. However, some
hadronic taus also decay into kaons, as shown in Table 3.1. The ATLAS detector cannot distinguish
between tracks from charged kaons K± and charged pions π±. Thus, the contribution from K± will not
affect the tau reconstruction. In contrast, neutral kaons K0 have a very different calorimeter signature
than neutral pions. Since the substructure-based reconstruction cannot accurately reconstruct K0 hadrons,
it tries to reconstruct a π0 instead. This is a problem because neutral kaons typically penetrate into the
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Figure 3.13: The (a) core and (b) tail transverse momentum resolutions of the TauRec and CB+PanTau reconstruction
algorithms as a function of the simulated (True) transverse momentum of hadronic tau leptons, and (c) the
corresponding responses of the reconstructed (Reco) transverse momentum normalized to the simulated (True) pT
of hadronic tau leptons.

HCAL, while neutral pions deposit all their energy in the ECAL. This means that a substantial amount of
the energy of K0 mesons is not reconstructed correctly, causing long non-Gaussian tails on the left side of
the pT resolution of hadronic taus. However, by combining the information of the Run-1 reconstruction
and the CB+PanTau algorithm, it is possible to distinguish between decays with π0 and K0 mesons.

Figure 3.13 shows the core and tail resolutions of the TauRec and CB+PanTau algorithms and the
corresponding reconstructed (Reco) transverse momentum distributions of hadronic tau leptons normalized
to the simulated (True) momentum. As discussed above, the response of the CB+PanTau algorithm,
shown in Figure 3.13(c), features highly non-Gaussian tails. These are caused by neutral kaons and
mis-reconstructed PanTau decay modes. In particular, they are from false estimations of the number of π0

candidates. Due to the non-Gaussian response of the substructure-based reconstruction, the core and tail
resolutions are defined as the half-width spanned by the 68 % and 95 % quantiles, respectively.

The core pT resolution of the CB+PanTau algorithm outperforms the Run-1 reconstruction for transverse
momenta below 140 GeV. This is expected because the tracking system is significantly more precise in
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Table 3.2: The definition of the reconstructed decay modes, η bins and ET bins used for the energy calibration of
tau leptons that are reconstructed with the CB+PanTau and TauRec algorithms. The same binning is also used to
calculate the weighted transverse energy in Equation 3.20.

Decay modes: 1p0n, 1p1n, 1pXn, 3p0n, 3pXn
η bins: [0.3, 0.8), [0.3, 0.8), [0.8, 1.3), [1.3, 1.6), [1.6, 2.5)
ET bins: Defined such that they contain equal statistics (Nτ ≈ 5 000/bin)

this region than the calorimeter (see Figure 3.10). The higher precision is essential for measuring Higgs
boson properties in the H → τ+τ− decay channel. For a hadronic tau lepton with transverse momentum
pT ≈ mH/2 = 62.5 GeV the improvement due to the CB+PanTau algorithm is about 20 %. However,
for energies above 140 GeV the CB+PanTau resolution deteriorates rapidly. On the other hand, the tail
resolution is worse over the whole pT range (see Figure 3.13(b)) resulting from the large non-Gaussian
tails in the substructure-based reconstruction.

The method used to combine the reconstructed energies obtained with the TauRec and CB+PanTau
algorithms is presented in the following. It exploits the improved low-pT performance of CB+PanTau
while keeping the superior high-pT resolution of TauRec. In addition, it also controls the tails and reduces
artifacts introduced by the non-Gaussian tails.

The method consists of three steps. First, the reconstruction algorithms are calibrated such that the
cores of the difference distributions δET = (Reco Tau ET −True Tau ET ) are located around zero. This is
done in bins of the decay mode m, the pseudorapidity η, and the transverse energy ET of the reconstructed
hadronic tau lepton to account for the different behavior of the algorithms in different regions of the
parameter space. For the decay mode binning, the previously introduced modes 1p0n, 1p1n, 1pXn,
3p0n and 3pXn are used. In contrast, the η regions are sliced into 0 ≤ |η | < 0.3, 0.3 ≤ |η | < 0.8,
0.8 ≤ |η | < 1.3, 1.3 ≤ |η | < 1.6, and 1.6 ≤ |η | < 2.5. The ET bins are dynamically assigned based on
the number of reconstructed events Nτ in a specific ET region. For the energy calibration Nτ = 5 000 is
chosen. Since the simulated sample contains many low-ET and only a few high-ET events, the binning
is very fine for small energies (≈ 1 GeV for ET ≈ 20 − 30 GeV) and relatively coarse for large energies
(' 40 GeV for ET > 100 GeV). The bin definitions are summarized in Table 3.2.

After the energy calibration, the weighted average of the reconstructed TauRec and CB+PanTau energies
is calculated. This procedure reduces the uncertainty σ(ET ) of the energy reconstruction and considers
the correlations between both reconstruction algorithms. The weights are calculated from the Gaussian
cores of the energy resolutions. Thus, the tails are not properly handled, and an appropriate correction
step is employed. The first two steps of the combined TES are explained in Section 3.5.1, and the third
step in Section 3.5.2.

3.5.1 Weighted Average of TauRec and CellBased+PanTau

In each bin of the energy calibration procedure, the mean value and the width of the core energy resolution
are determined by fitting a Gaussian to the center of the distribution. Depending on the decay mode and η
bin, the number of simulated events per ET slice varies greatly. Most events are generated in 1p1n, and
the least events in 3pXn decays. In total, the calibration is performed in more than 300 different bins for
each algorithm. Since these are too many to show them all, only one example for each algorithm will be
discussed in the following.

Figure 3.14 shows the transverse energy resolution for reconstructed 1p1n decays with |η | ∈ [0.3, 0.8)
and the ET bin that includes mH/2 . In addition, it also shows the Gaussian fit to the core region of the
distribution. The fit intervals are chosen such that they contain the Gaussian core in each bin. Additional
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(a) (b)

Figure 3.14: Example fits to the core of the energy resolution of hadronic tau leptons obtained from (a) the TauRec
and (b) the CB+PanTau reconstruction algorithm for reconstructed 1p1n decays with 0.3 ≤ |η | < 0.8. The ET

bins for the TauRec (60.5 GeV ≤ ET < 78.5 GeV) and CB+PanTau (61.5 GeV ≤ ET < 79.5 GeV) algorithms differ
slightly because the bins are defined such that they contain similar statistics. The simulated data points are shown in
black, and the Gaussian fit to the core region is shown in red. Additional information about the distributions (three
upper entries) and the Gaussian fit parameters (three lower entries) are displayed in the insert.

information like the number of events is displayed in the insert. The TauRec algorithm reconstructs 5 213
events with a transverse energy between 60.5 GeV and 78.5 GeV. These events are displayed as black
dots in Figure 3.14(a). The mean value of the distribution is about 0.033, and the standard deviation is
0.095. The corresponding values of the Gaussian fit to the core region are 0.022 and 0.075, respectively.
The energy resolution of the CB+PanTau algorithm (Figure 3.14(b)) is significantly narrower than the
TauRec distribution in this ET region due to the good track resolution. Since the non-Gaussian tails are
not clearly visible in this representation of the data, the same histograms are displayed in Figure A.1 with
a logarithmic scale on the y-axis.

For reconstructed decay modes with no neutral hadron (i. e. 1p0n and 3p0n), the impact of K0 mesons
that are mis-reconstructed as π0 lead to a prominent shoulder on the left side of the transverse energy
resolution. Examples of this behavior are shown in Figure A.2.

The extracted mean energies and widths of the core resolutions for the bins listed in Table 3.2 are
summarized in Appendix A.1.1 and A.1.2, respectively. In order to calibrate the reconstructed energies,
correction terms ∆ET (ET ,m, η) are defined at reconstruction level. They are obtained from the linear
interpolation between the extracted means of the i-th and the (i+1)-th energy bin, Mean(i) and Mean(i + 1),
respectively, that are just below and above the reconstructed energy ET ,

∆ET =

(
Mean(i) +

Reco ET − ET (i)
ET (i + 1) − ET (i)

[Mean(i + 1) − Mean(i)]
)
· Reco ET , (3.18)

where ET (i) is the central energy of the i-th bin. The correction terms are then used to calibrate the
reconstructed transverse energy of the reconstructed tau lepton,

Reco ET → Reco ET − ∆ET . (3.19)

Figure 3.15 shows the mean values of the energy resolution before (red color), and after (blue color)
the calibration in 1p1n decays with |η | < 0.3. Before the calibration, the mean values deviate significantly
from zero. but after the calibration, they are consistent with zero. The same is true for the other decay
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(a) (b)

Figure 3.15: The (a) TauRec and (b) CellBased+PanTau mean values extracted from the Gaussian fits to the core
region of the energy resolution, binned in the reconstructed transverse momentum in 1p1n decays with η < 0.3.

modes and η bins.
In the second step of the improved energy reconstruction, the weighted average ET,Weighted of the

calibrated transverse energies is calculated,

ET,Weighted = w · ET,TauRec + (1 − w) · ET,CB+PanTau . (3.20)

In this equation, the weight w = w(m, η) is determined in bins of η and m,

w =
σ2

CB+PanTau − ρ · σTauRec · σCB+PanTau

σ2
CB+PanTau + σ

2
TauRec − 2 · ρ · σTauRec · σCB+PanTau

, (3.21)

where σTauRec (σCB+PanTau) is the TauRec (CB+PanTau) core energy resolution and ρ is the correlation
coefficient,

ρ =

〈
ET,TauRec · ET,CB+PanTau

〉
−

〈
ET,TauRec

〉
·
〈
ET,CB+PanTau

〉
σTauRec · σCB+PanTau

. (3.22)

The core resolutions are obtained from the interpolated values of the extracted widths from the Gaussian
fits, summarized in Appendix A.1.2. The correlation coefficients are obtained from scatter plots of the
CB+PanTau resolution vs. the TauRec resolution in bins of η and m.

Figure 3.16 compares the performance of the core weighted energy reconstruction (Weighted) to
the pre-calibration and post-calibration resolutions of TauRec and CB+PanTau. In the low-pT region
(Figure 3.16(a)), the calibration and weighting procedure significantly improves the resolution. For
tau leptons with pT ≈ 60 GeV the resolution is improved by about 30 % compared to the baseline
reconstruction (TauRec). For smaller transverse momenta, the improvement is even larger. However, for
pT > 200 GeV, the weighted average does not provide a good measure for the tau pT , and the baseline
reconstruction is significantly more accurate.

In general, the calculated standard deviations are larger than the corresponding core resolutions. This
difference is typically more pronounced for the CB+PanTau reconstruction (see Figure 3.14), which
implies that the weight (1 − w) assigned to the CB+PanTau energy is relatively large. In contrast, the
weight (w) assigned to TauRec is relatively small. This behavior is intended in the low-pT region, but it
causes problems in regions where the CB+PanTau resolution is worse than the TauRec resolution. This
issue could be solved by replacing the core resolutions in Equations 3.21 and 3.22 with the corresponding
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Figure 3.16: The core pT resolution of the TauRec, the CB+PanTau and the Weighted energy reconstructions as a
function of the simulated (True) pT of the hadronic tau lepton. The pre-calibration resolutions are represented by
filled markers and the post-calibration resolutions by open markers. The low pT region with 20 GeV < pT < 100 GeV
is shown in (a) and the high-pT region up to 1 TeV in (b).

standard deviations. However, this would also diminish the core performance at low-pT . In order to keep
the good performance of the 68 % quantiles for low transverse momenta, a different approach to control
the tails is used.

3.5.2 Treatment of Non-Gaussian Tails

The tails in CB+PanTau energy are controlled by employing a compatibility condition on the reconstructed
tau energies. It is defined such that it captures the outliers in the reconstruction without weakening the
low-pT performance. To achieve this, the following quantities are defined:

∆EReco
T =

���ETauRec
T − ECB+PanTau

T

��� , (3.23)

σWeighted =

√
σ2

CB+PanTau + σ
2
TauRec − 2 · ρ · σTauRec · σCB+PanTau . (3.24)

∆EReco
T is the absolute value of the difference between the reconstructed energies and σWeighted is the

weighted core resolution. If ∆EReco
T is large the corresponding event likely contains a K0 meson. In

this case, only the TauRec algorithm should be used for the energy reconstruction. The weighted width
σWeighted serves as a measure for the threshold at which the CB+PanTau energy is rejected. Thus, the
compatibility condition is given by

∆EReco
T > N · σWeighted ⇒ use ETauRec

T ,

∆EReco
T ≤ N · σWeighted ⇒ use EWeighted

T , (3.25)

where N = 5 is the baseline choice. The energy reconstruction that includes the compatibility condition
(Equation 3.25) is called the Combined method. The baseline value already provides some suppression of
the artifacts discussed above. However, the core and tail resolutions are still worse than the corresponding
TauRec resolutions for large pT . The performance is improved by optimizing the value of N as a
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(a) (b)

Figure 3.17: (a) The optimal values for the compatibility condition (N) as a function of the TauRec transverse
momentum. The evaluated data points with their uncertainties are shown in blue and the linear fit is shown in red.
The best-fit values are shown in the insert. (b) The reconstructed (Reco) transverse momentum responses of the
TauRec, CB+PanTau, Weighted and Combined energy reconstruction methods normalized to the simulated (True)
pT of hadronic tau leptons.

function of the TauRec pT . To that end, the value of N is changed from 0 to 7.5 in steps of 0.5, and the
corresponding tail resolutions are evaluated and plotted against the TauRec pT . The optimal values are
then extracted in different pT bins, and a polynomial is fitted to the data.

Figure 3.17(a) shows the result of this procedure, including a linear fit to the optimal values of N . The
corresponding tail resolutions for different compatibility conditions are shown in Figure A.13, and the
optimized condition is

N(pT ) = −9.6 · 10−6 pT
MeV

+ 3.8 . (3.26)

Using this condition, the performance matches the TauRec reconstruction in the high-pT region. Besides,
it also improves the tail resolution in the low- and mid-pT regions by about 1 − 3 %. The comparison
between the baseline and the optimized compatibility condition is shown in Figure A.14.

In the following, the term Combined will refer to the energy reconstruction method with the optimized
compatibility condition where N is given by Equation 3.26. Figure 3.17(b) shows the transverse
momentum responses of the TauRec, CB+PanTau, Weighted, and Combined energy reconstruction
methods. Compared to TauRec, the Combined energy is significantly narrower in the core region.
Moreover, it resolves the issue of the non-gaussian tails from the CB+PanTau and Weighted energies in
the high-pT region (see Figure 3.18).

3.5.3 The MVA Tau Energy Scale

The multivariate analysis (MVA) based energy calibration is a new way of calculating the visible tau
four-momentum in ATLAS [315]1. Since it is not a part of this thesis, it will only be briefly discussed. It
uses a BDT regression to combine the calorimeter and substructure-based information. The direction (η

1Note that the MVA reconstruction described in this reference uses a different interpolation (called "interp") between
the TauRec ("LC") and CB+PanTau ("TPF") reconstructions as input for the BDT regression (see Equations 3 and 4 in
Reference [315]). This interpolation differs from the Combined energy described in Section 3.5. The reason for this is that
the Combined TES was not ready when the note was written. Once the Combined ET was available, the "interp" energy was
replaced with the Combined energy as input for the MVA method.
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and φ) is taken from the CB+PanTau reconstruction described in Section 3.4.2. The basic input variables
for the MVA method are the transverse momenta obtained from the TauRec, CB+PanTau, and Combined
energy reconstruction methods. However, since the BDT regression is less powerful when two variables
are highly correlated, the following ratios are used:

r1 =
pTauRec
T

pCombined
T

and r2 =
pCB+PanTau
T

pCombined
T

(3.27)

This approach is very powerful and significantly improves the energy reconstruction for pT > 40 GeV.
Initially, the MVA calibration was based on pT ratios of the true tau and the reconstructed tau obtained

from the CB+PanTau algorithm. However, this approach causes severe issues at high pT due to the inherent
problems of the CB+PanTau algorithm discussed above. On the other hand, the usage of the TauRec pT
worsens the resolution at low pT . To resolve these issues, the input was changed to an interpolated energy
between the TauRec and the CB+PanTau reconstruction methods described in Reference [315]. However,
this interpolation does not handle the transition region ≈ 100 − 300 GeV as nicely as anticipated, and
it is not corrected for the outliers in the CB+PanTau reconstruction. Both issues are resolved using the
Combined TES as input to the MVA method.

In addition to the ratios r1 and r2, several other variables are included to improve the energy reconstruction.
The number of primary vertices and the average number of interactions per bunch crossing makes the
energy reconstruction more robust against pile-up. The inclusion of various cluster variables in the
BDT training, like the moments of the individual cluster constituents, significantly improves the low-pT
performance for 1p decays. The performance is further improved by including variables that provide
information about the tau decay modes, like the number of reconstructed neutral pions and the relative
difference of the total charged and neutral pion energies. These variables improve the performance for 1p
(3p) decays with pT / 140 GeV (pT / 250 GeV).

Figure 3.18 shows the transverse momentum resolution of the MVA TES and compares it to the
Combined, CB+PanTau, and TauRec energies. The MVA TES provides a significantly better core and tail
resolution over the whole pT range (right panels). While the Combined TES is designed to match the
TauRec resolution for high pT , the additional information used in the BDT regression further improves
the high-pT performance. However, the largest gains are achieved in the low- and mid-pT ranges. For
small transverse momenta, the core and tail resolutions of the MVA TES are approximately 10 − 15 %
better than the corresponding values of the Combined TES (left panels).

The largest improvements of the MVA TES are achieved in 1p1n, 1pXN and 3pXn decays. The
improvements for decay modes without neutral pions are much smaller. The resolution graphs for the
various decay modes are summarized in Appendix A.3.

3.5.4 Neutral Pion Correction at the MVA TES

The MVA TES provides significant improvements for the energy reconstruction of hadronic tau leptons.
Figure 3.19 shows the decay mode-binned responses of the reconstructed transverse momenta of tau
leptons obtained from the TauRec, CB+PanTau, and MVA-based reconstruction methods for correctly
identified tau decay modes. While the performance of the MVA method is comparable to the CB+PanTau
reconstruction for 1p0n and 3p0n decays, it is much better for 1p1n, 1pXn and 3pXn decays. However, in
the latter decay modes, the objects obtained from the MVA method are not consistent tau leptons, i. e.

pMVA
τ ,

∑
i

p
i,π0 +

∑
i

pi,π± , (3.28)
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Figure 3.18: The core (upper panels) and tail (lower panels) transverse momentum resolutions of the TauRec,
CB+PanTau, Combined and MVA-based energy reconstruction methods as a function of the simulated (True)
transverse momentum of the hadronic tau lepton. The low-pT (high-pT ) range is shown in the left (right) panels.

where p represents the four-momentum. Consistent tau objects are important for all analyses that directly
use the neutral pions. In the following, the π0 momentum correction applied to obtain consistent tau
leptons at the MVA TES is presented.

The method assumes that charged pions are correctly reconstructed. The difference between the three-
momentum of the CB+PanTau and MVA algorithms is attributed to improvements in the reconstruction of
the neutral pions.

3.5.4.1 Correction for 1P1N Decays

Figure 3.20 illustrates the correction of the neutral pion three-momentum for 1p1n decays1. The
CB+PanTau three-momentum pCB+PanTau

τ , depicted in Figure 3.20(a), is the sum of the charged and neutral
pion three-momenta, pπ± and p

π0 , respectively. Since the MVA-based reconstruction only changes
the absolute value of the momentum, the MVA three-momentum pMVA

τ points in the same direction as
pCB+PanTau
τ . The neutral pion momentum correction is a two-step process. First, the 3-vector corrected

1The angle between the π± and π0 directions and the length difference between the CB+PanTau and MVA three-momenta
are displayed excessively large for illustration purposes.
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Figure 3.19: The reconstructed (Reco) transverse momentum responses of hadronic tau leptons obtained from the
TauRec, CB+PanTau and MVA-based energy reconstruction methods normalized to the corresponding simulated
(True) transverse momentum for (a) 1p0n, (b) 1p1n, (c) 1pXn, (d) 3p0n, and (e) 3pXn decays. Only events with
correctly classified (i. e. True == Reco) decay modes are considered.

neutral pion momentum is calculated

p3-vec
π0 = pMVA

τ − pπ± . (3.29)

This correction step (see Figure 3.20(b)) significantly improves the neutral pion’s transverse momentum
resolution. However, it also introduces an error to the η and φ reconstruction because of the angle
difference δ between the baseline and the 3-vector corrected neutral pion momentum. The corresponding
resolution plots are summarized in Figure A.25. This issue is resolved by only correcting the absolute
value of the momentum, while keeping the baseline neutral pion direction (see Figure 3.20(c)). In this
case, the corrected neutral pion three-momentum,

pcorrected
π0 =

���p3-vec
π0

�����p
π0

�� · p
π0 , (3.30)

retains the good η and φ resolution of the baseline reconstruction while still profiting from the improved
transverse momentum resolution of the 3-vector method. The corrected energy of the neutral pion is,

Ecorrected
π0 =

√(
pcorrected
π0

) 2
+

(
m

π0

) 2
, (3.31)

where m
π0 = 134.977 MeV [54] is the mass of the neutral pion.
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Figure 3.20: Illustration of the different steps of the three-momentum correction of neutral pions in reconstructed
1p1n decays. (a) The tau lepton three-momentum obtained from the CB+PanTau algorithm as a sum of the
reconstructed charged and neutral pion momenta, (b) the 3-vector corrected neutral pion momentum calculated as
the difference of the MVA-tau and the charged pion momenta, (c) the neutral pion three-momentum correction
obtained by scaling the absolute value of the baseline neutral pion momentum (see Equation 3.30), and (d) the
corrected three-momentum of the hadronic tau lepton as a sum of the charged and corrected-neutral pion momenta.

To obtain consistent tau objects, the charged and corrected neutral pion four-momenta are added

pcorrected
τ = pcorrected

π0 + pπ± . (3.32)

As illustrated in Figure 3.20(d), this changes the absolute value and the direction of the three-momentum.
Figure 3.21 shows the transverse momentum and the pseudorapidity resolutions of the corrected neutral

pions and tau leptons. The relative pT response (Figure3.21(a)) of the corrected neutral pions is much
narrower than the baseline response of the CB+PanTau algorithm, and the corresponding resolution (see
Figure 3.21(b)) is significantly improved for p

T,π0 / 150 GeV. Since the directions of the pions are not
changed, the angular resolutions are identical to the baseline resolutions of the CB+PanTau reconstruction
(see Figure 3.21(c) for the η resolution).

The neutral pion correction affects the direction and the absolute size of the tau lepton three-momentum.
However, it does not deteriorate the pT resolution shown in Figures 3.21(d) and 3.21(e), and it slighly
improves the angular resolution (see Figure 3.21(f)). The precise determination of the energy and
momentum is crucial for the calculation of the invariant mass of the τhad-vis,

mτ =

√(
Eτ

) 2
−

��pτ ��2 . (3.33)

Figure 3.22 shows the τhad-vis invariant mass response of the CB+PanTau algorithm and the MVA-based
π0-correction. The former provides a good invariant mass reconstruction if only one neutral particle-flow
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Figure 3.21: The reconstructed (Reco) transverse momentum response for (a) neutral pions and (d) hadronic tau
leptons obtained from the baseline and the π0-corrected reconstruction methods normalized to the corresponding
simulated (True) transverse momentum for correctly classified (i. e. True == Reco) 1p1n decays. The corresponding
pT and η resolution are shown in (b,e) and (c,f), respectively.
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Figure 3.22: The invariant mass response of reconstructed (Reco) τhad-vis normalized to the corresponding simulated
(True) invariant mass in the case that (a) one and (b) two neutral particle-flow objects (PFOs) are reconstructed.
Shown are the baseline (CB+PanTau) and the π0-corrected invariant mass responses in blue and red, respectively.
Only correctly classified 1p1n decays are considered.

object (PFO) is reconstructed (see Figure 3.22(a)), it performs much worse in case of two π0 PFOs1 are
1If more than one π0 PFO is reconstructed the decay mode is initially set to Xn. However, the PanTau algorithm re-evaluates
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Figure 3.23: Illustration of the three-momentum correction of neutral pions in (a) 1pXn and (b) 3pXn decays.

reconstructed (see Figure 3.22(b)). In this case, the MVA-based neutral pion correction significantly
improves the invariant mass reconstruction.

3.5.4.2 Correction for 1PXN and 3PXN Decays

Since it is not possible to individually correct each neutral pion in tau decays with more than one π0, each
neutral pion three-momentum is scaled by the same value. The corresponding factor is determined from
the correction of the cumulated neutral pion three-momentum P

π0 =
∑

i pi,π0 . Thus, Equation 3.29 is
replaced with

P3-vec
π0 = pMVA

τ − Pπ± , where Pπ± =


pπ± , for 1pXn decays
3∑
i=1

pi,π± , for 3pXn decays
. (3.34)

Equations 3.30 and 3.32 are the same as in 1p1n decays but the pion momenta p are replaced with P. These
adjustments are illustrated in Figure 3.23 for the main 1pXn (Figure 3.23(a)) and 3pXn (Figure 3.23(b))
decays. While most 1pXn decays contain two neutral pions, most 3pXn decays contain only one π0.
However, both modes also include some decays with three neutral pions.

The neutral pion and tau lepton pT responses in 1pXn and 3pXn decays are shown in Figures A.26
and A.28, respectively. In both cases, the MVA-based neutral pion correction significantly improves the
neutral pion transverse momentum response.

Figure 3.24 shows the tau lepton invariant mass response normalized to the corresponding simulated pT .
Events classified as 1pXn typically contain either one or two π0 PFOs. The neutral pions are produced
with an angular distance ∆R. In case that only one π0 PFO is reconstructed, this angular separation is
neglected, which means that the tau lepton invariant mass (see Figure 3.24(a) is underestimated. Thus, the
neutral pion-corrected reconstruction underestimates the tau lepton invariant mass as well. In contrast, the
invariant mass reconstruction works well if two neutral PFOs are reconstructed as shown in Figure 3.24(b)
because the ∆R distance is measured in this case. Since most 3pXn decays contain only one pion, the
invariant mass is well described by the π0-corrected reconstruction method.
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Figure 3.24: The invariant mass response of the reconstructed (Reco) τhad-vis normalized to the corresponding
simulated (True) invariant mass in 1pXn decays with (a) one and (b) two reconstructed neutral particle-flow objects
(PFOs), and (c) in 3pXn decays. Shown are the CB+PanTau (blue) and the π0-corrected (red) responses. Only
correctly classified decays are considered.
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Figure 3.25: The angular separation ∆R between the simulated (truth) neutral pion three-momenta in 1pXn decays
with one reconstructed π0 PFO. (a) The simulated ∆R distribution for reconstructed transverse momenta between
1 GeV and 5 GeV, and (b) the mean ∆R distance in bins of the reconstructed PT of the π0 cluster (blue points)
including a third degree polynomial fit to the ∆R values (red line). Additional information is displayed in the inserts.

3.5.4.3 Neutral Pion ∆R Correction for 1PXN Decays

The MVA-based π0 correction provides consistent tau objects for decay modes that include neutral pions.
It also significantly improves the π0 transverse momentum resolution and the invariant mass reconstruction
of the tau lepton. However, in 1pXN decays, the invariant mass is underestimated if only one neutral
PFO is reconstructed. In order to compensate the neglected ∆R distance between neutral pions, the
average angular separation is estimated from simulated events in bins of the transverse momentum of the
reconstructed π0 PFO. Figure 3.25(a) shows the truth ∆R distribution of simulated 1pXn decays with one
reconstructed π0 PFO for transverse momenta between 1 GeV and 5 GeV. The mean value of the angular
distance decreases with increasing neutral pion transverse momentum, as shown in Figure 3.25(b). It is

the decay mode based on various discriminating variables (see Section 3.4.2). Thus, even if two π0 PFOs are reconstructed, the
decay mode can be classified as 1n.
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Figure 3.26: (a) The invariant mass response of reconstructed (Reco) τhad-vis normalized to the corresponding
simulated (True) mass in 1pXn decays with one reconstructed neutral particle-flow object and (b) the corresponding
core resolution for tau leptons with pT < 100 GeV. Shown are the results for the CB+PanTau, the π0-corrected, and
the (π0

+ ∆R)-corrected reconstruction methods. Only correctly classified decays are considered.

approximated with the third-degree polynomial,

∆R(PT ) = 0.0792 − 2.078 · 10−6PT + 2.619 · 10−11P2
T − 1.238 · 10−16P3

T , (3.35)

shown in red.
Using the estimated ∆R distance, the tau lepton invariant mass is recalculated. Figure 3.26 shows

the corresponding invariant mass resolution. The inclusion of a PT -dependent opening angle between
the neutral pions significantly improves the calculation of the invariant mass of the tau lepton. The
∆R-corrected invariant mass distribution is centered around the true mass, and the corresponding width is
reduced by about 15 %.

Further improvements in the calculation of the invariant mass of the τhad-vis are expected if the angular
separation between the pions is measured in the detector. The corresponding angles may be determined
from shots in the highly granular EM1 layer of the ECAL. Studies with the generated η and φ values of the
neutral pions show that one of the major uncertainty in the calculation of the invariant mass of the τhad-vis
results from the determination of the angular distance between the neutral pions (see Figure A.27).
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CHAPTER 4

The HiggsSignals Tool

In this chapter, the public computer code HiggsSignals [319, 320] is presented. As a part of this thesis,
the Run-2 Higgs boson signal strength and simplified template cross-section (STXS) measurements
published by ATLAS and CMS are implemented in HiggsSignals. Besides, several performance tests
using the LHC Run-1 and Run-2 data are performed.

Historically, HiggsSignals evolved as a sister program to HiggsBounds [321–326]. For that reason,
both programs are shortly introduced in Section 4.1. Section 4.2 summarizes the recent changes in
HiggsBounds-5 [326], which are most relevant for this thesis. After that, the HiggsSignals code [320]
and the statistical interpretation in HiggsSignals are presented in Sections 4.3 and 4.4, respectively.
Section 4.5 presents various validation and performance studies performed with HiggsSignals.

4.1 Introduction to HiggsBounds and HiggsSignals

HiggsBounds is a tool to test arbitrary Higgs sectors with neutral and/or charged Higgs bosons against
the available exclusion bounds from Higgs searches at the LEP, Tevatron, and LHC experiments.

Before the discovery of the Higgs boson in 2012, the non-observation of Higgs signals have been
turned into cross-section constraints. However, even after the discovery of the Higgs boson, it is important
that the experimental collaborations provide exclusion limits from the non-observation of Higgs bosons
in various channels. Such limits are useful to constrain the parameter space of extended Higgs sectors,
which correctly describe the observed Higgs signal. Exclusion limits from experimental analyses usually
take one of two forms. The first ones are model-independent limits on the cross-sections of individual
signal topologies. The second ones are given in the form of combined limits for some of the most popular
models, such as the SM. The re-interpretation of the latter in the context of a different model requires
detailed knowledge about the individual signal efficiencies (contaminations) of the investigated search
channels. In contrast, the limits from the individual topological cross-section constraints can easily be
tested against a wide class of models. The implementation and combination of the different exclusion
bounds distributed over many different publications is a tedious task. In addition, care must be taken
when using multiple analyses to ensure the correct statistical interpretation of the result.
HiggsBounds allows the user to quickly and conveniently perform such a statistical test for a wide

variety of models. In addition, the code is frequently updated to ensure that all the latest Higgs searches
are implemented in the program. The HiggsBounds code is mostly written in Fortran 90, but it includes a
few Fortran 2003 features. It can be operated in a command-line mode or called via Fortran 90 subroutines
or from a web interface. A continuously updated technical documentation is available in Reference [327].

Since the discovery of the Higgs boson by ATLAS [4] and CMS [5], it is no longer enough to test for
non-exclusion, but the model predictions must be tested against the measured Higgs signals. The phrase
Higgs signal refers to any observation of a signal. These can be cross-sections and signal strengths at a
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given mass peak or as a function of Higgs mass(es). This complimentary test, e. g. whether a model is
compatible with an observed Higgs signal can be performed with HiggsSignals.
HiggsSignals evaluates a χ2 measure, which quantifies the compatibility of measured Higgs boson

signals rates and masses with the predictions of arbitrary models. The default strategy in HiggsSignals
to determine the χ2 value is called the peak-centered method. In this method, the predicted (neutral)
Higgs signal rates and masses are tested against the published signal rates for a fixed mass hypothesis, i. e.
the model is tested at the mass of the observed peak. HiggsSignals is a Fortran 90/2003 code and it
relies on the HiggsBounds library. The standard user input is handled via the HiggsBounds framework.

As theoretical input, HiggsBounds and HiggsSignals require the phenomenologically relevant
physical quantities of the Higgs sector. These are the number of neutral and charged Higgs bosons,
their masses, total widths, decay branching ratios, and production cross-sections. Different input
approximations are available. Most relevant for this thesis is the input in terms of effective coupling
modifiers κ, which is based on the narrow width approximation1. Internally, these modifiers are used to
calculate the corresponding production cross-sections and decay branching ratios. With HiggsBounds-5,
the cross-section predictions for various production modes have been updated, and the changes relevant
for this thesis are described in the following section.

4.2 HiggsBounds-5: Updated Effective Coupling Approximations

In previous versions of HiggsBounds, the cross-section ratios for associated neutral Higgs boson (φ)
production with weak gauge bosons (V = W±, Z) were obtained purely from the effective φVV couplings
given in Equations 2.110 and 2.111. Similarly, the cross-sections for associated Higgs boson production
with a single top quark or a top-quark pair were calculated using the naive effective tt̄φ coupling
approximation given in Equation 2.113. However, this description is only valid for ttH production with
a purely scalar coupling. In the case of a general CP-mixed coupling, the LO description is more
complex. In its latest update, HiggsBounds-5 introduced valid LO predictions for the top-associated
Higg productions tt̄φ, tφ and tWφ including the full dependence of the generalized top-Yukawa coupling.
In addition, it extended the accuracy of the φV production cross-section calculations to NNLO in QCD.

Up to NLO in QCD, the Wφ production process is described by Higgs-strahlung, i. e. it only depends
on the φWW coupling, gφWW . The LO Higgs-strahlung process is depicted in Figure 2.7(a). At NNLO
in QCD, corrections from virtual top-quark loops arise, which depend on the scalar Higgs coupling to
top-quarks, gs, φt t̄ . Since the corresponding corrections from bottom quarks are tiny, they are neglected.
In contrast, Zφ production is more complex due to additional box-diagrams. One example of such a
diagram is shown in Figure 2.7(c). In this case, all relevant scalar and pseudoscalar Higgs couplings, as
well as the corresponding interference terms, have to be considered.

The relevant effective couplings for a spin-0 particle φ are

κW :=

(
gφWW

gSM
HWW

)
, κZ :=

(
gφZZ

gSM
HZZ

)
,

κt :=

(
gs, φt t̄

gSM
Htt̄

)
, κb :=

(
gs, φbb̄

gSM
Hbb̄

)
, κt̃ :=

(
gp, φt t̄

gSM
Htt̄

)
, κb̃ :=

(
gp, φbb̄

gSM
Hbb̄

)
.

(4.1)

Note that this notation sligthly differs from the notation introduced in Section 2.4.2.2. The cross-sections

1Note that HiggsBounds-5 also provides an input scheme beyond the narrow width approximation, which is explained in
detail in Reference [326].
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can be expanded in terms of the coupling modifiers,

σ(Wφ,mφ) ≈ κ2
W σ̄WW (Wφ,mφ) + 2κW κt σ̄Wt (Wφ,mφ) , (4.2)

σ(Zφ,mφ) ≈
∑

a,b∈{Z,t,b, t̃,b̃}

κaκbσ̄ab(Zφ,mφ) . (4.3)

The cross-section contributions σ̄ are calculated with VH@NNLO [328, 329] as a function of the Higgs
boson mass mφ. Details about the approximation are given in Reference [326]. It provides a significant
improvement over the effective coupling approximation, which can be used for the inclusive pp → Zφ
cross-section but also for the separate qq → φZ and gg → φZ cross-sections.

The cross-sections for the inclusive top-quark associated productions are calculated for a fixed Higgs
boson mass of mφ = 125 GeV using Madgraph5_aMC@NLO 2.7.0 [330, 331] interfaced with Pythia
8.244 [332]. The obtained LO cross-sections (in fb) are [258]

σ(pp → φtt̄) = 371.6
(
κst

) 2
+ 155.8

(
κ
p
t

) 2 , (4.4)

σ(pp → tφ) = 233.7
(
κsW

) 2
+ 200.6

(
κst

) 2
+ 60.90

(
κ
p
t

) 2
− 373.2κsW κst , (4.5)

σ(pp → tφW) = 33.0
(
κsW

) 2
+ 45.0

(
κst

) 2
+ 34.0

(
κ
p
t

) 2
− 62.0κsW κst . (4.6)

All studies presented in this thesis that are performed with HiggsSignals and solely based on LHC
Run-1 data are performed with HiggsSignals-1 and HiggsBounds-4. Thus, the Equations 2.110, 2.111
and 2.113) are used. In contrast, studies that include LHC Run-2 data are performed with HiggsSignals-2
and HiggsBounds-5. In this case, the improved approximations discussed in this section are employed.

4.3 HiggsSignals-2: Basic Concepts and New Developments

The experimental data used for the statistical evaluation in HiggsSignals is mainly collected at the
LHC, but there are also some complementary measurements from the Tevatron collider. However, the
HiggsSignals methods can easily be adapted to include data from other upcoming collider experiments.

4.3.1 Higgs Signals in Collider Experiments

In Run-1 of the LHC, the experimental collaborations provided Higgs rate measurements in the form
of one-parameter scalings µ of the corresponding SM rate in various signal channels. The best-fit
value of a signal strength modifier is denoted by µ̂ in the following. Since signal strength modifiers
are measured relative to SM predictions, they contain theoretical uncertainties of the SM Higgs boson
production cross-sections and decay branching ratios. Before the Higgs boson mass mφ ' 125 GeV had
been established, the measured values of µ̂ as well as the corresponding 68 % C. L. regions were provided
either as a function of mφ or for a fixed mass hypothesis. For that reason, three different run modes were
supported in HiggsSignals-1: The mass-centered method, the peak-centered method, and a combined
method. However, since the Higgs boson mass at about 125 GeV has been established, the experimental
collaborations no longer provide signal strength measurements for extended Higgs mass intervals. Thus,
the mass-centered and the combined methods are no longer relevant and have been removed.

The main Higgs boson production processes at hadron colliders are the partonic subprocesses ggF,
VBF, WH, ZH, and ttH. In models with enhanced bottom-Yukawa couplings, bbH can be relevant as
well. The corresponding Feynman diagrams for these processes are depicted in Figures 2.6, 2.7, and 2.8.
If b quarks are considered as partons (five-flavor scheme) the gluons in the proton can split into a bb̄ pairs.
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In this case, the bb̄ → H contribution should be matched consistently, and in most cases, added to the
ggF subprocess. In HiggsSignals, this combined production is referred to as single Higgs production
(singleH).

In HiggsSignals, the predicted Higgs boson signal strength modifier of one specific analysis category
(or bin) for some BSM model is calculated via

µ =

∑
i εModel,i

(
σModel × BRModel

)
i∑

j εSM, j

(
σSM × BRSM

)
j

, (4.7)

where the sums run over all channels consisting of one Higgs boson production and one decay mode,
which contribute to the experimental analysis category. The numerator contains the model prediction
for the production cross-section (σModel), the decay branching ratio (BRModel) and the signal efficiency
(εModel,i) of each channel i. The denominator contains the corresponding SM predictions. In general, the
signal efficiencies in the model can be different than those in the SM, if the Higgs boson candidate has
different kinematic properties. Per default, HiggsSignals assumes εModel,i = εSM,i .

On the experimental side, the measurement of the signal strength (assuming mφ = 125 GeV) in a
specific analysis category is performed by assuming the properties of the SM Higgs boson, i. e. εi = εSM,i .
This means that the contribution of each channel is scaled by a universal factor µ̃ ,

(σ × BR)i = µ̃
(
σSM × BRSM

)
i . (4.8)

The scale factor that best fits the observation, µ̂ = µ̃|best-fit, is the central value of the measurement. The
lower and upper 68 % uncertainties are called ∆µ̂low and ∆µ̂up, respectively.

After Run-1 of the LHC program, ATLAS and CMS released combined measurements of the Higgs
signal rates [333] and mass [334]. These combinations provide the signal rates as unfolded inclusive
measurements in 20 pure channels, supplemented with a 20 × 20 correlation matrix. The Higgs boson
mass is measured to be 125.09 ± 0.21 ± 0.11 GeV. The combined signal strength results give rise to a
separate χ2 contribution in HiggsSignals-2.

In Run 2 of the LHC, a different scheme for presenting the results of Higgs signal rate measurements,
called simplified template cross-sections, emerged. This input is handled by a new Fortran module
introduced in HiggsSignals-2. It is more versatile and provides additional features. For example, the
corresponding input scheme is able to handle both the signal strength and STXS input formats. The STXS
observables give rise to a third χ2 contribution in HiggsSignals-2.

If there is no statistical overlap in the corresponding measurements, the different contributions can be
added. Examples for this are presented in Chapter 7. In the following, the χ2 calculations for the different
contributions are shortly explained. Details are found in Reference [320].

4.3.2 The Peak-Centered χ2 Method

The aim of the peak-centered χ2 method is to perform a χ2 test for the hypothesis that the model generates
a local excess in the observed data at the specified mass. The experimental inputs are the signal strength
measurements performed at the mass m̂ and the Higgs boson mass measurements in H → γγ and
H → Z Z∗

→ 4` final states.
The total χ2 of the peak-centered method is given by

χ2
peak = χ2

peak,µ + χ
2
peak,m , (4.9)

where χ2
peak,µ describes the contribution from signal strength observables and χ2

peak,m the contribution
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from mass observables. For N peak observables, the signal strength part is given by

χ2
peak,µ = (µ̂ − µ)T C−1

µ (µ̂ − µ) , (4.10)

where µ̂ and µ are N-dimensional vectors containing the measured and predicted signals strengths,
respectively. The signal rate uncertainties and the correlations of the major uncertainties are incorporated
in the covariance matrix Cµ. The latter contains the correlations of experimental and theoretical
uncertainties (if available). For the calculation of χ2

peak,m, three different choices to model the probability
density function (pdf) of the Higgs boson mass are available. First, a uniform distribution, second, a
Gaussian distribution, and third, a uniform distribution with Gaussian tails. For the Gaussian pdf, the
theoretical mass uncertainty is treated as fully correlated between the sensitive peak observables.

In the default case of a Gaussian pdf, the total χ2 contribution from the Higgs mass reads

χ2
peak,m = (m̂ − mi)

TCm
−1
(m̂ − mi) . (4.11)

In this equation, the vectors m̂ and m contain the measured and predicted Higgs mass for the mass-sensitive
peak observables, respectively. The covariance matrix, Cm, contains the squared experimental and
theoretical mass uncertainties.

4.3.3 The χ2 Contribution from the LHC Run-1 Combination

The ATLAS and CMS collaborations also published a combined analysis [333] of the Run-1 dataset. The
results are presented as signal rate measurements of the dominant production modes

pp → H , VBF, WH , ZH , ttH ,

and the five dominant decay modes

H → γγ , H → Z Z∗ , H → WW∗ , H → τ+τ− , H → bb̄ .

In the H → Z Z∗ decay mode, only the pp → H and the VBF production processes are measured with
meaningful precision. Thus, the other production modes are omitted. In contrast, in the case of the
H → bb decay mode, the pp → H and the VBF production processes are not measured at all. Therefore,
they are fixed to the corresponding SM predictions. In total, 20 different channels are measured. The
analysis is performed for a Higgs boson mass of 125.09 GeV [334] and the correlations between the
theoretical and experimental systematic uncertainties are provided in the form of a 20 × 20 correlation
matrix.

The 20 signal rate measurements and the corresponding correlations are implemented in HiggsSignals
and can be used with a dedicated run routine (see online documentation [335]). Besides, a χ2 contribution
from the Higgs mass measurement, taken to be 125.09 ± 0.24 GeV in HiggsSignals, arises if a
Higgs boson is assigned to the theses measurements. If there is no statistical overlap, the resulting χ2

contributions from the LHC Run-1 signal rate and mass measurements can be added to the χ2 values
obtained in other HiggsSignals runs.

4.3.4 The χ2 Contribution from STXS Measurements

In Run 2 of the LHC program, the experimental collaborations started to present Higgs rate measurements
in the form of cross-sections of mutually exclusive phase space regions defined per production process.
These STXS measurements aim to maximize the measurement’s sensitivity while minimizing its theory
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dependence. In comparison, the signal rate measurements µ = σ/σSM presented in Run 1 are more theory
dependent because they also contain information about the SM theory prediction σSM. Moreover, the
STXS phase-space regions, called bins, are defined such that they isolate possible BSM contributions.

With increasing amounts of data, measurements of differential distributions of the various Higgs
processes are possible. To account for that, different Stages of STXS bins can be used. In the current
version of the framework, the "Stage 0", "Stage 1", and "Stage 2" bins are defined1, which allows a
transition from more inclusive to more differential measurements [336]. This transition can be performed
independently in each production mode. In addition, different decay modes can be combined in the
determination of the STXS bins to maximize the sensitivity of the current data. The STXS framework is
not completely theory-independent. For instance, the unfolding procedure from the measurements in
the reconstructed event categories to the measurements in the particle-level STXS bins still requires an
assumption about the kinematic properties of the Higgs boson. The kinematic template for this unfolding
step is based on the SM Higgs boson.

The STXS measurements comprise a different type of input observable in HiggsSignals, resulting
in an additional χ2 contribution that is evaluated in a new module. Not all STXS bins represent
"pure" signal channels with respect to the underlying process and the Higgs coupling dependence. In
particular, the Stage 0 production bins VH and VBF. The former contains the Higgs-strahlung processes
pp → WH and pp → ZH (with a leptonically decaying vector boson). The latter contains pp → qq̄H
and Higgs-strahlung processes with a hadronically decaying vector boson as they lead to the same final
state particles. In general, HiggsSignals treats the STXS observables as multi-channel measurements.
If no further information is given, it assumes that the combined processes have the signal efficiencies of
the SM Higgs boson.

In order to test arbitrary BSM models with differential distributions of Higgs processes that differ
from the SM prediction, it is possible to specify independent predictions individually for every STXS
observable. This is done with a new routine in HiggsSignals-2 which applies rate modification factors
for each STXS bin. Internally, these modifiers are used to calculate the model-predicted STXS-bin rate,
which is then used for the χ2 evaluation.

4.4 Statistical Interpretation in HiggsSignals

HiggsSignals is a tool for the statistical discrimination between different models using Higgs boson rate
and mass observables. Three different types of applications which can be performed with HiggsSignals
are distinguished:

• Parameter fitting:
The question of parameter fitting is: Which parameter regions of a given model with the parameters
p are preferred (or excluded) at a specific confidence level (C. L.). Questions of this type are
answered by calculating the two-sided confidence interval (C. I.) for each model parameter.

If the relation between the model parameters and the observables is approximately linear and
the uncertainties are approximately Gaussian, the so-called Gaussian limit approximation can be
used. In this case, for one-dimensional parameter spaces, the two-sided C. I. for the parameter p
corresponding to a specific significance level α2 of the statistical test is determined by symmetrically
integrating over the tails of the one-dimensional Gaussian pdf, f (p). The lower and upper integration

1It is also possible to define intermediate stages. An example for this is the ATLAS H → Z Z∗
→ 4` coupling analysis

presented in Section 5. In this analysis, a Reduced Stage 1.1 binning is introduced (see Figure 5.5).
2α is the probability of rejecting the null hypothesis when it is actually true (type I error). In constrast, β is the probability

for failing to reject the null hypothesis when it is actually false (tyoe II error).
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boundaries, plow
β and pup

β , respectively, represent the points where the integrated probability matches
the α level. The C. L. β = 1 − α, represents the corresponding probability of the central region,

β =

p
up
β∫

plow
β

f (p)dp . (4.12)

For example, the 1σ (2σ) C. L. corresponding to β = 0.6827 (β = 0.9545), is given by the
ensemble of parameter points with ∆χ2

(p) ≤ 1 (4) above the best-fit point at ∆χ2
(p) = 0. For

two-dimensional parameter spaces, the integration has to be performed over both parameters. In
this case, the corresponding 1σ (2σ) C. L. is given by ∆χ2

(p) ≤ 2.30 (6.18). For these values, it
does not matter how many additional parameters are free in the fit as long as all parameters apart
from those for which the C. I. is determined are profiled (marginalized) in the frequentist (bayesian)
interpretation. Information about the relation between many different parameters, are difficult to
visualize. Therefore, they are usually provided in the form of a covariance matrix based on linear
correlation factors and on the 1σ one-dimensional uncertainties.

Caution is required if the Gaussian limit approximation is not valid, i. e. where the χ2 profile around
the minimum is not parabolical. In this case, the ∆χ2 ranges given above do not correspond to the
quoted frequentist coverage of e. g. 68.27 %. In addition, the interdependence of the parameters
might not properly be described by linear correlations anymore. In this case, it is recommended to
employ different methods like Toy-Monte-Carlo-based techniques (see Reference [337]).

• Limit setting:
In limit setting, one is only interested in the lower or upper boundaries of the parameters p. In
this case, the calculation of one-sided confidence-level intervals can be appropriate. The main
difference to parameter fitting is that the integration only covers one of the tails of the Gaussian
pdf. For instance, the lower limit plow

β on the parameter p for a one-dimensional parameter space is
determined from

β =

∞∫
plow
β

f (p)dp , (4.13)

where β is again the C. L. of the statistical test. A detailed discussion about limit setting with
HiggsSignals is given in Reference [320].

• Goodness-of-fit test:
A goodness-of-fit test provides information about how well a model fits a set of observations. It is
evaluated for a single parameter point. For example, this could be the best-fit point obtained from a
preceding parameter fitting routine. However, for the correct interpretation of a goodness-of-fit test,
one needs to be aware of certain caveats. First, in many fits of BSM models, two different parameter
regimes are within the allowed C. I.: The first ones are decoupled regimes where the observables
are effectively independent of the parameters. The second ones are strongly coupled regimes. In
such cases, the analytic χ2 probability determined in the Gaussian approximation is invalid because
it assumes that the observables depend linearly on the parameters. The second caveat is that the
goodness-of-fit test differs from the confidence level calculation. While the C. I. cannot increase if
the data is presented in an increased number of subchannels, the goodness-of-fit test increases if the
separate measurements are statistically consistent with each other. The consequences of this effect
will be clearly visible in the validation of the LHC Run 1 combination presented in Section 4.5.
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The first two applications are hypothesis tests that are based on a likelihood ratio (LR). The LR test
is the most powerful test among all possible statistical tests (Neyman-Pearson lemma [338]). The LR
quantifies the (dis)agreement of two competing statistical models based on the ratio of their likelihoods.
In analyses of the LHC experiments, it is typically constructed such that one model is determined by
maximizing the likelihood over the entire phase space (null hypothesis) and the other model represents
an alternative parameter point under study. The alternative hypothesis is rejected if its likelihood is
significantly lower than the likelihood of the null hypothesis.

The full likelihood, L(p |x), of the model parameters, p, given the observed data, x, is not provided by
the LHC experiments. Therefore, it needs to be approximated based on the publicly available information
about the measurements. The χ2 evaluation in HiggsSignals approximates the full log-likelihood,
χ2
(p |x) ≈ −2 lnL(p |x) . Thus, the negative log-likelihood ratio can be constructed as

q(p) = −2 ln
L(p |x)

L( p̂ |x)
= −2 (lnL(p |x) − lnL( p̂ |x)) ≈ χ2

(p |x) − χ2
( p̂ |x) ≡ ∆χ2 . (4.14)

In this notation, p̂ denotes the parameter point at which the χ2 is minimized, i. e. the best-fit point, and
q(p) is the test statistics. In the presence of additional nuisance parameters θ, which account for all
possible systematic or parametric uncertainties, the test statistics generalizes to

q(p) = −2 ln
L(p, ˆ̂θ |x)
L( p̂, θ̂ |x)

. (4.15)

In the numerator, the nuisance parameters are optimized for each tested parameter point, p, in the nuisance
parameter space, with the optimum denoted by ˆ̂θ, while in the denominator p and θ are optimized
simultaneously to find the global likelihood maximum at the point p̂ and θ̂.

4.5 Performance Tests

In this section, different performance tests of HiggsSignals for selected experimental analyses are
presented. The results obtained with HiggsSignals are compared to the official results for various
benchmark models that parametrize Higgs boson couplings or certain Higgs production rates. In
Section 4.5.1, the performance of HiggsSignals for the ATLAS and CMS Run-1 combination [333]
of Higgs boson measurements are tested using two different input formats. The first one comprises
the measurements of the official Run-1 combination, and the second one the measurements from the
individual Run-1 analyses. This is followed by the discussion of exemplary studies using different Run-2
analyses, either using signal strength or STXS measurements as input. Finally, a set of recommendations
for the presentation of future Higgs signal rate measurements is given.

4.5.1 Reproduction of the ATLAS and CMS Run-1 Combination

The ATLAS and CMS collaborations published results for the Higgs boson production rates in the main
search channels from a combined analysis of the LHC pp collision data at

√
s = 7 and 8 TeV [333].

Besides, they also studied the properties of the Higgs boson using several benchmark parameterizations
based on Higgs coupling scale factors κ. A short introduction to the κ-framework is given in Section 2.4.1.
In order to test the performance of HiggsSignals, the same benchmark scenarios are investigated with
HiggsSignals using two different experimental inputs:

1. The combined ATLAS and CMS results for production cross-section, σi, times decay branching
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ratio, BR(H → f ), of the various measurement channels σ(i → H → f ) together with the provided
correlation matrix from Reference [333]. This input is described in Section 4.3.3.

2. The latest signal strength measurements published in individual Run-1 analyses by ATLAS [339–
344] and CMS [345–353].

The results obtained with HiggsSignals are then compared to each other and the official experimental
fit results for each benchmark parameterization.

4.5.1.1 Parameterization through Coupling Scale Factors

In the κ framework, BSM effects are parameterized through seven independent Higgs coupling modifiers.
These are the generation-independent scale factors for up-type quarks, down-type quarks and leptons, κt ,
κb and κτ , as well as the scale factors for the heavy gauge bosons, κZ and κW , and the loop-induced gluon
and photon scale factors, κg and κγ, respectively. In a second fit, the branching fraction into states of new
physics

BR(H → NP) =
Γ

NP
H

ΓH
= 1 −

κ2
HΓ

SM
H

ΓH
, (4.16)

is introduced as an additional free parameter. In this equation, the scale factor

κ2
H =

∑
j

BRj
SMκ

2
j (4.17)

is used to characterize modifications to the total Higgs boson width that includes only SM decays. In
both fit setupes, it is assumed that the coupling scale factor κt is positive, without loss of generality.
To overcome the degeneracy induced by the unknown total width of the Higgs boson (for details see
Section 2.4.1), it is assumed that BR(H → NP) = 0 (κW,Z ≤ 1) in the first (second) fit setup.

Figure 4.1 shows the fit results for both scenarios. The HiggsSignals-2 results with the combination
(individual signal strength) input are shown in blue (red). HiggsSignals produces similar results with the
different input formats, and both results are consistent with the official results shown in black. Differences
in the sign of the best-fit point in the HiggsSignals results are typically due to χ2 distributions that
are insensitive (e. g. κW in the former fit setup) or almost insensitive to the sign of the parameter. For
BR(H → NP) = 0 (see Figure 4.1(a)) in the case of the individual signal strength input, the goodness-of-fit
quality of χ2

min/ndf = 52.6/69 leads to a p-value compatibility between the data and the SM prediction of
92.87 %. In the case of the ATLAS and CMS combination, the goodness-of-fit is χ2

min/ndf = 14.95/13
resulting in a p-value estimate of 31.0 %. The reason for this large discrepancy is the sensitivity of the
goodness-of-fit to the structure of the experimental data. When many separate measurements are included,
the p-value mostly measures the agreement between the separate measurements instead of quantifying the
agreement of the model with the data [337]. In general, this effect is not a big concern as long as the
quoted p-value is large, but it has to be taken into account if it approaches the significance level α of the
statistical test. For this reason, the goodness-of-fit will not be quoted for the remainder of this section.

For the assumption |κW,Z | ≤ 1 (see Figure 4.1(b)), the largest differences between HiggsSignals-2
and the official results appear in the contributions of BSM decays. The HiggsSignals analysis returns
BR(H → NP) < 0.37 (< 0.28) as the 68 C L region using the combined (individual) input format. Both
are notably larger than the official results BR(H → NP) < 0.16. This discrepancy can be caused by the
assumption of Gaussian uncertainties, which may not be fully applicable in all parts of the parameter
space.
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(a) (b)

Figure 4.1: Official and reproduced ATLAS and CMS combined Run-1 results in the Higgs coupling scale factor
parameterization, assuming (a) no new Higgs boson decay modes and (b) κW,Z ≤ 1 . The HiggsSignals-2 results
are obtained using as input either the combined measurements (blue) or measurements from individual analyses
(red). The official results are included in black. The gray areas indicate that κu > 0 is assumed without loss of
generality. Only absolute values are shown for sign-insensitive parameters. The error bars indicate the 1σ (thick
lines) and 2σ (thin lines) intervals.

4.5.1.2 Parameterization using Ratios of Coupling Scale Factors

The second benchmark parameterization is in terms of ratios of κ scale factors. The gg → H → Z Z
channel serves as reference channel for the normalization because its overall uncertainties and background
contamination are very small. It is parameterized as a function of κgZ = κg · κZ/κH , with κH being
defined in Equation 4.16. The ratios λZg = κZ/κg and λtg = κt/κg are probed by measurements of VBF
and ZH, and tt̄H production, respectively. Similarly, the decay modes H → WW , H → ττ, H → bb, and
H → γγ probe the four ratios λWZ = κW/κZ , λγZ = κγ/κZ , λτZ = κτ/κZ and λbZ = κb/κZ . Without
loss of generality, κZ and κg are assumed to have the same sign, constraining λZg and κgZ to be positive.

Figure 4.2 compares the official and the HiggsSignals-2 fit results for κgZ and the various λ
parameters. The general agreement between the HiggsSignals-2 and the official results is very good.
However, HiggsSignals tends to produce slightly larger 68 % and 95 % C. L. intervals. There are
two main reasons for these differences. Firstly, the Gaussian approximation may not be valid for the
experimental uncertainties in all regions of parameter space. Secondly, the parameterization in terms of
ratios should lead to partial cancellation of common theoretical uncertainties, which are not expected to
be entirely captured in the HiggsSignals approach. While the HiggsSignals result with the individual
signal strength input reproduces the positive sign of the best-fit value for λtg, the fit with the combined
input tends to prefer negative values. However, the ∆χ2 between the negative and the positive best-fit
value is very small, and thus there is no clear preference for one particular sign.
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Figure 4.2: Official and reproduced ATLAS and CMS combined Run-1 results for ratios of Higgs coupling scale
factors. The HiggsSignals results using the combined ATLAS and CMS data (the individual signal strength
measurements) as input are shown in blue (red). The official results are shown in black. The error bars indicate the
1σ (thick lines) and 2σ (thin lines) intervals. The gray areas indicate the parameters that are assumed to be positive.

4.5.1.3 Parameterization using Ratios of Cross-Sections and Branching Fractions

Using the narrow-width approximation, the signal strength µ fi can be decomposed into the signal strength
for the production, µi = σi/σ

SM
i , and the signal strength for the decay, µ f = BR f

/BR f
SM , where

BR f
≡ BR(H → f ) .

Choosing the gg → H → Z Z∗ channel as a reference, the product of the production cross-section σi

and the branching fraction BR f can be expressed as

σi · BR f
= σ(gg → H → Z Z) ·

(
σi

σggF

)
·

(
BR f

BRZZ

)
. (4.18)

In accordance with the ATLAS and CMS analysis [333], it is assumed that the ggF and the bbH
production signal strengths are equal, µggF = µbbH , the H → Zγ and H → γγ decay signal strengths
are equal, µZγ = µγγ, and the H → gg, H → cc, and H → bb decay signal strengths are equal,
µgg = µcc = µbb.

Figure 4.3 shows the HiggsSignals fit results to the combined ATLAS and CMS input and the
fit to individual signal strength measurements in blue and red, respectively. The fit result from the
official ATLAS and CMS combination is shown in black. While the HiggsSignals result with the
combined input agrees with the official result, notable discrepancies for various parameters are observed
when using individual measurements, most strikingly for σZH/σggF and BRbb

/BRZZ which are strongly
anti-correlated. Furthermore, the central values of σttH/σggF and σVBF/σggF are shifted towards the SM
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Figure 4.3: HiggsSignals-2 and official fit results for the σ(gg → H → Z Z) cross-section and ratios of
cross-sections and branching fractions. The HiggsSignals-2 result using the combined ATLAS and CMS data
(the individual signal strength measurements) as experimental input are shown in blue (red). The official result from
ATLAS and CMS are shown in black. The error bars indicate the 1σ (thick lines) and 2σ (thin lines) intervals. The
results are normalized to the respective SM predictions.

prediction. The reason for this might be the fact that some analyses — in particular in CMS — have been
improved for the combined result, but no updated individual measurements have been released. Figure 4.4
shows a comparison between the official ATLAS-only [354] (4.4(a)) and CMS-only [355] (4.4(b)) fit
results and the corresponding HiggsSignals-2 results when using the individual signal strengths from
ATLAS and CMS. HiggsSignals-2 reproduces the official ATLAS-only fit result very well. However,
for the CMS-only fit similar discrepancies as for Figure 4.3 are observed, namely smaller values for
σVBF/σggF , σZH/σggF , and σttH/σggF as well as a larger value for BRbb

/BRZZ .
In summary, the performed comparisons in all three model parametrizations have demonstrated excellent

agreement between the HiggsSignals implementation of the LHC Run-1 measurements both using the
individual and the combined experimental input and the official ATLAS/CMS fit results. The agreement
between the two possible HiggsSignals implementations is, on the one hand, a successful closure test
of the HiggsSignals peak-centered χ2 method, and on the other hand, motivates the choice of using
the LHC Run-1 combined experimental measurements as default input for the LHC Run-1 legacy χ2

evaluation in HiggsSignals-2. Computationally, this implementation is much faster.

4.5.2 Examples for Run 2 Analyses in HiggsSignals-2

During Run 1 of the LHC, Higgs rate measurements were mainly represented in terms of signal strengths,
µ = σ/σSM, and coupling modifiers, κi. For LHC Run 2, the experimental collaborations increasingly
presented their results in the STXS framework (see Section 4.3.4). In some analyses, both STXS
measurements and conventional signal strengths measurements in various event categories were presented,
along with the correlation matrices, which are necessary to allow a comparison of the performance of the
two experimental input formats.

In this section, the performance of HiggsSignals-2 with the provided experimental input for a
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(a) (b)

Figure 4.4: HiggsSignals-2 and official (a) ATLAS-only and (b) CMS-only fit results for the σ(gg → H → Z Z)
cross-section and ratios of cross-sections and branching fractions. The HiggsSignals-2 (the official) results are
shown in red (black). The error bars indicate the 1σ (thick lines) and 2σ (thin lines) intervals. The results are
normalized to the respective SM predictions.

selection of LHC Run-2 analyses is presented. These examples are primarily chosen to illustrate the level
of agreement of the reconstructed HiggsSignals result with official results from ATLAS and CMS, and
to highlight difficulties in the usage of the experimental results, which are often related to incomplete
information in the public documentation of the experimental analysis. With the increasing amount of
data during Run 2, the statistical uncertainty can be assumed to be Gaussian to very good approximation
in most Higgs boson search channels. However, a decreasing statistical uncertainty also entails the fact
that systematic uncertainties and their correlations among different measurements become more relevant.
Therefore, it has become common practice for ATLAS and CMS to provide a correlation matrix of the
experimental (statistical and systematic) uncertainties for the Run-2 measurements.

In the following, the performance of the two input types (signal strength modifiers and STXS
measurements) for a few selected Run-2 examples are presented, illustrating what experimental information
is needed to enable a successful application of the results to BSM models. Unless otherwise noted, a
Higgs boson mass of mH = 125.09 GeV is assumed. The chosen examples do not necessarily represent
the latest measurements implemented in HiggsSignals-2. The complete list of the ATLAS and CMS
Run-2 Higgs signal rate measurements are summarized in Tables B.1, B.2, and B.3, respectively.

4.5.2.1 Input given in Terms of Signal Strength Modifiers

The first example analyses discussed are two CMS measurements in the H → W+W− decay channel. The
first one is based on 2015 (2.3 fb−1) and early 2016 (12.9 fb−1) data [356]. The results of these early
analyses are given in terms of sub-channel signal strength modifiers, where the different channels are
tailored towards different Higgs productions modes (ggF, VBF, ZH and WH). However, in the former
analysis, no signal efficiencies that would allow a better estimate of the signal composition in the different
channels are provided.
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(a) CMS H → W+W− analysis using 15.2 fb−1 [356]. (b) CMS H → W+W− analysis using 35.9 fb−1 [357].

Figure 4.5: Comparison of the reconstructed fit results for the scale factors for fermionic (µggF) and bosonic
(µVH/VBF) production modes with the official results presented by CMS. The stars indicate the best fit points, and
the solid (dashed) contours correspond to the 68 % (95 %) C. L. regions. The HiggsSignals results are shown in
dark and the official results in light shades. The diamonds indicate the SM prediction.

Figure 4.5(a) illustrates the performance achieved by HiggsSignals with the limited information
available for this analysis. The comparison is performed in the signal strength scale factor parametrization,
with µggF and µVH/VBF rescaling the SM cross-section prediction for the fermionic and bosonic production
modes, respectively. The Higgs boson decay rates are fixed to their SM prediction. The colormap
represents the ∆χ2 profiles reconstructed by HiggsSignals and the 68 % (95 %) C. L. regions are
highlighted as black solid (dashed) lines. The corresponding official contours published by CMS are
overlaid as gray solid (dashed) lines. The fits show reasonable agreement between the reconstructed
and official intervals and the corresponding best-fit points for µggF. However, the size of the allowed
µVH/VBF intervals and the observed anti-correlation between µggF and µVH/VBF is not reproduced. The
reason for this discrepancy is the lack of public information on signal efficiencies for the sub-channel rate
measurements. The anti-correlation observed by CMS indicates that these sub-channels are composed of
signal contributions from fermionic and bosonic production modes.

Information on sub-channel signal efficiencies was made available in the CMS H → W+W− analysis
at 35.9 fb−1 [357]. Figure 4.5(b) shows the HiggsSignals performance using the sub-channel signal
strength results and the corresponding efficiencies. Excellent agreement between the reconstructed ∆χ2

and the official likelihood results is observed. This demonstrates the importance of publicly available
detailed sub-channel information on signal strengths and signal efficiencies. The analysis performed by
CMS with 35.9 fb−1 also includes first results for H → W+W− in the stage-0 STXS framework. However,
no information on the correlations between the STXS bins is provided for this analysis, which severely
limits the usefulness of the STXS results. The performance achieved using this partial STXS input (not
shown) is significantly worse than for the signal strength results.

A further update in the H → W+W− channel to 137 fb−1 [358] has since been released by CMS and is
implemented in the current HiggsSignals datasets. The results of this analysis are given in terms of n-jet
differential cross-sections in the STXS framework. Per-bin signal efficiencies and inter-bin correlations
are available as well. This analysis provides the most complete input to date, and it is expected that its
implementation in HiggsSignals is the best performing one. However, the analysis does not include any
interpretations that could be used for a performance comparison with HiggsSignals.
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(a) Without theoretical rate uncertainty correlations
in the gg → H process.

(b) With theoretical rate uncertainty correlations in
the gg → H process.

Figure 4.6: Performance tests in the (κV , κF ) parameter plane using the STXS measurements of the ATLAS
H → Z Z∗

→ 4` analysis with 139 fb−1 [359] as HiggsSignals input. Correlations of experimental uncertainties
are included in both figures, while the correlations of theoretical uncertainties on the STXS bin predictions are (a)
neglected and (b) included (see text for details). The stars indicate the best-fit points, and the solid (dashed) contours
correspond to the 68 % (95 %) C. L. regions. The HiggsSignals results are shown in dark and the official results
in light shades. The diamonds indicate the SM prediction.

4.5.2.2 Input given in Terms of Simplified Template Cross-Sections

In this section, some example applications for which the input to HiggsSignals-2 is given in the STXS
framework are discussed.

The first example is the HiggsSignals performance study for the ATLAS measurements in the
H → Z Z∗

→ 4` channel with 139 fb−11 of data [359] as STXS observables. The experimental results
are presented in 12 Reduced Stage-1.1 STXS bins along with the correlation matrix for the experimental
uncertainties (Figure 10 of Ref. [359]). The HiggsSignals ∆χ2 distribution in the (κV , κF ) parameter
plane based on this input, neglecting correlations of theoretical uncertainties on the STXS bin predictions,
is shown in Figure 4.6(a) in comparison to the official ATLAS result (shown as gray contours). The
agreement at lower values of κV and κF with the ATLAS results is very good. However, at larger values,
a small mismatch between the reproduced and official confidence region contours is observed. In these
regions, the agreement can be improved if correlations of theoretical uncertainties on the gluon fusion
STXS bin predictions are included in the χ2 calculation, as shown in Figure 4.6(b). These correlations
have been evaluated by the ggF-subgroup of the LHC HXSWG and are taken from Reference [360] ("2017
scheme"). The evaluation of similar correlations for the STXS bins of other production modes is still in
progress. As can be seen, these correlations lead to a flattening of the likelihood at large coupling scale
factors, i. e. in the regions where the corresponding cross-sections (and thus their uncertainties) are larger
than the SM prediction.

The second analysis is the CMS measurement in the H → ττ decay channel at 77 fb−1 [361]. CMS
provides cross-section measurements for nine different kinematic regions together with the expected
acceptances, the SM predictions and the correlations between the bins. Figure 4.7 shows the comparison
between the official and the reproduced ∆χ2 contours in the (µggF,bb̄H ,µVH,VBF) (Figure 4.7(a)) and
(κV ,κF ) (Figure 4.7(b)) parameter planes. Reasonable agreement is observed in the former, but a
substantial disagreement is found in the latter. This discrepancy is explained by the fact that CMS included

1This analysis is discussed in Chapter 5 and used for the interpretation studies presented in Chapter 6 and Section 7.3.
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(a) (b)

Figure 4.7: Performance test in the (a) (µggF,bb̄H ,µVH,VBF) and (b) (κV ,κF ) parameter plane using the STXS
measurements of the CMS H → ττ analysis with 77 fb−1 [361] as HiggsSignals input. The stars indicate the
best-fit points, and the solid (dashed) contours correspond to the 68 % (95 %) C. L. regions. The HiggsSignals
results are shown in dark and the official results in light shades. The diamonds indicate the SM prediction.

the contribution from H → WW to the eµ final state to remove an unconstrained direction along κV . As
the H → WW contribution is not accounted for in the presented STXS measurements, it is not possible to
properly implement it in HiggsSignals. Thus, HiggsSignals finds this open direction. However, in a
global picture where H → ττ and H → WW are simultaneously taken into account in HiggsSignals,
the flat direction is lifted. This is already the case when adding only the measurements in the eµ final
state, e. g. from a dedicated H → WW analysis.

The last example in this context is the ATLAS combination of Higgs analyses in the γγ, Z Z∗, WW∗,
τ+τ−, bb̄ and µ+µ− final states based on up to 79.8 fb−1 of Run-2 data [362]. Within the STXS framework
— under the assumption of a single particle being responsible for the observed signals — the various
measurements are combined to determine the cross-sections in various STXS bins. These bins represent a
production process in a specific kinematic regime, e. g. gluon fusion in association with one additional jet
and a Higgs boson transverse momentum of 60 GeV ≤ pH

T ≤ 120 GeV, times the branching fraction of
the Higgs boson to Z bosons, BR(H → Z Z∗

). In addition, ratios of branching ratios are determined for
the various final states, with BR(H → Z Z∗

) taken in the denominator. Here the measurements (given
in Fig. 9 of Ref. [362]) and the corresponding correlation matrix are used as experimental input for
HiggsSignals.

The performance of HiggsSignals using the ATLAS Higgs combination data is shown in Figure 4.8 in
the (κV ,κF ) (left panels) and (κg ,κγ) (right panels) parameter planes. For illustration, the top panels show
the resulting likelihood profile if correlations between both experimental and theoretical uncertainties
are neglected. A clear mismatch in size, shape, and location of the allowed regions with respect to
the official ATLAS result (shown as gray contours) is observed in this case. Once the correlations of
experimental uncertainties are included, the agreement of the reproduced and official confidence regions
strongly improves, as shown in the middle panels of Figure 4.8. Finally, the bottom panels show the
result when correlations of theoretical uncertainties in the gg → H STXS bins are also included (see
above for details). From the comparison of the middle and bottom panels in Figure 4.8, one finds that
these correlations have a small impact, giving rise to a slight improvement of the agreement between the
HiggsSignals result and the official result.

Note that combination results with a separate determination of production and (ratios of) decay rates
rely on the assumption that only one Higgs boson is responsible for the signal. Thus, these combined
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Figure 4.8: Performance test in the (κF, κV ) (left panels) and (κg ,κγ) (right panels) parameter plane using the STXS
measurements of the ATLAS Run-2 Higgs combination with 80 fb−1 as HiggsSignals input. Correlations of
experimental uncertainties are either neglected (top panels) or included (middle and bottom panels). Theoretical
rate uncertainties for the gg → H process are treated either uncorrelated (top and middle panels) or correlated
(bottom panels). The stars indicate the best-fit points and the solid (dashed) contours correspond to the 68 % (95 %)
C. L. regions. The HiggsSignals results are shown in dark and the official results in light shades. The diamonds
indicate the SM prediction.
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experimental results cannot be simply treated as peak or STXS observables in HiggsSignals, where
per default, any superposition of Higgs bosons in the model is considered as a possible explanation of
the signal. Therefore, in the officially provided observable sets, the use of individual (uncombined)
measurements as experimental input is preferred. If only one Higgs boson is present in the model (or the
other Higgs bosons have masses far away from 125 GeV, the combined measurements can still be safely
used as experimental input.

4.6 Summary

In this chapter, the latest updates of the public computer programs HiggsBounds and HiggsSignals,
which are most relevant for this thesis, and several performance tests of the statistical approach of
HiggsSignals are presented.

The experimental results used by HiggsSignals-2 are either signal strength modifiers, µ̂, as a function
of the Higgs mass in the various search channels or cross-sections, σ̂, in the STXS framework. In both
cases, the results have to be supplemented by their experimental uncertainties, ∆µ̂ and ∆σ̂, respectively.
It is shown that the achievable agreement with the official results published by ATLAS and CMS strongly
depends on the information made available by the experiments. As a first step, the ATLAS and CMS
combination of the full Run-1 data within the κ framework for different assumptions regarding the Higgs
boson’s total width are in good agreement with corresponding HiggsSignals results. When validating
Run-2 results against κ fits performed by ATLAS or CMS the best agreement is found if the sub-channel
signal strength modifiers are given together with the corresponding signal efficiencies. If signal strengths
are given in terms of the targeted production processes, the best-fit point is typically well reconstructed by
HiggsSignals-2 while the correlations are not correctly reproduced. However, further improvements
from additional information about correlations of experimental uncertainties are expected. In the case
of the stage-1 framework of STXS measurements, the information about experimental correlations is
crucial in order to reconstruct official results. If STXS measurements are not given in terms of pure signal
channels, additional information about the production processes could further improve the reconstruction,
for example, the WH and ZH composition in the leptonic VH bins.

As the STXS observables are defined for specific particle level topologies of the Higgs boson production
process, they can incorporate several production processes that depend on different Higgs couplings. For
instance, gg → H(+jets) STXS observables target the gluon fusion production mode including gg-induced
EW corrections. These are composed of virtual electroweak (EW) corrections to the gg → H form factor
as well as real EW corrections, corresponding to gg → (Z → qq̄)H . However, in HiggsBounds gluon
fusion and gg → ZH are treated as separate processes, as their dependences on the Higgs coupling
properties are different. Another example is the STXS observables of the class "EW qqH", which include
the VBF and qq → (V → qq)H (with V = W ,Z) processes, with all three treated as separate processes in
HiggsBounds. While higher STXS stages aim at separating these subprocesses, the earlier stages must be
regarded as inclusive in these processes1. For such STXS measurements, it would be beneficial to publicly
release the signal composition for the involved processes, analogous to the case of µ measurements.

For completeness, measurements should always be accompanied with a reference value for the signal
rate expected for a SM Higgs boson. In case the measurement is quoted as a normalized signal strength,
this allows the recalculation of the observed signal rate. Furthermore, BSM model predicted signal
strengths can in many cases be approximated by a simple rescaling of the SM value.

1The general claim for early STXS stage measurements is that, at the present level of precision, these processes cannot be
resolved. However, this claim relies on the assumption of SM signal strengths for all involved processes and may not be true if a
BSM model predicts a strong enhancement in one or more of these processes.
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CHAPTER 5

Higgs Boson Cross-Section Measurement in the
H → ZZ∗ → 4` Decay Channel at ATLAS

In this chapter, the Higgs boson production cross-section measurement in the H → Z Z∗
→ 4` decay

channel at ATLAS with an integrated luminosity of 139 fb−1 of pp collisions at a cms energy of
√

s = 13 TeV is outlined.
This chapter is organized as follows. The relevant signal and background processes in the H → 4`

analysis are described in Section 5.1, followed by a summary of the data and Monte Carlo samples in
Section 5.2. Section 5.3 summarizes the inclusive event selection criteria for Higgs boson candidates.
The reconstructed event categories and the particle-level production bins are described in Section 5.4.
Section 5.5 summarizes several performance studies of PFlow jets in the H → Z Z∗

→ 4` analysis.
This is followed by the discussion of the systematic uncertainties and the statistical analysis model in
Sections 5.6 and 5.7, respectively. The cross-section measurement is presented in Section 5.8.

5.1 Signal and Background Processes

The H → Z Z∗
→ 4` signal is characterized by final states with two pairs of oppositely charged light

leptons originating from the same primary vertex and mediated by an intermediate state of two Z bosons.
One of them is produced off-shell (Z∗) since the mass of the Higgs boson mH = 125.10±0.14 GeV is below
the threshold for the decay into two real Z bosons (mH < 2mZ , where mZ = 91.1876 ± 0.0021 GeV [54]
is the Z boson mass).

5.1.1 The H → ZZ∗ → 4` Signal

In the SM, about 3 % of the generated Higgs bosons decay to a pair of Z bosons. Due to its large mass, the
Z boson has access to hadronic and leptonic decay modes [363]. The H → Z Z∗

→ 4` analysis targets a
subgroup of the latter processes because of its clean signatures and outstanding signal-to-background ratio.
However, in the SM, most Z bosons decay hadronically. Since it is rather difficult to distinguish these
processes from QCD multijets, they make up a large proportion of the background. The leptonic decays
contribute only to 30.1 % to all Z boson decays. Moreover, about two-thirds of them are decays into
neutrinos, which are not directly measured and can only be partially reconstructed from missing transverse
energy in the detector. The remaining branching fraction is shared between τ+τ−, µ+µ− and e+e− with
approximately equal probabilities. However, only the light-charged leptons provide clear signatures in the
detector. In this context, the term "light leptons" refers to electrons and muons (` = e, µ). On the other
hand, tau leptons are not targeted due to their large mass (mτ = 1.777 GeV). The associated implications
are explained in Section 3.3.4. Although the muon is an unstable particle, its typical decay length exceeds
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Figure 5.1: The tree-level Feynman diagram of the Higgs boson decay into four light leptons (` = e, µ).

the size of modern detector systems by several orders of magnitude. For example, a 40 GeV muon decays
on average after 250 km. In comparison, the diameter of the largest volume detector ever constructed for
a particle collider, the ATLAS detector introduced in Section 3.2, is about 25 m. Thus, the muon can be
considered a stable particle for most practical purposes.

The H → Z Z∗
→ 4` decay channel is an experimentally very promising decay mode of the Higgs

boson with a branching ratio of 1.251 · 10−2 % [364]. In this mode, both the on-shell and off-shell Z
bosons decay into a pair of oppositely charged electrons or muons, as illustrated in Figure 5.1.

The decay lengths of the Z and the Higgs bosons are very short due to their large mass. As a result,
the four final state leptons can effectively be considered originating from the same primary vertex.
The measurement of the H → 4` process requires a high electron and muon reconstruction efficiency,
both provided by the ATLAS detector. This allows for an accurate reconstruction of the Higgs and
Z boson four-momentum. Besides, the energy deposits of light leptons originating from the Z boson
decays are typically concentrated in a small region, which allows for good discrimination against the
reducible background processes. The excellent energy resolution allows for a precise determination of the
four-lepton invariant mass, and the currently achieved mass resolution is about 1 − 2 %.

5.1.2 Background Contributions

For any particle physics analysis, there are, in general, two kinds of background. The first one is particles
that generate detector signatures that look similar to the final state of interest. These particles are called
fakes, and appropriate selection criteria can reduce them. The corresponding background is called the
reducible background. The second kind of background comprises final state particles that are identical
to the final state of the signal process. In this case, the background is called irreducible. For the
H → Z Z∗

→ 4` decay channel, the reducible background consists of four non-prompt or fake leptons in
the final state and the irreducible background of four prompt leptons.

5.1.2.1 Irreducible Background

The largest background is from non-resonant Z Z∗ production, resulting in four leptons in the final
state. The dominant contribution is from quark-antiquark annihilation, and the corresponding processes
(qq̄ → Z/γ∗ → 4`) are depicted in Figure 5.2(a) and 5.2(b). A much smaller contribution to the Z Z∗

background is from gluon-gluon fusion (gg → Z Z∗). However, since gluons do not couple directly to
heavy gauge bosons, these processes are only possible via box diagrams that include (heavy) quarks.
Figure 5.2(c) shows the corresponding Feynman diagram for the gluon-induced production process. The
smallest relevant contributions to the final state with four prompt leptons are from vector-boson scattering
(VVV) where at least one of the vector bosons is a Z boson and tt̄Z production. The corresponding
Feynman diagrams are shown in Figure 5.3.
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Figure 5.2: Feynman diagrams for non-resonant Z Z∗ production with subsequent decays into four leptons for (a)
and (b) quark-antiquark annihilation, and (c) gluon-gluon fusion.
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Figure 5.3: Feynman diagrams for the minor processes (a) VVV and (b) tt̄Z contributing to the irreducible
background.

All of the above-mentioned processes contribute to the irreducible background in the H → Z Z∗
→ 4`

decay channel. However, by exploiting the kinematic properties of the four final state leptons, it is possible
to reduce some of these background processes to a certain extent. The size of the individual background
contributions is estimated from Monte Carlo simulations summarized in Section 5.2.2.2.

5.1.2.2 Reducible Background

The dominant contribution to the reducible background originates from Z + jets events. Additional but
smaller contributions are from tt̄ and W Z production, shown in Figure 5.4. The reducible background is
significantly smaller than the non-resonant Z Z∗ background. It is characterized by the fact that at least
one of the final state particles is misidentified as a prompt lepton. These are typically jets, photons, or
leptons from hadronic decays, which can be distinguished from the signal using lepton isolation criteria.

The reducible background contributions are estimated from data using different approaches depending
on the flavor of the lepton pair that is farthest from the Z boson mass. The different final states that
are considered are `` + µµ and `` + ee, where `` is the lepton pair closest to the Z boson mass. It is
assigned to a Z boson decay and called the leading lepton pair. The `` + µµ final states mainly result
from heavy hadrons carrying charm or bottom quarks (also called heavy-flavor hadrons) that decay
semi-leptonically. The normalization of the Z + jets and tt̄ backgrounds are derived from fits to the
invariant mass of the prompt lepton pair in dedicated, independent control regions. The invariant mass
distribution is individually parameterized for each region using simulated samples. The contribution from
W Z production is negligible in this case. The fake electron candidates in the `` + ee final states are mainly
misidentified light-flavor jets, electrons from photon conversion, or electrons from semileptonic decays
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Figure 5.4: Feynman diagrams for the main processes (a) Z + jets, (b) tt̄, and (c) W Z contributing to the reducible
background.

of heavy-flavor hadrons. Z + jets, tt̄ and W Z production contribute to the reducible background in the
`` + ee final state. The size of the background contribution from heavy-flavor decays is determined from
simulation. In contrast, the light-flavor and photon conversion background components are estimated from
dedicated control data depleted in signal. This is achieved by separating the two background components
using the sPlot method [365] followed by a template fit to the number of hits from the electron candidate
in the innermost layer of the inner tracking detector in the `` + ee control region. In the final step, the
background contributions are extrapolated to the signal region using transfer factors. These are obtained
from simulated events with an on-shell Z boson decay candidate accompanied by an appropriate electron
candidate.

5.2 Event Samples

The measurements in the H → Z Z∗
→ 4` decay channel that are presented in this chapter are based on

pp collision data at a cms energy of
√

s = 13 TeV with a 25 ns bunch spacing configuration1 recorded
by the ATLAS detector during the Run-2 data taking period of the LHC. The corresponding data set
is described in Section 5.2.1. To optimize the analysis and to confront the measurement with the SM
predictions, simulated Monte Carlo samples are used. These are introduced in Section 5.2.2.

5.2.1 The ATLAS Run-2 Data Set

Between 2015 and 2018 the LHC delivered an integrated luminosity of L = 156.1 fb−1 of pp collisions at
√

s = 13 TeV. The ATLAS detector recorded 93.2 % of these collisions which amounts to 146.9 fb−1. In
2015, 3.86 fb−1 of luminosity with a peak instantaneous luminosity of 5.0 × 1033 cm−2s−1, an average
pile-up of 〈µ〉 = 13.4 and a peak pile-up of 40.5 was recorded. In 2016, the recorded integrated luminosity
was 35.6 fb−1, with a peak instantaneous luminosity of 13.7 × 1033 cm−2s−1, an average pile-up of
〈µ〉 = 25.1 and a peak pile-up of 51.1. In 2017, the recorded integrated luminosity was 46.9 fb−1, with
a peak instantaneous luminosity of 20.9 × 1033 cm−2s−1, an average pile-up of 〈µ〉 = 37.8 and a peak
pile-up of 80. In 2018, the recorded integrated luminosity was 62.2 fb−1, with a peak instantaneous
luminosity of 21.4 × 1033 cm−2s−1, an average pile-up of 〈µ〉 = 36.1, and a peak pile-up of 90. The
data taking efficiency improved over the years from 92.0 % in 2015 to 95.7 % in 2018. The pile-up
distributions for the recorded datasets are shown in Fig. 3.2(b).

However, not all recorded events fulfill the quality requirements imposed by the experiment. Events
recorded during periods when relevant detector components were not operating properly are rejected.

1This excludes the 0.13 fb−1 of data collected in 2015 using the 50 ns bunch spacing configuration.
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5.2 Event Samples

Table 5.1: The integrated luminosity of pp collision data at
√

s = 13 TeV for each year of the Run-2 data taking
period as delivered by the LHC, recorded by the ATLAS detector, and analyzed by the experiment. The average
number of interactions per bunch crossing (pile-up) is shown as well.

Integrated Data taking period

luminosity [fb−1] 2015 2016 2017 2018

Delivered 4.2 38.5 50.2 63.3
Recorded 3.9 35.6 46.9 60.0
Analyzed 3.2 32.9 43.7 59.2

Average pile-up < µ > 13.4 25.1 37.8 36.1

Thus, the data that is actually analyzed is smaller than the recorded one. The integrated luminosity of the
analyzed data is 139.0 fb−1. The detailed breakdown of the delivered, recorded, and analyzed luminosities
for the different data-taking periods of Run 2 of the LHC program is summarized in Table 5.1.

5.2.2 Monte Carlo Event Simulation

In particle physics, high-energy hadron collisions are typically modeled by first simulating the hard
scattering of partons (quarks or gluons) with a Monte Carlo event generator. To simulate the hadronization
of the final state as well as initial and final state radiation, appropriately tuned parton-shower programs
are used in conjunction with the event generator. In the second step, the generated events are fed through
a detector simulation framework to simulate the response of the various detector components and triggers.
In ATLAS, this task is performed with the GEANT4 simulation toolkit [366, 367]. A real-world hadron
collider undergoes multiple proton-proton interactions per bunch crossing. Minimum bias events of the
simulated signal events are superimposed, and the resulting pile-up distribution is reweighted to match
the observed distribution in data. The event generators used to simulate the relevant SM processes in the
H → Z Z∗

→ 4` analysis are discussed in the following.

5.2.2.1 The Higgs Boson Signal Model

The Higgs boson production modes gluon-gluon fusion (ggF), vector-boson fusion (VBF), associated
production with a vector boson (VH) and with a top quark pair (ttH) are simulated with the Powheg-Box
v2 Monte Carlo event generator [368–370]. The parton distribution functions (PDF) for all production
modes, except ggF, are modeled with the PDF4LHC next-to-leading-order (NLO) PDF set. In the case of
ggF, the more precise PDF4LHC next-to-next-to-leading-order (NNLO) set is used [371].

For the simulation of the Higgs boson production via ggF with additional jets in the final state,
the Powheg method for merging the NLO Higgs boson cross-section with the parton shower and the
multi-scale improved NLO (MiNLO) method [372–375] is used to achieve NLO accuracy for the inclusive
cross-section. To achieve NNLO accuracy in the strong coupling constant (αs) a reweighting procedure
(NNLOPS) [376, 377] is applied using the HNNLO program [378, 379].

For the VBF, qq̄ → VH and tt̄H production processes the matrix elements are calculated up to NLO in
QCD. In the case of VH production, the MiNLO method is applied to merge events with zero and one
jets [372, 374, 380–383]. For the gg → ZH production process, the matrix elements are calculated at LO
in QCD with the PDF4LHC set.

The Higgs boson associated production with a bottom quark pair (bbH) is simulated with the
Madgraph5_aMC@NLO v2.3.3 program [330, 331] using the CT10 NLO PDF set [384]. The Higgs
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Table 5.2: The predicted SM Higgs boson production cross-sections and systematic uncertainties of ggF, VBF, WH,
ZH, ttH, bbH and tH production in pp collisions for a Higgs mass of 125 GeV at

√
s = 13 TeV [73, 229, 328, 329,

387–426]. The theoretical systematic uncertainties are calculated by adding in quadrature the uncertainties due to
the QCD scale and PDF+αs .

Production process cross-section σ [pb] accuracy in QCD

ggF (gg → H) 48.6 ± 2.4 NNLO in yH [427],
pH
T consistent with HqT

(NNLO+NNLL) [378, 379]
VBF (qq → H) 3.78 ± 0.08 NLO

WH (qq → WH) 1.373 ± 0.028 NLO
ZH (gg/qq → ZH) 0.88 ± 0.04 NLO
ttH (gg/qq → tt̄H) 0.51 ± 0.05 NLO

bbH (gg/qq → bb̄H) 0.49 ± 0.12 NLO
tH (gg/qq → tH) 0.09 ± 0.01 NLO

Decay process branching ratio BR
[
·10−4

]
H → Z Z∗ 262 ± 6 NLO

H → Z Z∗
→ 4` 1.240 ± 0.027 NLO

production in association with a single top quark (tH) is taken into account. These processes are called
tH + X to account for the fact that they are accompanied by either a b-jet (X = jb) or a W boson (X = W).
Both are simulated with Madgraph5_aMC@NLO v2.6.0 using the NNPDF3.0nlo PDF set [73].

The Higgs boson decays into four lepton final states are simulated with the PYTHIA8 [332] generator
for all production mechanisms. PYTHIA8 is also used to generate the model for the parton shower,
the hadronization, and the underlying event. For the ttH, bbH, and tH production processes, the
AZNLO [385] tuned parameter set is used. In contrast, the A14 [386] set is used for the ggF, VBF, and
VH production processes.

For the simulation of the Higgs boson signal samples, a Higgs boson mass of mH = 125 GeV is
assumed. The production cross-sections, the decay branching ratios, and the corresponding uncertainties
are taken from References [73, 229, 336, 387–392]. The Higgs boson’s branching ratio to the four-lepton
final states is calculated with PROPHECY4F [393, 394], which incorporates NLO EW corrections and
interference effects between identical final-state fermions. Table 5.2 summarizes the SM predictions for
the Higgs boson production cross-sections and the branching ratio of the H → Z Z∗

→ 4` decay.

5.2.2.2 The Background Model

This section describes the programs and methods used to simulate the relevant processes contributing to
the H → Z Z∗

→ 4` background. The corresponding Feynman diagrams are given in Section 5.1.2. For
the simulation of the different contributions to the Z Z∗ continuum background SHERPA 2.2.2 [428–431]
is used. In all cases, the NNPDF3.0nnlo PDF set [73] is used in conjunction with a dedicated set of tuned
parton-shower parameters. The matrix elements for the qq̄ → Z Z (∗) (gg → Z Z (∗) and VVV) processes are
accurate to NLO (LO) in αs for zero- and one-jet final states. Final states with two or three jets are modeled
in LO QCD. The contribution from quark-antiquark annihilation is further refined by NLO EW corrections
that are applied as a function of the invariant mass mZZ∗ of the Z Z∗ system [432, 433]. For the calculation
of higher-order QCD corrections to the gg → Z Z (∗) process, the interference with the gg → H∗

→ Z Z
processes [434, 435] are taken into account, and the heavy top-quark approximation [436] is used, i. e.
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the masses of light quarks in the loops are set to zero [437–439]. To account for higher-order effects, the
LO cross-section is scaled by k = 1.7 ± 1.0. The jet merging is performed using the SHERPA parton
shower [440] applying the ME+PS@NLO [441] prescription for quark-antiquark and gluon-induced
productions. In case of vector-boson scattering, ME+PS@LO is used.

The background contribution from events containing Z bosons and jets (Z + jets) is simulated
with SHERPA v2.2.1 at NLO (LO) for up to two (three and four) partons using COMIX [429] and
OPENLOOPS [430]. The merging is performed with the SHERPA parton shower using the ME+PS@NLO
prescription. For the simulation, the NNPDF3.0nnlo PDF set is used alongside a dedicated set of tuned
parton-shower parameters.

The W Z background [442] is modeled using Powheg-Box v2 with the CT10 NLO PDF set and
interfaced to PYTHIA 8 for the parton shower and hadronization using the AZNLO parameter set. For
the simulation of B-hadron decays, EVTGEN v1.2.0 is used.

The modelling of the tt̄ background is performed with Powheg-Box v2 using the the NNPDF3.0nlo
PDF set interfaced to PYTHIA 8 using the A14 set of tuned parameters. Decays of heavy-flavor hadrons
are simulated with EVTGEN v1.2.0.

For the simulation of tt̄Z and tX X events Madgraph5_aMC@NLO is used with the NNPDF3.0nlo
PDF set and interfaced to PYTHIA 8 using the A14 set of tuned parameters. The latter processes refer to
tW Z , ttWW , ttW Z , ttZγ, ttZ Z , ttt, tttt and tZ backgrounds.

5.3 Event Selection

The selection and categorization of Higgs boson candidates rely on the correct reconstruction and
identification of the final state leptons and jets. This section summarizes the event selection criteria in the
H → Z Z∗

→ 4` decay channel starting from the data taking quality requirements to the trigger selection,
the particle reconstruction, and finally to the Higgs boson candidate selection criteria. A summary of the
event selection criteria is given in Table C.1.

Data Quality Requirements

As explained in Section 5.2.1, not all recorded data meets the quality requirements of the ATLAS
experiment. For example, events are rejected if a relevant detector component was not properly operating
during the time of recording. The minimum requirement for events to be recorded is that the inner detector
system finds at least one collision vertex with two or more associated tracks. The transverse momentum
pT of each track is required to be larger than 500 MeV. If more than one collision vertex is found, the
primary vertex is defined as the vertex with the largest sum of squared track transverse momenta,

∑
p2
T .

H → ZZ∗ → 4` Trigger Selection

In the H → Z Z∗
→ 4` analysis, events are selected by a combination of single-lepton, dilepton, and

trilepton triggers with different pT -tresholds. During the Run-2 data-taking period, the thresholds of the
single-electron and single-muon triggers have been slightly increased due to an increased peak luminosity.
The former was raised from 24 to 26 GeV and the latter from 20 to 26 GeV. The trigger efficiency for the
Higgs boson candidates passing the final selection is about 98 %.

Final State Particle Selection

Electrons and muons selected by the lowest threshold single-lepton triggers must satisfy a strict
identification and isolation requirement. Both the high-threshold and the lepton triggers have looser
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selection criteria. Electrons are required to have a transverse energy of ET > 7 GeV, a pseudorapidity of
|η | < 2.47 and a longitudinal impact parameter of |z0 · sin θ | < 0.5 mm. Their energy is calibrated as
described in Reference [443]. Muons are selected if they have a transverse momentum of at least 5 GeV
and an inner detector coverage of |η | < 2.47. In addition, their impact parameters are required to be
|z0 · sin θ | < 0.5 mm and |d0 | < 1 mm. This assures that the backgrounds from hadronized bottom quarks
and cosmic muons are sufficiently suppressed. If muons are tagged by the calorimeter system, their pT
threshold is raised to 15 GeV to compensate for the lower purity. The muon momentum is calibrated
according to Reference [304].

In contrast to previous analyses in this decay channel, jets are reconstructed using the PFlow al-
gorithm [317] from noise-suppressed EMTopo clusters in the calorimeter [297] using the anti-kT
algorithm [308, 444] with a radius parameter R = 0.4. In earlier analyses, jets were directly reconstructed
from EMTopo clusters [445, 446]. In this case, jets from other pp collisions with |η | < 2.5 were
suppressed by applying a cut on the jet-vertex-tagger (JVT) multivariate discriminant [310, 311]. Jets
with pT < 60 GeV, η < 2.4 and JVT < 0.59 have been rejected resulting in a selection efficiency of 92 %.
However, for PFlow jets, no appropriate JVT cut has been available when the analysis was finalized. To
circumvent this problem, an additional cut on forward jets has been developed, as explained in Section 5.5.

The PFlow algorithm subtracts and replaces the energy of charged particles measured in the calorimeter
with the corresponding track measurement. For jets with 30 / pT / 100 GeV, the transverse momentum
resolution for PFlow jets is about 10 % better than the resolution of EMTopo jets. All jets are required to
have pT > 30 GeV and |η | < 4.5. For b-tagged jets, the MV2c10b-tagging algorithm is used [312, 447],
and a pseudo-continuous b-tagging weight [448] is assigned to each jet. This weight combines the 60 %,
70 %, 77 %, and 85 % efficiency working points.

If lepton (electron or muon) or jet candidates overlap and share the same detector information, the
ambiguities are resolved with an appropriate overlap removal. Reconstructed jets that are geometrically
overlapping in a ∆R-cone of size 0.1 (0.2) with a muon (an electron) are removed. If a reconstructed
electron and a muon share the same ID track information, the electron is usually rejected. However, if the
muon is obtained from the calorimeter-tagged reconstruction, the muon is removed, and the electron is
kept in the event. In case that two electrons are overlapping, the electron with lower ET is removed.

Lepton Quadruplet Selection

Higgs boson candidates are based on lepton quadruplets with two same-flavor and opposite-charge lepton
pairs in the final state. All leptons in the quadruplet are required to originate from a common vertex, and
the three leptons with the highest transverse momentum are required to have pT > 20 GeV, pT > 15 GeV
and pT > 10 GeV, respectively. Background contributions from non-prompt muons are reduced by only
allowing one calorimeter-tagged or stand-alone muon per quadruplet. Each quadruplet contains a leading
and a subleading lepton pair. The leading lepton pair is the one with the invariant mass m12 that is closest
to the Z boson mass, while the subleading lepton pair corresponds to the off-shell Z boson with invariant
mass m34. Quadruplets are classified based on their lepton flavor into 4µ, 2e2µ, 2µ2e and 4e. In this
notation, the first two leptons correspond to the leading and the latter two leptons to the subleading leptons
pair.

All lepton quadruplets are required to pass the following selection cuts. The leading pair is required
to satisfy 50 GeV < m12 < 106 GeV. The subleading pair is required to have mmin < m34 < 115 GeV.
To suppress the contributions from processes with leptonically decaying mesons or virtual photons, the
threshold mmin is linearly increased from 12 GeV for m4` < 140 GeV to 50 GeV for 140 GeV ≤ m4` <

190 GeV. For even higher m4` the treshold stays at 50 GeV. Leptons from J/ψ decays are reduced by
requiring that for the 4e and 4µ final states the opposite-charge dilepton mass is m`` > 5 GeV. Lepton
quadruplets with an angular separation ∆(`, `′) < 0.1 between the leptons `, `′ = 1, 2, 3, 4 are rejected.
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5.4 Event Categorization

While leptons from Higgs boson decays are effectively originating from the primary vertex (due
to the short lifetime of the Higgs boson), leptons from heavy-flavor hadron decays typically originate
from the secondary vertex. Using this distinctive feature, the heavy-flavor background is suppressed
by requiring that the transverse impact parameter significance satisfies |d0/σ(d0)| < 3 (5) for muons
(electrons). Non-prompt leptons from Z + jets and tt̄ processes are further suppressed with track-based and
calorimeter-based isolation criteria [296, 304]. The track isolation is defined as the sum of the transverse
momenta piT of all tracks i, that originate from the primary vertex or that have |z0 · sin θ | < 3 mm and
lie within a ∆R-cone of 0.3 around the lepton, divided by the pT of the lepton (pL

T ), Itrack = 1/pL
T

∑
i piT , .

For leptons with pT > 33 GeV the cone size is linearly reduced with pT until ∆R = 0.2 at 50 GeV. The
calorimeter isolation Icalo is based on the positive-energy topological clusters that are not associated
with leptonic tracks in a ∆R-cone of 0.2 around electrons and muons. Leptons are required to have a
combined track and calorimeter isolation of Itrack + 0.4 · Icalo < 0.16. Compared to previous analyses, the
signal efficiency is increased by about 5 % to a total efficiency of more than 80 % while keeping the same
background rejection.

Higgs Boson Candidate Selection

If an event contains more than one lepton quadruplet with the same final state particles, all satisfying
the selection criteria discussed above, the Higgs boson candidate is chosen to be the priority quadruplet.
It is defined as the quadruplet with m12 closest to the Z boson mass. In case that different final state
quadruplets are selected, the Higgs boson candidate is chosen from the final state with the highest selection
efficiency. They are ordered as follows 4µ, 2e2µ, 2µ2e, 4e.

Higgs bosons produced via VH and ttH production are special because they may contain additional
leptons in the final state that do not belong to the lepton quadruplet. In this case, the quadruplet selection
is improved by a matrix-element based pairing method for all events with at least one additional final state
lepton with pT > 12 GeV1. For each possible combination of four final state leptons, the matrix element
of the Higgs boson decay is computed at LO with Madgraph5_aMC@NLO and the quadruplet with the
largest matrix element is chosen to be the Higgs boson candidate.

The four-lepton invariant mass (m4`) reconstruction is optimized by taking into account energy losses
due to final-state radiation (FSR) in Z boson decays. Collinear FSR candidates with ∆R < 0.15 around
the nearest lepton in the quadruplet are only considered if the leading lepton pairs consist of muons, while
non-collinear candidates are considered for the leading and subleading lepton pairs regardless of the lepton
type. The Higgs boson signal region is defined for a mass window of 115 GeV < m4` < 130 GeV. The
sideband region 130 GeV < m4` < 160 GeV is used to estimate the leading order backgrounds discussed
in Section 5.1.2.

5.4 Event Categorization

The selected Higgs boson candidates in the signal region are classified into reconstructed event categories
shown in the middle-right panel in Figure 5.5. These categories are optimized to accumulate Higgs
bosons generated in a specific production mode. The relevant schemes for the binning of the Higgs
boson production modes in this thesis are the Stage 0 (left panel) and the Reduced Stage 1.1 (middle-left
panel) simplified template cross-sections (STXS). While the former only distinguishes between the
main Higgs boson production modes ggF, VBF, VH and ttH, the latter introduces a finer binning based
on different kinematic properties and the number of jets in the final state. The categorization of the
reconstructed physical objects (middle-right panel) is based on the binning of template cross-sections.

1The additional lepton has to fulfill the previously mentioned lepton selection criteria.
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Figure 5.5: The exclusive production bins at particle level for the Stage 0 (left panel) and the Reduced Stage 1.1
(middle-left panels) simplified template cross-section scheme. The reconstructed event categories for the signal and
sidebands regions are displayed in the middle-right and the right panel, respectively. Taken from Reference [359].

However, since the distinction between different production processes is not perfect, there is a large
overlap between different signal and background processes in each reconstructed event category. The
different reconstructed event categories are discussed in the following.

Events that are classified as enriched in ttH are classified first. The top quark predominantly decays
into a W boson and a bottom quark. Thus, at least one b-tagged jet is required in the final state. If the W
boson decays fully hadronically, the event will be collected in the ttH-Had-enriched category. However,
if at least one W boson decays leptonically, the event will be added to the ttH-Lep-enriched category.
The VH-Lep-enriched category is defined by events that feature one additional lepton in the final state.
The hadronic VH categories accumulate events that are characteristic of VBF and VH-Had associated
production. Events with two or more reconstructed jets are divided based on the dijet invariant mass mj j .
If mj j > 120 GeV and p4`

T > 200 GeV they will be classified as BSM-like (2 j-BSM-like). Otherwise, they
are collected in the 2 j bin. On the other hand, if events do not contain any jets or just one jet, they are
expected to be mostly ggF. In both cases, the events are divided based on the four-lepton invariant mass.
The 1-jet events are collected in 1 j-p4`

T -Low if p4`
T > 60 GeV, 1 j-p4`

T -Medium if 60 < p4`
T < 120 GeV,

1 j-p4`
T -High if 120 < p4`

T < 200 GeV, and 1 j-p4`
T -BSM if p4`

T > 200 GeV. The 0-jet events are collected
in 0 j-p4`

T -Low if p4`
T < 10 GeV, and 0 j-p4`

T -Medium if p4`
T > 60 GeV.

The side-band categories comprise the mass windows of 105 GeV < m4` < 115 GeV and 130 GeV <

m4` < 350 GeV and they are used to estimate the background contributions. Events in the former mass
window are split according to the number of jets into SB-0 j, SB-1 j, and SB-2 j. Sideband events with
two or more final state jets, including at least one tagged as a b-jet with 60 % and Emiss

T > 100 GeV are
assigned to the SB-tX X-enriched category. For the remaining events, the upper limit of the upper mass
window is reduced to 160 GeV. If a remaining sideband event contains an additional lepton, it is collected
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Figure 5.6: The SM expected signal composition of each reconstructed event category given in terms of the Reduced
Stage-1.1 particle level production bins. The contributions from bb̄H production is included in the ggF production
bins. Taken from Reference [359].

in the SB-VH-Lep-enriched category.
The expected SM signal composition is shown in Figure 5.6 for each reconstructed event category.

While some categories are very pure in their production process, like 0j-pH
T -Low or ttH-Lep-enriched,

others are highly contaminated.
To improve the discrimination between different Higgs boson production modes and background

processes, neural network (NN) discriminants are employed. They are trained on simulated SM Higgs
boson signal and background samples in each reconstructed event category using several discriminating
input variables. Details about the training can be found in Reference [359]. The NN discriminants
improve the measurement sensitivity by up to 20 % compared to previous approaches that have been
based on boosted decision trees.

5.5 Performance Studies for PFlow Jets

This section summarizes the comparison studies between the PFlow and the EMTopo jet collections in the
H → Z Z∗

→ 4` decay channel at ATLAS. The comparisons are performed for a variety of differential
variables using response matrix unfolding and the extended 105 − 160 GeV mass window with floating
Z Z normalization.

Figure 5.7(a) shows the ratio of response matrices for the number of correctly reconstructed jets (Njets)
derived from simulated datasets with EMTopo jets divided by the corresponding response matrices derived
with PFlow jets. While the number of correctly reconstructed events without final state jets is slightly
larger for the EMTopo jet collection, the PFlow algorithm performs better for events that contain jets in the
final state, i. e. if Njets ≥ 1. The Asimov data and the corresponding fit result for the PFlow jet collection,
binned in different Njets categories, is shown in Figure 5.7(b). Since the fit results for the EMTopo jet
collection (not shown) cannot be distinguished from the PFlow result by eye, the simulated (injected)
cross-sections, σinj, as well as the fit results for both jet collections (excluding reducible background),
are compared in Table 5.3. The fit results are very similar and the best-fit values reproduce the injected
cross-section in both cases. However, the statistical error is slightly worse in the Njets ≥ 3 bin, with the
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(a) (b)

Figure 5.7: (a) The Njets ratio of response matrices for EMTopo jets derived using simulated datasets divided by the
corresponding matrices for PFlow jets and (b) the Asimov results for the Njets distribution for the PFlow dataset.
The corresponding result for the EMTopo dataset is very similar (see text), and thus not shown.

Table 5.3: Comparison of Asimov results for Njets using response matrix unfolding for MC datasets using EMTopo
and PFlow jets. Only statistical errors are considered.

POI σinj
EMTopo PFlow

σfit [fb] rel. error σfit [fb] rel. error

σ(Njets = 0) 1.86 1.86+0.269
−0.256

+14.5%
−13.8% 1.86+0.269

−0.255
+14.5%
−13.8%

σ(Njets = 1) 0.951 0.951+0.226
−0.212

+23.7%
−22.3% 0.951+0.225

−0.211
+23.6%
−22.2%

σ(Njets = 2) 0.431 0.431+0.160
−0.145

+37.1%
−56.1% 0.431+0.159

−0.145
+36.9%
−33.6%

σ(Njets ≥ 3) 0.173 0.173+0.097
−0.083

+56.1%
−47.8% 0.173+0.098

−0.085
+56.8%
−49.0%
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Table 5.4: Proportion of hard scatter (HS), pile-up (PU), and out-of-time (NA) jets.

All Jets Forward jets (pT < 60 GeV) All forward jets

Mode ggH VBF ggH VBF ggH VBF

% HS 85.97 93.81 56.91 53.35 64.48 89.98
% PU 11.24 4.97 37.93 41.04 31.27 31.27
% NA 2.79 1.22 5.15 5.60 4.25 1.47

move to PFlow. This is related to the lack of the forward JVT cut, which at the time was not available for
PFlow jets.

The same comparison is also performed for the number of b-jets, the jet transverse momentum, and
various dijet variables, yielding similar results. The corresponding plots are shown in Figures C.1 and C.2,
while the injected and fitted binned cross-sections are summarized in Table C.2. The largest differences
between the jet collections are observed for the number of reconstructed jets and the jet transverse
momentum. In general, the diagonal efficiency of response matrices for PFlow jets is slightly better than
for EMTopo jets. The PFlow-based reconstruction excels in particular in the central detector region,
where |η | < 2.5. The corresponding improvements are about 2 − 3 % as shown in Figure C.3 for the
ggH + bbH, VBF, and VH production modes.

In contrast to the jet variables, the performance for the Higgs boson-related variables are almost
identical between the two jet collections (see Figure C.5). This is expected since they are not derived using
jets. The small differences seen are attributed to changes in the overlap removal between leptons and jets.

For the differential cross-section measurements, the jet variables suffer from large bin migrations. For
instance, the off-diagonal elements of the Njets migration matrix are as high as 20%. Jet multiplicity is
difficult to model due to the presence of pileup jets. In high pileup environments, a buildup of jets at high
pseudorapidity is seen, and the jet multiplicity increases. A JVT was introduced in earlier analyses with
EMTopo jets, which mitigated these effects to some extend. However, by introducing further cuts in the
forward region, it may be possible to see further improvements. Two additional cuts beyond JVT are
investigated:

1. Forward transverse momentum cut (fpT): An additional cut on the pT of forward region jets, where
for all jets at |η | > 2.5, the pT cut is increased to pT j > 60 GeV.

2. Removal of entire forward region (fη): all jets with |ηj | > 2.5 are not considered.

The standard jet selection, including the JVT cut, is considered the nominal case for this study.
Figure C.7 shows the pT distribution of truth-matched jets which pass or fail the JVT cut. Even with the
JVT cut applied, some pileup jets remain.

The |ηj | and Njets distributions for ggH and VBF MC samples for the three scenarios are shown in
Figure C.8. The impact at high η for each of the cuts can be clearly seen. The |ηj | < 2.5 cut results in
the lowest jet multiplicity for the Njets distribution. The proportion of hard scatter vs. pileup jets for the
various cuts is summarized in Table 5.4. Forward jets with pT < 60 GeV have the highest proportion of
pileup jets, suggesting that an additional pT cut on forwarding jets could be beneficial.

To test the three scenarios (nominal, fpT, and fη), unfolding of the ggH sample is performed using both
the response matrix calculated using the corresponding ggH sample itself and using the VBF response
matrix. If model dependence has been minimized, both response matrices (which should reflect the
detector itself) should give similar results. Figure 5.8 shows the differences between the ggH sample
unfolded with the ggH response matrix and the ggH sample unfolded with the VBF response matrix.
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Figure 5.8: Differences in the unfolding of the ggH sample using the response matrix derived from the ggH sample
itself versus the response matrix unfolded from the VBF sample.

As can be seen, an additional forward pT cut on the jets does not show significant improvement, while
removing all forward jets minimizes the differences to under 15 %. However, when comparing the
response matrices themselves, the fpT cut does improve bin migrations.

Since removing all forward jets would result in the loss of the VBF signal, the fpT cut is chosen.
Figure C.9 summarizes the migration matrices of the various jet variables in the restricted jet phase space
(i. e. with the fpT cut applied) compared to the nominal jet selection.

The impact on the expected statistic-only uncertainty on the Stage 0 and Reduced Stage 1.1 parameters
of interest (POI) when changing the EMTopo to the PFlow jet collections is very small, as shown in
Figure C.6. The largest differences are found in the VH-Had and sideband bins with relative differences
of about 2 − 5 %. In most other bins, the differences are below 1 %.

5.6 Systematic Uncertainties

Systematic uncertainties result from limited knowledge about the theoretical modeling of the physical
processes and the experimental setup. The former group includes uncertainties from the choice of
the renormalization and factorization scales (QCD scale), the PDF, the parton showering, and the
migration between different particle-level bins. The latter group consists of uncertainties from the particle
reconstruction, identification and isolation, the energy scale and resolution, the total integrated luminosity,
and the methods to derive data-driven background estimates. The individual uncertainties are summarized
in Table 5.5 and shortly explained in the following sections.

5.6.1 Experimental Uncertainties

The uncertainty in the integrated luminosity affects the normalization of simulated signal and background
events resulting in uncertainties of the measured cross-sections. For the combined 2015-2018 data, the
corresponding cross-section uncertainty is 1.7 % [271]. The uncertainty of the pile-up modeling ranges
from 1 % to 2 % [449]. The muons (electron) reconstruction and identification uncertainties are 1 %
(1 % - 2 %) and the uncertainties on the lepton momentum scale and resolution are below 1 %.
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Table 5.5: The impact of the dominant (left) experimental and (right) theoretical systematic uncertainties on the
cross-section measurement in the (upper half) Stage 0 and (lower half) Reduced Stage 1.1 particle level production
bins. The uncertainties from similar sources are grouped together and they are rounded to the nearest 0.5 % (except
for the luminosity uncertainty).

Experimental uncertainties [%] Theory uncertainties [%]

Measurement lumi. e, µ, jets, reducible background signal

pile-up flav. tag background Z Z∗ tX X PDF QCD Shower

Stage 0 production cross-sections

ggF 1.7 2.5 1 ≤ 0.5 1.5 ≤ 0.5 0.5 1 2
VBF 1.7 2 4 ≤ 0.5 1.5 ≤ 0.5 1 5 7
VH 1.9 2 4 1 6 ≤ 0.5 2 13.5 7.5
ttH 1.7 2 6 ≤ 0.5 1 0.5 0.5 12.5 4

Reduced Stage 1.1 production cross-sections

gg2H-0 j-pH
T -Low 1.7 3 1.5 0.5 6.5 ≤ 0.5 ≤ 0.5 1 1.5

gg2H-0 j-pH
T -High 1.7 3 5 ≤ 0.5 3 ≤ 0.5 ≤ 0.5 0.5 5.5

gg2H-1 j-pH
T -Low 1.7 2.5 12 0.5 7 ≤ 0.5 ≤ 0.5 1 6

gg2H-1 j-pH
T -Med 1.7 3 7.5 ≤ 0.5 1 ≤ 0.5 ≤ 0.5 1.5 5.5

gg2H-1 j-pH
T -High 1.7 3 11 0.5 2 ≤ 0.5 ≤ 0.5 2 7.5

gg2H-2 j 1.7 2.5 16.5 1 12.5 0.5 ≤ 0.5 2.5 10.5
gg2H-pH

T -High 1.7 1.5 3 0.5 3.5 ≤ 0.5 ≤ 0.5 2 3.5
qq2Hqq-VH 1.8 4 17 1 4 1 0.5 5.5 8
qq2Hqq-VBF 1.7 2 3.5 ≤ 0.5 5 ≤ 0.5 ≤ 0.5 6 10.5
qq2Hqq-BSM 1.7 2 4 ≤ 0.5 2.5 ≤ 0.5 ≤ 0.5 3 8

VH-Lep 1.8 2.5 2 1 2 0.5 ≤ 0.5 1.5 3
ttH 1.7 2.5 5 0.5 1 0.5 ≤ 0.5 11 3

The uncertainties in the jet energy scale and resolution are relevant for the predicted event yields in
the VH, VBF, and ttH production modes (about 3 % - 5 %), and the Reduced Stage-1.1 cross-section
measurements (about 5 % - 20 %). The expected impact of the uncertainty in the calibration of the
b-tagging algorithm is about 1 %.

The data-driven measurements of the reducible background are affected by the following uncertainties.
The first one is the uncertainty from the extrapolation of the statistical fit in the control region to the
inclusive background estimate. The second one is the systematic uncertainty from the transfer factor
extrapolation from the control to the signal region. Both are about 3 %. The third and largest one is
uncorrelated uncertainties from the fraction of the reducible background in the various event categories.
They vary between 8 % and 70 %.

5.6.2 Theoretical Uncertainties

The impact of the theoretical uncertainties depends on the kind of measurement that is performed. For
example, signal strength measurements (µ = σ/σSM) are more theory dependent than direct cross-section
measurements (σ). In case of the former, the uncertainties affect both the acceptance and the SM
prediction for the cross-section (σSM), while in the case of the latter, only the effects on the acceptance
are relevant.

One of the largest theoretical uncertainty results from missing higher-order QCD terms in the
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prediction of the ggF process in the different Njets categories. The ggF production processes provide
large contributions to the reconstructed event categories that contain at least one reconstructed jet (see
Figure 5.6). The uncertainty from the choice of the factorization and renormalization scales, µF and
µR, and the migrations between different jet multiplicities are taken into account [450–452]. QCD scale
variations on pH

T and higher-order corrections originating from the assumption of infinite top quark mass
in the loops are considered. The former is derived from a ggF Powheg sample generated with NNLOPS,
and the latter is taken into account by comparing the predictions with finite-mass calculations. Additional
uncertainty is assigned to the acceptance of the ggF process in the VBF and VH-Had-enriched categories,
accounting for missing higher-order predictions in QCD.

For the VBF, VH and ttH production modes, the uncertainties from missing higher-order predictions
in QCD are evaluated by varying µF and µR by a factor of two compared to the nominal choice. The
configuration with the largest impact is chosen to define the corresponding uncertainty. The QCD scale
uncertainty in VBF is about 5 %, in VH it is 13.5 % and in ttH 12.5 %.

The calculated properties of pp collisions like kinematic distributions and production cross-sections
depend on the choice of the PDF set. The impact of the PDF uncertainty is estimated by eigenvector
variations of the PDF4LHC_NLO_30 PDF set following the recommendations given in Reference [371].
The PDF4LHC_NLO_30 PDF set contains 30 eigenvector variations, and the corresponding uncertainties
of each variation are propagated as a separate source of uncertainty in the model. Since this procedure is
used for all Higgs boson production processes, the correlations between the various production modes
can be taken into account. The PDF uncertainty in the Stage 0 production bins ggF and ttH are 0.5 %, in
VBF 1 % and in VH 2 %.

The impact of parton shower uncertainties is estimated with AZNLO eigenvector variations using the
automated shower variations in PYTHIA 8 and HERWIG 7 [453] for all signal processes. Correlations
between the AZNLO tune variations for the different production bins are considered. The parton shower
uncertainties in the ggF, VBF, VH and ttH productions modes are 2 %, 7 %, 7.5 % and 4 %, respectively.

5.7 Statistical Treatment

The product σ · BR(H → Z Z∗
→ 4`) is measured for the Stage 0 and the Reduced Stage 1.1 schemes of

the STXS framework. This is done by performing a binned maximum-likelihood fit to the discriminating
observables using the likelihood function L(σ, θ). This function depends on the various particle-level
production cross-sections σ = {σ1, σ2, ..., σN }, which are treated as independent variables and the
set of nuisance parameters θ that accounts for the systematic uncertainties. L(σ, θ) is formed from
Poisson distributions P(Ni, j |Si, j(σ, θ) + Bi, j(σ, θ)) of the number of observed events Ni, j in each bin i
of the discriminant observable in a specific reconstructed signal or sideband event category j given the
expectations for each signal Si, j(σ, θ) = L · σ · BR ·Ai, j(θ) and background process Bi, j(θ). The signal
acceptance A

p
i, j = ap

· ε
p
i, j is defined as the product of the acceptance ap in the fiducial region of the

particle-level production bin p and the reconstruction efficiency ε pi, j of the particle-level events.
The likelihood function is given by

L(σ, θ) =

Ncategories∏
j

Nbins∏
i

P
(
Ni, j |L · σ · BR ·Ai, j(θ) + Bi, j(θ)

)
×

Nnuisance∏
m

Cm(θ) , (5.1)

where Cm(θ) represents the constraints on the nuisance parameters corresponding to the systematic
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uncertainties. The test statistic q used for the measurement is the profile likelihood ratio [454],

q(σ) = −2 ln
L(σ, ˆ̂θ(σ))
L(σ̂, θ̂(σ))

= −2 ln(λ) . (5.2)

L(σ, ˆ̂θ(σ)) is the estimator of a conditional fit in which the parameters of interest (POI) σ are fixed to a
given value, while the remaining parameters are free in the fit. The double-hat symbol above the nuisance
parameters indicate that the corresponding values ˆ̂θ maximize the likelihood if the POIs are held constant
in the fit. On the other hand, L(σ̂, θ̂(σ)) is the estimator of an unconditional fit in which all parameters
(σ and θ) are free-floating. The hat symbol above the parameters indicates that these are unconditional
maximum likelihood estimators.

Large values of q indicate that the tested hypothesis is disfavoured compared to the best-fit hypothesis.
In an alternative fit, the POIs are replaced by µ · σSM(θ) which allows for an interpretation in terms of the
signal strength µ which scales the cross-section prediction σSM(θ) in the SM.

5.8 Results

The inclusive H → Z Z∗ production cross-section for |yH | < 2.5 is measured under the assumption that
the relative signal fractions in the various production bins are given by the SM prediction. It is measured
to be

σ · B ≡ σ · BR(H → Z Z∗
) = 1.34 ± 0.11(stat.) ± 0.04(exp.) ± 0.04(th.) pb = 1.34 ± 0.12 pb.

The statistical (stat.) uncertainty is the dominant contribution to the overall uncertainty. The experimental
(exp.) and theoretical (th.) systematic uncertainties are much smaller.

The measurement is in good agreement with the SM prediction: (σ · B)SM = 1.33 ± 0.08 pb. The
interpretation of the data in terms of the global signal strength µ yields:

µ = 1.01 ± 0.08(stat.) ± 0.04(exp.) ± 0.05(th.) = 1.01 ± 0.11 .

The p-values of the best-fit points for both compatibility tests are 98.6 %. The likelihood scans are shown
in Figure C.10.

The expected SM cross-sections, the observed values of σ ·B, and their ratio for the inclusive production
and in each Stage 0 production bin are shown in Figure 5.9(a). The correlations between the production
mode bins and the Z Z and tX X normalization factors are summarized in Figure 5.9(b). Since the
measurements agree well with the SM prediction, the p-value of the compatibility test is very high with
91 %.

The results for the Reduced Stage 1.1 measurements are shown in Figure 5.9(c), and the corresponding
correlations are summarized in Figure 5.9(d). The p-value of the best-fit point is 77 % in this case.

The dominant contribution to the systematic uncertainty in the ggF Stage 0 bin originates from the
experimental uncertainty in the lepton efficiency and the integrated luminosity measurements and from
theoretical uncertainties related to the parton shower modeling, which affects the acceptance. For the VBF
production bin, the dominant systematic uncertainties are related to the jet energy scale and resolution and
parton showering modeling. The VBF, VH, and ttH productions bins are also affected by the theoretical
uncertainties related to the modeling of the ggF process. The dominant uncertainty contributions in the
Reduced Stage-1.1 bins are from the jet energy scale and resolution and parton shower uncertainties.
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Figure 5.9: The observed and SM expected values of the cross-sections, σ · BR, normalized to the SM prediction,
(σ · BR)SM, in the H → Z Z∗

→ 4` decay channel for (a) the inclusive production and the Stage 0 particle-level
bins, and (c) the Reduced Stage 1.1 production modes for an integrated luminosity of 139 fb−1 at

√
s = 13 TeV. The

fitted normalization factors for the Z Z and ttX backgrounds are shown in the insert. Different colors indicate the
different production modes (and background sources). The gray vertical band represents the theory uncertainty in
the signal prediction. The correlation matrices for the (c) Stage 0 and (d) Reduced Stage 1.1 STXS schemes include
the correlations between the measured cross-sections and the background normalization factors.
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CHAPTER 6

EFT Interpretation in the H → ZZ∗ → 4` Decay
Channel at ATLAS

In this chapter, the effective field theory (EFT) interpretation in the H → Z Z∗
→ 4` decay channel at

ATLAS is presented. It is performed in the U(3)5 limit of the SMEFT (see Section 2.4.2.1) and takes into
account the dimension-six operators that are sensitive to Higgs boson production and decay vertices in
the H → 4` decay channel. The relevant CP-even and CP-odd operators describing the new physics
contributions to the Higgs boson couplings to Z bosons, W bosons, gluons, and top quarks are

OHW, OHB, OHWB, OHG, OuH (CP-even),
OHW̃, OHB̃, OHW̃B, OHG̃, OũH (CP-odd).

The strength of each dimension-six operator Oi is characterized by the respective BSM coupling parameter
ci = Ci/Λ2, where Ci is the operator’s Wilson coefficient and Λ is the energy scale of new physics. The
coupling modifiers for the above given operators are the following:

cHW, cHB, cHWB, cHG, cuH (CP-even)
cHW̃, cHB̃, cHW̃B, cHG̃, cũH (CP-odd)

The EFT interpretation is based on the Reduced Stage 1.1 Higgs boson cross-section measurement
(see Section 5) obtained with the full Run-2 data set with an integrated luminosity of 139 fb−1. The
cross-section in each STXS production bin is parameterized as a function of the BSM coupling parameters.
This is achieved by individually parameterizing the production and decay processes of the Higgs boson
as described in Section 6.1 and Section 6.2, respectively. Some of the observables that are used to
select the Higgs boson candidates depend on the BSM coupling parameters. Therefore, an appropriate
correction of the signal acceptance is performed. This acceptance correction is presented in Section 6.3.
In Section 6.4, the intermediate parameterizations are combined, and various validation studies of the full
EFT signal model are presented in Section 6.5. It is assumed that the reconstruction efficiencies εj for the
reconstructed event categories j are independent of the BSM contributions. This assumption does not hold
generally, but it is valid for the H → Z Z∗

→ 4` decay channel as demonstrated in Section 6.5.3. Hence,
it is justified to perform the EFT interpretation at particle level instead of reconstruction level, which
avoids the need for fully simulating the detector response for the BSM signal samples. The systematic
uncertainties and the statistical model are discussed in Sections 6.6 and 6.7, respectively. Section 6.8
presents the measurement of the BSM coupling modifiers in the H → Z Z∗

→ 4` decay channel.
The cross-section is proportional to the square of the matrix element of the underlying process. It

contains linear (effective dimension six) terms describing the SM-BSM interference and quadratic
(effective dimension eight) terms accounting for the pure BSM contributions. The former are suppressed
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by 1/Λ2 and the latter by 1/Λ4. Thus, the pure BSM terms are expected to be much smaller than the linear
terms. If the BSM coupling parameters are small enough, a linear approximation typically holds for the
CP-even operators. However, in the H → Z Z∗

→ 4` decay channel, there is not enough sensitivity in
the VBF+VH-Had, VH-Lep, and ttH + tH production modes for the linear approximation to be valid.
The comparison between the expected limits using linear terms only and linear + quadratic terms reveal
differences in sensitivity of up to a factor of 10. Thus, the quadratic terms are also taken into account. In
contrast to the CP-even operators, there are no linear terms for the CP-odd ones as will be explained.
Therefore, their contributions are solely described by the quadratic terms. The leading order terms of
dimension eight operators are suppressed by 1/Λ4 and expected to be of similar size as the quadratic
dimension-six terms. However, the SMEFT simulation package does not currently support operators
above mass dimension six. Thus, they are not included in the presented interpretation.

At the current stage, the analysis is only expected to be sensitive to the BSM coupling parameters
given above. Thus, no other BSM operators are probed. Also, for some of the other BSM parameters,
constraints have already been set using the LEP and LHC data [455], and therefore, they are not taken
into account. The parameterization of the signal model is divided into two main categories. The first set
is restricted to operators with CP-even symmetry and the second set to operators with CP-odd symmetry.
This split is motivated by the fact that leading order effects of interfering a CP-even with a CP-odd
amplitude is expected to vanish1 [456]. However, this is not a general statement and it only applies if the
integration is performed over all phase space. The interference effect becomes apparent by applying more
stringent cuts or by looking at specific kinematic distributions. This also serves as a motivation to probe
the Higgs CP invariance using appropriately constructed CP-odd observables [457, 458]. A third set of
samples is generated to ensure that the interference effects between the scalar and pseudoscalar operators
vanish for the studied phase space. These samples include both the CP-even and CP-odd operators.

The Higgs boson acceptance is modeled as a three-dimensional Lorentzian with 13 free parameters
including the relevant BSM couplings that contribute to the H → Z Z∗ decay vertex. Compared to a
one-dimensional approach, this can lead to differences of up to 10 % for some of the BSM parameters. The
acceptance is individually parameterized for CP-even and CP-odd operators. The size of the interference
effects between the scalar and pseudoscalar operators in the signal acceptance is studied in Section 6.3.2.

This thesis focuses on the derivation, implementation, and evaluation of the parameterization for the
CP-odd BSM coupling parameters. The corresponding parameterization for the CP-even operators has
been developed by Verena Maria Walbrecht and can be found in [459]. However, a subset of the CP-even
samples has been reproduced to guarantee consistency between both parameterizations and for the
evaluation of the interference effects between the scalar and pseudoscalar amplitudes (see Section 6.3.2)
and the production-mode dependency of signal acceptance (see Section 6.5.1).

For the EFT interpretation, the Reduced-Stage-1.1 scheme of the STXS framework is used (middle-left
panel in Figure 5.5). In this scheme, the VBF and VH-Had particle-level production bins are merged into
the qq2Hqq bin due to large interference effects, which appear by turning on the BSM couplings.

6.1 Parameterization of the Higgs Boson Production Cross-Section

In this Section, the parameterization of the Higgs boson production cross-section in terms of the BSM
coupling parameters ci is discussed. To that end, the SMEFT Lagrangian is decomposed into its SM

1In contrast a squared dimension-six operator (1/Λ4 dependence) produces a CP-even effect regardless of the nature of the
operator. Thus, its interference with a scalar amplitude would lead to non-vanishing contributions to the inclusive rate.
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contribution, LSM, and the contributions from the dimension-six operators, O(6)
i ,

LSMEFT = LSM +
∑
i

ciO
(6)
i . (6.1)

From Equation 6.1 follows directly that the matrix element for some process can be expressed as the sum
of a SM and a BSM component

M =MSM +MBSM =MSM +
∑
i

ciMi . (6.2)

The sum runs over all matrix elements Mi generated by the operators O(6)
i . In general, the cross-section

is proportional to the square of the matrix element of the underlying process,

σ ∝ |M|
2
=

��MSM
��2 +∑

i

(
ciM

∗
SMM + c∗iMSMM

∗
i

)
+

∑
i, j

(
c∗i cjM

∗
iM j + cic

∗
jMiM

∗
j

)
(6.3)

=
��MSM

��2 +∑
i

ci · 2 Re
(
M

∗
SMMi

)
+

∑
i, j≥i

cicj · 2 Re
(
M

∗
iM j

)
.

The second equal sign exploits the fact that the Wilson coefficients are real numbers. The first part of this
expression is governed by SM physics. The second part describes SM-BSM interference terms, which are
linear in the BSM coupling parameters ci = Ci/Λ2. Thus, they are suppressed by 1/Λ2. The integration over
these terms is expected to vanish for the CP-odd operators at mass dimension six [456]. The last part
accounts for the pure BSM terms. These are quadratic in the Wilson coefficients and therefore suppressed
by 1/Λ4. Thus, the cross-section can be separated into a SM, an interference, and a pure BSM component,

σ = σSM + σINT + σBSM . (6.4)

The dependence of the Higgs production cross-section σp
(c) in a given particle-level production bin p on

the BSM coupling parameters can be formulated as

σp
(c)

σ
p
SM
= 1 +

∑
i

Ap
i ci +

∑
i, j≥i

Bp
ijcicj , (6.5)

where Ap
i =

2 Re
(
M

p∗
SMM

p
i

)
/
��Mp

SM

��2 and Bp
ij =

2 Re
(
M

p∗
i M

p
j

)
/
��Mp

SM

��2 are the prefactors of the linear and
quadratic terms, respectively. They are determined from Monte Carlo simulation using the Mad-
graph5_aMC@NLO [330, 331] event generator and the SMEFTsim_A_U35_MwScheme_UFO_v2.1 UFO
model [460, 461]. It provides a complete implementation of the lepton and baryon number conserving
dimension-six operators in the Warsaw basis [462]. The Universal FeynRules Output (UFO) model is
designed for LO computations of the SMEFT-SM interference and extended to derive effective Higgs
couplings to gluons and photons. However, the above given parameterization can be used as a general
correction to the SM prediction calculated at NLO and NNLO because it can be assumed that the higher-order
corrections are the same for the SM and the BSM LO predictions [376],

σp
(c)

σ
p
SM
=
σp,NLO

(c)

σ
p,NLO
SM

=
σp,NNLO

(c)

σ
p,NNLO
SM

= 1 +
∑
i

Ap
i ci +

∑
i, j≥i

Bp
ijcicj . (6.6)

The prefactors Ap
i and Bp

ij are derived from simulated samples generated with Madgraph5_aMC@NLO,
showered by Pythia8 [332] and analyzed on particle level to get the fraction of the cross-section in each
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Table 6.1: Madgraph5_aMC@NLO syntax and BSM dependence for the pure SM, the SM-BSM interference,
and the pure BSM part of the production cross-section.

Term cross-section syntax BSM dependence suppressed by

Pure SM σSM NP∧2==0 - 1
SM-BSM interference σINT NP∧2==1 linear 1/Λ2

Pure BSM σBSM NP∧2==2 quadratic 1/Λ4

Table 6.2: Required Monte Carlo samples and Madgraph5_aMC@NLO syntax for a cross-section parameterization
with two arbitrary BSM coupling parameters ci and cj .

Sample name syntax cross-section

SM NP∧2==0 σ
p
SM = σ

p
SM(ci = 0, cj = 0)

INT_ci NP∧2==1 σ
p
A,i
= σ

p
INT(ci = 1, cj = 0)

BSM_ci NP∧2==2 σ
p
B,ii = σ

p
BSM(ci = 1, cj = 0)

INT_cj NP∧2==1 σ
p
A, j
= σ

p
INT(ci = 0, cj = 1)

BSM_cj NP∧2==2 σ
p
B, j j = σ

p
BSM(ci = 0, cj = 1)

BSM_cicj NP∧2==2 σ
p
B,i j = σ

p
BSM(ci = 1, cj = 1)

STXS bin. The Madgraph5_aMC@NLO syntax and their BSM dependence is summarized in Table 6.1.

The prefactors are derived as follows. The parameterization of the cross-section is a quadratic function
in the BSM coupling parameters. Therefore, the maximum number of BSM coupling parameters in each
term of the expansion is two. Thus, it is possible to calculate the prefactors by taking into account only
two of the relevant Wilson coefficients at a time while setting all others to zero. This approach is then
repeated for all possible pairs of BSM parameters. For example, consider the pair of Wilson coefficients
ci and cj . In this case, the EFT parameterization for a given production bin p reads

σp
(ci, cj)

σ
p
SM

= 1 + Ap
i ci + Ap

j cj + Bp
iic

2
i + Bp

j jc
2
j + Bp

ijcicj . (6.7)

In order to calculate the five coefficients in Equation 6.7, six Monte Carlo samples are required targeting
the different contributions to the production cross-section. The first one is a SM sample generated by
setting all Wilson coefficients to zero. The second and third samples called INT_ci and INT_cj, include
only the SM-BSM interference terms. The corresponding Madgraph5_aMC@NLO syntax is NP∧2==1
and the BSM coupling parameter of interest is set to 1, while all others are set to zero. The fourth and fifth
sample, called BSM_ci and BSM_cj, are generated with a similar setup but they only include the pure
BSM terms proportional to

��Mi

��2 and
��M j

��2, respectively. The corresponding Madgraph5_aMC@NLO
syntax is NP∧2==2. For the last sample, BSM_cicj both BSM parameters are set to one.

The cross-section σx for the different contribution x = SM, INT,BSM, and the corresponding
configurations are summarized in Table 6.2. To obtain the production cross-section σp

x = fpσx in a given
particle-level production bin p, the fraction fp of events that fall into the respective bin is determined using
an event categorization algorithm. This is achieved by, first, adding up the weights wp

i of the generated
events i that belong to p and second, by dividing this sum by the sum of the weights for all events.
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The prefactors of the linear and pure quadratic terms are determined from the production bin-corrected
cross-section σp

INT and σp
BSM of the SM-BSM interference and the pure BSM samples, respectively,

Ap
i =

σ
p
A,i

σ
p
SM
, Ap

j =
σ

p
A, j

σ
p
SM
, Bp

ii =
σ

p
B,ii

σ
p
SM

and Bp
j j =

σ
p
B, j j

σ
p
SM

. (6.8)

The production cross-section of the BSM_cicj sample σp
B,i j includes not just the isolated mixed BSM

contribution but also the pure terms σp
B,ii and σp

B, j j . Thus, the prefactor for the quadratic term Bi j is
derived by subtracting the additional contributions from σ

p
B,i j ,

Bi j =
σB,i j − σB,ii − σB, j j

σSM
. (6.9)

For the Higgs production cross-section parameterization, 113 different Monte Carlo samples are
generated with 100 000 events each. They are produced in bunches of 10 000 events to speed up the
sample generation. Seven samples are generated to cover the main SM production processes. In addition,
37 BSM samples with CP-even operators, and the same amount of samples with CP-odd operators are
generated. To validate that the interference between the scalar and pseudoscalar operators vanishes, 32
samples with mixed CP-even and CP-odd operators are produced. The number of simulated samples in
the different particle-level production bins and the respective Madgraph5_aMC@NLO configuration
is summarized in Table 6.3. The detailed configuration of each generated BSM signal sample is given
in Appendix D.1 ( Table D.1-D.4). The ggF and bbH production processes are considered as a part
of the same production bin, called gg2H. The associated processes only depend on one scalar and one
pseudoscalar BSM parameter, cHG and cHG̃ , respectively. Thus, only six Monte Carlo samples are
required to parameterize the gg2H cross-section. The same is true for WH-Lep production which is
only affected by cHW and cHW̃ . In contrast to that the ZH-Lep production mode depends on three
CP-even (cHW , cHB, and cHWB) and three CP-odd (cHW̃ , cHB̃, and cHW̃B) BSM coupling parameters.
The corresponding number of samples for the parameterization is 28. WH-Lep and ZH-Lep events are
summarized in a single bin called VH-Lep. Processes corresponding to the qq2Hqq production bin
depend on the same operators as the ZH-Lep process. Therefore, the same number of samples is required.
The ttH, tH jb and tHW production processes are affected by cuH , cũH , cHG and cHG̃ resulting in a
total of 17 samples each. They are merged in the so-called ttH+tH bin. The parameterization of the
gg → Z(→ ``)H cross-section is assumed to be identical to the qq → Z(→ ``)H cross-section. Thus,
no additional BSM Monte Carlo samples are produced, and the background modifications are neglected.

For the sample generation, the Higgs mass is set to 125 GeV and the lepton masses as well as the masses
of the light quarks (up, down, strange, and charm) are set to zero without loss of generality. Events with
transverse momenta of the leading jet below 10 GeV or di-jet invariant mass below 3 GeV are rejected at
generator level. The events passing the generator level cuts are showered with Pythia8 using CKKW-L
matching [332] to match the computation of the matrix elements to the parton showering for different jet
multiplicities. The Durham algorithm [463] is used for kT clustering with a longitudinally invariant kT
separation of Dparameter=0.4. The number of additional jets in the matrix element is restricted to 2.
For all processes, except tHW production, the 4-flavor merging scheme (4FS) is applied. This means that
only u-, d-, s- and c-quarks are considered. For tHW production, b-quarks are considered as well, i. e. the
five flavor scheme (5FS) is used in this case [330].

The cross-sections obtained from the UFO model of the SMEFT are calculated at LO. However, since
the cross-section analysis uses the best prediction of the cross-section in each of the STXS bins, the
LO cross-section is scaled to that value. It is assumed that the impact of higher-order corrections is
independent of the BSM coupling parameters. The inclusive cross-sections for the generated SM and BSM
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Table 6.3: Madgraph5_aMC@NLO syntax and the number of samples required to parameterize the cross-sections
for the relevant Higgs boson production modes. 5FS denotes the five flavor scheme.

Production mode Madgraph syntax
number of number of BSM samples

SM samples pure CP-even pure CP-odd mixed

ggF+bbH

define jb = j b b∼

1 2 2 1
generate p p > h QED=1

add process p p > h jb QED=1

add process p p > h jb jb QED=1

VBF+VH-Had generate p p > h j j QCD=0 1 9 9 9

ZH-Lep
generate p p > h l+ l-

1 9 9 9
add process p p > h vl vl∼

WH-Lep
generate p p > h l+ vl

1 2 2 1
add process p p > h l- vl∼

ttH generate p p > h t t ∼ 1 5 5 4

tH jb
generate p p > h t b∼

1 5 5 4
add process p p > h t∼ b j

tHW (5FS)
define p = p b b∼

1 5 5 4generate p p > h t w-

add process p p > h t∼ w+

samples are given in Table 6.4. The table is divided into seven main segments accounting for the different
particle-level production modes ggF+bbH, VBF+VH-Had, ZH-Lep, WH-Lep, ttH, tH jb and tHW .
Within each segment, the CP-even, the CP-odd and the mixed terms are grouped to improve readability,
and the corresponding cross-sections are given separately for each, the SM, the SM-BSM interference,
and the pure BSM terms. In the case of linear CP-odd terms, only upper limits on the cross-sections
are stated because they are all consistent with zero. They are given by the statistical uncertainties of the
MC generation, and they are below 1 % (in some cases even below 1 h) of the corresponding CP-even
cross-section. The relative statistical errors on the cross-sections is largest for the cHB interference term in
VBF+VH-Had production with δσ = 1.8 %. For all other terms, the relative error is below 1 %, which fits
the expectation for interfering the SM with a pseudoscalar amplitude. The quadratic CP-odd terms tend
to be slightly smaller than the corresponding CP-even ones. The mixed BSM terms with CP-even and
CP-odd operators are also given in the table. However, no significant contributions from the interference
terms are observed. For comparison, the expected cross-section given by the sum of the corresponding
scalar and pseudoscalar pure BSM terms is given in gray together with relative deviations, which are
below 1 % in all cases. Thus, within the statistical uncertainty, they are consistent with zero.

6.1.1 Parameterization in gg2H Production

To obtain the cross-section parameterization in the particle-level production bins, the fraction of events
falling into each bin is determined at particle level. The bins are defined by event kinematics and the
number of jets. For the gg2H production bin, the relevant variables are the transverse momenta of the
Higgs boson and the final state jets, pH

T and pj
T , respectively, the pseudorapidity of the Higgs boson ηH

and the number of final state jets Nj with pj
T ≥ 30 GeV. To illustrate the effect of the dimension-six

operators OHG and OHG̃ on these variables, the corresponding distributions for each, the SM, the
SM-BSM interference, and the pure BSM terms are compared in Figure 6.1. The corresponding BSM
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Table 6.4: Inclusive cross-section (σ) terms for all production modes. INT denotes the SM-BSM interference (
Madgraph5_aMC@NLO syntax NP∧2==1), and BSM the pure BSM terms ( Madgraph5_aMC@NLO syntax
NP∧2==2). Cross-section terms with two BSM coupling parameters set to 1 correspond to pure BSM terms, and the
abbreviation ’BSM’ is dropped to improve readability.

ggF+bbH

CP-even SM cHG = 1, INT cHG = 1, BSM
σ [pb] 27.6 827 7060
CP-odd cHG̃ = 1, INT cHG̃ = 1, BSM
σ [pb] < 10−3 7050

Mixed terms cHG̃ = cHG̃ = 1
σ [pb] 14064

expected 14110 (+0.33 %)

VBF+VH-Had

CP-even SM cHW = 1, INT cHW = 1, BSM cHB = 1, INT cHB = 1, BSM cHWB = 1, INT cHWB = 1, BSM cHW = cHB = 1 cHW = cHWB = 1 cHB = cHWB = 1
σ [fb] 4150.3 541.3 533.3 14.9 113.3 181.1 82.6 704.9 567.1 107.4
CP-odd cHW̃ = 1, INT cHW̃ = 1, BSM cHB̃ = 1, INT cHB̃ = 1, BSM cHW̃B = 1, INT cHW̃B = 1, BSM cHW̃ = cHB̃ = 1 cHW̃ = cHW̃B = 1 cHB̃ = cHW̃B = 1
σ [fb] < 0.1 389.7 < 0.1 106.8 < 0.1 67.3 553.0 382.1 75.6

Mixed terms cHW = cHW̃ = 1 cHW = cHB̃ = 1 cHW = cHW̃B = 1 cHB = cHW̃ = 1 cHB = cHB̃ = 1 cHB = cHW̃B = 1 cHWB = cHW̃ = 1 cHWB = cHB̃ = 1 cHWB = cHW̃B = 1
σ [fb] 922.0 640.5 601.1 503.5 220.2 180.5 471.7 189.8 149.9

expected 923.0 (+0.11 %) 640.1 (−0.06 %) 600.6 (−0.08 %) 503.0 (−0.10 %) 220.1 (−0.05 %) 180.6 (+0.06 %) 472.3 (+0.13 %) 189.4 (−0.21 %) 149.9 (+0.0 %)

ZH-Lep

CP-even SM cHW = 1, INT cHW = 1, BSM cHB = 1, INT cHB = 1, BSM cHWB = 1, INT cHWB = 1, BSM cHW = cHB = 1 cHW = cHWB = 1 cHB = cHWB = 1
σ [fb] 150.5 109.4 39.9 13.3 4.7 49.0 9.9 44.6 72.2 23.1
CP-odd cHW̃ = 1, INT cHW̃ = 1, BSM cHB̃ = 1, INT cHB̃ = 1, BSM cHW̃B = 1, INT cHW̃B = 1, BSM cHW̃ = cHB̃ = 1 cHW̃ = cHW̃B = 1 cHB̃ = cHW̃B = 1
σ [fb] < 0.1 24.7 < 0.01 5.0 < 0.1 5.7 29.4 38.4 13.9

Mixed terms cHW = cHW̃ = 1 cHW = cHB̃ = 1 cHW = cHW̃B = 1 cHB = cHW̃ = 1 cHB = cHB̃ = 1 cHB = cHW̃B = 1 cHWB = cHW̃ = 1 cHWB = cHB̃ = 1 cHWB = cHW̃B = 1
σ [fb] 64.5 44.8 45.6 29.3 9.7 10.4 34.7 15.1 15.7

expected 64.6 (+0.02 %) 44.9 (+0.22 %) 45.6 (+0.0 %) 29.4 (+0.3 %) 9.7 (0.0 %) 10.4 (+0.0 %) 34.6 (−0.29 %) 14.9 (−0.7 %) 15.6 (−0.6 %)

WH-Lep

CP-even SM cHW = 1, INT cHW = 1, BSM
σ [fb] 238.2 210.2 82.9
CP-odd cHW̃ = 1, INT cHW̃ = 1, BSM
σ [fb] < 0.2 52.7

Mixed terms cHW = cHW̃ = 1, BSM
σ [fb] 135.7

expected 135.6 (−0.07 %)

t tH

CP-even SM cuH = 1, INT cuH = 1, BSM cHG = 1, INT cHG = 1, BSM cHG = cuH = 1
σ [fb] 412.8 −48.9 1.45 228.9 280.4 277.8
CP-odd cũH = 1, INT cũH = 1, BSM cHG̃ = 1, INT cHG̃ = 1, BSM cHG̃ = cũH = 1
σ [fb] < 10−3 0.63 < 0.05 285.0 306.4

Mixed terms cuH = cũH = 1 cuH = cHG̃ = 1 cHG = cũH = 1 cHG = cHG̃ = 1
σ [fb] 2.08 286.8 282.6 567.4

expected 2.08 (+0.0 %) 286.5 (−0.5 %) 281.0 (−0.6 %) 565.4 (−0.4 %)

tH jb

CP-even SM cuH = 1, INT cuH = 1, BSM cHG = 1, INT cHG = 1, BSM cHG = cuH = 1
σ [fb] 64.7 -1.99 2.72 0.45 2.68 2.73
CP-odd cũH = 1, INT cũH = 1, BSM cHG̃ = 1, INT cHG̃ = 1, BSM cHG̃ = cũH = 1
σ [fb] <0.01 0.24 <0.01 2.68 2.92

Mixed terms cuH = cũH = 1 cuH = cHG̃ = 1 cHG = cũH = 1 cHG = cHG̃ = 1
σ [fb] 2.96 5.43 2.95 5.36

expected 2.96 (+0.0 %) 5.40 (−0.55 %) 2.92 (−1.0 %) 5.36 (+0.0 %)

tHW

CP-even SM cuH = 1, INT cuH = 1, BSM cHG = 1, INT cHG = 1, BSM cHG = cuH = 1
σ [fb] 17.7 -1.83 0.18 8.64 6.92 5.81
CP-odd cũH = 1, INT cũH = 1, BSM cHG̃ = 1, INT cHG̃ = 1, BSM cHG̃ = cũH = 1
σ [fb] <0.001 0.14 <0.005 6.93 7.46

Mixed terms cuH = cũH = 1 cuH = cHG̃ = 1 cHG = cũH = 1 cHG = cHG̃ = 1
σ [fb] 0.32 7.13 7.09 13.86

expected 0.32 (+0.0 %) 7.11 (−0.28 %) 7.06 (.0.4 %) 13.85 (−0.07 %)

coupling parameters are set to one in this case, and operators currently not investigated are set to zero.
Higgs bosons generated by the pure BSM terms tend to have slightly smaller transverse momenta (see
Figure 6.1(a)) and are produced less centrally in the detector (see Figure 6.1(b)) compared to their SM
counterparts. The jet transverse momentum (see Figure 6.1(c)) and the number of jets (see Figure 6.1(d))
in the final state with pj

T ≥ 30 GeV tend to be larger for the SM. Differences between the quadratic
CP-even and CP-odd terms are small, and no interference effects are observed in the distributions.

The fraction of the ggF+bbH cross-section in each gg2H particle-level production bin is summarized in
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Figure 6.1: The simulated distributions of the Higgs boson (a) transverse momentum (pH
T ) and (b) pseudorapidity

(ηH ) as well as (c) the jet transverse momentum (pj
T ) and (d) the number of jets (Nj) with pj

T > 30 GeV in the
gg2H production bin. Shown are the SM, the cHG interference and the pure BSM terms for cHG and cHG̃ . All
distributions are normalized to unit area.

Table 6.5. For the pure BSM terms, it is largest in the low transverse momentum (pH
T -Low) and zero-jet

(0 j) categories. The relative differences between the CP-even, the CP-odd, and the mixed BSM terms
are within the statistical uncertainty of the simulation. It is estimated by classifying the generated bunches
with 10 000 events each, separately, and calculating the variance of the event fraction f in each bin.
The largest absolute uncertainty is ∆ f = 0.25 % for the gg2H-0 j-pH

T -High bin, which corresponds to a
relative uncertainty estimate of δ f = ∆ f/f = 0.6 %. In contrast, the largest relative uncertainty is found
for the gg2H-1 j-pH

T -High bin in the SM case with 2.6 %.
The prefactors for the cross-section parameterization are determined by, first, calculating the simulated

cross-section terms in each particle-level production bin σp
X using the inclusive gg2H production cross-
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Table 6.5: Percentage of ggF+bbH events in the gg2H particle-level production bins of the Reduced-Stage-1.1
scheme. INT denotes the SM-BSM interference terms ( Madgraph5_aMC@NLO syntax NP∧2==1), and BSM
denotes pure BSM terms ( Madgraph5_aMC@NLO syntax NP∧2==2).

STXS bin SM
cHG = 1 cHG = 1 cHG̃ = 1 cHG = cHG̃ = 1

INT BSM BSM BSM

gg2H-0 j-pH
T -Low 11.9 % 14.2 % 15.1 % 14.9 % 15.1 %

gg2H-0 j-pH
T -High 32.6 % 38.6 % 40.6 % 40.8 % 40.6 %

gg2H-1 j-pH
T -Low 10.8 % 11.5 % 11.4 % 11.5 % 11.4 %

gg2H-1 j-pH
T -Medium 9.3 % 9.2 % 8.5 % 8.7 % 8.5 %

gg2H-1 j-pH
T -High 2.3 % 2.2 % 2.1 % 2.1 % 2.1 %

gg2H-2 j 19.2 % 11.4 % 9.0 % 8.5 % 8.8 %
gg2H-pH

T -High 4.2 % 2.5 % 2.6 % 2.8 % 2.7 %

sections given in Table 6.4 and the event fractions given in Table 6.5. Second, by applying the Equations 6.8
and 6.9 for all terms. The resulting formulas are summarized in Table 6.9. They do not contain linear terms
for cHG̃ since the corresponding prefactors are consistent with zero. The same is true for the interference
between OHG and OHG̃ . The relative difference between the scalar and pseudoscalar quadratic prefactors
is between 0.3 % and 6 %. The zero-jet categories are most affected by BSM contributions, while the
gg2H-2 j bin is the least dependent category due to the relatively small quadratic contributions. However,
this statement is not true for small values of cHG because of the additional linear term. Figure 6.2 shows
the one-dimensional dependence of the cross-section ratio σp

/σp
SM for the gg2H particle-level production

bins p on both BSM parameters separately, while the other is set to zero. The gg2H-0 j-pH
T -High bin is

the most sensitive production bin in the cross-section analysis. Its expected sensitivity, 1.00 ± 0.16 (not
including systematic errors), is shown as a gray band in both figures. Therefore, the relevant scope of
cHG is expected to be −0.005 < cHG < 0.005 (see Figure 6.2(a)). In this range, all gg2H particle-level
production bins are very linear, and the quadratic terms play a minor role. The gg2H-pH

T -High bin is even
slightly less dependent on cHG than gg2H-2 j. The situation differs for cHG̃ (see Figure 6.2(b)). In this
case, the curves are purely quadratic, and the overall sensitivity on cHG̃ is much weaker. It is expected to
be −0.022 < cHG̃ < 0.022.

6.1.2 Parameterization in qq2Hqq Production

For the classification in the qq2Hqq production category, the number of jets is dropped from the above list
of variables, but the invariant mass of the two leading jets mj j is added to identify VH-like and BSM-like
events. Figure 6.3 shows the relevant kinematic distributions for the dimension-six operators OHW and
OHW̃ . The transverse momentum of the Higgs boson is largest for the pure BSM terms (see Figure 6.3(a)).
Since the production cross-section is slightly larger in the case of cHW compared to cHW̃ , the mixed
BSM distributions are slightly closer to the scalar ones. The Higgs boson transverse momentum is the
smallest in the SM case. The hierarchy is similar for the jet transverse momentum (Figure 6.3(c)), but
in this case, the SM-BSM interference term for cHW is the smallest. While most SM Higgs bosons are
generated within 1 < |η | < 2, the pure BSM terms generate Higgs bosons with smaller pseudorapidities
(|η | < 1). They are most central for the CP-odd BSM terms (Figure 6.3(b)). The dijet invariant mass
spectra (Figure 6.3(d)) of the interference and the pure BSM terms are very similar. Compared to the SM,
the fraction of the events is increased by about ≈ 60 % in the 50 < mj j < 100 GeV region. The respective
distributions for the operators OHB/OHB̃ and OHWB/OHW̃B are presented in Appendix D.2.2.
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Figure 6.2: The one-dimensional dependence of the cross-section ratio, σ/σSM, in the Reduced Stage 1.1 gg2H
particle-level production bins on the BSM parameters (a) cHG and (b) cHG̃ .

Table 6.6: Percentage of VBF+VH-Had events in the qq2Hqq particle-level production bins of the Reduced-Stage-1.1
scheme. INT denotes SM-BSM interference terms,and BSM denotes pure BSM terms. For terms with two BSM
coupling parameters set to 1, the abbreviation ’BSM’ is dropped to improve readability.

STXS bin SM
cHW = 1 cHW = 1 cHB = 1 cHB = 1 cHWB = 1 cHWB = 1 cHW = 1, cHW = 1, cHB = 1,

INT BSM INT BSM INT BSM cHB = 1 cHWB = 1 cHWB = 1

qq2Hqq-VBF 77.8 % 35.0 % 55.7 % 33.6 % 76.9 % 66.1 % 69.8 % 61.4 % 53.5 % 62.9 %
qq2Hqq-VH-Like 10.0 % 45.2 % 20.1 % 56.0 % 5.3 % 20.5 % 11.2 % 16.3 % 23.2 % 16.5 %

qq2Hqq-BSM 3.9 % 5.7 % 15.4 % < 1 % 8.2 % 3.6 % 9.8 % 13.2 % 14.4 % 11.5 %

STXS bin
cHW̃ = 1 cHB̃ = 1 cHW̃B = 1 cHW̃ = 1, cHW̃ = 1, cHB̃ = 1,

BSM BSM BSM cHB̃ = 1 cHW̃B = 1 cHW̃B = 1

qq2Hqq-VBF 51.3 % 76.8 % 71.4 % 59.6 % 48.7 % 62.3 %
qq2Hqq-VH-Like 19.9 % 4.8 % 7.5 % 15.1 % 22.6 % 13.3 %

qq2Hqq-BSM 21.1 % 8.8 % 12.4 % 16.8 % 20.9 % 16.3 %

STXS bin
cHW = 1, cHW = 1, cHW = 1, cHB = 1, cHB = 1, cHB = 1, cHWB = 1, cHWB = 1, cHWB = 1,
cHW̃ = 1 cHB̃ = 1 cHW̃B = 1 cHW̃ = 1 cHB̃ = 1 cHW̃B = 1 cHW̃ = 1 cHB̃ = 1 cHW̃B = 1

qq2Hqq-VBF 53.8 % 59.5 % 57.3 % 57.1 % 76.9 % 74.7 % 54.6 % 73.6 % 70.4 %
qq2Hqq-VH-Like 20.0 % 17.6 % 18.7 % 16.4 % 5.0 % 6.1 % 18.1 % 7.7 % 9.5 %

qq2Hqq-BSM 17.9 % 14.1 % 15.3 % 18.4 % 8.5 % 9.9 % 19.1 % 9.4 % 11.1 %

The fraction of the qq2Hqq production cross-section in each particle-level production bin is summarized
in Table 6.6. Applying the uncertainty estimation scheme from above, the largest uncertainty is found
for the linear cHB term in the qq2Hqq-VBF bin with ∆ f = 0.9 %. This is also the term with the largest
cross-section uncertainty. However, the impact of this uncertainty on the cross-section parameterization
is negligible due to the smallness of the prefactor when compared to the quadratic term. The formulas for
the cross-section parameterization in qq2Hqq production are summarized in Table 6.9. The prefactors of
interference terms between CP-even and CP-odd amplitudes are again consistent with zero.

The one-dimensional projections of the cross-section ratio in each particle-level bin are shown in
Figure 6.4. The cross-section ratio is most dependent on cHW and cHW̃ , while the other BSM parameters
have smaller impact. In contrast to the gg2H production mode, the quadratic terms are most dominant in
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Figure 6.3: The simulated distributions of the Higgs boson (a) transverse momentum (pH
T ) and (b) pseudorapidity

(ηH ) as well as (c) the jet transverse momentum (pj
T ) and (d) the dijet invariant mass (mj j) in the VBF+VH-Had

production mode. Shown are the SM, the cHW interference and the pure BSM terms for cHW and cHW̃ . All
distributions are normalized to unit area.

the expected sensitivity range highlighted by the gray band. The linear terms only lead to small shifts of
the parabola for the CP-even parameters. Although the qq2Hqq-BSM bin has the largest dependence
on the Wilson coefficients, its statistical uncertainty in the SM analysis (1.0+2.0

−1.1) is lower than that of
the qq2Hqq-VBF bin, which is 1.0+0.6

−0.5. The BSM coupling parameters shown in Figure 6.4 also play a
major role in the Higgs boson decay into four-leptons. Thus, the sensitivity can be improved by taking the
parameterization of the H → 4` branching ratio into account. This is shown in detail in Section 6.2.
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Figure 6.4: The one-dimensional dependence of the cross-section ratio, σ/σSM, in the Reduced Stage 1.1 qq2Hqq
particle-level production bins on the BSM parameters (a) cHW , (b) cHB, (c) cHWB, (d) cHW̃ , (e) cHB̃, and (f)
cHW̃B.

6.1.3 Parameterization in VH -Lep Production

The definition of the remaining particle-level production bins is based on the jet transverse momenta and
the pseudorapidity of the Higgs boson. The corresponding distributions for the operators OHW and OHW̃

in ZH-Lep and WH-Lep production are compared in Figure 6.5 and 6.6, respectively. In both cases, the
kinematic distributions are similar for the SM and the SM-BSM interference terms, which are widest in
the pseudorapidity. In contrast, the pure BSM terms are most central (Figure 6.5(b) and 6.6(b)). On the
other hand, the transverse momenta of jets tend to be slightly smaller for the SM and the interference
term (Figure 6.5(a) and 6.6(a)). Similar distributions for cHB, cHB̃, cHWB and cHW̃B for the ZH-Lep
production bin are shown in Appendix D.2.3.

The fractions of the ZH-Lep and WH-Lep production cross-sections in the particle-level production
bin VH-Lep are summarized in Table 6.7. The estimated absolute uncertainties are below ∆ f = 0.8 %.
In contrast to the gg2H and qq2Hqq bins parameterized above, two production processes contribute to
the VH-Lep bin. Moreover, different sets of operators are associated with them. In case of ZH-Lep the
operators are OHW , OHB, OHWB, OHW̃ , OHB̃ and OHW̃B, while only OHW and OHW̃ are contributing
to WH-Lep production. To account for that, the relevant ZH-Lep and WH-Lep cross-section terms are
added before the parameterization is derived. Applying the nomenclature introduced in Table 6.2 and the
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Figure 6.5: The simulated distributions of (a) the jet transverse momentum (pj
T ) and (b) the pseudorapidity of

the Higgs boson (ηH ) in the ZH-Lep production mode normalized to unit area. Shown are the SM, the cHW

interference and the pure BSM terms for cHW and cHW̃ .
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Figure 6.6: The simulated distributions of (a) the jet transverse momentum (pj
T ) and (b) the pseudorapidity of

the Higgs boson (ηH ) in the WH-Lep production mode normalized to unit area. Shown are the SM, the cHW

interference and the pure BSM terms for cHW and cHW̃ .

abbreviations i = cHW , j = cHW̃ and p = VH-Lep the relevant terms read

σ
p
SM = σ

p
SM(ZH-Lep) + σp

SM(WH-Lep),
σ

p
A,i
= σ

p
A,i
(ZH-Lep) + σp

A,i
(WH-Lep),

σ
p
B,ii = σ

p
B,ii(ZH-Lep) + σp

B,ii(WH-Lep),

σ
p
B, j j = σ

p
B, j j(ZH-Lep) + σp

B, j j(WH-Lep),

σ
p
B,i j = σ

p
B,i j(ZH-Lep) + σp

B,i j(WH-Lep).
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Table 6.7: Percentage of ZH-Lep and WH-Lep events in the VH-Lep particle-level production bin of the Reduced-
Stage-1.1 scheme. INT denotes the SM-BSM interference terms ( Madgraph5_aMC@NLO syntax NP∧2==1), and
BSM denotes pure BSM terms ( Madgraph5_aMC@NLO syntax NP∧2==2). For terms with two BSM coupling
parameters set to 1, the abbreviation ’BSM’ is dropped to improve readability.

ZH-Lep

STXS bin SM
cHW = 1 cHW = 1 cHB = 1 cHB = 1 cHWB = 1 cHWB = 1 cHW = 1, cHW = 1, cHB = 1,

INT BSM INT BSM INT BSM cHB = 1 cHWB = 1 cHWB = 1
VH-Lep 87.6 % 88.0 % 90.4 % 88.5 % 91.7 % 88.3 % 90.7 % 90.5 % 89.8 % 89.3 %

STXS bin
cHW̃ = 1 cHB̃ = 1 cHW̃B = 1 cHW̃ = 1, cHW̃ = 1, cHB̃ = 1,

BSM BSM BSM cHB̃ = 1 cHW̃B = 1 cHW̃B = 1
VH-Lep 91.6 % 95.1 % 94.3 % 92.2 % 90.9 % 93.1 %

STXS bin
cHW = 1, cHW = 1, cHW = 1, cHB = 1, cHB = 1, cHB = 1, cHWB = 1, cHWB = 1, cHWB = 1,
cHW̃ = 1 cHB̃ = 1 cHW̃B = 1 cHW̃ = 1 cHB̃ = 1 cHW̃B = 1 cHW̃ = 1 cHB̃ = 1 cHW̃B = 1

VH-Lep 90.9 % 90.7 % 90.9 % 91.6 % 93.7 % 93.2 % 91.5 % 92.7 % 92.3 %

WH-Lep

STXS bin SM
cHW = 1 cHW = 1 cHW̃ = 1 cHW = 1

INT BSM BSM cHW̃ = 1
VH-Lep 86.6 % 87.4 % 89.2 % 90.4 % 89.8 %

Using these formulas, the parameterization of the VH-Lep particle-level cross-section is derived as usual
via Equation 6.8 and 6.9. The result is given in Table 6.9.

Figure 6.7 shows the one-dimensional projections of the cross-section ratio in the VH-Lep bin. Similar
to the qq2Hqq bins the cross-section ratio depends the most on cHW and cHW̃ in the expected sensitivity
range. The statistical uncertainty in the SM analysis is 1.0 1.4

−0.8. Thus, the expected sensitivities in this
production bin are −3.7 < cHW < 1.1 and −2.5 < cHW̃ < 2.5.

6.1.4 Parameterization in t tH Production

The ttH+tH bin accounts for the Higgs production processes ttH, tH jb and tHW . The particle-level
production bin targeting these processes is called ttH, and it is based on the jet transverse momentum and
the pseudorapidity of the Higgs boson. Figure 6.8 shows the kinematic distributions for the operators
OuH and OũH in the ttH production mode. The CP-even terms, including the SM, the interference, and
the pure BSM term, follow almost identical shapes, while the CP-odd pure BSM term is most central in
ηH (Figure 6.8(b)). However, the jet transverse momentum is typically similar in all cases (Figure 6.8(a)).
Figure 6.9 shows the same distributions for the operators OHG and OHG̃ . The corresponding distributions
for the tH jb and tHW production processes are shown in Appendix D.2.4.

The fraction of the cross-section in each STXS bin is summarized in Table 6.8. The estimated absolute
uncertainties are ∆ f = 0.1 − 0.5 %. Different Higgs boson production modes contribute to the same
particle-level production bin similar to the qq2Hqq bin discussed above. However, in this case, the same
operators are relevant for the different production processes. Therefore, the corresponding cross-section
terms are added for each production mode. In the case of tH jb values above 100 % event fraction are
found for the linear CP-terms, which is, at first glance, a nonsensical statement. However, some of the
events that do not contribute to the particle-level production bin ttH are assigned negative weights. Thus,
the sum of weights in the ttH bin is larger than the sum of all event weights. The parameterization for
the ttH production cross-section is given in Table 6.9 together with the parameterizations of the other
particle-level production bins.

Figure 6.10 shows the one-dimensional dependence of the cross-section ratio, σp
/σp

SM, for the ttH
particle-level production bin on the BSM coupling parameters cuH and cũH . The expected sensitivity
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Figure 6.7: The one-dimensional dependence of the cross-section ratio, σ/σSM, in the VH-Lep particle-level
production bin of the Reduced Stage 1.1 scheme on the BSM coupling parameters (a) cHW , (b) cHB, (c) cHWB, (d)
cHW̃ , (e) cHB̃, and (f) cHW̃B assuming that all others are set to zero.

in this bin (1.0+1.3
−0.8) is shown as a gray band in both figures. Therefore, the expected range of cuH is

approximately −9 < cuH < 20 (see Figure 6.10(a)). The corresponding range for cũH is expected to be
−26 < cũH < 26.

6.2 Parameterization of the Higgs Boson Decay

The Higgs boson decay widths are also affected by the dimension-six operators of the SMEFT and they
need to be parameterized as a function of the BSM couplings parameters. Both the partial decay width
into four lepton final states, Γ4` , and the total Higgs boson width, Γtot

=
∑

f Γ
f where f are all available

final states, are individually parameterized. Using the same approach as is in Section 6.1, the decay
widths can be separated into a SM, an interference, and a pure BSM part,

Γ
4`
(c) = Γ4`

SM + Γ
4`
INT + Γ

4`
BSM = Γ

4`
SM

(
1 +

∑
i

A4`
i ci +

∑
i, j≥i

B4`
i j cicj

)
, (6.10)

and

Γ
tot
(c) = Γtot

SM + Γ
tot
INT + Γ

tot
BSM = Γ

tot
SM

©«1 +
∑
f

[∑
i

Af
i ci +

∑
i, j≥i

B f
i jcicj

] ª®¬ . (6.11)
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Figure 6.8: The simulated distributions of (a) the jet transverse momentum pj
T and (b) the pseudorapidity of the

Higgs boson ηH in the ttH production mode. Shown are the SM, the cuH interference and the pure BSM terms for
cuH and cũH . All distributions are normalized to unit area.
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Figure 6.9: The simulated distributions of (a) the jet transverse momentum pj
T and (b) the pseudorapidity of the

Higgs boson ηH in the ttH production mode. Shown are the SM, the cHG interference and the pure BSM terms for
cHG and cHG̃ . All distributions are normalized to unit area.

A4`
i and B4`

i j are the prefactors of the linear and quadratic EFT terms in the Higgs boson decay to
four leptons, and Af

i and B f
i j are the corresponding prefactors in the decay into the final state f . The
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Table 6.8: Percentage of ttH, tH jb and tHW events in the ttH particle-level production bin of the Reduced-Stage-1.1
scheme. INT denotes the SM-BSM interference terms ( Madgraph5_aMC@NLO syntax NP∧2==1), and BSM
denotes pure BSM terms ( Madgraph5_aMC@NLO syntax NP∧2==2).

t tH

STXS bin SM cuH = 1, INT cuH = 1, BSM cHG = 1, INT cHG = 1, BSM cuH = cHG = 1, BSM
ttH 98.3 % 98.4 % 98.4 % 97.8 % 98.1 % 98.2 %

STXS bin cũH = 1, BSM cHG̃ = 1, BSM cũH = cHG̃ = 1, BSM
ttH 99.1 % 98.2 % 98.2 %

STXS bin cuH = cũH = 1, BSM cuH = cHG̃ = 1, BSM cHG = cũH = 1, BSM cHG = cHG̃ = 1, BSM
ttH 98.6 % 98.2 % 98.1 % 98.2 %

tH jb

STXS bin SM cuH = 1, INT cuH = 1, BSM cHG = 1, INT cHG = 1, BSM cuH = cHG = 1, BSM
ttH 90.6 % 103.8 % 97.9 % 102.7 % 95.7 % 95.9 %

STXS bin cũH = 1, BSM cHG̃ = 1, BSM cũH = cHG̃ = 1, BSM
ttH 98.3 % 95.8 % 96.1 %

STXS bin cuH = cũH = 1, BSM cuH = cHG̃ = 1, BSM cHG = cũH = 1, BSM cHG = cHG̃ = 1, BSM
ttH 98.4 % 95.9 % 96.0 % 96.1 %

tHW

STXS bin SM cuH = 1, INT cuH = 1, BSM cHG = 1, INT cHG = 1, BSM cuH = cHG = 1, BSM
ttH 99.3 % 99.3 % 99.1 % 98.7 % 97.9 % 98.0 %

STXS bin cũH = 1, BSM cHG̃ = 1, BSM cũH = cHG̃ = 1, BSM
ttH 99.1 % 97.9 % 98.0 %

STXS bin cuH = cũH = 1, BSM cuH = cHG̃ = 1, BSM cHG = cũH = 1, BSM cHG = cHG̃ = 1, BSM
ttH 98.5 % 97.5 % 97.4 % 97.4 %
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Figure 6.10: The one-dimensional dependence of the cross-section ratio, σ/σSM, in the ttH particle-level production
bin in the Reduced Stage 1.1 scheme on the BSM coupling parameters (a) cuH and (b) cũH assuming that all others
are set to zero.

H → Z Z∗
→ 4` decay branching ratio is given by

BR4`
(c) =

Γ
4`
(c)

Γ
tot
(c)
=
Γ

4`
SM

Γ
tot
SM

·

1 +
∑
i

A4`
i ci +

∑
i, j≥i

B4`
i j cicj

1 +
∑
f

(∑
i

Af
i ci +

∑
i, j≥i

B f
i jcicj

) . (6.12)
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Table 6.9: EFT parameterization of the production cross-section ratio, σ/σSM, for each particle-level bin of the
Reduced Stage 1.1 scheme depending on the CP-even and CP-odd BSM coupling parameters.
STXS bin EFT parameterization for σ/σSM

gg2H-0 j-pH
T -Low 1 + 35.8cHG + 325c2

HG + 319c2
HG̃

gg2H-0 j-pH
T -High 1 + 35.5cHG + 319c2

HG + 320c2
HG̃

gg2H-1 j-pH
T -Low 1 + 31.9cHG + 270c2

HG + 272c2
HG̃

gg2H-1 j-pH
T -Medium 1 + 29.1cHG + 234c2

HG + 240c2
HG̃

gg2H-1 j-pH
T -High 1 + 28.6cHG + 244c2

HG + 246c2
HG̃

gg2H-2 j 1 + 17.8cHG + 120c2
HG + 114c2

HG̃

gg2H-pH
T -High 1 + 16.8cHG + 155c2

HG + 164c2
HG̃

qq2Hqq-VBF 1 + 0.059cHW + 0.092c2
HW + 0.002cHB + 0.027c2

HB + 0.037cHWB + 0.018c2
HWB + 0.015cHW cHB − 0.016cHW cHWB − 0.024cHBcHWB

+ 0.059cHW + 0.062c2
HW̃
+ 0.002cHB̃ + 0.025c2

HB̃
+ 0.037cHW̃B + 0.015c2

HW̃B
+ 0.015cHW̃ cHB̃ − 0.017cHW̃ cHW̃B − 0.026cHB̃cHW̃B

qq2Hqq-VH-Like 1 + 0.598cHW + 0.260c2
HW + 0.020cHB + 0.015c2

HB + 0.090cHWB + 0.023c2
HWB + 0.005cHW cHB + 0.036cHW cHWB + 0.005cHBcHWB

+ 0.060cHW + 0.191c2
HW̃
+ 0.021cHB̃ + 0.013c2

HB̃
+ 0.091cHW̃B + 0.012c2

HW̃B
+ 0.002cHW̃ cHB̃ + 0.010cHW̃ cHW̃B

qq2Hqq-BSM 1 + 0.191cHW + 0.510c2
HW − 0.001cHB + 0.058c2

HB + 0.040cHWB + 0.049c2
HWB + 0.011cHW cHB − 0.057cHW cHWB − 0.029cHBcHWB

+ 0.193cHW + 0.514c2
HW̃
+ 0.001cHB̃ + 0.059c2

HB̃
+ 0.040cHW̃B + 0.052c2

HW̃B
+ 0.011cHW̃ cHB̃ − 0.067cHW̃ cHW̃B − 0.033cHB̃cHW̃B

VH-Lep 1 + 0.828cHW + 0.324c2
HW + 0.035cHB + 0.013c2

HB + 0.128cHWB + 0.027c2
HWB − 0.219cHW cHB − 0.160cHW cHWB + 0.021cHBcHWB

+ 0.059cHW + 0.208c2
HW̃
+ 0.002cHB̃ + 0.014c2

HB̃
+ 0.037cHW̃B + 0.016c2

HW̃B
− 0.142cHW̃ cHB̃ − 0.121cHW̃ cHW̃B + 0.008cHB̃cHW̃B

ttH 1 − 0.108cuH + 0.009c2
uH + 0.483cHG + 0.590c2

HG − 0.016cuHcHG

+ 0.059cuH + 0.002c2
ũH + 0.002cHG̃ + 0.599c2

HG̃
+ 0.043cũHcHG̃

Table 6.10: Madgraph5_aMC@NLO syntax and BSM dependence for the SM, the SM-BSM interference, and
the pure BSM part of the Higgs boson partial decay widths.

Term partial decay width syntax BSM dependence suppressed by

Pure SM Γ
4`/tot
SM NP∧2==0 - 1

SM-BSM interference Γ
4`/tot
INT NP∧2==1 linear 1/Λ2

Pure BSM Γ
4`/tot
BSM NP∧2==2 quadratic 1/Λ4

By changing the summation order, the prefactors in the denominator can be expressed as Atot
i =

∑
f Af

i and
Btot
i j =

∑
f B f

i j . The decay width of the Higgs boson is computed at LO using Madgraph5_aMC@NLO.
Assuming that higher-order corrections of the SM and BSM processes are identical, the branching ratio
can be expressed as a relative correction to the SM prediction at NLO,

BR4`,NLO
(c)

BR4`,NLO
SM

=
BR4`

(c)

BR4`
SM
=
Γ

4`
(c)/Γ4`

SM

Γ
tot
(c)/Γtot

SM

=

1 +
∑
i

A4`
i ci +

∑
i, j≥i

B4`
i j cicj

1 +
∑
i

Atot
i ci +

∑
i, j≥i

Btot
i j cicj

. (6.13)

The Madgraph5_aMC@NLO input syntax and the BSM dependence are summarized in Table 6.10.
To parameterize the scale factor for the H → Z Z∗

→ 4` branching ratio, 61 samples with 100 000
events, each, are generated. The Higgs boson’s total width is calculated by considering the dominant
decay modes of the Higgs boson given in Table 6.11. It depends on the BSM coupling parameters cHW ,
cHB, cHWB, cHG , cHW̃ , cHB̃, cHW̃B, and cHG̃ . However, cHG and cHG̃ do not contribute to the HVV
interaction vertex. Thus they do not appear together with the other Wilson coefficients. Thus, 33 samples
are required to determine the total width of the Higgs boson. Since the H → 4` decay channel does not
depend on cHG and cHG̃ , only 28 samples are required in this case. Theoretically, the total number of
samples can be reduced since the CP-odd interference terms are expected to vanish. However, these
terms are generated to guarantee that the widths are consistent with zero. For the sample generation,
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Table 6.11: Madgraph5_aMC@NLO syntax and the number of samples required to parameterize the total width
of the Higgs boson and the partial decay width for the decay into the four-lepton final states.

Decay mode Madgraph syntax
number of number of BSM samples

SM samples pure CP-even pure CP-odd mixed

H → γγ generate h > a a

H → Zγ add process h > z a

H → bb add process h > b b∼

H → gg add process h > g g

H → W`ν
add process h > w+ l- vl∼

add process h > w- l+ vl

H → W j j
add process h > w+ j j

add process h > w- j j

H → Z`` add process h > z l+ l-

H → Z j j add process h > z j j

H → Zνν add process h > z vl vl∼ 1 11 11 10

H → 4` add process h > l+ l- l+ l- 1 9 9 9

the massless version of the SMEFT model is used. The Higgs boson decay width is set to its SM value
at LO, Γtot,LO

SM = 4.995 MeV and its mass is set to 125 GeV. Two generator-level cuts are applied in the
sample generation. The first one is a cut on the tails of the Breit-Wigner distribution of the resonance. It
requires the Higgs boson to be on-shell if its invariant mass is within mH ± 15 · Γ

tot. The second one
rejects leptons if their angular separation ∆R(`i, `j) is below 0.05. The Madgraph5_aMC@NLO syntax
for these cuts is

bwcutoff = 15 and drll = 0.05,

respectively.
The calculated H → 4` and total decay widths for the SM, the SM-BSM interference, and the pure

BSM terms are shown in Table 6.12. All SM-BSM interference terms containing CP-odd operators are
consistent with zero and only upper limits given by the statistical uncertainty are stated. In the case of
mixed BSM terms with CP-even and CP-odd amplitudes, no contributions from the interference are
observed. For the H → 4` decay mode, the differences between the CP-even and CP-odd quadratic
terms are small but significantly larger than the statistical uncertainty given by Madgraph5_aMC@NLO.
The resulting EFT parameterizations for the scale factors of the partial and total decay widths, Γ4`

(c)/Γ4`
SM

and Γtot
(c)/Γtot

SM, respectively, are given in Table 6.13.
Figure 6.11 shows the one-dimensional projections of BR(c))/BRSM onto the relevant CP-even and CP-odd

BSM coupling parameters. The branching ratio raises with the Wilson coefficients that contribute to the
HZ Z vertex, and is most affected by cHW and cHW̃ (see Figure 6.11(a)). This leads to an increase in
sensitivity for the corresponding BSM parameters when the production and decay parameterizations are
combined compared to the production-only parameterization (see Section 6.3.1). For absolute values of
|cHB | ≈ |cHB̃ | ≈ 1, the branching ratio quickly doubles compared to the SM prediction, but the further
increase has little impact (see Figure 6.11(b)). A similar behavior is observed for cHWB and cHW̃B (see
Figure 6.11(c)). The H → 4` branching ratio drops quickly if cHG or cHG̃ are increased as shown in
Figure 6.11(d)). However, for the CP-even coupling parameter, there is even a small window between
−0.1 and 0.0 where the branching ratio is slightly increased. This is caused by the positive linear term,
which reduces the total decay width Γtot for small negative values of cHG . The overall impact of cHG and
cHG̃ on the decay branching ratio is expected to be very small. Within the expected sensitivity of cHG
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Table 6.12: The Higgs boson partial decay width into four-lepton final states and the total Higgs boson decay width
in the SM and for different EFT terms. INT denotes the SM-BSM interference terms ( Madgraph5_aMC@NLO
syntax NP∧2==1), and BSM denotes pure BSM terms ( Madgraph5_aMC@NLO syntax NP∧2==2). For terms
with two BSM coupling parameters set to 1, the abbreviation ’BSM’ is dropped to improve readability.

H → 4`

CP-even SM
cHW = 1 cHW = 1 cHB = 1 cHB = 1 cHWB = 1 cHWB = 1 cHW = 1, cHW = 1, cHB = 1,

INT BSM INT BSM INT BSM cHB = 1 cHWB = 1 cHWB = 1
Width [MeV] 5.02 · 10−4

−1.00 · 10−4 3.78 · 10−4
−5.63 · 10−5 1.34 · 10−3 9.06 · 10−5 3.82 · 10−4 1.70 · 10−3 1.13 · 10−4 1.02 · 10−3

CP-odd
cHW̃ = 1 cHW̃ = 1 cHB̃ = 1 cHB̃ = 1 cHW̃B = 1 cHW̃B = 1 cHW̃ = 1 cHW̃ = 1 cHB̃ = 1

INT BSM INT BSM INT BSM cHB̃ = 1 cHW̃B = 1 cHW̃B = 1
Width [MeV] < 10−6 3.52 · 10−4 < 10−6 1.30 · 10−3 < 10−6 4.07 · 10−4 1.68 · 10−3 9.43 · 10−5 9.85 · 10−4

Mixed terms
cHW = 1 cHW = 1 cHW = 1 cHB = 1 cHB = 1 cHB = 1 cHWB = 1 cHWB = 1 cHWB = 1
cHW̃ = 1 cHB̃ = 1 cHW̃B = 1 cHW̃ = 1 cHB̃ = 1 cHW̃B = 1 cHW̃ = 1 cHB̃ = 1 cHW̃B = 1

Width [MeV] 7.30 · 10−4 1.67 · 10−3 7.85 · 10−4 1.69 · 10−3 2.63 · 10−3 1.74 · 10−3 7.35 · 10−4 1.68 · 10−3 7.89 · 10−4

∑

f H → f

CP-even SM
cHW = 1 cHW = 1 cHB = 1 cHB = 1 cHWB = 1 cHWB = 1 cHW = 1, cHW = 1, cHB = 1

INT BSM INT BSM INT BSM cHB = 1 cHWB = 1 cHWB = 1
Width [MeV] 4.99 −0.269 0.808 −0.377 6.03 0.309 1.782 9.42 0.392 2.169

cHG = 1 cHG = 1
INT BSM
7.58 74.4

CP-odd
cHW̃ = 1 cHW̃ = 1 cHB̃ = 1 cHB̃ = 1 cHW̃B = 1 cHW̃B = 1 cHW̃ = 1 cHW̃ = 1 cHB̃ = 1

INT BSM INT BSM INT BSM cHB̃ = 1 cHW̃B = 1 cHW̃B = 1
Width [MeV] < 10−6 0.807 < 10−6 6.03 < 10−7 1.782 9.42 0.390 2.168

cHG̃ = 1 cHG̃ = 1
INT BSM
< 10−5 74.4

Mixed terms
cHW = 1 cHW = 1 cHW = 1 cHB = 1 cHB = 1 cHB = 1 cHWB = 1 cHWB = 1 cHWB = 1
cHW̃ = 1 cHB̃ = 1 cHW̃B = 1 cHW̃ = 1 cHB̃ = 1 cHW̃B = 1 cHW̃ = 1 cHB̃ = 1 cHW̃B = 1

Width [MeV] 1.62 6.84 2.591 6.84 12.06 7.81 2.589 7.81 3.56
cHG = cHG̃ = 1

149.2

Table 6.13: EFT parameterization of the scale factors for the Higgs boson decay width into four-lepton final states
and total Higgs decay width in terms of the BSM parameters cHW , cHB, cHWB, cHG , cHW̃ , cHB̃, cHW̃B, and cHG̃ .
Decay

EFT parameterization of Γ/ΓSMprocess

Γ
4`
(c)

Γ
4`
SM

1 − 0.199cHW + 0.753c2
HW − 0.112cHB + 2.67c2

HB + 0.181cHWB + 0.760c2
HWB − 0.042cHW cHB − 1.29cHW cHWB − 1.40cHBcHWB

+ 0.059cHW + 0.702c2
HW̃
+ 0.002cHB̃ + 2.59c2

HB̃
+ 0.037cHW̃B + 0.811c2

HW̃B
+ 0.050cHW̃ cHB̃ − 1.33cHW̃ cHW̃B − 1.43cHB̃cHW̃B

Γ
tot
(c)

Γ
tot
SM

1 − 0.054cHW + 0.162c2
HW − 0.075cHB + 1.21c2

HB + 0.062cHWB + 0.36c2
HWB + 1.52cHG + 14.9c2

HG + 0.52cHW cHB − 0.44cHW cHWB − 1.13cHBcHWB

+ 0.060cHW + 0.161c2
HW̃
+ 0.021cHB̃ + 1.21c2

HB̃
+ 0.091cHW̃B + 0.36c2

HW̃B
+ 1.52cHG + 14.9c2

HG + 0.52cHW̃ cHB̃ − 0.44cHW̃ cHW̃B − 1.13cHB̃cHW̃B

and cHG̃ (given in Section 6.1.1) it deviates by less than 1 % from the SM prediction.

6.3 Parameterization of the Acceptance

The previous sections showed that the introduction of higher-dimensional interaction operators leads
to modifications of the production cross-section and decay width of processes that are sensitive to the
respective operator. The overall magnitude of the effect is parameterized as a function of the corresponding
Wilson coefficients as demonstrated in Equation 6.6 and 6.13, respectively. The latter is given as a scale
factor for the branching ratio of the Higgs boson decay into four-lepton final states. The combined effect
of production cross-section times decay branching ratio is found by multiplying both equations. At first
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Figure 6.11: The one-dimensional dependence of the branching ratio modifier BR4`
/BR4`

SM on the relevant BSM
coupling modifiers, assuming that all others are set to zero.

glance, this prescription seems to provide a complete description of the EFT signal processes. However,
new physics operators can also modify the shape of kinematic variables. For instance, in Section 6.1, it
is shown that the pure BSM terms tend to generate the Higgs boson more centrally in the detector and
with smaller transverse momentum compared to the SM prediction. The magnitude of the effect depends
on the sensitivity of the kinematic variables on the BSM coupling parameters. In the H → Z Z∗

→ 4`
cross-section analysis, some observables that are used to select the Higgs boson candidates strongly
depend on some of the EFT parameters. This typically results in fewer events that are accepted by the
analysis compared to the SM. Section 6.3.1 discusses the acceptance parameterization for the CP-odd
BSM operators. The corresponding CP-even parameterization is found in the References [359, 459].
However, the main results are summarized in Appendix D.5.

Higher-dimensional interaction operators do not just affect the kinematic variables that influence the
Higgs boson selection in the H → 4` decay; they also affect variables that define the Higgs boson
production bins to some extent. This could lead to varying event fractions in the different particle-level
production bins if the Wilson coefficients are increased. However, for the gg2H bins, this effect is expected
to be very small since the bin-defining variables are rather stable with respect to BSM contributions
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(see Figure 6.1). Moreover, in the expected sensitivity range |cHG̃ | < 0.022 (|cHG | < 0.005), the BSM
contribution to the gg2H production cross-section is smaller than 12 % (16 %).

For the production and decay parameterizations, it was shown that the CP-even/CP-odd interference
terms vanish for dimension-six operators. However, due to the more stringent cuts of the Higgs boson
candidate selection, the corresponding terms in the signal acceptance are separately studied in Section 6.3.2.

6.3.1 Signal Acceptance in the H → 4` Channel

Two variables that are used to select Higgs boson candidates in the H → 4` channel are the invariant
mass of the on-shell (m12) and off-shell (m34) Z bosons. Both distributions are shown in Figure 6.12
for the SM and for different values of the BSM coupling parameters cHW̃ and cHB̃. The invariant mass
distribution of the leading lepton pair is almost stable with respect to cHW̃ (see Figure 6.12(a)). However,
this is not true for the parameters cHB̃ (see Figure 6.12(b)) and cHW̃B (see Figure D.1(c)). In these
cases, many events are generated outside of the acceptance region (50 GeV < m12 < 106 GeV). The
invariant mass of the subleading lepton pair is required to be at least 12 GeV if the four-lepton invariant
mass m4` is smaller than 140 GeV. For larger m4` , the requirement on m34 is raised to 50 GeV. The
spectrum changes drastically within this interesting mass window if BSM contributions are turned on. In
the SM, most events are generated between 20 GeV and 30 GeV. In contrast, in scenarios with sizable
BSM contributions, most of the events are generated for invariant masses below 10 GeV. This is shown in
Figures 6.12(c) and6.12(d), and it implies that the larger the absolute value of a single BSM coupling
parameter, the fewer Higgs boson candidates are accepted, i. e. the less sensitive the measurement.

For a single CP-odd BSM coupling parameter, these distributions are symmetric with respect to the
sign of the corresponding Wilson coefficient since there are no linear EFT terms in this case. This is
different for CP-even operators, and in particular for small coupling parameters as demonstrated in
Figures D.1 and D.2. In this case, the SM-BSM interference terms break the symmetry with respect to
the sign of the Wilson coefficient. Therefore, separate acceptance models for the CP-even and CP-odd
parameterizations are considered. The invariant mass distributions corresponding to the CP-even case are
discussed in detail in Reference [459], but they are also added to Appendix D.2.1 for a direct comparison.

Figure 6.13 shows the invariant mass distributions in case that more than one Wilson coefficient is
simultaneously unequal to zero and compares them to the SM prediction. Due to the negative interferences
(see Table 6.13) between cHW̃ and cHW̃B (and cHB̃ and cHW̃B) some parameter combinations result
in larger event fractions that are accepted compared to the case in which only one parameter is turned
on. For example, the parameter combination cHW̃ = cHB̃ = cHW̃B = 0.3 results in more events that
pass the selection criteria for m34 than the parameter combination cHW̃ = cHB̃ = 0.3 with cHW̃B = 0.
This is shown in Figure 6.13(c) with the solid-magenta and the solid-red line, respectively. The relative
sign between two parameters also impacts the shape of the invariant mass distributions. The red-solid
and red-dashed lines illustrate this behaviour for the parameter combinations (cHW̃ = 0.3, cHB̃ = 0.3)
and (cHW̃ = 0.3, cHB̃ = −0.3). This effect results from the mixed BSM terms that are proportional to
cicj , where i , j. However, if all CP-odd BSM parameters are multiplied by −1 at the same time, the
distributions will be equal to the original ones, as demonstrated with the red-dashed and red-dotted lines.
The minor differences are due to statistical fluctuations. These statements hold in general for pseudoscalar
BSM coupling parameters of any size, as demonstrated in Figures 6.13(b) and 6.13(d) for ten times larger
BSM couplings. However, this will be different for CP-even operators if the linear terms dominate over
the quadratic BSM contributions.

The lesson learned from this discussion is that the signal acceptance A(c) is a complex function of the
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Figure 6.12: The SM expected invariant mass spectrum m12 of the on-shell produced Z boson (top panels), and m34
of the off-shell produced Z boson (bottom panels), together with the corresponding spectrum for different absolute
values of the CP-odd BSM coupling parameters cHW̃ and cHB̃. All other Wilson coefficients are set to zero.

BSM coupling parameters, which is not expected to factorize into individual acceptance factors Ai(ci),

f (c) =
A(c)

ASM

,

∏
i Ai(ci)
ASM

. (6.14)

In this equation f (c) refers to the correction factor that scales the SM acceptance ASM . However, such a
one-dimensional approximation would significantly reduces the number of MC samples that have to be
generated. To determine the 1D-acceptance correction factors for the CP-odd parameters, 3 × n + 1 MC
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Figure 6.13: The SM expected invariant mass spectrum m12 of the on-shell produced Z boson (top panels), and
m34 of the off-shell produced Z boson (bottom panels), together with different BSM scenarios featuring the same
absolute values of the CP-odd BSM coupling parameters. All other Wilson coefficients are set to zero.

samples are required with n being the number of generated BSM points on a one-dimensional grid. The
additional sample is for the SM prediction. The chosen 1D grid consists of twelve BSM points,

ci = ±10,±3,±2,±0.8,±0.5,±0.3, (6.15)

where ci = cHW̃, cHB̃, cHW̃B. Including the SM point, a total of 3 × 12 + 1 = 37 samples are required.
Using the same parameter spacing in a more realistic model with three BSM parameters requires already
123
+ 1 = 1 729 samples. To reduce this number, only a subset of the grid points is chosen. The decision
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is based on the criterion that the final fit results provide a reasonable description of the signal acceptance,
with an emphasis on the center of the parameter region close to the SM prediction. Consequently, the
point density in this region is kept high while the density in the outer region is reduced. The resource
requirement for anything beyond three dimensions, i. e. including both, the CP-even and CP-odd
operators simultaneously is huge, and as such, no effort was put into such an attempt. However, specific
combinations of scalar and pseudoscalar operators are discussed in Section 6.3.2 to estimate the magnitude
of corresponding interference terms. It turns out that the well-motivated approach of splitting up the
CP-even and CP-odd acceptance factors is justified.

The acceptance scale factor is described by a three-dimensional Lorentzian function,

f (c) = α̃0 +
(α̃1)

2

α̃2 +
∑
i
δi · (ci + βi)

2
+

∑
i, j≥ j

δ(i, j) · cicj + δ (i, j,k)
i< j<k

· cicjck
, (6.16)

where α̃0, α̃1, α̃2, δi , δ(i, j) and δ(i, j,k) are the free parameters, and i, j and k run over HW̃ , HB̃ and HW̃ B.
In order to determine the free parameters in Equation 6.16, 117 Monte Carlo samples with different BSM
coupling parameters are generated. These samples include the SM, INT, and pure BSM terms, and target
Higgs bosons produced via gg2H and decaying into four lepton final states. The signal acceptances are
determined by feeding each sample through the event selection of the inclusive analysis and by calculating
the ratio of events that pass the H → 4` selection, Npass, and the total number of generated events, Ntot,

A(c) =
Npass(c)

Ntot(c)
. (6.17)

The generated samples and the corresponding acceptance scale factors are summarized in Table D.5.
They are used as input for the fit to determine the values of the acceptance parameters listed above. A
high weight is assigned to the SM point to ensure, that the fit returns the SM point for vanishing BSM
coupling parameters. The result of this fit is summarized in Table 6.14 and the projections onto the
cHW̃ -cHB̃, cHW̃ -cHW̃B and cHB̃-cHW̃B planes are visualized in Figure 6.14. The general agreement
between the fit and simulated data is very good. Compared to the SM, the acceptance is strongly reduced
in all scenarios with sizable BSM contributions. For the parameter point (cHW̃, cHB̃, cHW̃B) = (0.8, 0, 0),
it drops to 73.0 %, while for (3, 0, 0) it is already down to 23.6 %. The acceptance typically decreases
even faster if two BSM operators contribute at the same time. For instance, the acceptance is at 40.9 %
and 15.2 % for (0.8, 0.8, 0) and (3, 3, 0), respectively. However, along the diagonal in the cHW̃ -cHW̃B

plane it decreases significantly slower. In the case of cHW̃ = cHW̃B = 0.8 (cHW̃ = cHW̃B = 3) 91.0 %
(45.8 %) are accepted. Note that the same is not true along the anti-diagonal direction.

The one-dimensional projections of the 3D-acceptance onto the CP-even and CP-odd BSM coupling
parameters are compared in Figure 6.15. The functional dependence is very similar for scalar and
pseudoscalar operators, and each projection agrees well with a one-dimensional Lorentzian function.
The BSM acceptance for CP-odd operators is always smaller than the SM acceptance. The same is not
necessarily the case for CP-even operators. In regions where the SM-BSM interference term dominates,
the acceptance can be slightly larger than the SM expectation in this case.

6.3.2 Interference between CP-Even and CP-Odd Operators

The signal acceptance is individually parameterized for the scalar and pseudoscalar dimension-six
operators using the gg2H production mode. To validate this approach, different BSM samples with mixed
CP-even and CP-odd operators (100 000 events each) are generated.
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Table 6.14: Fit parameters for the three-dimensional parameterization of the signal acceptance for the CP-odd BSM
coupling modifiers cHW̃ , cHB̃ and cHW̃B.

Parameter fit result parameter fit result

α̃0 0.118 ± 0.001 δHW̃ 0.572 ± 0.003
α̃1 0.853 ± 0.001 δHB̃ 2.022 ± 0.004
α̃2 0.826 ± 0.002 δHW̃B 0.644 ± 0.001
βHW̃ −0.001 ± 0.001 δ

(HW̃,HB̃) −0.003 ± 0.008
βHB̃ −0.001 ± 0.001 δ

(HW̃,HW̃B) −1.070 ± 0.004
βHW̃B 0.001 ± 0.001 δ

(HB̃,HW̃B) −1.085 ± 0.006
δ
(HW̃,HB̃,HW̃B) −0.010 ± 0.008

(a) (b)

(c)

Figure 6.14: Two-dimensional projections of the fit result for the BSM parameterization of the acceptance correction
factor A/ASM onto the (a) cHW̃ -cHB̃, (b) cHW̃ -cHW̃B and (c) cHB̃-cHW̃B planes. The dots represent simulated data.

The acceptance for two operators can be modeled with a two-dimensional Lorentzian function,

A(c1, c2) = α0 +
(α1)

2

α2 + K1(c1) + K2(c2) + Kint(c1c2)
, (6.18)
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Figure 6.15: One-dimensional projections of the 3D parameterizations of the acceptance scale factor f = A/ASM

for CP-even and CP-odd operators.

Table 6.15: Fit parameters of the two-dimensional parameterization of the acceptance for one CP-even and one
CP-odd BSM coupling modifier in the gg2H production mode.

cHW − cHW̃

Parameter fit result parameter fit result

α0 0.168 ± 0.009 Keven/(c2
HW ) 0.813 ± 0.046

α1 1.024 ± 0.018 Kodd/(c2
HW̃

) 0.935 ± 0.053
α2 1.252 ± 0.035 Kint/(cHW cHW̃ ) 0.024 ± 0.060

cHB − cHB̃

Parameter fit result parameter fit result

α0 0.136 ± 0.004 Keven/(c2
HW ) 2.331 ± 0.079

α1 0.909 ± 0.019 Kodd/(c2
HW̃

) 2.281 ± 0.080
α2 0.956 ± 0.037 Kint/(cHW cHW̃ ) 0.015 ± 0.091

cHWB − cHW̃B

Parameter fit result parameter fit result

α0 0.129 ± 0.004 Keven/(c2
HW ) 0.500 ± 0.017

α1 0.828 ± 0.008 Kodd/(c2
HW̃

) 0.575 ± 0.016
α2 0.776 ± 0.010 Kint/(cHW cHW̃ ) −0.024 ± 0.020

where Ki(ci) = δi · (ci + βi)
2, for i = 1, 2, is a measure for the BSM effect of the single parameter ci,

and Kint(c1c2) = δ1,2c1c2 is a measure for the BSM interference effect. The samples are generated for
the parameter combinations cHW and cHW̃ , cHB and cHB̃, and cHWB and cHW̃B. The corresponding
acceptances for different absolute values of the BSM parameters are summarized in Table D.6 and the fit
results are shown in Table 6.15.

For all three parameter combinations, the contributions from the interference terms Kint(cic j )/(cic j ) are
consistent with zero. Thus, the approach for splitting up the parameterizations into two sets according to
the CP nature of BSM operators is justified in the H → 4` decay channel. Corresponding tests with the
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other production modes qq2Hqq, WH-Lep, and ZH-Lep show similar results.

6.4 The Complete EFT Signal Model

The EFT signal model describes the expected event rate in each particle-level production bin p of the
Reduced-Stage-1.1 STXS scheme. It is parameterized as a function of BSM coupling parameters c
and consists of three parts, production cross-section σp

(c), decay branching ratio BR4`
(c) and signal

acceptance A
p
(c). The description for the individual parts is derived in the previous sections and given

by Equations 6.6, 6.13, and 6.16. In this section, the signal model for the CP-odd operators is discussed.
As such, all CP-even BSM coupling parameters are set to zero. The final signal parameterization is given
by

(
σp

· BR4`
· A

p
)
(c) =

(
σp,(N)NLO

· BR4`,NLO
· A

p
)
SM

·

(
1 +

∑
i, j≥i

Bp
ijcicj

)
·

1 +
∑

i, j≥i
B4`
i j cicj

1 +
∑

i, j≥i
Btot
i j cicj

·
©«α̃0 +

(α̃1)
2

α̃2 +
∑
i
δi · (ci + βi)

2
+

∑
i, j≥i

δ(i, j) · cicj + δ (i, j,k)
i> j>k

· cicjck

ª®®¬ , (6.19)

where Bp, B4` and Btot are the prefactors of the quadratic terms in the expansion of production cross-
section, H → 4` decay width and total Higgs boson decay width, respectively. α̃0, α̃1, α̃2, δi, δ(i, j) and
δ(i, j,k) are the fit parameters of the three-dimensional Lorenztian function given in Table 6.14. Note that
Equation 6.19 does not contain linear terms since the corresponding SM-BSM interferences vanish for
pseudoscalar operators (see Table 6.4 and 6.12). This is not case for the signal model in the CP-even
scenario which is given in Appendix D.5.

To illustrate the functional dependence of the full signal model on the CP-odd BSM coupling paramet-
ers, one- and two-dimensional projections of the expected event yield are presented in the following. Due
to the large number of particle-level production bins, the focus is on categories with the largest sensitivity
in each production mode. The projections of the remaining bins are summarized in Appendix D.4.
Differences to the CP-even signal model are discussed in the text, and only selected examples are
explicitly shown. However, for a complete comparison, the corresponding one- and two-dimensional
projections are summarized in Appendix D.5.2.

gg2H production:

The gg2H production mode provides the largest sensitivity in the H → 4` cross-section analysis. The bins
with the largest and smallest sensitivity in this production mode are gg2H-0 j-pH

T -High (µ = 1.0 ± 0.16)
and gg2H-pH

T -High (µ = 1.0+1.0
−0.7), respectively. Figure 6.16 shows the one-dimensional dependence of

the expected event yield in these bins on the BSM coupling parameters cHG and cHG̃ given that all
other Wilson coefficients are set to zero. The corresponding expected sensitivities in the cross-section
analysis are indicated by gray bands around the SM value. Note that neither cHG nor cHG̃ do affect the
Higgs boson candidate selection. As such, the σ · BR parameterization represents the full signal model
in this case. For comparison, the prediction without the branching ratio correction is shown as well.
The differences to the full signal model are minimal because both parameters only affect the effective
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Figure 6.16: The one-dimensional projections of the expected event yield relative to the SM prediction onto the
BSM coupling parameter (left panels) cHG and (right panels) cHG̃ in the (top panels) gg2H-0 j-pH

T -High and
(bottom panels) gg2H-pH

T -High production bins of the Reduced-Stage-1.1 scheme. The gray bands indicate the
expected 68 % C. L. interval from the cross-section analysis.

Higgs boson coupling to gluons, which contribute little to the total Higgs boson decay width in the
expected sensitivity range. Therefore, the full signal only deviates slightly from the parabolic shape of the
production cross-section parameterization. In the case of cHG , a linear EFT approximation is justified
for the particle production bins with the largest sensitivities, like gg2H-0 j-pH

T -High (see the top-left
panel in Figure 6.16). However, it is not valid for bins with lower sensitivities since the pure BSM terms
also contribute in this case (see bottom-left panel). In the case of the pseudoscalar operators, only the
quadratic terms contribute, which results in significantly weaker sensitivity (see the top-right panel in
Figure 6.16). The one-dimensional projections for the other gg2H production bins are summarized in
Figure D.13 and Figure D.19 for the CP-odd and CP-even EFT parameterizations, respectively.

The BSM coupling parameters cHW̃ , cHB̃ and cHW̃B (as well as their CP-even counterparts) contribute
mainly to the qq2Hqq and VH-Lep production processes. However, they can also be probed in gg2H
production due to their sensitivity to the H → Z Z∗

→ 4` decay and the Higgs boson candidate selection.
Figure 6.17 shows the expected dependence of the event yield relative to the SM prediction and compares
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Figure 6.17: The one-dimensional projections of the expected event yield relative to the SM prediction onto
the BSM coupling parameters (a) cHW̃ , (b) cHB̃, and (c) cHW̃B in the gg2H-0 j-pH

T -High production bin of the
Reduced-Stage-1.1 scheme. The gray band indicates the expected 68 % C. L. interval from the cross-section
analysis.

them to the prediction without the acceptance modification (σ · BR). The production-only dependence
(σ), which is trivial in this case, is shown for completeness. Disregarding the acceptance results in relative
event rates that positively correlate with the absolute magnitude of the pseudoscalar BSM coupling
parameters. In contrast, when taking the signal acceptance into account, the correlation is negative. Note
that similar statements hold for the CP-even parameterization. The corresponding one-dimensional
projections are summarized in Appendix D.5. Coming back to Figure 6.17, at first glance, it seems
straightforward to constrain the CP-odd Wilson coefficients with a global fit since the event rate is
constrained from below and the BSM scenarios discussed in Figure 6.17 reduces the expected event yield.
However, this argument misses two points. First, the mixed terms cicj , with i , j, can be negative and
sizable for some parameter combinations. Second, cHG̃ and cũH naturally increase the expected event
yield which counteracts the effect of the other BSM coupling parameters. Both effects drastically increase
the allowed parameter space for the BSM coupling parameters.

To visualize the effect of the mixed BSM terms, two-dimensional projections of the expected event yield
are generated. Figure 6.18 shows these projections for the gg2H-0 j-pH

T -High production bin. The solid
(dashed) contours indicate the lower (upper) limit of the expected 68 % C. L. region of the cross-section
analysis. The region within these contours corresponds to the gray band in Figure 6.17. This is most
easily seen by comparing the intercepts of two-dimensional contours with the position at which the
corresponding one-dimensional projection hits the border of the gray band. For example, in Figure 6.17(a)
the dashed line hits the gray band’s upper limit at cHW̃ ≈ ±0.6. The same values for cHW̃ are found
when looking at values of the ellipse where cHB̃ (cHW̃B) is zero in Figure 6.18(a) (6.18(b)). In many
cases, only one contour is shown since the sensitivity of the other limit is not met by any point in the
two-dimensional plane. The top row in Figure 6.18 shows the two-dimensional projections onto the
cHW̃ -cHB̃, cHW̃ -cHW̃B and cHB̃-cHW̃B planes for the parameterization ignoring acceptance effects. In
this case, the BSM couplings parameters are restricted to small values within the dashed contours. This is
not the case for the full signal model shown in the bottom row of Figure 6.18. In this case, the allowed
parameter space opens up along some direction where both parameters are unequal to zero. By simply
looking at the two-dimensional profiles, a successful fit with more than one free BSM coupling parameter
seems discouraging since the contours are not closed in the regime where the EFT is perturbative, i. e.
|ci | < 4π. In addition, the parameter space is even less constrained if more than two Wilson coefficients
are allowed to float free at the same time. To constrain the BSM coupling parameters in a global fit,
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Figure 6.18: The two-dimensional projections of the expected event yield relative to the SM prediction onto the
parameter planes cHW̃ -cHB̃, cHW̃ -cHW̃B, and cHB̃-cHW̃B for the full signal model (bottom row) and the prediction
without acceptance parameterization (top row) in the gg2H-0 j-pH

T -High production bin of the Reduced Stage 1.1
scheme. The solid (dashed) contours indicate the lower (upper) limit of the expected 68 % C. L. interval from the
cross-section analysis.

the other particle-level production bins have to provide enough sensitivity in the regions where the
contours in the gg2H-0 j-pH

T -High bin are unconstrained. Since the other bins of the gg2H production
mode lack sensitivity in the same region of the parameter space, they only slightly improve the overall
sensitivity and are not discussed here in detail. However, they are added to Appendix D.4 (D.5.2) for the
CP-odd (CP-even) EFT parameterization. Thus, the gg2H bins alone are not expected to provide enough
sensitivity to constrain the Wilson coefficients in a global fit.

qq2Hqq and VH-Lep production:

The qq2Hqq production mode comprises events from vector-boson fusion (VBF) and associated production
with a hadronically decaying weak gauge boson (VH-Had). Events from associated production with
leptonically decaying vector bosons are categorized in the VH-Lep bin. The largest sensitivity in the
cross-section analysis is obtained in the qq2Hqq-VBF production bin (µ = 1.0+0.6

−0.5). Figure 6.19 shows
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Figure 6.19: The one-dimensional projections of the expected event yield relative to the SM prediction onto the BSM
coupling parameters cHW̃ , cHB̃, and cHW̃B in the qq2Hqq-VBF (top row) and VH-Lep (bottom row) particle-level
production bins of the Reduced-Stage-1.1 scheme. The gray bands indicate the expected 68 % C. L. interval from
the cross-section analysis.

the one-dimensional projections of the expected event yield relative to the SM prediction for the relevant
CP-odd BSM parameters in the qq2Hqq-VBF (top row) and VH-Lep (bottom row) bins. Compared
are the full signal model (σ · BR · A), the parameterization without acceptance correction (σ · BR) and
the production-only models (σ). While for the latter two parameterizations, any deviation from the SM
results in event yields that exceed the SM prediction, the full signal model predicts typically fewer signal
events. However, for the parameter cHW̃ , the predicted event yield is still larger than the SM prediction.
Similar statements also hold for the CP-even parameterizations summarized in Appendix D.5.2. In the
qq2Hqq-VBF bin, for small absolute values of cHW̃ , the expected event yield is approximately equal to
the SM prediction. In contrast, the effective impact of cHB̃ or cHW̃B on the number of signal events is
quite different. The event rate drops quickly to about 50 % of the SM prediction. However, it raises again
for larger BSM couplings. For cHB̃ (cHW̃B) the SM rate is reached at about ±11 (±13) which is roughly
in the region where the EFT is no longer pertubative (4π ≈ 12.6). The functional dependence of the
expected event yield in the other qq2Hqq bins is similar and summarized in Figure D.17.

Figure 6.20 shows the two-dimensional projections of expected event yield in the qq2Hqq-VBF and
VH-Lep particle-level production bins relative to the SM prediction in the cHW̃ -cHB̃, cHW̃ -cHW̃B and
cHB̃-cHW̃B parameter planes. In contrast to the gg2H bins, closed contours are found for the qq2Hqq-VBF
bin (upper row). In this case, both the upper and lower boundaries of the expected 68 % C. L. interval of
the cross-section analysis are met. They are indicated by dashed and solid contours, respectively. Absolut
values of cHB̃ and cHW̃B larger than 4π are not disfavoured by the expected sensitivity in the qq2Hqq
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Figure 6.20: The two-dimensional projections of the expected event yield relative to the SM prediction onto the
parameter planes cHW̃ -cHB̃, cHW̃ -cHw̃B, and cHB̃-cHW̃B for the full signal model in the qq2Hqq-VBF (top row)
and VH-Lep (bottom row) particle-level production bins of the Reduced-Stage-1.1 scheme. The solid (dashed)
contours indicate the lower (upper) limit of the expected 68 % C. L. interval from the cross-section analysis.

categories. The VH-Lep bin provides typically less sensitivity than the qq2Hqq bins. In this case, none
of the two-dimensional contours is closed in the displayed parameter region (lower row). The important
feature is that the two-dimensional projections of the VBF and VH categories are constrained along the
directions in which the gg2H bins are not constrained, and vice versa. This statement is true for all 2D
planes shown in Figure 6.20 and 6.18 and also holds for the corresponding CP-even Wilson coefficients
summarized in Appendix D.5.2. Thus, the different particle-level production bins compensate each other’s
weaknesses, suggesting that a two-dimensional fit with the discussed BSM parameters is possible.

t tH production:

The ttH particle-level production bin contains events from ttH, tH jb, and tHW production. These
processes are affected by the BSM coupling parameters cHG̃ and cũH as well as their CP-even counterparts.
Neither of them is considered in the Higgs boson candidate selection since they do not contribute to the
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Figure 6.21: The one-dimensional projections of the expected event yield relative to the SM prediction onto the BSM
coupling parameters (a) cHG̃ and (b) cũH in the ttH particle-level production bins of the Reduced-Stage-1.1 scheme.
The gray bands indicate the expected 68 % C. L. interval from the cross-section analysis. (c) The corresponding
two-dimensional projection in cHG̃ − cũH plane. The dashed contour indicates the upper limit of the expected
68 % C. L. interval from the cross-section analysis. The corresponding lower limit is not met by any point in the
two-dimensional plane.

H → 4` decay process. In addition, the impact of cũH (as well as cuH ) on the total width of the Higgs
boson is insignificant. Thus, they are not considered in the parameterization of the branching ratio to
four-lepton final states as explained in Section 6.2. Figure 6.21 shows the one- and two-dimensional
projections of the signal model in the ttH bin. The expected 68 % C. L. limits in this bin are very
weak. For cũH they are expected to be at µ = ±26 (see Figure 6.21(a)) and for cHG̃ at µ = ±0.5 (see
Figure 6.21(b)). The latter one is more than one order of magnitude larger than the corresponding limit
provided by the gg2H production bins. Therefore, the impact of the ttH bin on cHG̃ is very weak. In the
two-dimensional projection, shown in Figure 6.21(c), even larger absolutes values of cũH are allowed if
cHG̃ , 0 . The corresponding CP-even projections are summarized in Figure D.28.

6.5 Validation of the EFT Signal Model

The acceptance model is derived based on the BSM coupling parameters that are directly involved in
the HZ Z interaction vertex, and it is assumed to be independent of the particle level production bins.
These assumptions are investigated in Section 6.5.1. The cross-section parameterization is tested against
dedicated BSM Monte Carlo samples for different values of the Wilson coefficients in each particle-level
production bin. These studies are discussed in Section 6.5.2. In addition, the parameterization of the
full signal model is also validated with dedicated BSM signal samples at reconstruction level. Since the
corresponding studies have not been performed as a part of this thesis, only the main conclusion are
summarized in Section 6.5.3. More details can be found in Reference [459].

6.5.1 Validation of the Acceptance Model

The acceptance correction of the signal model is based on a common description for the different
particle-level production bins using the dominant gg2H production mode. This approach is motivated
since the Higgs boson selection is based on the Higgs boson decay and not the Higgs boson production
processes. This section quantifies the production mode dependence of the signal acceptance.
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Figure 6.22: Comparison of the one-dimensional projections of the acceptance modifier for the CP-odd (upper row)
and CP-even (lower row) operators obtained from the parameterization using the gg2H and qq2Hqq productions.

The qq2Hqq bin is the second-most prominent production bin. Thus, it is of particular interest when it
comes to the discussion of the production-mode dependence of the signal acceptance. The fit results for
the three-dimensional acceptance model in the CP-odd (CP-even) scenario based on the gg2H production
mode are summarized in Table 6.14 (D.10). For the qq2Hqq production, the same machinery is applied,
and Figure 6.22 compares the one-dimensional projections of the acceptance models obtained using the
gg2H and qq2Hqq production modes. The differences between both production processes are minor and
only noticeable for large absolute values of the BSM coupling parameters. Overall, the differences are
below the statistical sensitivity of the measurement, and thus, a common description is justified.

Tables 6.16 and 6.17 show the acceptance modifier for specifically chosen values of the CP-even and
CP-odd BSM coupling parameters, respectively. Compared to the main production modes, the acceptance
of the associated productions with a leptonically decaying weak gauge boson is smaller. In particular,
for the BSM coupling parameters cHB, cHB̃, cHWB, and cHW̃B in ZH-Lep production. However, the
sensitivity in this bin is significantly smaller than the sensitivity in the gg2H bins (compare Figures 6.17
and 6.19). Therefore, the expected impact on the final result is tiny. While a minor dependence of the
signal acceptance on cHG and cHG̃ is observed, its effect is negligible in the relevant parameter range. As
expected, neither cuH nor cũH do not affect the acceptance, even for large values of the BSM couplings.

6.5.2 Validation of the Production Cross-Section Parameterization

The cross-section parameterization is validated with dedicated BSM Monte Carlo samples that include
both the SM and the BSM contributions, i. e. all three terms in Table 6.1. The samples are generated

149



Chapter 6 EFT Interpretation in the H → Z Z∗
→ 4` Decay Channel at ATLAS

Table 6.16: Comparison of the acceptance modifier, f , for specifically chosen CP-even BSM points in the gg2H,
qq2Hqq, ZH-Lep, WH-Lep, and ttH production modes. Only one parameter is non-zero at a time.

cHW

acceptance modifier f
cHG

f
cuH

f

gg2H qq2Hqq ZH-Lep WH-Lep gg2H ttH

0.4 0.98 0.97 0.85 0.94 0.005 0.99 1 1.00
0.5 0.94 0.92 0.79 0.77 0.01 0.99 8 1.00
1.0 0.70 0.71 0.48 0.41 0.1 0.98 15 1.00
3.0 0.29 0.31 0.27 0.21 1.0 0.96 40 1.00

cHB

acceptance modifier f
cHWB

acceptance modifier f

gg2H qq2Hqq ZH-Lep gg2H qq2Hqq ZH-Lep

0.4 0.76 0.77 0.36 0.4 0.86 0.86 0.47
0.5 0.67 0.68 0.26 0.5 0.82 0.82 0.45
1.0 0.37 0.38 0.20 1.0 0.59 0.60 0.24
3.0 0.17 0.18 0.10 3.0 0.24 0.25 0.19

Table 6.17: Comparison of the acceptance modifier, f , for specifically chosen CP-odd BSM points in the gg2H,
qq2Hqq, ZH-Lep, WH-Lep, and ttH production modes. Only one parameter is non-zero at a time.

cHW̃

acceptance modifier f
cHG̃

f
cũH

f

gg2H qq2Hqq ZH-Lep WH-Lep gg2H ttH

0.4 0.90 0.91 0.74 0.76 0.005 1.00 1 1.00
0.5 0.87 0.88 0.64 0.67 0.01 1.00 8 1.00
1.0 0.65 0.66 0.46 0.33 0.1 0.98 15 1.00
3.0 0.24 0.26 0.22 0.18 1.0 0.97 40 1.00

cHB̃

acceptance modifier f
cHW̃B

acceptance modifier f

gg2H qq2Hqq ZH-Lep gg2H qq2Hqq ZH-Lep

0.4 0.75 0.76 0.28 0.4 0.91 0.91 0.60
0.5 0.67 0.68 0.25 0.5 0.86 0.86 0.51
1.0 0.38 0.40 0.24 1.0 0.62 0.63 0.21
3.0 0.16 0.17 0.18 3.0 0.22 0.24 0.22

for different values of the relevant Wilson coefficients. The resulting cross-section in each particle-level
production bin is compared to the expected value from the EFT parameterization. Figure 6.23 shows the
validation results for different values of the CP-odd BSM coupling parameters. Their values are chosen
such that the expected sensitivity range at 68 % C. L. is covered. All generated production cross-sections
agree with the EFT parameterization predictions within the statistical errors. The validation results not
shown in this section are summarized in Section D.2.5.

6.5.3 BSM Dependence of the Reconstruction Efficiency

The EFT parameterization is developed at particle level. However, the cross-section measurement in
the H → 4` decay channel is performed simultaneously in various event categories targeting different
Higgs boson production processes. The validity of the particle-level description is probed with fully
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Figure 6.23: Comparison of the relative cross-sections, σ/σSM, for each particle-level production bin of the Reduced
Stage 1.1 scheme for different values of the CP-odd BSM coupling parameters. Compared are the predicted
cross-sections from the EFT parameterization (dotted line) and the cross-section from generated validation Monte
Carlo samples (validation points (VP)) for (a) gg2H, (b)-(d) qq2Hqq, (e) VH-Lep, and (f) ttH production.
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(a) (b)

(c) (d)

Figure 6.24: Comparison between the expected distributions of p4`
T for the SM SMEFT LO predictions and (upper

panels) the SM (N)NLO predictions and (lower panels) different values of the BSM coupling parameters in (left
panels) gg2H and (right panels) qq2Hqq production. Taken from Reference [459].

reconstructed BSM signal samples. Since these studies have not been performed as a part of this thesis,
only the main conclusions are summarized. More information can be found in Reference [459].

Figure 6.25 compares the p4`
T distribution obtained with the SM SMEFT LO samples, the SM NNLO

prediction, and various SMEFT BSM samples with different values of the BSM coupling parameters for
the gg2H and the VBF+VH-Had Higgs boson production processes. In case of the former, the SMEFT
LO sample differs slightly from the NNLO prediction (see Figure 6.24(a)). However, it matches the LO
expectation. The distributions of other kinematic variables agree well with the NLO prediction [459]. In
case of VBF+VH-Had production, the SMEFT LO p4`

T distribution resembles the higher-order prediction
(see Figure 6.24(b)). The same is true for other production modes and kinematic distributions. The
differences between the p4`

T distributions of the reconstructed SM and BSM signal samples are minor.
In the previous sections, it was assumed that the event reconstruction efficiency ε , i. e. the ratio
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(a) (b)

Figure 6.25: Comparison between the event reconstruction efficiency for the SM and different values of the BSM
coupling parameters for the (a) gg2H and (b) qq2Hqq production. Taken from Reference [459].

of the total number of events and the number of events after the inclusive four-lepton signal selection
is independent of the BSM coupling parameters. Figure 6.25 shows the reconstruction efficiencies in
each reconstructed event category for the gg2H and qq2Hqq production modes. Within the statistical
uncertainty, no significant deviations between the SM and BSM samples are observed. The same is true
for other production modes [459]. Thus, no parameterization of the reconstruction efficiency is required.

6.6 Systematic Uncertainties

The impact of systematic theoretical uncertainties is estimated using Madgraph5_aMC@NLO. For
the QCD scale uncertainties, the nominal choice for the renormalization and factorization scales, µ0,R
and µ0,F , respectively, are either multiplied or divided by a factor two. The possible variation pairs are
then compared to the nominal choice. The impact of the PDF uncertainties is evaluated using internal
variations of the NNPDF23loPDF set.

Figure 6.26 shows the evaluated uncertainties on the event yield for selected gg2H particle-level
production bins. The evaluated QCD scale (PDF) uncertainties the gg2H-0 j-pH

T -High and gg2H-1 j-pH
T -

High bin are displayed in the top (bottom) panels. While the absolute size of both, the QCD scale and PDF
uncertainties is relatively large, they are almost independent of the BSM contributions. This statement
also holds for the other particle-level production bins summarized in Appendix D.6.

The large systematic theoretical uncertainties result from the LO accuracy of the MC sample generation.
Instead of using these uncertainties, the corresponding values from the SM best prediction are used.
This is possible because the BSM parameterization is described as a relative correction to the best SM
prediction, and the BSM dependence of the QCD scale and PDF uncertainties is negligible.

The experimental systematic uncertainties are assumed to be independent of the Wilson coefficients, and
their values are taken from the corresponding production cross-section measurement (see Section 5.6.1).
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Figure 6.26: QCD scale (top panels) and PDF (bottom panels) uncertainties in the gg2H production bins for different
values of CP-odd BSM coupling parameters.

6.7 Statistical Treatment

The full signal model of the SMEFT in the H → Z Z∗
→ 4` decay channel is given in Equation 6.19 (D.2)

for the CP-odd (CP-even) BSM parameterization. For the statistical interpretation, the expected event
rates in the various particle-level production bins p are expressed in terms of signal strength modifiers,

µp(c) =
σp

(c) · BR4`
(c) · A(c)

σ
p
SM · BR4`

SM · ASM
, (6.20)

which scale the corresponding SM prediction as a function of the BSM coupling modifiers. The signal
strengths µp(c) are incorporated into the statistical analysis model by replacing the SM-expected signals,
Si, j(σ, θ) (see Section 5.7), with µp(c) · Si, j(σ, θ) . As mentioned earlier BSM effects in the reconstruction
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Figure 6.27: The measured signal yield ratio in each particle-level production bin of the Reduced Stage 1.1 scheme
together with the prediction for a chosen set of (a) CP-even and (b) CP-odd BSM parameter values. The values
are chosen such that they correspond to the expected 68 % C. L. interval of the cross-section measurement.

efficiency ε pi, j are expected to be negligible and thus not taken into account. The likelihood function in the
EFT interpretation is given by

L(σ, θ) =

Ncategories∏
j

Nbins∏
i

P
(
Ni, j |µ

p
(c) · L · σ · BR ·Ai, j(θ) + Bi, j(θ)

)
×

Nnuisance∏
m

Cm(θ) . (6.21)

Note that BSM contributions to the background predictions Bi, j(θ) are neglected. Constraints on the BSM
coupling parameters are obtained using the profile likelihood ratio (Equation 5.2) discussed in Section 5.7.

6.8 Results

The measured signal yield normalized to its SM prediction is shown in Figure 6.27 for each particle-level
production bin of the Reduced Stage 1.1 scheme, together with the expected yield in chosen BSM scenarios.
No significant deviations from the SM prediction are observed. The EFT parameters are chosen to be
compatible with the error on the cross-section measurement at 68 % C. L. interval. The chosen parameters
affect the signal yield in the gg2H bins by up to 20 % with cHW , cuH , and cũH having the smallest impact.
Observable BSM effects in the qq2Hqq production bins are mostly due to the parameters cHW and cHW̃ .
This can be explained by their significantly larger contribution to the production vertex compared to the
other EFT parameters, presented in Figure 6.4. The same is true for the Higgs boson decay. However, in
this case, the effects are compensated by taking the BSM dependence of the signal acceptance into account.
The ttH production bin depends almost exclusively on cuH and cũH because possible contributions from
cHG and cHG̃ are very much constrained by the gg2H bins. The Wilson coefficients cHB, cHB̃, cHWB,
and cHW̃B are most sensitive to the decay vertex and predominantly measured in gg2H production.

Due to the limited sensitivity, a simultaneous maximum likelihood fit with all BSM parameters is not
possible at the current stage. Thus, at most, two Wilson coefficients are fitted simultaneously. Figure 6.28
shows the one-dimensional fit results with only one BSM coupling parameter fitted at a time while all
others are set zero. The corresponding −2ln(λ) profiles of the CP-even and CP-odd BSM coupling
parameters are shown in Figures 6.29 and 6.30. The best-fit values with their corresponding p-value as
well as the observed and expected 68 % and 95 % C. L. intervals are summarized in Table 6.18. The
measurements are dominated by statistical uncertainty. In case of the CP-odd BSM coupling parameters,
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Figure 6.28: The observed best-fit values for the BSM coupling parameters in the SMEFT together with the 95 %
C. L. regions (horizontal bands) for (a) CP-even and (b) CP-odd operators obtained for an integrated luminosity of
139 fb−1 at

√
s = 13 TeV. Only one parameter is fitted at a time while all others are set to zero. The values for cHG

and cHG̃ (cuH and cũH ) are multiplied by 100 (0.05) to improve the readability of the graphic. The dashed vertical
line represents the SM expectation.

Table 6.18: The observed best-fit values of the SMEFT coupling parameters together with their p-values and the
observed and expected confidence intervals at 68 % and 95 % C. L. for an integrated luminosity of 139 fb1 at
√

s = 13 TeV. The limits are computed using the confidence-level interval method. Only one Wilson coefficient is
fitted at a time while all others are set to zero.

Wilson Best-fit observed SM expected

Coeffcient value p-value 68 % C. L. 95 % C. L. 68 % C. L. 95 % C. L.

cHW 0.5 0.66 [−1.5, 1.3] [−3.4, 2.1] [−1.6, 0.9] [−2.9, 1.6]
cHB −0.03 0.98 [−0.42, 0.37] [−0.62, 0.59] [−0.43, 0.38] [−0.62, 0.60]

cHWB 0.10 0.93 [−0.71, 0.63] [−1.06, 0.99] [−0.75, 0.63] [−1.09, 0.99]
cHG −0.0002 0.79 [−0.0048, 0.0029] [−0.0083, 0.0068] [−0.0038, 0.0040] [−0.0073, 0.0080]
cuH −6 0.50 [−12, 6] [−18, 30] [−8, 20] [−14, 26]

cHW̃ 0.6 0.84 [−1.5, 1.5] [−2.4, 2.4] [−1.3, 1.3] [−2.1, 2.1]
cHB̃ 0.00 1.00 [−0.37, 0.37] [−0.56, 0.56] [−0.39, 0.39] [−0.57, 0.57]

cHW̃B 0.0 1.00 [−0.69, 0.69] [−1.03, 1.03] [−0.71, 0.71] [−1.05, 1.05]
cHG̃ −0.000 1.00 [−0.019, 0.019] [−0.029, 0.029] [−0.022, 0.022] [−0.031, 0.031]
cũH −21 0.48 [−37, 37] [−50, 50] [−26, 26] [−40, 40]

the profiles are symmetrical with respect to the BSM parameter featuring two degenerate minima. This is
explained by their pure quadratic BSM dependence for pseudoscalar operators at mass dimension six.
The only CP-even parameter which also shows two distinct minima is cuH . However, the two minima are
not symmetrical around zero in this case because the EFT parameterization of the ttH production crosses
the expected SM value at two different values of cuH (see Figure 6.10(a)).

The strongest constraint is obtained for the parameter cHG describing the BSM contribution to the
CP-even Higgs boson interactions with gluons. The 95 % C. L. interval is found to be [−0.008, 0.007] in
this case. This stringent constraint results from the fact that the linear terms in the EFT parameterization
dominate over the quadratic terms (see Figure 6.2(a)) within the measurement’s sensitivity range. Although
the gg2H-pH

T -High bin is designed to target effects from BSM physics, cHG is actually more sensitive to
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Figure 6.29: The one-dimensional fit results for the observed (black solid) and SM expected (blue dashed) statistical
scans of the BSM coupling parameters cHG and cuH (left panels), and cHG̃ and cũH (right panels) for an integrated
luminosity of 139 fb1 at

√
s = 13 TeV. The 68 % and 95 % C. L. regions for the scanned parameter are indicated by

dashed horizontal lines. Note that except for the fitted parameter, all other Wilson coefficients are set to zero.

the gg2H-0 j-pH
T -Low and gg2H-0 j-pH

T -High particle-level production bins. The reason for this is the
small absolute number of events in the dedicated BSM bin compared to the zero-jet bins. The constraint
on cHG̃ is about three times weaker with [−0.029, 0.029] since the linear terms do not contribute to the
total cross-section in this case.

The next-strongest constraints are obtained for the BSM coupling parameters related to the operators
that directly contribute to the HZ Z interaction vertex. These are cHB̃, cHB, cHWB, cHW̃B, cHW̃ and
cHW in that order. Since the first four of these BSM couplings parameters are mainly measured in the
gg2H production bins, the corresponding constraints are more stringent than the constraints on cHW and
cHW̃ . The latter constraints are mostly obtained from the qq2Hqq-VBF and qq2Hqq-BSM bins. Since
both the scalar and pseudoscalar parameterizations are dominated by the quadratic terms, the constraints
on the CP-even and CP-odd parameters are comparable in size. Even smaller constraints are set on cuH
and cũH which describe the scalar and pseudoscalar BSM contributions to the top-Yukawa coupling. The
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Table 6.19: The observed best-fit points and their p-values obtained from the two-dimensional likelihood scans for
an integrated luminosity of 139 fb1 at

√
s = 13 TeV. The limits are computed using the confidence-level interval

method. Only two BSM coupling parameters are fitted at a time while all others are set to zero.

Parameter best-fit point best-fit parameter best-fit point best-fit

combination 1. parameter 2. parameter p-value combination 1. parameter 2. parameter p-value

cHW , cHB 0.57 0.05 0.88 cHW̃ , cHB̃ ±1.12 ∓0.21 0.91
cHW , cHWB 0.59 −0.14 0.81 cHW̃ , cHW̃B ±1.13 ±0.39 0.80
cHB, cHWB 1.74 2.24 0.82 cHB̃, cHW̃B 0.00 0.00 0.79
cHW , cHG 0.54 −0.001 0.81 cHW̃ , cHG̃ ±0.56 0.00 0.79
cHB, cHG −0.04 −0.001 0.78 cHB̃, cHG̃ 0.00 0.00 1.00

cHWB, cHG −0.02 −0.001 0.79 cHW̃B, cHG̃ 0.00 0.00 0.79
cuH , cHG −5.7, 17.7 −0.001 0.80 cũH , cHG̃ ±21.21 0.00 0.80

smallest p-value is observed for cũH with p = 0.48, which corresponds to deviation from the SM of 0.7σ.
Thus, indicating no evidence for new physics.

In addition, possible correlations between the BSM coupling parameters are explored by fitting two
Wilson coefficients at a time. No mixtures of CP-even and CP-odd operators are probed since the
corresponding interference terms are vanishing as shown in Sections 6.1, 6.2 and 6.3.2, for the production,
decay, and acceptance parameterizations, respectively. Thus, no non-trivial correlations between these
parameters are expected. The two-dimensional contours of the test statistic at 95 % C. L. for the scalar
parameter combinations are shown in the left panels of Figures 6.32, 6.31, and 6.33, while the pseudoscalar
combinations are shown in the right panels. The best-fit points of these scans and their respective p-values
are summarized in Table 6.19. All observed best-fit values agree with the SM prediction and are consistent
with the one-dimensional results.

The anti-correlation between cHW (cHW̃ ) and cHB (cHB̃) originates from the parameterization of the
signal acceptance. This can be seen clearly by comparing the expected signal yields for the σ · BR and
σ · BR · A parameterizations in the gg2H-0 j-pH

T -High bin in Figures 6.18(a) and 6.18(d), respectively.
The non-ellipsoidal shape is also caused by the acceptance parameterization. The "V"-shaped correlation
for large absolute values of cHW and cHW̃ are mostly caused by the qq2Hqq processes (see Figures 6.20(a)
and D.25(a)). The same reasoning can also be applied to the other contours shown in Figure 6.32.

Similar "V"-shaped correlations are observed for parameter combinations that include cHG and cHG̃ as
shown in Figure 6.31. They result from BSM effects in the ggF production vertex, the Higgs boson decay
vertex, and the signal acceptances. This loosens the constraint on cHG̃ if the absolute values of cHW̃ ,
cHB̃ or cHW̃B are increased. Similar arguments hold in the CP-even case. However, while the contours
for the pseudoscalar parameters are symmetrical around the cHG̃ axis, the corresponding ones for the
scalar parameters are one-sided. This results from the large linear terms that contribute to ggF production
cross-section for CP-even operators. Due to the complex interplay between these parameters, additional
islands in the parameter space are still allowed at 95 % C. L. for some parameter combinations.

The correlation between the cHG (cHG̃) and cuH (cũH ) is caused by the ttH production vertex. This
correlation has negligible impact on the measurement of cHG and cHG̃ because they are already tightly
constrained by the ggF vertex. The constraints on cuH are tighter than the constraints on cũH because
of the additional linear terms and the larger quadratic terms in the parameterization of the production
cross-section.
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Table 6.20: The observed one-dimensional 95 % C. L. limits for the BSM coupling parameters of the SMEFT
obtained in different Higgs boson decay channels at ATLAS. All other parameters are set to zero.

BSM coupling 139 fb−1 36.1 fb−1

parameter H → Z Z∗
→ 4` H → γγ

H → bb̄ H → WW∗

VH VH (high-pVT ) +H → WW

cHW [−3.4, 2.1] [−8.3, 8.3] × 10−4
[−0.97, 0.31] [−0.87, 0.38] [−3.6, 5.4]

cHB [−0.62, 0.59] [−2.4, 2.4] × 10−4 - - [−9.4, 9.4]
cHWB [−1.06, 0.99] [4.2, 4.2] × 10−4

[−1.1, 1.9] [−7.1, 3.3] [−8.0, 7.8]
cHG [−8.3, 6.8] × 10−3

[−6.1, 4.7] × 10−4 - - [−7.4, 15.5] × 10−3

cuH [−18, 30] - - - [−5.7, 2.6]

cHW̃ [−2.4, 2.4] [1.5, 1.4] × 10−4 - - -
cHB̃ [−0.56, 0.56] [−3.7, 3.7] × 10−4 - - -

cHW̃B [−1.03, 1.03] [−1.2, 1.1] × 10−4 - - -
cHG̃ [−2.9, 2.9] × 10−2

[−2.0, 2.0] × 10−4 - - -
cũH [−50, 50] - - - -

6.9 Comparison to other Decay Channels

The tensor structure of the Higgs boson interaction is also probed in other Higgs boson decays using the
framework of the SMEFT. At ATLAS, results are available in H → γγ decays, from a combined analysis
of H → WW∗ and H → WW decays [464], and in associated production of a Higgs boson decaying into
b quarks with a vector boson [465, 466]. In addition, a combined interpretation of several search channels
has already been published [467]. Since these analyses are performed in different decay channels, they
target different interaction vertices, and thus, different BSM coupling modifiers. In this section, only the
parameters that are equivalent to the ones interesting for the H → Z Z∗

→ 4` decay channel are discussed.
Table 6.20 compares the 95 % C. L. intervals of the different analyses. The measurement in the

H → γγ decay channel is about one order of magnitude more sensitive for cHG and cHG̃ compared to
the interpretation performed in this thesis because of the larger amount of reconstructed Higgs boson
candidates in H → γγ decays. For the other probed BSM coupling parameters, the H → Z Z∗

→ 4`
analysis is about four orders of magnitude less sensitive. This is mainly related to the strong BSM
dependence of the detector acceptance (see Figure 6.17), which significantly decreases the sensitivity of
the measurement, and on the other hand, to the smaller number of reconstructed events containing Higgs
boson candidates. The constraints obtained from the combined H → WW∗ and H → WW analysis are
weaker for most CP-even parameter, because the measurement is performed on the reduced data set with
only 36.1 fb−1. However, the constraint on cuH is significantly stronger. In addition to these parameters,
the analysis also probes many other CP-even BSM coupling parameters of the SMEFT, but no results on
the CP-odd are given. In the H → bb̄ decay channel, two separate analyses are conducted. Both target
Higgs bosons produced in VH production, but one specifically targets vector bosons with large transverse
momentum. Only the most sensitive parameters are studied explicitly. The relevant ones for this thesis
are cHW and cHWB. For cHW , the obtained limits are about a factor of 3 − 5 stronger than the constraints
from the H → 4` analysis. For cHWB, the constraint from the high-pVT analysis is significantly weaker,
while the other analysis is only slightly less sensitive than the analysis in the four-lepton decay channel.

Since these measurements are not sensitive enough to constrain all coefficients in a simultaneous
maximum likelihood fit, a second fitting procedure using principal component decomposition is performed.
This approach provides a set of linear combinations of Wilson coefficients, called eigenvector combinations,
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which are fitted simultaneously. The same approach is used in the ATLAS combination. Since these
results are given in different basis representations, they are not directly comparable to the intervals given
above. Results on the CP-odd parameters are only available in the H → γγ decay channel. Thus, no
comparison with other analyses is possible.
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Figure 6.30: The one-dimensional fit results for the observed (black solid) and SM expected (blue dashed) statistical
scans of the CP-even BSM coupling parameters cHW , cHB and cHWB (left panels), and cHW̃ , cHB̃ and cHW̃B

(right panels) for an integrated luminosity of 139 fb1 at
√

s = 13 TeV. The 68 % and 95 % C. L. regions for the
scanned parameter are indicated by dashed horizontal lines. Note that except for the fitted parameter, all other
Wilson coefficients are set to zero.
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Figure 6.31: The two-dimensional fit results for the observed (black solid) and SM expected (blue dashed) likelihood
contours at 95 % C. L. for different combinations of CP-even parameter that involve the BSM coupling parameter
cHG and one of the parameters cHW , cHB and cHWB each (left panels), and for different combinations of CP-odd
parameters that involve the BSM coupling parameter cHG̃ and one of the parameters cHW̃ , cHB̃ and cHW̃B, each
(right panels). Note that except for the fitted parameters, all other Wilson coefficients are set to zero.
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Figure 6.32: The two-dimensional fit results for the observed (black solid) and SM expected (blue dashed) likelihood
contours at 95 % C. L. for different combinations of the CP-even parameters cHW , cHB and cHWB (left panels),
and for different combinations of the CP-odd parameters cHW̃ , cHB̃ and cHW̃B (right panels) for an integrated
luminosity of 139 fb1 at

√
s = 13 TeV. Note that except for the fitted parameters, all other BSM coupling parameters

are set to zero.
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(a) (b)

Figure 6.33: The two-dimensional fit results for the observed (black solid) and SM expected (blue dashed) likelihood
contours at 95 % C. L. of the parameters (a) cuH − cHG and (b) cũH − cHG̃ . Note that except for the fitted parameters,
all other BSM coupling parameters are set to zero.

164



CHAPTER 7

Indirect Constraints on Possible CP Admixtures
from Rate Measurements

In this chapter, the scope of possible CP-violation in the Higgs sector and deviations from the SM
couplings are explored. The studies are based on the indirect approach to probe the CP properties of the
Higgs boson1. Constraints on possible CP admixtures are imposed by fitting a general CP-violating
model to the measured Higgs signal rates published by the LHC collaborations.

In Section 7.1, constraints on possible CP mixing in the top-Yukawa coupling [258] are set using
HiggsSignals (introduced in Section 4). Different levels of complexity in the model assumptions are
investigated, and the most general case considers modifications to the ggF, ZH and ttH production
cross-sections and the H → γγ decay rate. In Section 7.2, constraints on possible Higgs CP admixtures
are set using the formalism introduced in Section 2.4.2.2. This parameterization describes the couplings
of a general CP-mixed state to the SM particles. It is consistent with a large variety of theoretical models
consisting only of singlet and doublet Higgs fields. In its most general form, it also considers CP-odd
contributions from higher-dimensional interaction operators in the couplings to gauge bosons. Different
model assumptions are investigated. The fits are performed with HiggsSignals using the LHC Run-1
and Run-2 Higgs signal measurements published by the LHC experiments. The same model is used
in Section 7.3 to find constraints using the full likelihood function of the H → Z Z∗

→ 4` analysis in
ATLAS with 139 fb−1 of proton-proton collisions at a cms energy of 13 TeV.

7.1 Constraints on CP-Mixing in the Top-Yukawa Coupling

The model used for the study presented in this section is described in Section 2.4.2.3. It is based on the
Higgs characterization (HC) model but only considers possible CP-violating effects in the top quark sector.
The model dependence of the ttφ coupling is studied by successively allowing for BSM contributions
to the HVV and the effective Hγγ and Hgg couplings. Four different model parameterizations are
investigated. While model 1 has only two free parameters, ct and c̃t , the most general model (model 4)
contains five free parameters: ct, c̃t, cV, cg, and cγ. The study is performed with HiggsSignals using 81
LHC Run-2 measurements and 20 Run-1 measurements. The former input is listed in Tables B.1, B.2,
and B.3, and the latter is described in Section 4.3.3.

The χ2 evaluation for the different input formats in HiggsSignals is described in Section 4.3.2. It
is assumed that the theoretical uncertainties of the Higgs boson production and decay rates and their
correlations are the same as in the SM. The 1σ, 2σ, and 3σ C. L. regions for two-dimensional ∆χ2 profiles
assuming the Gaussian limit approximation correspond to ∆χ2

≤ 2.3, 6.18, and 11.83, respectively.

1The difference between direct and indirect CP probes are discussed in Section 2.3.
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(a) (b)

(c) (d)

Figure 7.1: Fit results in the (ct, c̃t ) parameter plane for (a) model 1, (b) model 2, (c) model 3, and (d) model 4 using
the available Higgs signal rate measurements from the LHC. The color corresponds to the ∆χ2 value of the global
fit and the 1σ, 2σ, and 3σ C. L. regions are shown as white, light-gray, and dark-gray dashed contours, respectively.
The best-fit point and the SM prediction are marked by a white star and an orange cross, respectively. Note the
larger scale required to display the bottom plots.

Figure 7.1 shows the fit results for the different model parameterizations. The two-dimensional ∆χ2

profiles are shown in color and the 1σ, 2σ, and 3σ C. L. regions are indicated by white, light-gray, and
dark-gray dashed lines, respectively. All four model parametrizations feature a best-fit point which is
remarkably close to the SM prediction. The minimal χ2 improves only insignificantly compared to the
SM χ2, despite the up to five additional free parameters.

In the first three model parameterizations (model 1, 2 and 3) the effective scale factor, κg, is derived as
a function of ct and c̃t assuming cg = c̃g = 0 in Equation 2.118. In model 1 and model 2, the favored
region is constrained to positive values of ct because the preferred value of the derived scale factor for the
effective photon coupling, κγ, (see Equation 2.119 for cγ = c̃γ = 0) is close to +1. The favored region for
model 2 (see Figure 7.1(b)) is slightly larger than the corresponding region for model 1 (see Figure 7.1(a))
because of the additional freedom in the Higgs-vector boson coupling, cV , which influences the Higgs
boson partial decay width into two photons. Since model 3 treats κγ as a free parameter, the lower bound
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on ct is weakend as shown in Figure 7.1(c). In this case, two local minima in the ∆χ2 profile appear
at (ct, c̃t ) ≈ (−0.3,±0.6), which are compatible with the data at the 3σ level. In these regions, the ggF
and the combined top-quark associated signal strengths are SM-like. However, since the gg → ZH
production is strongly enhanced in this region, it is excluded at 2σ level.

In model 4, both κg and κγ are treated as free parameters. In this case, the allowed region in the (ct, c̃t )
plane is largely extended as shown in Figure 7.1(d) (note the enlarged scale on both axes). Since the ggF
production cross-section is now calculated by an individual parameter, the fit is no longer constrained to
the allowed parameter space near the region where κg = κg(ct, c̃t ) ≈ 1. In this case, the gg → ZH and
the top-quark associated production modes become more important and impose constraints on the (ct, c̃t )
parameter plane. Since these constraints are much weaker than before, the allowed region in ct and c̃t is
significantly enlarged allowing even vanishing values of ct at the 2σ level.

The effects from the kinematic shape modifications in the pp → ZH channel induced by CP-violating
effects play a minor role in this discussion. Their impact is most pronounced in the regions of large c̃t and
small ct , as well as for negative ct values if c̃t is small (see Figure E.1).

The constraints presented above can also be interpreted in terms of the CP-violating phase, αtt , in
the top-Yukawa coupling. For model 1, 2 and 3, the constraints are similar, with |αtt | / 22.5° − 27° at
the 2σ level. The second minima in model 3 (see Figure 7.1(c)) appear around |αtt | ≈ 110°. In model
4, the CP-violating phase is constrained to |αtt | / 72°. Thus, in a general BSM model the constraints
are still rather weak. For the differnet model assumptions they correspond to cosαtt ' 0.89 − 0.92 and
cosαtt ' 0.31, respectively.

7.2 CP-Mixing Constraints in Global Interpretations

In this section, CP violation in the Higgs sector is constrained using the latest LHC Run-1 and Run-2
Higgs signal measurements published by the ATLAS and CMS collaborations. The general model setup
is described in Section 2.4.2.2, and the fits are performed with HiggsSignals.

For an efficient sampling of the parameter space, the scans are performed with an adaptive Metropolis
(AM) algorithm [468] with flat prior probability distributions using the Markov-Chain Monte Carlo
(MCMC) python package PyMC [469]. Appropriate initial values for the MCMC chains are found using
the maximum a posteriori estimate (MAP) class of PyMC. The scans contain around 106-109 points,
depending on the dimensionality of the parameter space. For each scan, several independent Markov
chains are run simultaneously, featuring a typical length of 105-106 points. The results are presented in the
pure frequentist interpretation based on the global χ2 derived from HiggsSignals. The 1σ, 2σ, and 3σ
C. L. regions for two-dimensional ∆χ2 profiles assuming the Gaussian limit approximation correspond to
∆χ2

≤ 2.3, 6.18 and 11.83, respectively.
Throughout this section, a bar on top of a coupling parameter indicates that the parameter is a derived

quantity. Different benchmark parameterizations with increasing complexity are investigated.

7.2.1 Common Pseudoscalar Coupling Scale Factor for Fermions

The first model parameterization (model I) that is investigated in this section features only two free
parameters, cosα and κ

p
f
. The first one parameterizes the mixing of a CP-even (H) and CP-odd

(A) Higgs boson, and the second one is a common coupling modifier for fermions parameterizing the
pseudoscalar Yukawa couplings. The CP-even Higgs couplings are assumed to be identical to the SM
couplings, i. e. κsW = κ

s
Z = κ

s
f = 1. Furthermore, it is assumed that there are no decays of the general

Higgs state, φ = H cosα + A sinα, into states of new physics (NP), i. e. BR(φ → NP) = 0.
Figure 7.2 shows the fit results as one- and two-dimensional ∆χ2 profiles. The allowed range for
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(a) (b)

Figure 7.2: The (a) one-dimensional and (b) two-dimensional ∆χ2 profiles for the free parameters cosα and κp
f

of
model I of the general CP-admixture parameterization. κ̄H is the derived scale factor for the total width of the
Higgs boson calculated from the model parameters.

Table 7.1: The best-fit values and the 68 % and 95 % C. L. regions for the fit parameters obtained from the
one-dimensional ∆χ2 profiles in the (cosα, κp

f
) fit.

Fit parameter best-fit value 68 % C. L. 95 % C. L.

cos(α) 0.99 [0.97, 1.00] [0.94, 1.00]
κ
p
f

0.0 - -

κ̄H 0.98 [0.90, 1.04] [0.87, 1.08]

possible CP admixtures is tightly constrained since the CP-even couplings to SM particles are set to
their SM values. The corresponding 68 % (95 %) C. L. region is defined by cosα ≥ 0.96 (0.93). This
limit corresponds to α ≤ 15.9° (21.6°). The χ2 distribution of the pseudoscalar coupling parameter is
almost flat since the best-fit point is found very close to the SM limit. This means that any arbitrary large
coupling parameter can be compensated with an arbitrarily small value of sinα. While the fit slightly
prefers a vanishing value for κp

f
, no constraint at 1σ C. L. is obtained. The fit results are summarized in

Table 7.1.
The best-fit point features a goodness-of-fit of χ2

min/ndf = 83.7/97 which corresponds to a p-value of
83.0 %. There are some caveats in the interpretation of the goodness-of-fit, which become particularly
important in case the p-value approaches the α level of the statistical test. One of them is related to
the fact that the p-value depends on the statistical consistency between different separate measurement
channels (see Section 4.4). Since all fits considered in this section are based on the same dataset, the
p-value will be quoted in the following.

7.2.2 Probing Custodial Symmetry

In model II, the custodial global SU(2) symmetry is probed by introducing individual scale factors for
the CP-even Higgs couplings to W and Z bosons. In this model, the Yukawa couplings are scaled by
generation-independent coupling scale factors κt , κb and κτ , and the Higgs-photon and Higgs-gluon
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Figure 7.3: The fit results for model II(a) (i. e. assuming κsW,Z ≤ 1) of the general CP-admixture parameterization.
(a) The one-dimensional ∆χ2 profiles for the free parameters of model II. The derived scale factors for the Higgs
boson couplings to photons and gluons, κ̄γ and κ̄g, are subtracted from the free fit values, κγ and κg, respectively.
κ̄H is the derived scale factor for the total width the Higgs boson calculated from the model parameters. (b) The
two-dimensional ∆χ2 profile in the (κsZ, cosα) plane and (c) the corresponding profile in the (κsW , cosα) plane.

couplings are treated as free quantities parameterized by κγ and κg, respectively. Furthermore, the
branching ratio into states of new physics is an additional fit parameter BR(φ → NP) .

Three different fit setups are investigated. In each fit, a different constraint is used to overcome the
degeneracy induced by the unknown total width of the Higgs boson (see Section 2.4.1). Since the W − Z
boson interference term in the VBF production channel is neglected, the corresponding scale factors are
assumed to be positive without loss of information.

The fit results for model II(a) (assuming that κsW,Z ≤ 1) are shown in Figure 7.3. The best-fit point is
consistent with the SM limit and it features χ2

min/ndf = 82.5/90, corresponding to a p-value of 70.0 %.
The best-fit values and the 68 % and 95 % C. L. ranges of the one-dimensional ∆χ2 profiles are listed in
Table 7.2. For the CP-mixing parameter, these limits are cosα ≥ 0.93 (i. e. α ≤ 21.9°) and cosα ≥ 0.89
(i. e. α ≤ 27.1°), respectively. No significant difference between the Higgs coupling to Z and W
bosons is observed. The two-dimensional profiles in the (κsZ, cosα) and (κsW, cosα) planes, shown in
Figure 7.3(b) and 7.3(c), respectively, feature similar correlations. The corresponding profiles for the
remaining parameter combinations are summarized in Figure E.2.

The top-Yukawa scale factor κt is constrained to positive values because of the κt κ
s
W interference terms
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Table 7.2: The best-fit values and 68 % and 95 % C. L. regions for the fit parameters of model II(a) obtained from
the one-dimensional ∆χ2 profiles. For κb, κτ, κγ, and κg only absolute values are given.

Fit parameter best-fit value 68 % C. L. 95 % C. L.

cos(α) 1.0 [0.93, 1.00] [0.89, 1.00]
κsZ 0.96 [0.95, 1.00] [0.86, 1.00]
κsW 0.98 [0.95, 1.00] [0.90, 1.00]
κt 1.02 [0.86, 1.24] [0.76, 1.34]
|κb | 0.94 [0.79, 1.14] [0.69, 1.21]
|κτ | 0.91 [0.79, 1.09] [0.69, 1.07]
|κγ | 0.98 [0.90, 1.13] [0.84, 1.17]
|κg | 0.97 [0.80, 1.16] [0.76, 1.24]

BR(φ → NP) 0.00 [0.00, 0.12] [0.00, 0.21]

κγ − κ̄γ 0.01 [−0.14, 0.21] [−0.19, 0.26]
κg − κ̄g −0.16 [−0.36, 0.11] [−0.44, 0.21]
κ̄H 0.91 [0.74, 1.15] [0.61, 1.33]

in Zφ, tWφ and tφ production. Since the corresponding terms for the bottom quark are very small (and
therefore neglected), the profile of κb is symmetric with respect to the sign of the coupling parameter.
Both the derived and the free fit parameters of the Higgs-photon and Higgs-gluon couplings are consistent
with the SM coupling strength (see Table 7.2). Therefore, only the difference is shown in Figure 7.3(a).

The tight constraints on cosα observed for model II(a) result from the assumption κsW,Z ≤ 1, which is
valid in any scalar singlet and doublet extension of the SM. In the following, this constraint is subsequently
loosened. In model II(b) it is loosened to κsW,Z cosα ≤ 1. This constraint still breaks the degeneracy
induced by the total width by limiting the VBF, ZH and WH Higgs production channels. In contrast to
that, in model II(c) the degeneracy is broken by taking into account an additional χ2 contribution arising
from constraints of the latest invisible Higgs search performed by ATLAS [256], which limits the allowed
range of κsW,Z cosα and κt by assuming BR(φ → NP) = BR(φ → inv.) .

Figure 7.4 shows the fit results obtained for both models in the (κsZ, cosα) plane. In both cases no
physical constraint on cosα is found. The artifical constraint cosα ' 0.1 results from the fact that
the allowed range of κsZ (and κsW ) is limited to [0, 10] in the fit setup. Since the fit prefers values of
κsZ,W cosα ≈ 1, the smallest "allowed" value for the mixing parameter is cosα ≈ 0.1. The model setup for
model II(b) strictly requires that the mixing parameter is constrained to cosα < 1/κsZ,W (see Figure 7.4(a)).
This constraint is loosened in model II(c), resulting in a slightly wider profile (see Figure 7.4(b)). The
corresponding profiles in the (cosα, κsW ) plane, depicted in Figure E.4, share the same properties.

The one-dimensional ∆χ2 profiles of model II(b) and model II(c) are summarized in Figure E.3, and
the corresponding best-fit point and the 68 % and 95 % C. L. ranges are listed in Table E.1. In both models,
the best-fit point features a goodness-of-fit of χ2

min/ndf = 82.4/90, corresponding to a p-value of 70.3 %.
The fit results for all three constraints discussed in this section agree with the assumption of custodial

symmetry. Therefore, κsW = κ
s
Z ≡ κsV is assumed in the following.

7.2.3 Probing the Yukawa Couplings and the Effects of Dimension-Five Operators

In this section, model III and model IV of the general CP-admixture parameterization are studied. In
model III, the CP properties of the Yukawa couplings are investigated more carefully. To that end,
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(a) (b)

Figure 7.4: The two-dimensional projections of the ∆χ2 profile for (a) model II(b) and (b) model II(c) of the general
CP-admixture parameterization in the (κsZ, cosα) plane. The black solid lines indicate the 1σ, 1σ, and 3σ C. L.
contours. The corresponding labels are suppressed for clarity reasons.
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Figure 7.5: The fit results for the parameters cosα, κsV , BR(φ → NP), κst , κ
s
b, and κsτ of model III (blue) and IV

(red) of the general CP-admixture parameterization. The CP-odd coupling parameters (including the Wilson
coefficients cG, cB and cW ) are not shown, since the corresponding one-dimensional ∆χ2 profiles are flat.

generation-independent scalar and pseudoscalar scale factors for up-type quarks (κst and κpt ), down-type
quarks (κsb and κp

b
) and leptons (κsτ and κpτ ), are introduced. The CP-even Higgs couplings to W and Z

bosons are described by a common coupling factor, κsV , and the branching ratio of the Higgs boson into
states of new physics is a free parameter in the fit. In model IV, the effects of CP-odd dimension-five
operators describing additional modifications to the Higgs-gauge boson couplings are studied. Thus, the
three BSM coupling parameters cG , cB and cW are introduced. Since such operators are not allowed in
2HDM-like models at tree-level, they are assumed to be loop-suppressed, and their impact is expected to
be very small. To constrain the total width of the Higgs boson κsV ≤ 1 is assumed. The free parameters of
both models are listed in Table 2.8.

Figure 7.5 compares the fit results of model III and model IV. Shown are only cosα, BR(φ → NP)
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(a) (b)

Figure 7.6: The two-dimensional ∆χ2 profile for model IV of the general CP-admixture parameterization in the (a)
(κsb, κ

p
b
) and (b) (κsτ, κ

p
τ ) plane.

and the CP-even coupling parameters. The best-fit point for model III (IV) features a goodness-of-fit of
χ2

min/ndf = 83.0/89 (83.0/86) corresponding to a p-value of 65.9 % (57.2 %). Since the best-fit points
of both models are compatible with the SM prediction, no constraints on the CP-odd parameters are
found. This statements includes the Wilson coefficients cG, cB and cW in model IV, since the EFT
is assumed to be perturbative1. For that reason, the corresponding results are hidden in Figure 7.5.
However, they are shown as one-dimensional ∆χ2 profiles in Figure E.6 for completeness. Despite the
additional freedom of the Wilson coefficients, the allowed range of the CP-mixing parameter in model
III and model IV is comparable. The corresponding 1σ (2σ) C. L. limits are cosα ≥ 0.94 (0.90) and
cosα ≥ 0.93 (0.89), respectively. The reason for this is the fact that the CP-odd contributions to the
H → WW (see Equation 2.101) and the H → Z Z (see Equation 2.102) decays are loop suppressed, and
their natural size is very small. Therefore, the Wilson coefficients have to be extended far beyond the
regime where the EFT is perturbative in order to significantly impact the sensitivity on cosα.

As shown in Figure 7.5, negative values for κst are disfavored. This is due to its influence on the
Higgs-photon effective coupling in the convention κsV > 0. In contrast, negative values of κsb (κsτ) are
still consistent with the measurements within 95 % (68 %) C. L. because of their small influence on the
loop-induced Higgs couplings to gluons and photons. While the sign discrimination of κsτ is very weak,
the sign degeneracy of κsb is broken. This is explained by the sensitivity of the Higgs-gluon coupling
scale factor to the relative sign of κst and κsb. For κsb and κsτ even vanishing values are consistent with the
measurements due to the presence of the corresponding CP-odd parameters κp

b
and κpτ in the fit setups.

In case that κsb → 0 (κsτ → 0), κp
b

(κpτ ) provides the required Higgs boson production (decay) rate. Thus,
either the scalar or the pseudoscalar parameter is allowed to vanish but not both simultaneously, as shown
in Figure 7.6. The best-fit values and the one-dimensional 68 % and 95 % C. L. limits for the sensitive
parameters of model III and model IV are listed in Table 7.3.

The correlation between the various parameters of model III and model IV are shown as two-dimensional
∆χ2 profiles in Figures E.7 and E.8, respectively.

1In a perturbative EFT, the Wilson coefficients ci are required to be −4π ≤ ci ≤ 4π.
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Table 7.3: The best-fit values, and 68 % and 95 % C. L. regions for cosα, BR(φ → NP), and theCP-even fit
parameters of model III and model IV obtained from the corresponding one-dimensional ∆χ2 profiles.

Parameter
model III model IV

best-fit 68 % C. L. 95 % C. L. best-fit 68 % C. L. 95 % C. L.

cos(α) 1.00 [0.94, 1.00] [0.90, 1.00] 1.00 [0.93, 1.00] [0.89, 1.00]
κsV 0.99 [0.92, 1.00] [0.88, 1.00] 0.98 [0.92, 1.00] [0.87, 1.00]
κst 0.99 [0.86, 1.16] [0.74, 1.24] 0.99 [0.87, 1.17] [0.62, 1.12]
κsb 0.97 [0.01, 1.17] [−1.21, 1.27] 0.97 [−0.03, 1.17] [−1.19, 1.27]
κsτ 0.93 [−0.84, 1.11] [−1.14, 1.19] 0.87 [−1.12, 1.11] [−1.19, 1.24]

BR(φ → NP) 0.02 [0.00, 0.12] [0.00, 0.21] 0.01 [0.00, 0.13] [0.00, 0.21]

κ̄H 0.94 [0.74, 1.18] [0.42, 1.11] 0.93 [0.73, 1.18] [0.60, 1.32]

7.2.4 Summary

To conclude, limits are set on possible CP-admixtures using a general parameterization that is consistent
with 2HDM-type models. In particular, it is assumed that the CP-odd state A does not couple to weak
gauge bosons at tree level and that κsV is restricted 0 ≤ κsV ≤ 1. Both assumptions are compatible with
a wide range of theoretical models, in particular with all scalar singlet and doublet extensions of the
SM. In these models, effective AVV couplings are loop suppressed and can only be realized through
higher-dimensional interaction operators. In general, these operators will impact the sensitivity on cosα
if their contributions are large enough. However, by requiring that new physics is perturbative, they can
be constrained to |ci | < 4π. In this case, the loop suppression of the operators significantly limits their
contributions to the measured Higgs signal rates.

In the most complex model, the mixing parameter is constrained to cosα ≥ 0.89 (⇔ α ≤ 27.4°) at
95 % C. L. This means that the observed Higgs boson is at most 34 % CP-odd. At this point, it is
important to stress the fact that the obtained limits have to be taken with a grain of salt. Despite the large
number of data points that are considered in these fits, it is not possible to guarantee that the parameter
space is sufficiently sampled. In case of model IV, 12 free parameters are considered. If any parameter
would have been sampled on a one-dimensional grid consisting of only 10 parameter values, the full
twelve-dimensional space would already contain 1012 points. For a more realistic sampling on a finer grid,
the number of points increases exponentially. Efficient sampling is achieved using the Metropolis-Hastings
algorithm ("random walk") provided by the pyMC package. Independent chains with randomly chosen
initial positions are run in parallel. The number of chains has been set based on the requirement that the
one-dimensional ∆χ2 profiles approach a quadratic functional dependence. However, even in this case,
some allowed islands in the parameter space may be missed. Some of the drawbacks of the presented
approach are the rather slow convergence and the fact that the same parameter region may be sampled
several times, which reduces the efficiency of the sampling. Therefore, it is worth to further investigate
more elaborate sampling techniques.

7.3 Constraints from the H → 4` Decay Channel at ATLAS

In this section, the parameterization of the previous section is used to constrain the CP mixing parameter
α using only the cross-section measurement in the H → Z Z∗

→ 4` decay channel at ATLAS (see
Section 5). This measurement is performed using the complete Run-2 dataset of proton-proton collisions
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collected by the ATLAS detector (
√

s = 13 TeV and L = 139 fb−1). The simplest model (model I) and the
most complex model (model IV) of the general CP-admixture parameterization listed in Table 2.8 are
investigated. Since this study is performed within the ATLAS collaboration, the full likelihood function is
known. Thus, it does not have to be approximated as in the previous sections. The statistical model is
described in the following.

7.3.1 Statistical Treatment

The CP-admixture parameterization is described in Section 2.4.2.2. For the statistical interpretation,
the expected event rates in the Stage 0 particle-level production bins p are expressed in terms of signal
strength modifiers,

µp(x) =
σp

(x) · BR4`
(x)

σ
p
SM · BR4`

SM
, (7.1)

which scale the corresponding SM prediction as a function of the model parameters, x, listed in Table 2.8.
The signal strengths µp(x) are incorporated into the statistical analysis model by replacing the SM
expected signals, Si, j(σ, θ) (see Section 5.7), with µp(c) · Si, j(σ, θ). BSM effects in the acceptances, ap,
and the reconstruction efficiencies, ε pi, j , are expected to be negligible, and thus not taken into account.
The likelihood function is given by

L(σ, θ) =

Ncategories∏
j

Nbins∏
i

P
(
Ni, j |µ

p
(x) · L · σ · BR + Bi, j(θ)

)
×

Nnuisance∏
m

Cm(θ) . (7.2)

Note that BSM contributions to the background predictions Bi, j(θ) are neglected. Constraints on the
model parameters are obtained using the profile likelihood ratio (Equation 5.2) discussed in Section 5.7.

7.3.2 Common Pseudoscalar Coupling Parameter for Fermions

The first model that is investigated is model I. It contains only two free parameters, cosα and κp
f
. The

first one parameterizes the mixing of a CP-even and CP-odd state (see Equation 2.91), and the second
one is a common coupling parameter for fermions parameterizing the pseudoscalar Yukawa couplings.
All other parameters are set to their SM values.

Figure 7.7 shows the fit results for model I. The observed (black solid line) and expected (blue dashed
line) one-dimensional −2 ln(λ) profiles for cosα are displayed in Figure 7.7(a). The lower limit on
the measured 68 % (95 %) C. I. is 0.94 (0.85), and it is significantly narrower than the corresponding
SM expectation. This is explained by the enhanced yields in the VBF and VH production bins (see
Figure 5.9(a)), which are very sensitive to cosα. Since the best-fit point is found in the SM limit, any
arbitrarily large value of κp

f
can always be compensated by an arbitrarily small value of sinα → 0, i. e. no

limits for κp
f

are found. This can also be seen in Figure 7.7(b). Here, a unconstrained direction along κp
f

is
found for cosα → 1. However, for an CP admixture with a sizable CP-odd component like cosα ≈ 0.75,
constraints on κp

f
can be imposed. The preferred value of κ fp is close to one in this case.

7.3.3 General Parameterization Including CP-odd Dimension-Five Operators

In this section, model IV of the general CP-admixture parameterization is investigated. It has 12 free
parameters (see Table 2.8), which are all allowed to float free in the fit. The degeneracy induced by the
unknown total width of the Higgs boson is resolved by assuming 0 ≤ κsV ≤ 1.
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Figure 7.7: The fit result for the free parameters of model I of the CP-admixture parameterization obtained in the
H → Z Z∗

→ 4` decay channel at ATLAS using an integrated luminosity of 139 fb1 of pp collisions at a cms
energy of

√
s = 13 TeV. (a) The one-dimensional projections of the observed (black solid) and SM expected (blue

dashed) −2ln(λ) profiles for cosα. The 68 % and 95 % C. L. regions are indicated by dashed horizontal lines. (b)
The two-dimensional contours at 95 % C. L. in the (cosα, κp

f
) plane. The observed and SM expected best-fit points

are indicated by black and blue stars, respectively.

Table 7.4: The observed best-fit values for the parameters of model IV of the general CP-admixture parameterization
together with the observed and expected confidence intervals at 68 % and 95 % C. L. for an integrated luminosity of
139 fb1 at

√
s = 13 TeV. All parameters of the model are allowed to float free in the fit.

Parameter
Best-fit observed SM expected

value p-value 68 % C. L. 95 % C. L. 68 % C. L. 95 % C. L.

BR(φ → NP) 0.0 [0.00, 0.67] [0.00, 0.75] [0.00, 0.73] [0.00, 0.81]
cosα 1.00 [0.58, 1.00] [0.50, 1.00] [0.52, 1.00] [0.44, 1.00]
κsV 1.00 [0.58, 1.00] [0.50, 1.00] [0.52, 1.00] [0.44, 1.00]
κst 0.86 [−1.05, 1.05] [−1.36, 1.36] [−1.29, 1.29] [−1.84, 1.84]
κsb 0.87 [−1.08, 1.12] [−1.47, 1.50] [−1.41, 1.41] [−2.06, 2.06]
κsτ 0.00 [−3.4, 3.4] [−4.5, 4.5] [−4.3, 4.3] [−6.2, 6.2]

Figure 7.8 shows the one-dimensional projections of the fit result for some of the sensitive parameters of
model IV. These are cosα, BR(φ → NP), κsV , and κst . The corresponding profiles for κsb and κsτ are shown
in Figure E.9. The expected 68 % (95 %) C. L. limit on possible CP admixtures is cosα ≥ 0.52 (0.44).
This constraint is much weaker than the one of model I because of the additional freedom in the scalar
fermionic couplings. Since no constraints are found for the pseudoscalar coupling parameters (including
the Wilson coefficients cG, cW , and cB), the corresponding profiles are not shown. As explained in the
previous section, this is expected since the best-fit value for cosα is consistent with the SM prediction.

However, the CP-odd parameters are not completely free, as can be seen in the two-dimensional
profiles shown in Figure E.10. For CP admixtures with a sizable pseudoscalar component, A, an upper
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Figure 7.8: The one-dimensional projections of the observed (black solid) and SM expected (blue dashed) fit
result for the parameter (a) cosα, (b) BR(φ → NP), (c) κsV , and (d) κst of model IV of the general CP-admixture
parameterization for an integrated luminosity of 139 fb1 of pp collisions at a cms energy of

√
s = 13 TeV. The 68 %

and 95 % C. I. are indicated by dashed horizontal lines. All fit parameters are allowed to float free in the fit.

limit on the pseudoscalar coupling parameters can be set.
To conclude, the obtained exclusion on the CP-mixing parameter at 95 % C. L. is cosα ≥ 0.44

(⇒ α ≤ 64°). According to this study, the observed Higgs boson is at most 67 % CP-odd. This constraint
is much weaker than the constraints obtained in Section 7.2.3, because it is obtained in a single channel.
In contrast, the HiggsSignals constraints are obtained from a global fit to the ATLAS and CMS data,
including several Higgs signal measurements in different production and decay channels.

176



CHAPTER 8

Summary and Conclusion

The Higgs boson discovered by ATLAS and CMS in 2012 was the last missing particle predicted by
the Standard Model (SM). The measurements of its coupling, spin, and CP properties conducted so
far are consistent with the SM prediction. However, the measurement precision does not exclude many
well-motivated beyond the SM (BSM) theories. For instance, it is still possible that the Higgs boson is a
CP admixture, which introduces an additional source of CP violation as required by baryogenesis.

In this dissertation, theCP nature of the Higgs boson is probed using different Higgs boson interpretation
frameworks. The studies presented can roughly be divided into three categories. The first ones are
performed in the H → ττ decay channel at ATLAS, aiming to improve the energy scale of hadronically
decaying tau leptons. The second kind of studies is performed in the H → Z Z∗

→ 4` decay channel
at ATLAS comprising performance test for particle-flow (PFlow) jets and the study of CP-even and
CP-odd admixtures to the SM Higgs boson using the Standard Model Effective Field Theory (SMEFT).
The third category encompasses phenomenological studies conducted with the public computer code
HiggsSignals. First, various performance tests of HiggsSignals are conducted, and second, the
program is used to probe the CP nature of the Higgs boson in the context of different model assumptions.

The key ingredients for the measurement of the CP-mixing angle in the tau-Yukawa coupling are
the identification of the tau decay mode and the precise reconstruction of the energy of the tau decay
products [221]. For Run 2 of the LHC, both have been significantly improved using the PFlow concept.
The new PFlow-based reconstruction outperforms the baseline method for tau leptons with pT / 140 GeV
but deteriorates quickly as the energy is increased. To overcome this problem, the Combined tau energy
scale (TES) has been developed. It is the core-weighted average of both methods corrected for the
non-Gaussian outliers of the PFlow-based reconstruction. This approach cuts down the resolution of
low-energetic taus by up to 25 % (70 %) in decays with (without) neutral pions. The tau energy is further
improved by employing a multivariate analysis (MVA) technique. This method uses the Combined TES
alongside other calorimeter and substructure-based information in a boosted decision tree regression.
Since the objects obtained with the MVA regression are not consistent tau leptons, a method has been
developed to correct the energy of neutral pions in 1p1n, 1pXn, and 3pXn decays. The corresponding
improvement of the neutral pion pT resolution is about 20 %, 30 %, and 60 %, respectively.

The Run 2 cross-section measurement in the H → Z Z∗
→ 4` decay channel at ATLAS uses an

integrated luminosity of 139 fb−1 of proton-proton collisions at a center-of-mass energy of 13 TeV. For
this measurement, the jet reconstruction has been moved to PFlow, which improves the jet-related variables
by about 2-3 % in the central detector region. However, this improvement is mitigated by high pileup in
the forward region due to the lack of a forward jet-vertex-tagger cut for PFlow jets. To compensate for
this, a forward transverse momentum cut is employed, which significantly reduces the number of pile-up
jets. The expected performance of PFlow jets in the cross-section measurement is similar to the EMTopo
jet collection. The largest improvements are found in the VH-Had and sideband bins with about 2-5 %.
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Chapter 8 Summary and Conclusion

The measurement of the tensor structure of the Higgs boson couplings in the H → Z Z∗
→ 4` decay

channel at ATLAS is performed with the full Run 2 dataset. BSM contributions to the Higgs boson
couplings to weak vector bosons, gluons, and top quarks are modeled using the SMEFT. The CP-odd
(CP-even) SMEFT parameters describing the HVV vertex are cHW̃ , cHB̃, cHW̃B (cHW , cHB, cHWB),
while the parameters for the Hgg and Htt vertices are cHG̃ (cHG) and cũH (cuH ), respectively. To probe
these parameters, cross-sections have been measured in exclusive regions of phase space at particle
level, and fitted with the SMEFT prediction. Constraints have been obtained under the assumption that
only one parameter floats freely, while the others are set to zero. The most stringent ones are set on
the BSM coupling parameters to gluons with |cHG̃ | < 0.029 and −0.0083 < cHG < 0.0068 at 95 %
C. L. The limit on the CP-odd parameter is significantly weaker due to the missing linear terms in the
cross-section expansion. The constraints on the CP-odd BSM couplings parameters to weak vector
bosons are |cHW̃ | < 2.4, |cHB̃ | < 0.56, and | < cHW̃B | < 1.03. The corresponding limits on the CP-even
parameters are slightly weaker, −3.4 < cHW < 2.1, −0.62 < cHB < 0.59, and −1.06 < cHWB < 0.99.
In addition, correlations between the BSM coupling parameters are probed by fitting two parameters
simultaneously. The largest correlations for the CP-odd (CP-even) parameters are observed for cHW̃B

vs. cHB̃ (cHWB vs. cHB). If all parameters are allowed to float freely in the fit, no constraints are found
due to the limited sensitivity of the measurement. Therefore, in a general model, large BSM couplings
are still possible, including sizable CP-odd contributions. The given constraints are the first limits on
the SMEFT parameters in the H → Z Z∗

→ 4` decay channel. For a conclusive picture they have to be
combined with the measurements in other Higgs boson decay modes.
HiggsSignals provides a quick and convenient framework to confront arbitrary Higgs sectors with

Higgs signal measurements. For Run 2 of the LHC, the input scheme of HiggsSignals has been
expanded to handle measurements provided in terms of simplified template cross-sections (STXSs).
Several performance tests of HiggsSignals using the new STXS and the Run 1 signal strength
measurements have been performed. It is shown that excellent agreement with official results is achieved
if the experimental collaborations provide the necessary information.

While the SM Higgs boson is a CP-even particle, the discovered resonance may be a mixed CP state.
To probe the size of a potential CP admixture, different model setups are investigated with HiggsSignals.
The experimental input for these studies comprises all relevant inclusive and differential Higgs boson
measurements provided by the ATLAS and CMS collaborations. The first model setup targets the CP

nature of the top-Yukawa interaction. The model dependence of the constraint is probed by successively
allowing for new physics contributions to the Higgs boson couplings to weak vector bosons, photons,
and gluons. In the most restricted BSM scenario, the upper limit on a CP-violating phase is found to be
αtt / 22.5° at 95 % C. L., while it is much less constrained in the most general model (αtt / 72°).

The second model setup parameterizes the Higgs boson as an arbitrary admixture of CP-even and
CP-odd components as described by the two-Higgs-doublet model (2HDM). In this context, no couplings
of the pseudoscalar component to weak gauge bosons are allowed at tree-level, and they can only be
induced through loop corrections of heavy new fields. This fact is used to set constraints on the CP mixing
angle α for different model parameterizations. The simplest model contains only two free parameters, α
and a common coupling modifier of the CP-odd state to fermions. All other parameters are set to their
SM values. In this case, the mixing angle is constrained to α ≤ 21.6°. The second model realization
probes the custodial SU(2) symmetry. No significant differences between the scalar coupling scale factor
to W and Z bosons, κsW and κsZ , respectively, are found, which motivates the use of a common modifier
κsV ≡ κsW = κ

s
Z . Constraints on cosα are set in case κsV ≤ 1. This assumption is valid for the 2HDM if the

orthogonal Higgs state is much heavier than the observed Higgs boson. In the most general model, the
effects of higher-dimensional interaction operators are studied. Under the assumption that new physics is
perturbative, their impact is very small and the constraint on the mixing parameter is set to α ≤ 27.4°.
This implies that in the context of 2HDM-type models the Higgs boson is at least 66 % CP-even.
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APPENDIX A

Energy Reconstruction of Hadronic Tau Leptons

A.1 Gaussian fits to the Core Energy Resolutions

(a) (b)

Figure A.1: Example fits to the core of the energy resolution of hadronic tau leptons obtained from (a) the TauRec
and (b) the CellBased+PanTau reconstruction algorithm for reconstructed 1p1n decays with 0.3 ≤ |η | < 0.8. The ET

bins for the TauRec (60.5 GeV ≤ ET < 78.5 GeV) and CellBased+PanTau (61.5 GeV ≤ ET < 79.5 GeV) algorithms
differ slightly because the bins are defined based such that they contain similar statistics. The scale on the y-axis
is logarithmic. The simulated data points are shown in black and the gaussian fit to the core region is shown in
red. Additional information about the distribution (three upper entries) and the gaussian fit parameters (three lower
entries) are displayed in the box.
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(a) (b)

Figure A.2: Example fits to the core of the energy resolution of hadronic tau leptons obtained from the Cell-
Based+PanTau reconstruction algorithm for reconstructed (a) 1p0n and (b) 3p0n decays with 0.3 ≤ |η | < 0.8. The
corresponding ET bins are 60.5 GeV ≤ ET < 78.5 GeV and 61.5 GeV ≤ ET < 79.5 GeV, respectively. The scale
on the y-axis is logarithmic. The simulated data points are shown in black and the gaussian fit to the core region is
shown in red. Additional information about the distribution (three upper entries) and the gaussian fit parameters
(three lower entries) are displayed in the box.

A.1.1 Extracted Mean Values of Core Resolutions
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A.1 Gaussian fits to the Core Energy Resolutions

(a) (b) (c)

(d) (e)

(f) (g) (h)

(i) (j)

Figure A.3: The (a) - (e) TauRec and (f) - (j) CellBased+PanTau mean values extracted from the Gaussian fits to the
core region of the energy resolution, binned in the reconstructed transverse energy ET , for different η bins in the
1p0n decay mode.
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(a) (b) (c)

(d) (e)

(f) (g) (h)

(i) (j)

Figure A.4: The (a) - (e) TauRec and (f) - (j) CellBased+PanTau mean values extracted from the Gaussian fits to the
core region of the energy resolution, binned in the reconstructed transverse energy ET , for different η bins in the
1p1n decay mode.
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A.1 Gaussian fits to the Core Energy Resolutions

(a) (b) (c)

(d) (e)

(f) (g) (h)

(i) (j)

Figure A.5: The (a) - (e) TauRec and (f) - (j) CellBased+PanTau mean values extracted from the Gaussian fits to the
core region of the energy resolution, binned in the reconstructed transverse energy ET , for different η bins in the
1pXn decay mode.
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(a) (b) (c)

(d) (e)

(f) (g) (h)

(i) (j)

Figure A.6: The (a) - (e) TauRec and (f) - (j) CellBased+PanTau mean values extracted from the Gaussian fits to the
core region of the energy resolution, binned in the reconstructed transverse energy ET , for different η bins in the
3p0n decay mode.
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A.1 Gaussian fits to the Core Energy Resolutions

(a) (b) (c)

(d) (e)

(f) (g) (h)

(i) (j)

Figure A.7: The (a) - (e) TauRec and (f) - (j) CellBased+PanTau mean values extracted from the Gaussian fits to the
core region of the energy resolution, binned in the reconstructed transverse energy ET , for different η bins in the
3pXn decay mode.
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A.1.2 Extracted Widths of Core Resolutions

(a) (b) (c)

(d) (e)

(f) (g) (h)

(i) (j)

Figure A.8: The (a) - (e) TauRec and (f) - (j) CellBased+PanTau width values extracted from the Gaussian fits to the
core region of the energy resolution, binned in the reconstructed transverse energy ET , for different η bins in the
1p0n decay mode.
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A.1 Gaussian fits to the Core Energy Resolutions

(a) (b) (c)

(d) (e)

(f) (g) (h)

(i) (j)

Figure A.9: The (a) - (e) TauRec and (f) - (j) CellBased+PanTau width values extracted from the Gaussian fits to the
core region of the energy resolution, binned in the reconstructed transverse energy ET , for different η bins in the
1p1n decay mode.
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(a) (b) (c)

(d) (e)

(f) (g) (h)

(i) (j)

Figure A.10: The (a) - (e) TauRec and (f) - (j) CellBased+PanTau width values extracted from the Gaussian fits to
the core region of the energy resolution, binned in the reconstructed transverse energy ET , for different η bins in the
1pXn decay mode.
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A.1 Gaussian fits to the Core Energy Resolutions

(a) (b) (c)

(d) (e)

(f) (g) (h)

(i) (j)

Figure A.11: The (a) - (e) TauRec and (f) - (j) CellBased+PanTau width values extracted from the Gaussian fits to
the core region of the energy resolution, binned in the reconstructed transverse energy ET , for different η bins in the
3p0n decay mode.
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(a) (b) (c)

(d) (e)

(f) (g) (h)

(i) (j)

Figure A.12: The (a) - (e) TauRec and (f) - (j) CellBased+PanTau width values extracted from the Gaussian fits to
the core region of the energy resolution, binned in the reconstructed transverse energy ET , for different η bins in the
3pXn decay mode.
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A.2 Compatibility Condition

A.2 Compatibility Condition

(a) (b) (c)

Figure A.13: The tail resolution (95 % quantiles) of the Combined energy reconstruction for different values of the
compatibility constant N as a function of the reconstructed TauRec pT . Shown are (a) the low-pT region, (b) the
mid-pT region and (c) the high-pT region. The value of N is added to the name "Combined" in the legend of each
subfigure. The "Combined" method without the additional N value refers to the baseline choice (N = 5).

(a) (b)

Figure A.14: The (a) 68 % and (b) 95 % quantiles of the Combined energy resolutions for the baseline compatibility
condition (N = 5) and the optimized compatibility condition as a function true tau pT . The TauRec, the
CellBased+PanTau and the Weighted resolutions are added for comparison.
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A.3 Summary of Energy Resolution Plots

This Section provides additional information about the performance of the Combined and MVA-based
energy reconstruction methods depending on the decay mode of hadronic tau leptons. Only the visible
part of the tau lepton is considered, i. e. the final state neutrino is neglected. The considered decay modes
are 1p0n, 1p1n, 1pXn, 3p0n, and 3pXn as defined in Table 3.1. The performance is separately shown for
reconstructed (classified by the PanTau algorithm) and true (generated by the event simulation) tau lepton
decays.

A.3.1 1p0n Decays

(a) (b) (c)

(d) (e)

Figure A.15: Transverse momentum pT resolution for true 1p0n hadronic tau decays obtained with the TauRec, the
Combined and the MVA-based energy reconstruction methods. (a) The responses of the reconstructed (Reco) pT
normalized to the simulated (True) pT . (b) The core resolution as a function of the true pT for pT < 1 TeV and (c)
for pT < 100 GeV. (d) and (e) show the corresponding tail resolutions.
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A.3 Summary of Energy Resolution Plots

(a) (b) (c)

(d) (e) (f)

Figure A.16: Transverse momentum pT resolution for true 1p0n hadronic tau decays obtained with the TauRec,
the Combined and the MVA-based energy reconstruction methods. The core resolution vs. (a) the simulated
pseudorapidity of the tau lepton η, (b) the average number of interactions per bunch crossing and (c) the number of
primary vertices. (d), (e) and (f) show the corresponding tail resolutions.
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A.3.2 1p1n Decays

(a) (b) (c)

(d) (e)

Figure A.17: Transverse momentum pT resolution for true 1p1n hadronic tau decays obtained with the TauRec, the
Combined and the MVA-based energy reconstruction methods. (a) The responses of the reconstructed (Reco) pT
normalized to the simulated (True) pT . (b) The core resolution as a function of the true pT for pT < 1 TeV and (c)
for pT < 100 GeV. (d) and (e) show the corresponding tail resolutions.
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A.3 Summary of Energy Resolution Plots

(a) (b) (c)

(d) (e) (f)

Figure A.18: Transverse momentum pT resolution for true 1p1n hadronic tau decays obtained with the TauRec,
the Combined and the MVA-based energy reconstruction methods. The core resolution vs. (a) the simulated
pseudorapidity of the tau lepton η, (b) the average number of interactions per bunch crossing and (c) the number of
primary vertices. (d), (e) and (f) show the corresponding tail resolutions.
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A.3.3 1pXn Decays

(a) (b) (c)

(d) (e)

Figure A.19: Transverse momentum pT resolution for true 1pXn hadronic tau decays obtained with the TauRec, the
Combined and the MVA-based energy reconstruction methods. (a) The responses of the reconstructed (Reco) pT
normalized to the simulated (True) pT . (b) The core resolution as a function of the true pT for pT < 1 TeV and (c)
for pT < 100 GeV. (d) and (e) show the corresponding tail resolutions.
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A.3 Summary of Energy Resolution Plots

(a) (b) (c)

(d) (e) (f)

Figure A.20: Transverse momentum pT resolution for true 1pXn hadronic tau decays obtained with the TauRec,
the Combined and the MVA-based energy reconstruction methods. The core resolution vs. (a) the simulated
pseudorapidity of the tau lepton η, (b) the average number of interactions per bunch crossing and (c) the number of
primary vertices. (d), (e) and (f) show the corresponding tail resolutions.

227



Appendix A Energy Reconstruction of Hadronic Tau Leptons

A.3.4 3p0n Decays

(a) (b) (c)

(d) (e)

Figure A.21: Transverse momentum pT resolution for true 3p0n hadronic tau decays obtained with the TauRec, the
Combined and the MVA-based energy reconstruction methods. (a) The responses of the reconstructed (Reco) pT
normalized to the simulated (True) pT . (b) The core resolution as a function of the true pT for pT < 1 TeV and (c)
for pT < 100 GeV. (d) and (e) show the corresponding tail resolutions.
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A.3 Summary of Energy Resolution Plots

(a) (b) (c)

(d) (e) (f)

Figure A.22: Transverse momentum pT resolution for true 3p0n hadronic tau decays obtained with the TauRec,
the Combined and the MVA-based energy reconstruction methods. The core resolution vs. (a) the simulated
pseudorapidity of the tau lepton η, (b) the average number of interactions per bunch crossing and (c) the number of
primary vertices. (d), (e) and (f) show the corresponding tail resolutions.
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A.3.5 3pXn Decays

(a) (b) (c)

(d) (e)

Figure A.23: Transverse momentum pT resolution for true 3pXn hadronic tau decays obtained with the TauRec, the
Combined and the MVA-based energy reconstruction methods. (a) The responses of the reconstructed (Reco) pT
normalized to the simulated (True) pT . (b) The core resolution as a function of the true pT for pT < 1 TeV and (c)
for pT < 100 GeV. (d) and (e) show the corresponding tail resolutions.
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A.3 Summary of Energy Resolution Plots

(a) (b) (c)

(d) (e) (f)

Figure A.24: Transverse momentum pT resolution for true 3pXn hadronic tau decays obtained with the TauRec,
the Combined and the MVA-based energy reconstruction methods. The core resolution vs. (a) the simulated
pseudorapidity of the tau lepton η, (b) the average number of interactions per bunch crossing and (c) the number of
primary vertices. (d), (e) and (f) show the corresponding tail resolutions.
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A.4 Neutral Pion Correction

A.4.1 True==Reco 1p1n decay

(a) (b)

(c) (d)

Figure A.25: The neutral pion transverse momentum (upper panels) and pseudorapidity (lower panels) core
resolutions for correctly classified 1p1n decays. Compared are the baseline (CellBased+PanTau) and the 3-vector
corrected resolutions as a function of (a,c) the generated transverse momentum, and (b,d) the generated pseudorapidity
of the neutral pion.
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A.4 Neutral Pion Correction

A.4.2 True==Reco 1PXN Decays

(a) (b)

Figure A.26: The responses of the reconstructed (Reco) transverse momenta of (a) neutral pions and (b) hadronic
tau leptons in 1pXn decays obtained from the baseline and the π0-corrected reconstruction methods normalized to
the corresponding simulated (True) transverse momenta for correctly classified (i. e. True == Reco) decays.

(a)
(b)

Figure A.27: (a) The invariant mass response of reconstructed (Reco) τhad-vis normalized to the corresponding
simulated (True) invariant mass for 1pXn decays with one reconstructed neutral particle flow objects (PFOs)
and (b) the corresponding core resolution for transverse tau lepton momenta pT < 100 GeV. The results of the
CellBased+PanTau, the π0-corrected and the ∆R-corrected reconstruction methods are compared to the invariant
mass response with the simulated π0 angles. Only correctly classified decays are considered.
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A.4.3 True==Reco 3PXN decay

(a) (b)

Figure A.28: The responses of the reconstructed (Reco) transverse momenta of (a) neutral pions and (b) hadronic
tau leptons in 3pXn decays obtained from the baseline and the π0-corrected reconstruction methods normalized to
the corresponding simulated (True) transverse momenta for correctly classified (i. e. True == Reco) decays.
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APPENDIX B

Experimental Input in HiggsSignals

Tables B.1, B.2, and B.3 list all LHC Run-2 Higgs signal measurements from ATLAS and CMS.

Table B.1: ATLAS Higgs STXS measurements from LHC Run-2 included in the observable set LHC13_Apr2020.
σobs [pb] σSM [pb]

gg → H, H → W+W− 36.1 11.4+2.2
−2.1 10.4 ± 0.6 [470]

VBF, H → W+W− 36.1 0.50+0.29
−0.28 0.81 ± 0.02 [470]

VBF, H → Z Z (pT,H high) 139.0 0.0005+0.0079
−0.0048 0.00420 ± 0.00018 [359]

VBF, H → Z Z (pT,H low) 139.0 0.15+0.064
−0.052 0.1076+0.0024

−0.0035 [359]
V(had)H, H → Z Z 139.0 0.021 ± 0.035 0.0138+0.0004

−0.0006 [359]
V(lep)H, H → Z Z 139.0 0.022+0.028

−0.018 0.0164 ± 0.0004 [359]
gg → H, H → Z Z (pT,H high) 139.0 0.038+0.021

−0.016 0.015 ± 0.004 [359]
gg → H, H → Z Z (0 j, pT,H high) 139.0 0.630 ± 0.110 0.55 ± 0.04 [359]
gg → H, H → Z Z (0 j, pT,H low) 139.0 0.17 ± 0.055 0.176 ± 0.025 [359]
gg → H, H → Z Z (1 j, pT,H high) 139.0 0.009+0.016

−0.012 0.020 ± 0.004 [359]
gg → H, H → Z Z (1 j, pT,H low) 139.0 0.05 ± 0.08 0.172 ± 0.025 [359]
gg → H, H → Z Z (1 j, pT,H med.) 139.0 0.17 ± 0.05 0.119 ± 0.018 [359]
gg → H, H → Z Z (2 j) 139.0 0.040 ± 0.075 0.127 ± 0.027 [359]
tt̄H, H → Z Z 139.0 0.025+0.022

−0.013 0.0154+0.0010
−0.0013 [359]

gg → H, H → γγ (0 j) 139.0 0.039 ± 0.006 0.0382+0.0019
−0.0018 [471]

gg → H, H → γγ (1 j) 139.0 0.0162+0.0031
−0.0022 0.0194+0.0018

−0.0019 [471]
gg → H, H → γγ (2 j, ∆Φj j ∈ [−π,− π

2 ]) 139.0 0.0023 ± 0.0007 0.0024 ± 0.0002 [471]
gg → H, H → γγ (2 j, ∆Φj j ∈ [− π

2 , 0]) 139.0 0.0011 ± 0.0004 0.0020 ± 0.0002 [471]
gg → H, H → γγ (2 j, ∆Φj j ∈ [0, π2 ]) 139.0 0.0014 ± 0.0004 0.0020 ± 0.0002 [471]
gg → H, H → γγ (2 j, ∆Φj j ∈ [ π2 , π]) 139.0 0.0021 ± 0.0007 0.0024 ± 0.0002 [471]
tt̄H, H → γγ 139.0 1.59+0.43

−0.39 1.15+0.09
−0.12 [471]

VBF, H → τ+τ− 36.1 0.28+0.14
−0.13 0.237 ± 0.006 [472]

gg → H, H → τ+τ− 36.1 3.10+1.90
−1.60 3.05 ± 0.13 [472]

WH, H → W+W− 36.1 0.67+0.36
−0.30 0.293 ± 0.007 [473]

ZH, H → W+W− 36.1 0.54+0.34
−0.25 0.189 ± 0.007 [473]

WH, H → bb̄ (pT,V ∈ [150, 250] GeV) 139.0 0.0190 ± 0.0121 0.0240 ± 0.0011 [465]
WH, H → bb̄ (pT,V ≥ 250 GeV) 139.0 0.0072 ± 0.0022 0.0071 ± 0.0030 [465]
ZH, H → bb̄ (pT,V ∈ [75, 150] GeV) 139.0 0.0425 ± 0.0359 0.0506 ± 0.0041 [465]
ZH, H → bb̄ (pT,V ∈ [150, 250] GeV) 139.0 0.0205 ± 0.0062 0.0188 ± 0.0024 [465]
ZH, H → bb̄ (pT,V ≥ 250 GeV) 139.0 0.0054 ± 0.0017 0.0049 ± 0.0005 [465]
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Table B.2: ATLAS Higgs rate measurements from LHC Run-2 included in the observable set LHC13_Apr2020.

Channel Luminosity [fb−1] Signal strength µ Ref.

VBF, H → bb̄ 30.6 3.0+1.7
−1.8 [474]

tt̄H, H → bb̄ (1`) 36.1 0.67+0.71
−0.69 [475]

tt̄H, H → bb̄ (2`) 36.1 0.11+1.36
−1.41 [475]

tt̄H, multilepton (2`ss) 79.9 0.38+0.57
−0.54 [476]

tt̄H, multilepton (3`) 79.9 0.93+0.58
−0.52 [476]

tt̄H, multilepton (4`) 79.9 0.52+0.93
−0.72 [476]

tt̄H, multilepton (1` + 2τh) 79.9 0.30+1.01
−0.90 [476]

tt̄H, multilepton (2` + 1τh) 79.9 0.49+0.94
−0.82 [476]

tt̄H, multilepton (3` + 1τh) 79.9 0.43+1.10
−0.85 [476]

Table B.3: CMS Higgs rate measurements from LHC Run-2 included in the observable set LHC13_Apr2020.

Channel Luminosity [fb−1] Signal strength µ Ref.

pp → H, H → µ+µ− 35.9 1.0+1.1
−1.1 [477]

WH, H → bb̄ 35.9 1.7+0.7
−0.7 [478]

ZH, H → bb̄ 35.9 0.9+0.5
−0.5 [478]

pp → H (boosted), H → bb̄ 35.9 2.3+1.8
−1.6 [479]

tt̄H, H → bb̄ (1`) 35.9 ⊕ 41.5 0.84+0.52
−0.50 ⊕ 1.84+0.62

−0.56 [480, 481]
tt̄H, H → bb̄ (2`) 35.9 ⊕ 41.5 −0.24+1.21

−1.12 ⊕ 1.62+0.90
−0.85 [480, 481]

tt̄H, H → bb̄ (hadronic) 41.5 −1.69+1.43
−1.47 [480]

tt̄H, multilepton (1` + 2τh) 35.9 ⊕ 41.5 −1.52+1.76
−1.72 ⊕ 1.4+1.24

−1.14 [482, 483]
tt̄H, multilepton (2`ss + 1τh) 35.9 ⊕ 41.5 0.94+0.80

−0.67 ⊕ 1.13+1.03
−1.11 [482, 483]

tt̄H, multilepton (2`ss) 35.9 ⊕ 41.5 1.61+0.58
−0.51 ⊕ 0.87+0.62

−0.55 [482, 483]
tt̄H, multilepton (3` + 1τh) 35.9 ⊕ 41.5 1.34+1.42

−1.07 ⊕ −0.96+1.96
−1.33 [482, 483]

tt̄H, multilepton (3`) 35.9 ⊕ 41.5 0.82+0.77
−0.71 ⊕ 0.29+0.82

−0.62 [482, 483]
tt̄H, multilepton (4`) 35.9 ⊕ 41.5 0.57+2.29

−1.57 ⊕ 0.99+3.31
−1.69 [482, 483]

σobs [pb] σSM [pb]

gg → H, H → W+W− (0 j) 137.0 0.0423+0.0063
−0.0059 0.0457+0.0029

−0.0018 [484]
gg → H, H → W+W− (1 j) 137.0 0.0240+0.0057

−0.0051 0.0217+0.0023
−0.0022 [484]

gg → H, H → W+W− (2 j) 137.0 0.0151+0.0051
−0.0046 0.0100+0.0020

−0.0011 [484]
gg → H, H → W+W− (3 j) 137.0 0.0050+0.0045

−0.0042 0.0033+0.0002
−0.0004 [484]

gg → H, H → W+W− (4 j) 137.0 0.0064 +0.0039
−0.0e034 0.0018+0.0001

−0.0002 [484]
VBF, H → Z Z 137.1 0.279+0.211

−0.162 0.450 ± 0.010 [485]
gg/bb̄ → H, H → Z Z 137.1 5.328 ± 0.611 5.550+0.600

−0.650 [485]
VH, H → Z Z 137.1 0.305+0.243

−0.194 0.270 ± 0.010 [485]
tt̄H, tH, H → Z Z 137.1 0.0078 ± 0.0552 0.060+0.011

−0.012 [485]
gg → H, H → γγ (0 j) 77.4 0.072 ± 0.0122 0.0610+0.0037

−0.0031 [486]
gg → H, H → γγ (1 j, pT,H high) 77.4 0.0029+0.0017

−0.0012 0.0017 ± 0.0002 [486]
gg → H, H → γγ (1 j, pT,H low) 77.4 0.021+0.0090

−0.0075 0.015 ± 0.0015 [486]
gg → H, H → γγ (1 j, pT,H med.) 77.4 0.0076 ± 0.0040 0.010 ± 0.001 [486]
gg → H, H → γγ (2 j) 77.4 0.0084+0.0066

−0.0055 0.011 ± 0.002 [486]
gg → H, H → γγ (BSM) 77.4 0.0029 ± 0.00104 0.0013 ± 0.0003 [486]
VBF, H → γγ 77.4 0.0091+0.0044

−0.0033 0.0011 ± 0.002 [486]
tt̄H, H → γγ 137.0 0.00156+0.00034

−0.00032 0.0013+0.00008
−0.00011 [219]

V(had)H, H → τ+τ− 77.4 −0.0433+0.057
−0.054 0.037 ± 0.001 [487]

VBF, H → τ+τ− 77.4 0.114+0.034
−0.033 0.114 ± 0.009 [487]

gg → H, H → τ+τ− (0 j) 77.4 −0.680+1.292
−1.275 1.70 ± 0.10 [487]

gg → H, H → τ+τ− (1 j, pT,H high) 77.4 0.108+0.071
−0.061 0.060 ± 0.010 [487]

gg → H, H → τ+τ− (1 j, pT,H low) 77.4 −0.139+0.562
−0.570 0.410 ± 0.060 [487]

gg → H, H → τ+τ− (1 j, pT,H med.) 77.4 0.353+0.437
−0.420 0.280 ± 0.040 [487]

gg → H, H → τ+τ− (2 j) 77.4 0.0987+0.1911
−0.1806 0.210 ± 0.050 [487]

gg → H, H → τ+τ− (1 j, pj1
T
> 200 GeV) 77.4 0.0199+0.0145

−0.0148 0.0141 ± 0.0004 [487]
gg → H, H → τ+τ− (Rest) 77.4 −0.195+0.506

−0.491 0.184 ± 0.005 [487]

236



APPENDIX C

Higgs Boson Cross-section Measurement in the
H → ZZ∗ → 4` Decay Channel at ATLAS

C.1 Event Selection
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Appendix C Higgs Boson Cross-section Measurement in the H → Z Z∗
→ 4` Decay Channel at ATLAS

Table C.1: Summary of the event selection requirements. The two lepton pairs in the quadruplets are denoted as
m12 and m34.

Reconstruction of the final state particles

Data quality: All components of the detector have be operating correctly
At least one collision vertex with at least two jets, where pj

T > 500 MeV
Trigger system Combination of single-lepton, dilepton and trilepton triggers

Selection of the final state particles

Electrons: Loose likelihood identification criteria, ET > 7 GeV, |η | < 2.47
Interaction point constraint: |z0 · sin θ | < 0.5 mm (if ID track is available)

Muons Loose likelihood identification criteria, pT > 5 GeV, |η | < 2.7
If calorimeter tagged: pT > 15 GeV, |η | < 0.1
If segmented tagged: |η | < 0.1, pT > 5 GeV
If stand-alone: 2.5 < |η | < 2.7, pT > 5 GeV

Jets Anti-kT jets (R = 0.4), pT > 30 GeV and |η | < 4.5
Jets with pT < 60 GeV and |η | < 2.4 are required to pass the pile-up jet rejection
at the 92 % working point (JVT score > 0.59).
Jets with pT < 50 GeV and |η | > 2.5 are required to pass the forward pile-up jet rejection
at the 90 % working point
If b-tagged: MV2_c10 algorithm

Overlap removal Jets within ∆R < 0.2 (∆R < 0.1) of an electron (a muon) are removed

Lepton Quadruplets

Quadruplet: All combinations of two same-flavor and opposite-charge lepton pairs
Leptons: pT thresholds for three leading leptons: 20, 15 and 10 GeV

At most one calorimeter-tagged or stand-alone muon
Contribution from the other leptons of the quadruplet is subtracted

Lepton pairs: Leading di-lepton pair: 50 < m12 < 106 GeV
Sub-leading di-lepton pair: mthreshold < m34 < 115 GeV
∆R(`, `′) > 0.10 for all leptons in the quadruplet
Remove quadruplet if alternative same-flavour opposite-charge
m`` > 5 GeV
Keep all quadruplets passing the above selection

Lepton isolation: All leptons: Itrack + 0.4 · Icalo < 0.16
Impact parameter For electrons: d0/σd0

< 5
Significance: For muons: d0/σd0

< 3
Common vertex: χ2

/ndof < 5 for 4µ and < 9 for others decay channels

Higgs boson candidate

Best quadruplet: Select quadruplet with m12 closest to mZ from one decay final state
Order priority: 4µ, 2e2µ, 2µ2e and 4e
If at least one additional lepton with pT > 12 GeV select
the quadruplet with the highest matrix-element value

Higgs mass window: Correct for final state radiation
Four lepton invariant mass: Signal region 115 < m4` < 130 GeV

Sideband region 130 < m4` < 160 GeV
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C.2 Performance Studies for PFlow Jets

C.2 Performance Studies for PFlow Jets

Table C.2: Comparison of Asimov results for the variables Nb-jets, plead. jet
T , psub. lead. jet

T , mj j , ∆ηj j and ∆φ j j using
response matrix unfolding for MC datasets using EMTopo and PFlow jets. Only statistical errors are considered.

POI σinj [fb]
EMTopo PFlow

σfit [fb] Rel. Error σfit [fb] Rel. Error

Nb-jets

σ(Nb-jets = 0) 3.3 3.3+0.302
−0.291

+9.16%
−8.81% 3.3+0.303

−0.291
+9.17%
−8.83%

σ(Nb-jets ≥ 1) 0.113 0.113+0.107
−0.0845

+94.6%
−75.0% 0.113+0.107

−0.086
+95.4%
−76.4%

plead. jet
T

σ(Njets = 0) 1.86 1.86+0.27
−0.257

+14.6%
−13.9% 1.86+0.27

−0.257
+14.6%
−13.8%

σ(30 GeV ≤ plead. jet
T < 60 GeV) 0.792 0.792+0.213

−0.199
+26.8%
−25.1% 0.792+0.212

−0.198
+26.8%
−25.0%

σ(60 GeV ≤ plead. jet
T < 120 GeV) 0.532 0.532+0.139

−0.126
+26.1%
−23.7% 0.532+0.140

−0.127
+26.3%
−23.9%

σ(120 GeV ≤ plead. jet
T < 350 GeV) 0.223 0.223+0.078

−0.0671
+35.0%
−30.1% 0.223+0.0784

−0.0674
+35.2%
−30.3%

psub. lead. jet
T

σ(Njets < 2) 2.81 2.81+0.298
−0.287

+10.6%
−10.2% 2.81+0.299

−0.287
+10.6%
−10.2%

σ(30 GeV ≤ psub. lead. jet
T < 60 GeV) 0.416 0.416+0.151

−0.137
+36.4%
−32.9% 0.416+0.151

−0.137
+36.2%
−32.9%

σ(60 GeV ≤ psub. lead. jet
T < 120 GeV) 0.156 0.156+0.0802

−0.0671
+51.4%
−43.0% 0.156+0.0805

−0.0676
+51.6%
−43.3%

σ(120 GeV ≤ psub. lead. jet
T < 350 GeV) 0.0313 0.0313+0.040

−0.0257
+128.0%
−82.1% 0.0313+0.0401

−0.0258
+128.0%
−82.6%

mj j

σ(Njets < 2) 2.81 2.81+0.295
−0.285

+10.5%
−10.1% 2.81+0.296

−0.285
+10.5%
−10.2%

σ(≤ mj j < 120 GeV) 0.196 0.196+0.116
−0.1

+59.2%
−43.1% 0.196+0.114

−0.0986
+58.0%
−50.4%

σ(120 GeV ≤ mj j < 450 GeV) 0.269 0.269+0.116
−0.101

+43.1%
−37.0% 0.269+0.116

−0.101
+43.0%
−37.7%

σ(120 GeV ≤ mj j < 350 GeV) 0.138 0.138+0.0673
−0.0553

+48.9%
−40.2% 0.138+0.0686

−0.0569
+49.9%
−41.4%

∆ηj j

σ(Njets < 2) 2.81 2.81+0.295
−0.284

+10.5%
−10.1% 2.81+0.296

−0.285
+10.5%
−10.1%

σ(∆ηj j < 1.0) 0.199 0.199+0.102
−0.0881

+51.6%
−44.4% 0.199+0.101

−0.0874
+51.0%
−44.0%

σ(1.0 ≤ ∆ηj j < 2.5) 0.176 0.176+0.0972
−0.0822

+55.1%
−46.6% 0.176+0.0957

−0.0812
+54.3%
−46.1%

σ(2.5 ≤ ∆ηj j < 9.0) 0.229 0.229+0.0916
−0.0791

+39.9%
−34.5% 0.229+0.0928

−0.0807
+40.4%
−35.2%

∆φ j j

σ(Njets < 2) 2.81 2.81+0.294
−0.284

+10.5%
−10.1% 2.81+0.295

−0.284
+10.5%
−10.1%

σ(∆φ j j < 1/2π) 0.140 0.140+0.0795
−0.0661

+56.6%
−47.1% 0.140+0.0784

−0.0656
+55.9%
−46.7%

σ(1/2π ≤ ∆φ j j < π) 0.162 0.162+0.0965
−0.0813

+59.7%
−50.3% 0.162+0.0955

−0.0808
+59.1%
−50.0%

σ(π ≤ ∆φ j j < 3/2π) 0.161 0.161+0.095
−0.0797

+58.8%
−49.4% 0.161+0.0946

−0.0798
+58.6%
−49.5%

σ(3/2π ≤ ∆φ j j < 2π) 0.141 0.141+0.0758
−0.0626

+53.7%
−44.4% 0.141+0.0748

−0.0622
+53.1%
−44.1%

C.2.1 Checks on the Reduced Jet Phase Space
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Appendix C Higgs Boson Cross-section Measurement in the H → Z Z∗
→ 4` Decay Channel at ATLAS

Figure C.1: The (top-left panel) Nb-jets, (middle-left panel) plead. jet
T and (bottom-left panel) psub. lead. jet

T ratio of
response matrices for EMTopo jets derived using simulated datasets divided by the corresponding matrices for
PFlow jets. The corresponding Asimov results the different distributions for the PFlow dataset are shown in the
right panels. The corresponding results for the EMTopo dataset is not shown.
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C.2 Performance Studies for PFlow Jets

Figure C.2: The (top-left panel) mj j , (middle-left panel) ∆ηj j and (bottom-left panel) ∆φ j j ratio of response matrices
for EMTopo jets derived using simulated datasets divided by the corresponding matrices for PFlow jets. The
corresponding Asimov results for the different distributions for the PFlow dataset are shown in the right panels. The
corresponding results for the EMTopo dataset is not shown.
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Figure C.3: The Njets ratio of response matrices for PFlow jets derived using simulated (top panels) ggH + bbH,
(middle panels) VBF and (lower panels) VH events divided by the corresponding matrices for EMTopo jets for (left
panels) all jets and (right panels) for central jets (|η | < 2.5).
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Figure C.4: Ratio of response matrices derived using simulation datasets with EMTopo jets divided by response
matrices derived using simulation datasets with PFlow jets for the variables (a) Nb−jets, (b) plead. jet

T , (c) psublead. jet
T ,

(d) ηj j , (e)
varphij j and (f) mj j .

243



Appendix C Higgs Boson Cross-section Measurement in the H → Z Z∗
→ 4` Decay Channel at ATLAS

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

1.00 1.00 1.02 0.98 0.97 0.99 1.01 0.98 1.00

1.00 1.00 1.00 1.02 1.00 0.99 1.00 1.01 0.99

1.03 1.00 1.00 1.00 1.04 1.00 0.99 1.01 0.97

1.00 1.01 1.00 1.00 1.00 1.02 0.99 1.01 0.98

1.00 1.02 1.00 1.00 1.00 1.00 1.00 1.00 1.03 1.01

1.04 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.02

1.01 1.00 1.03 1.00 1.07 1.00 1.00 1.00 1.05 0.99

0.97 1.01 0.99 1.05 0.99 0.98 1.00 1.00 1.00 0.92

1.00 0.99 0.86 1.02 0.99 1.02 1.00 1.00 1.00 1.00

0.97 0.97 1.00 1.16 1.00 1.00

0 1 2 3 4 5 6 7 8 9 10
recopt4l

0

1

2

3

4

5

6

7

8

9

10

tr
ut

h
pt

4l

ATLAS Internal  = 13 TeVs  4l→ ZZ* →H 

(a)

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

1.00 1.00 0.99 1.01 1.04 0.96 1.01 1.00

1.00 1.00 1.00 1.00 1.01 1.01 1.01 1.00

0.99 1.00 1.00 1.00 1.00 1.00 0.98 1.00 0.99

1.00 1.06 1.00 1.00 1.00 0.99 0.99 1.00 0.93

0.98 1.02 1.00 1.00 1.00 1.00 0.99 1.00 0.98

1.00 1.01 1.00 1.01 1.00 1.00 1.00 0.99 0.89

0.99 1.02 1.01 1.01 0.98 1.00 1.00 1.00 0.99 1.00

1.01 0.99 0.98 1.01 0.99 1.02 1.00 1.00 1.00 1.03

0.98 1.01 1.00 1.00 1.00 1.01 1.00 1.00 1.01

1.00 0.99 1.03 1.01 1.00

0 1 2 3 4 5 6 7 8 9 10
recoy4l

0

1

2

3

4

5

6

7

8

9

10

tr
ut

h
y4

l

ATLAS Internal  = 13 TeVs  4l→ ZZ* →H 

(b)

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

1.00 1.00 1.03 1.02

1.00 1.00 1.00 1.03

1.00 1.00 1.00 1.00

1.01 1.00 1.00 1.00

0 0.5 1 1.5 2 2.5 3 3.5 4
recom12

0

0.5

1

1.5

2

2.5

3

3.5

4

tr
ut

h
m

12

ATLAS Internal  = 13 TeVs  4l→ ZZ* →H 

(c)

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

1.00 1.00 1.01 1.00 1.00 1.00 1.01

1.00 1.00 1.00 1.00 1.00 1.00 1.00

1.00 1.00 1.00 1.00 1.01 1.00 0.99

1.01 1.00 1.00 1.00 1.00 1.00 1.00

1.00 1.00 1.00 1.00 1.00 1.00 0.99

1.00 1.00 1.00 1.01 1.00 1.00 1.00

1.00 1.00 1.01 1.00 0.99 1.00 1.00

0 1 2 3 4 5 6 7
recom34

0

1

2

3

4

5

6

7

tr
ut

h
m

34

ATLAS Internal  = 13 TeVs  4l→ ZZ* →H 

(d)

Figure C.5: Ratio of response matrices derived using simulation datasets with EMTopo jets divided by response
matrices derived using simulation datasets with PFlow jets. Four sample Higgs variables are provided: (a) pT,4` ,
(b) |y4` , (c) m12, and (d) m34.
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(a)
(b)

Figure C.6: The expected stat-only uncertainty on the (a) Stage 0 and (b) Reduced Stage 1.1 parameters of interest
(POI) using the PFlow and the EMTopo jet collections.
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Figure C.7: (a) The pT distribution for hard scatter jets which pass and fail the fJVT cut and (b) the pT distribution
for pileup jets which pass and fail the fJVT cut. Even with the fJVT cut applied, pileup jets remain within the
distribution.
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Figure C.8: The (a) ggH Njet, (b) ggH ηj , (c) VBF Njet and (d) VBF ηj distribution for the three forward jet cut
scenarios. These distributions correspond to events with µ > 50.
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Figure C.9: Comparison of migration matrices for nominal jet selection vs. restricted jet phase space for the fpT
scenario.
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C.3 Results

(a) (b)

Figure C.10: Observed profile likelihood as a function of (a) σ · B(H → Z Z∗
) normalized by the SM expectation

and (b) the inclusive signal strength µ. Both scans are shown with (solid line) and without (dashed line) systematic
uncertainties.
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APPENDIX D

EFT Interpretation in the H → ZZ∗ → 4` Decay
Channel at ATLAS

D.1 Generated BSM Signal Samples

Table D.1: Configuration and Madgraph5_aMC@NLO syntax for the generated BSM signal samples in the
ggF+bbH production mode. The Wilson coefficients not listed in table are set to zero (cHW = cHW̃ = cHB =

cHB̃ = cHWB = cHW̃B = cuH = cũH = 0). INT - ci denotes the SM-BSM interaction term for the BSM parameter
ci , BSM - ci the pure BSM term for the parameter ci and BSM - ci , cj the mixed BSM term for parameters ci and cj .

Cross-section term Syntax cHG cHG̃

SM NP∧2==0 0 0

INT - cHG NP∧2==1 1 0
INT - cHG̃ NP∧2==1 0 1

BSM - cHG NP∧2==2 1 0
BSM - cHG̃ NP∧2==2 0 1
BSM - cHG , cHG̃ NP∧2==2 1 1

Table D.2: Configuration and Madgraph5_aMC@NLO syntax for the generated BSM signal samples in the
WH-Lep production mode. The Wilson coefficients not listed in table are set to zero (cHB = cHB̃ = cHWB =

cHW̃B = cHG = cHG̃ = cuH = cũH = 0). INT - ci denotes the SM-BSM interaction term for the BSM parameter ci ,
BSM - ci the pure BSM term for the parameter ci and BSM - ci , cj the mixed BSM term for parameters ci and cj .

Cross-section term Syntax cHW cHW̃

SM NP∧2==0 0 0

INT - cHW NP∧2==1 1 0
INT - cHW̃ NP∧2==1 0 1

BSM - cHW NP∧2==2 1 0
BSM - cHW̃ NP∧2==2 0 1
BSM - cHW , cHW̃ NP∧2==2 1 1
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Table D.3: Configuration and Madgraph5_aMC@NLO syntax for the generated BSM signal samples in the
VBF+VH-Had and ZH-Lep production modes. The Wilson coefficients not listed in table are set to zero
(cHG = cHG̃ = cuH = cũH = 0). INT - ci denotes the SM-BSM interaction term for the BSM parameter ci ,
BSM - ci the pure BSM term for the parameter ci and BSM - ci , cj the mixed BSM term for parameters ci and cj .

Cross-section term Syntax cHW cHW̃ cHB cHB̃ cHWB cHW̃B

SM NP∧2==0 0 0 0 0 0 0

INT - cHW NP∧2==1 1 0 0 0 0 0
INT - cHW̃ NP∧2==1 0 1 0 0 0 0
INT - cHB NP∧2==1 0 0 1 0 0 0
INT - cHB̃ NP∧2==1 0 0 0 1 0 0
INT - cHWB NP∧2==1 0 0 0 0 1 0
INT - cHW̃B NP∧2==1 0 0 0 0 0 1

BSM - cHW NP∧2==2 1 0 0 0 0 0
BSM - cHW̃ NP∧2==2 0 1 0 0 0 0
BSM - cHB NP∧2==2 0 0 1 0 0 0
BSM - cHB̃ NP∧2==2 0 0 0 1 0 0
BSM - cHWB NP∧2==2 0 0 0 0 1 0
BSM - cHW̃B NP∧2==2 0 0 0 0 0 1
BSM - cHW , cHW̃ NP∧2==2 1 1 0 0 0 0
BSM - cHW , cHB̃ NP∧2==2 1 0 0 1 0 0
BSM - cHW , cHW̃B NP∧2==2 1 1 0 0 0 1
BSM - cHB, cHW̃ NP∧2==2 0 1 1 0 0 0
BSM - cHB, cHB̃ NP∧2==2 0 0 1 1 0 0
BSM - cHB, cHW̃B NP∧2==2 0 0 1 0 0 1
BSM - cHWB, cHW̃ NP∧2==2 0 1 0 0 1 0
BSM - cHWB, cHB̃ NP∧2==2 0 0 0 1 1 0
BSM - cHWB, cHW̃B NP∧2==2 0 0 0 0 1 1
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D.1 Generated BSM Signal Samples

Table D.4: Configuration and Madgraph5_aMC@NLO syntax for the generated BSM signal samples in the ttH,
tH jb and tHW production modes. The Wilson coefficients not listed in table are set to zero (cHW = cHW̃ = cHB =

cHB̃ = cHWB = cHW̃B = 0). INT - ci denotes the SM-BSM interaction term for the BSM parameter ci , BSM - ci
the pure BSM term for the parameter ci and BSM - ci , cj the mixed BSM term for parameters ci and cj .

Cross-section term Syntax cuH cũH cHG cHG̃

SM NP∧2==0 0 0 0 0

INT - cuH NP∧2==1 1 0 0 0
INT - cũH NP∧2==1 0 1 0 0
INT - cHG NP∧2==1 0 0 1 0
INT - cHG̃ NP∧2==1 0 0 0 1

BSM - cuH NP∧2==2 1 0 0 0
BSM - cũH NP∧2==2 0 1 0 0
BSM - cHG NP∧2==2 0 0 1 0
BSM - cHG̃ NP∧2==2 0 0 0 1
BSM - cuH , cũH NP∧2==2 1 1 0 0
BSM - cuH , cHG̃ NP∧2==2 1 0 0 1
BSM - cHG , cũH NP∧2==2 0 1 1 0
BSM - cHG , cHG̃ NP∧2==2 0 0 1 1
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D.2 Particle-level Production Processes

D.2.1 gg2H Production
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Figure D.1: The SM expected invariant mass spectrum m12 of the on-shell produced Z boson (top panels), and m34
of the off-shell produced Z boson (bottom panels), together with specific BSM scenarios featuring different values
of the CP-odd BSM coupling parameters. All other Wilson coefficients are set to zero.
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Figure D.2: The SM expected invariant mass spectrum m12 of the on-shell produced Z boson (top panels), and m34
of the off-shell produced Z boson (bottom panels), together with specific BSM scenarios featuring different values
of the CP-odd BSM coupling parameters. All other Wilson coefficients are set to zero.
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Figure D.3: The simulated distributions of (a) the Higgs boson transverse momentum pH
T , (b) the pseudorapidity of

the Higgs boson ηH , (c) the jet transverse momentum pj
T and (d) the dijet invariant mass mj j in the VBF+VH-Had

production mode. Shown are the SM, the cHB interference and the pure BSM terms for cHB and cHB̃. All
distributions are normalized to unit area.
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Figure D.4: The simulated distributions of (a) the Higgs boson transverse momentum pH
T , (b) the pseudorapidity of

the Higgs boson ηH , (c) the jet transverse momentum pj
T and (d) the dijet invariant mass mj j in the VBF+VH-Had

production mode. Shown are the SM, the cHWB interference and the pure BSM terms for cHWB and cHW̃B. All
distributions are normalized to unit area.
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D.2.3 VH Production
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Figure D.5: The simulated distributions of (a) the jet transverse momentum pj
T and (b) the pseudorapidity of the

Higgs boson ηH in the ZH-Lep production mode. Shown are the SM, the cHB interference and the pure BSM
terms for cHB and cHB̃. All distributions are normalized to unit area.
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Figure D.6: The simulated distributions of (a) the jet transverse momentum pj
T and (b) the pseudorapidity of the

Higgs boson ηH in the ZH-Lep production mode. Shown are the SM, the cHWB interference and the pure BSM
terms for cHWB and cHW̃B. All distributions are normalized to unit area.
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D.2.4 t tH+tH Production
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Figure D.7: The simulated distributions of (a) the jet transverse momentum pj
T and (b) the pseudorapidity of the

Higgs boson ηH in the tH jb production mode. Shown are the SM, the cuH interference and the pure BSM terms
for cuH and cũH . All distributions are normalized to unit area.
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Figure D.8: The simulated distributions of (a) the jet transverse momentum pj
T and (b) the pseudorapidity of the

Higgs boson ηH in the tH jb production mode. Shown are the SM, the cHG interference and the pure BSM terms
for cHG and cHG̃ . All distributions are normalized to unit area.
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Figure D.9: The simulated distributions of (a) the jet transverse momentum pj
T and (b) the pseudorapidity of the

Higgs boson ηH in the tHW production mode. Shown are the SM, the cuH interference and the pure BSM terms
for cuH and cũH . All distributions are normalized to unit area.
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Figure D.10: The simulated distributions of (a) the jet transverse momentum pj
T and (b) the pseudorapidity of the

Higgs boson ηH in the tHW production mode. Shown are the SM, the cHG interference and the pure BSM terms
for cHG and cHG̃ . All distributions are normalized to unit area.
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D.2.5 Validation of the Production Cross-Section Parameterization

In Section 6.5.2 not all of the relevant validation results are discussed. Specifically, none of the CP-even
validations and not all of the CP-odd validations in the VH-Lep bin. Figure D.12 shows the scalar
validation results for the gg2H, qq2Hqq and VH-Lep production bins. The remaining CP-even/-odd
validations are summarized in Figure D.11.
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Figure D.11: Comparison of the relative cross-section σ/σSM for the (a) cHB̃, (b) cHW̃B (c) cHB and (d) cHWB in
the VH-Lep particle production bin of the Reduced Stage 1.1 scheme for different values of the BSM coupling
parameters. Compared are the predicted cross-sections from the EFT parameterization (dotted line) and the
cross-section from generated validation Monte Carlo samples (points).
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Figure D.12: Comparison of the relative cross-section σ/σSM for each particle-level production bin of the Reduced
Stage 1.1 scheme for different values of the CP-even BSM coupling parameters. Compared are the predicted
cross-sections from the EFT parameterization (dotted line) and the cross-section from generated validation Monte
Carlo samples (points) for (a) gg2H, (b)-(d) qq2Hqq, (e) VH-Lep and (f) ttH production.
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D.3 Generated BSM Samples for the Acceptance Parameterization

D.3.1 gg2H Production

Table D.5: Simulated gg2H truth level samples with different values of the CP-odd BSM couplings parameters
cHW̃ , cHB̃ and cHW̃B. The corresponding acceptance scale factors are given by f (c) = ABSM/ASM .

cHW̃ cHB̃ cHW̃B f (c) cHW̃ cHB̃ cHW̃B f (c) cHW̃ cHB̃ cHW̃B f (c)

−3 0 0 0.236 −0.3 0 −0.3 0.984 0 −3 −3 0.168
−2 0 0 0.351 −0.3 −0.3 0 0.805 −3 0 −3 0.456
−0.8 0 0 0.731 −0.3 −0.3 0.3 0.675 −3 −3 0 0.151
−0.5 0 0 0.874 0 −0.3 0.3 0.741 −3 −3 3 0.136
−0.3 0 0 0.954 −0.3 0 0.3 0.823 0 −3 3 0.145

0 0 0 1 −0.3 0.3 −0.3 0.77 −3 0 3 0.15
0.3 0 0 0.951 0 0.3 −0.3 0.745 −3 3 −3 0.144
0.5 0 0 0.869 −0.3 0.3 0 0.805 0 3 −3 0.142
0.8 0 0 0.73 −0.3 0.3 0.3 0.774 −3 3 0 0.147
2 0 0 0.354 0 0.3 0.3 0.875 −3 3 3 0.137
3 0 0 0.236 0.3 −0.3 −0.3 0.775 0 3 3 0.165
5 0 0 0.165 0.3 0 −0.3 0.823 3 −3 −3 0.142
10 0 0 0.127 0.3 −0.3 0 0.807 3 0 −3 0.152
0 −3 0 0.16 0.3 −0.3 0.3 0.768 3 −3 0 0.151
0 −2 0 0.199 0.3 0 0.3 0.984 3 −3 3 0.143
0 −0.8 0 0.464 0.3 0.3 −0.3 0.679 3 0 3 0.458
0 −0.5 0 0.664 0.3 0.3 0 0.805 3 3 −3 0.137
0 −0.3 0 0.847 0.3 0.3 0.3 0.906 3 3 0 0.152
0 0.3 0 0.845 −0.8 −0.8 −0.8 0.594 3 3 3 0.185
0 0.5 0 0.666 0 −0.8 −0.8 0.509 −10 −10 −10 0.125
0 0.8 0 0.467 −0.8 0 −0.8 0.909 0 −10 −10 0.124
0 2 0 0.198 −0.8 −0.8 0 0.413 −10 0 −10 0.171
0 3 0 0.156 −0.8 −0.8 0.8 0.287 −10 −10 0 0.126
0 5 0 0.133 0 −0.8 0.8 0.345 −10 −10 10 0.121
0 10 0 0.124 −0.8 0 0.8 0.437 0 −10 10 0.125
0 0 −3 0.225 −0.8 0.8 −0.8 0.367 −10 0 10 0.118
0 0 −2 0.335 0 0.8 −0.8 0.342 −10 10 −10 0.12
0 0 −0.8 0.709 −0.8 0.8 0 0.411 0 10 −10 0.124
0 0 −0.5 0.86 −0.8 0.8 0.8 0.368 −10 10 0 0.122
0 0 −0.3 0.944 0 0.8 0.8 0.513 −10 10 10 0.118
0 0 0.3 0.943 0.8 −0.8 −0.8 0.368 0 10 10 0.124
0 0 0.5 0.857 0.8 0 −0.8 0.439 10 −10 −10 0.117
0 0 0.8 0.708 0.8 −0.8 0 0.413 10 0 −10 0.117
0 0 2 0.331 0.8 −0.8 0.8 0.37 10 −10 0 0.119
0 0 3 0.223 0.8 0 0.8 0.91 10 −10 10 0.125
0 0 5 0.165 0.8 0.8 −0.8 0.288 10 0 10 0.169
0 0 10 0.13 0.8 0.8 0 0.409 10 10 −10 0.121

−0.3 −0.3 −0.3 0.911 0.8 0.8 0.8 0.606 10 10 0 0.123
0 −0.3 −0.3 0.876 −3 −3 −3 0.186 10 10 10 0.125
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Table D.6: Simulated gg2H truth level samples with different values for the CP-even and CP-odd BSM couplings
parameters. The corresponding acceptance scale factors are given by f = ABSM/ASM .
cHW cHW̃ f cHB cHB̃ f cHWB cHW̃B f

0.4 0.0 0.97 0.4 0.0 0.76 0.4 0.0 0.86
0.5 0.0 0.94 0.5 0.0 0.67 0.4 0.0 0.82
1.0 0.0 0.71 1.0 0.0 0.38 1.0 0.0 0.59
3.0 0.0 0.29 3.0 0.0 0.17 3.0 0.0 0.24
0.0 0.4 0.91 0.0 0.4 0.75 0.0 0.4 0.91
0.0 0.5 0.87 0.0 0.5 0.67 0.0 0.5 0.86
0.0 1.0 0.66 0.0 1.0 0.38 0.0 1.0 0.63
0.0 3.0 0.24 0.0 3.0 0.16 0.0 3.0 0.23
0.4 0.4 0.88 0.4 0.4 0.62 0.4 0.4 0.80
0.5 0.5 0.82 0.5 0.5 0.52 0.5 0.5 0.73
1.0 1.0 0.54 1.0 1.0 0.27 1.0 1.0 0.47
3.0 3.0 0.22 3.0 3.0 0.14 3.0 3.0 0.18

D.3.2 qq2Hqq Production

Table D.7: Fit parameters for the three-dimensional parameterization of the signal acceptance for the CP-odd
Wilson coefficients cHW̃ , cHB̃ and cHW̃B using the qq2Hqq production mode.

Parameter Fit result Parameter Fit result

α̃0 0.143 ± 0.001 δHW̃ 2.265 ± 0.023
α̃1 1.745 ± 0.009 δHB̃ 8.662 ± 0.004
α̃2 3.575 ± 0.040 δHW̃B 2.773 ± 0.001
βHW̃ −0.001 ± 0.001 δ

(HW̃,HB̃) −0.003 ± 0.008
βHB̃ −0.001 ± 0.001 δ

(HW̃,HW̃B) −4.507 ± 0.055
βHW̃B 0.001 ± 0.001 δ

(HB̃,HW̃B) −4.546 ± 0.085
δ
(HW̃,HB̃,HW̃B) 0.595 ± 0.052
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D.3 Generated BSM Samples for the Acceptance Parameterization

Table D.8: Simulated qq2Hqq truth level samples with different values for the CP-odd BSM couplings parameters
cHW̃ , cHB̃ and cHW̃B. The corresponding acceptance scale factors are given by f (c) = ABSM/ASM .

cHW̃ cHB̃ cHW̃B f (c) cHW̃ cHB̃ cHW̃B f (c) cHW̃ cHB̃ cHW̃B f (c)

−3 0 0 0.27 −0.3 0 −0.3 0.984 0 −3 −3 0.181
−2 0 0 0.382 −0.3 −0.3 0 0.819 −3 0 −3 0.507
−0.8 0 0 0.741 −0.3 −0.3 0.3 0.687 −3 −3 0 0.166
−0.5 0 gg2H 0 0.871 0 −0.3 0.3 0.756 −3 −3 3 0.151
−0.3 0 0 0.942 −0.3 0 0.3 0.831 0 −3 3 0.152

0 0 0 0.995 −0.3 0.3 −0.3 0.769 −3 0 3 0.173
0.3 0 0 0.948 0 0.3 −0.3 0.756 −3 3 −3 0.166
0.5 0 0 0.877 −0.3 0.3 0 0.809 0 3 −3 0.153
0.8 0 0 0.744 −0.3 0.3 0.3 0.777 −3 3 0 0.174
2 0 0 0.38 0 0.3 0.3 0.878 −3 3 3 0.168
3 0 0 0.271 0.3 −0.3 −0.3 0.777 0 3 3 0.179
5 0 0 0.2 0.3 0 −0.3 0.827 3 −3 −3 0.168
10 0 0 0.171 0.3 −0.3 0 0.812 3 0 −3 0.175
0 −3 0 0.167 0.3 −0.3 0.3 0.779 3 −3 0 0.175
0 −2 0 0.211 0.3 0 0.3 0.981 3 −3 3 0.168
0 −0.8 0 0.48 0.3 0.3 −0.3 0.691 3 0 3 0.506
0 −0.5 0 0.68 0.3 0.3 0 0.815 3 3 −3 0.15
0 −0.3 0 0.844 0.3 0.3 0.3 0.913 3 3 0 0.171
0 0.3 0 0.85 −0.8 −0.8 −0.8 0.614 3 3 3 0.218
0 0.5 0 0.679 0 −0.8 −0.8 0.527 −10 −10 −10 0.162
0 0.8 0 0.481 −0.8 0 −0.8 0.914 0 −10 −10 0.148
0 2 0 0.214 −0.8 −0.8 0 0.433 −10 0 −10 0.219
0 3 0 0.17 −0.8 −0.8 0.8 0.305 −10 −10 0 0.149
0 5 0 0.144 0 −0.8 0.8 0.359 −10 −10 10 0.142
0 10 0 0.131 −0.8 0 0.8 0.455 0 −10 10 0.135
0 0 −3 0.245 −0.8 0.8 −0.8 0.385 −10 0 10 0.153
0 0 −2 0.349 0 0.8 −0.8 0.362 −10 10 −10 0.152
0 0 −0.8 0.725 −0.8 0.8 0 0.426 0 10 −10 0.128
0 0 −0.5 0.861 −0.8 0.8 0.8 0.384 −10 10 0 0.158
0 0 −0.3 0.938 0 0.8 0.8 0.526 −10 10 10 0.159
0 0 0.3 0.945 0.8 −0.8 −0.8 0.38 0 10 10 0.146
0 0 0.5 0.864 0.8 0 −0.8 0.457 10 −10 −10 0.163
0 0 0.8 0.719 0.8 −0.8 0 0.429 10 0 −10 0.151
0 0 2 0.349 0.8 −0.8 0.8 0.389 10 −10 0 0.158
0 0 3 0.241 0.8 0 0.8 0.91 10 −10 10 0.151
0 0 5 0.173 0.8 0.8 −0.8 0.306 10 0 10 0.219
0 0 10 0.148 0.8 0.8 0 0.433 10 10 −10 0.142

−0.3 −0.3 −0.3 0.915 0.8 0.8 0.8 0.622 10 10 0 0.147
0 −0.3 −0.3 0.873 −3 −3 −3 0.218 10 10 10 0.163
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Table D.9: Simulated qq2Hqq truth level samples with different values for the CP-even BSM couplings parameters
cHW , cHB and cHWB. The corresponding acceptance scale factors are given by f (c) = ABSM/ASM .

cHW cHB cHWB f (c) cHW cHB cHWB f (c) cHW cHB cHWB f (c)

−3 0 0 0.303 −0.3 0 −0.3 0.984 0 −3 −3 0.215
−2 0 0 0.391 −0.3 −0.3 0 0.792 −3 0 −3 0.59
−0.8 0 0 0.698 −0.3 −0.3 0.3 0.666 −3 −3 0 0.189
−0.5 0 0 0.831 0 −0.3 0.3 0.736 −3 −3 3 0.166
−0.3 0 0 0.914 −0.3 0 0.3 0.787 0 −3 3 0.171

0 0 0 1 −0.3 0.3 −0.3 0.785 −3 0 3 0.195
0.3 0 0 0.986 0 0.3 −0.3 0.779 −3 3 −3 0.207
0.5 0 0 0.923 −0.3 0.3 0 0.788 0 3 −3 0.164
0.8 0 0 0.799 −0.3 0.3 0.3 0.734 −3 3 0 0.215
2 0 0 0.414 0 0.3 0.3 0.84 −3 3 3 0.196
3 0 0 0.308 0.3 −0.3 −0.3 0.825 0 3 3 0.188
5 0 0 0.238 0.3 0 −0.3 0.892 3 −3 −3 0.207
10 0 0 0.21 0.3 −0.3 0 0.836 3 0 −3 0.191
0 −3 0 0.199 0.3 −0.3 0.3 0.776 3 −3 0 0.223
0 −2 0 0.243 0.3 0 0.3 0.974 3 −3 3 0.208
0 −0.8 0 0.496 0.3 0.3 −0.3 0.727 3 0 3 0.549
0 −0.5 0 0.684 0.3 0.3 0 0.841 3 3 −3 0.154
0 −0.3 0 0.849 0.3 0.3 0.3 0.902 3 3 0 0.167
0 0.3 0 0.848 −0.8 −0.8 −0.8 0.631 3 3 3 0.198
0 0.5 0 0.677 0 −0.8 −0.8 0.575 −10 −10 −10 0.172
0 0.8 0 0.473 −0.8 0 −0.8 0.923 0 −10 −10 0.176
0 2 0 0.215 −0.8 −0.8 0 0.439 −10 0 −10 0.386
0 3 0 0.179 −0.8 −0.8 0.8 0.318 −10 −10 0 0.156
0 5 0 0.161 0 −0.8 0.8 0.372 −10 −10 10 0.148
0 10 0 0.153 −0.8 0 0.8 0.44 0 −10 10 0.151
0 0 −3 0.271 −0.8 0.8 −0.8 0.403 −10 0 10 0.17
0 0 −2 0.393 0 0.8 −0.8 0.371 −10 10 −10 0.189
0 0 −0.8 0.792 −0.8 0.8 0 0.428 0 10 −10 0.147
0 0 −0.5 0.925 −0.8 0.8 0.8 0.374 −10 10 0 0.201
0 0 −0.3 0.984 0 0.8 0.8 0.494 −10 10 10 0.191
0 0 0.3 0.906 0.8 −0.8 −0.8 0.437 0 10 10 0.159
0 0 0.5 0.815 0.8 0 −0.8 0.498 10 −10 −10 0.192
0 0 0.8 0.682 0.8 −0.8 0 0.467 10 0 −10 0.168
0 0 2 0.343 0.8 −0.8 0.8 0.416 10 −10 0 0.201
0 0 3 0.246 0.8 0 0.8 0.906 10 −10 10 0.19
0 0 5 0.186 0.8 0.8 −0.8 0.315 10 0 10 0.364
0 0 10 0.155 0.8 0.8 0 0.427 10 10 −10 0.151

−0.3 −0.3 −0.3 0.911 0.8 0.8 0.8 0.596 10 10 0 0.15
0 −0.3 −0.3 0.906 −3 −3 −3 0.247 10 10 10 0.156
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D.4 Projections of the CP-Odd Signal Model

D.4 Projections of the CP-Odd Signal Model

In this section one- and two-dimensional projections of the CP-odd signal model are given for the various
event categories of the Reduced-Stage-1.1 STXS scheme.

gg2H production:
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Figure D.13: The one-dimensional projection of the expected event yield relative to the SM prediction onto the axis
of the Wilson coefficient cHG̃ in the gg2H bins of the Reduced-Stage-1.1 scheme. The gray bands indicate the
expected 68 % C. L. interval from the cross-section analysis.
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(a) (b) (c)

(d) (e) (f)

(g)

Figure D.14: The two-dimensional projections of the expected event yield relative to the SM prediction onto the
cHW̃ -cHB̃ plane for the full signal model in the various gg2H production bins of the Reduced-Stage-1.1 scheme.
The black solid (dashed) contours indicate the lower (upper) limit of the expected 68 % C. L. interval from the
cross-section analysis.
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(a) (b) (c)

(d) (e) (f)

(g)

Figure D.15: The two-dimensional projections of the expected event yield relative to the SM prediction onto the
cHW̃ -cHW̃B plane for the full signal model in the various gg2H production bins of the Reduced-Stage-1.1 scheme.
The black solid (dashed) contours indicate the lower (upper) limit of the expected 68 % C. L. interval from the
cross-section analysis.
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(a) (b) (c)

(d) (e) (f)

(g)

Figure D.16: The two-dimensional projections of the expected event yield relative to the SM prediction onto the
cHB̃-cHW̃B plane for the full signal model in the various gg2H production bins of the Reduced-Stage-1.1 scheme.
The black solid (dashed) contours indicate the lower (upper) limit of the expected 68 % C. L. interval from the
cross-section analysis.
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qq2Hqq production:
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Figure D.17: The one-dimensional projection of the expected event yield relative to the SM prediction onto the Wilson
coefficient (top) cHW̃ , (middle) cHB̃ and (bottom) cHW̃B in the qq2Hqq production bin of the Reduced-Stage-1.1
scheme. The gray bands indicate the expected 68 % C. L. interval from the cross-section analysis.
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure D.18: The two-dimensional projections of the expected event yield relative to the SM prediction onto
the (top) cHW̃ -cHB̃ (middle) cHW̃ -cHW̃B and (bottom) cHW̃B-cHB̃ plane for the full signal model in the qq2Hqq
particle-level production bins of the Reduced-Stage-1.1 scheme. The black solid (dashed) contours indicate the
lower (upper) limit of the expected 68 % C. L. interval from the cross-section analysis.
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D.5 EFT Parameterization with CP-Even Operators

D.5 EFT Parameterization with CP-Even Operators

This section comprises additional information on the parameterization of the EFT signal model in the
CP-even BSM scenario. This information are based on the work of Verena Maria Walbrecht and can be
found in Reference [459].

D.5.1 The Complete EFT Signal Model

In the CP-even scenario, the full EFT signal model for each particle-level production bin p is found by
multiplying the equations for the production cross-section σp

(c), the decay branching ratio BR4`
(c) and

the signal acceptance A
p
(c). The latter is given by a three-dimensional Lorenztian function f (c).

f (c) = α0 +
(α1)

2

α2 +
∑
i
δi · (ci + βi)

2
+

∑
i, j≥ j

δ(i, j) · cicj + δ (i, j,k)
i< j<k

· cicjck
. (D.1)

The corresponding fit parameters are summarized in Table D.10.

Table D.10: Fit parameters for the three-dimensional parameterization signal acceptance for the CP-even Wilson
coefficients cHW , cHB and cHWB.

Parameter Fit result Parameter Fit result

α0 0.153 ± 0.003 δHW 0.614 ± 0.027
α1 0.874 ± 0.010 δHB 2.294 ± 0.033
α2 0.881 ± 0.019 δHWB 0.703 ± 0.029
βHW −0.133 ± 0.012 δ(HW,HB) −1.210 ± 0.040
βHB −0.005 ± 0.005 δ(HW,HWB) −1.220 ± 0.060
βHWB 0.120 ± 0.011 δ(HB,HWB) 0.080 ± 0.070

δ(HW,HB,HWB) 0.050 ± 0.060

Thus, the final parameterization for complete EFT signal model in the CP-even scenario reads(
σp

· BR4`
· A

p
)
(c) =

(
σp,(N)NLO

· BR4`,NLO
· A

p
)
SM

·

(
1 +

∑
i

Ap
i ci +

∑
i, j≥i

Bp
ijcicj

)
·

1 +
∑
i

A4`
i ci +

∑
i, j≥i

B4`
i j cicj

1 +
∑
i

Atot
i ci +

∑
i, j≥i

Btot
i j cicj

·
©«α0 +

(α1)
2

α2 +
∑
i
δi · (ci + βi)

2
+

∑
i, j≥i

δ(i, j) · cicj + δ (i, j,k)
i> j>k

· cicjck

ª®®¬ . (D.2)
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D.5.2 Projections of the CP-Even Signal Model

gg2H production:
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Figure D.19: The one-dimensional projection of the expected event yield relative to the SM prediction onto the cHG

axis in the various gg2H particle-level production bins of the Reduced-Stage-1.1 scheme. The gray bands indicate
the expected 68 % C. L. interval from the cross-section analysis.
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Figure D.20: The one-dimensional projection of the expected event yield relative to the SM prediction onto the
Wilson coefficient (a) cHW , (b) cHB and (c) cHWB in the gg2H-0 j-pH

T -High production bin of the Reduced-Stage-1.1
scheme. The gray band indicates the expected 68 % C. L. interval from the cross-section analysis.
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(a) (b) (c)

(d) (e) (f)

(g)

Figure D.21: The two-dimensional projections of the expected event yield relative to the SM prediction onto the
cHW -cHB plane for the full signal model in the various gg2H production bins of the Reduced-Stage-1.1 scheme.
The red (blue) contours indicate the upper (lower) limit of the expected 68 % C. L. interval from the cross-section
analysis in the respective bin.
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(a) (b) (c)

(d) (e) (f)

(g)

Figure D.22: The two-dimensional projections of the expected event yield relative to the SM prediction onto the
cHW -cHWB plane for the full signal model in the various gg2H production bins of the Reduced-Stage-1.1 scheme.
The red (blue) contours indicate the upper (lower) limit of the expected 68 % C. L. interval from the cross-section
analysis in the respective bin.
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(a) (b) (c)

(d) (e) (f)

(g)

Figure D.23: The two-dimensional projections of the expected event yield relative to the SM prediction onto the
cHB-cHWB plane for the full signal model in the various gg2H production bins of the Reduced-Stage-1.1 scheme.
The red (blue) contours indicate the upper (lower) limit of the expected 68 % C. L. interval from the cross-section
analysis in the respective bin.
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qq2Hqq and VH-Lep production:
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Figure D.24: The one-dimensional projection of the expected event yield relative to the SM prediction onto the Wilson
coefficient (a) cHW̃ , (b) cHB̃ and (c) cHW̃B in the qq2Hqq particle-level production bins of the Reduced-Stage-1.1
scheme. The gray band indicates the expected 68 % C. L. interval from the cross-section analysis.
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure D.25: The two-dimensional projections of the expected event yield relative to the SM prediction onto
the (top) cHW -cHB (middle) cHW -cHWB and (bottom) cHB-cHWB plane for the full signal model in the qq2Hqq
particle-level production bins of the Reduced-Stage-1.1 scheme. The red (blue) contours indicate the upper (lower)
limit of the expected 68 % C. L. interval from the cross-section analysis in the respective bin.
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Figure D.26: The one-dimensional projection of the expected event yield relative to the SM prediction onto the Wilson
coefficient (a) cHW , (b) cHB and (c) cHWB in the VH-Lep particle-level production bin of the Reduced-Stage-1.1
scheme. The gray band indicates the expected 68 % C. L. interval from the cross-section analysis.

(a) (b) (c)

Figure D.27: The two-dimensional projections of the expected event yield relative to the SM prediction onto the
(a) cHW -cHB (b) cHW -cHWB and (c) cHB-cHWB plane for the full signal model in the VH-Lep particle-level
production bin of the Reduced-Stage-1.1 scheme. The red (blue) contours indicate the upper (lower) limit of the
expected 68 % C. L. interval from the cross-section analysis in the respective bin.
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t tH production:

(a) (b)
(c)

Figure D.28: The projections of the expected event yield relative to the SM prediction onto the (a) cuH axis, (b)
cHG axis and (c) cuH -cHG plane in the ttH particle-level production bin of the Reduced-Stage-1.1 scheme. The
gray band (red and blue contours) indicate(s) the expected 68 % C. L. interval from the cross-section analysis in the
one-dimensional (two-dimensional) projections.

D.6 Systematic Uncertainties

D.6.1 QCD Scale Variations
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Figure D.29: QCD scale uncertainties in the gg2H production bins for different values of CP-odd BSM coupling
parameters.
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Figure D.30: QCD scale uncertainties in the qq2Hqq, VH-Lep and ttH production bins for different values of
CP-odd BSM coupling parameters.

D.6.2 PDF Variations
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Figure D.31: PDF variation uncertainties in the gg2H production bins for different values of CP-odd BSM coupling
parameters..
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Figure D.32: PDF variation uncertainties in the qq2Hqq, VH-Lep and ttH production bins for different values of
CP-odd BSM coupling parameters.
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APPENDIX E

Indirect Constraints on Possible CP Admixtures
from Rate Measurements

E.1 Constraints on CP-Mixing in the Top-Yukawa Coupling

(a) (b)

Figure E.1: Fit results in the (ct , c̃t ) parameter plane for model 4 if Higgs-pT -shape modifications in the gg → ZH
production process due to a modified top-Yukawa coupling are (a) included and (b) excluded. The color corresponds
to the ∆χ2 value of the global fit and the 1σ , 2σ , and 3σ C. L. regions are shown as white, light-gray and dark-gray
dashed contours, respectively. The best-fit point and the SM case are marked by a white star and an orange cross,
respectively. Note the larger scale required to display the bottom plots.
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E.2 Constraints from Global Fits

E.3 Model II

Figure E.2: The two-dimensional ∆χ2 profiles for the parameters of model II(a) assuming κsW,Z ≤ 1 .
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E.3 Model II

(a) (b)

Figure E.3: The one-dimensional ∆χ2 profiles for the fit parameters of (a) model II(b) and (b) model II(c) of the
general CP-admixture parameterization. The derived scale factors for the Higgs boson couplings to photons and
gluons, κ̄γ and κ̄g, are subtracted from the free fit values, κγ and κg, respectively. κ̄H is the derived scale factor for
the total width the Higgs boson calculated from the model parameters.

(a) (b)

Figure E.4: The two-dimensional ∆χ2 profile for (a) model II(b) and (b) model II(c) of the general CP-admixture
parameterization in the (κsW , cosα) plane.
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(a) (b)

Figure E.5: The two-dimensional ∆χ2 profile for (a) model II(b) and (b) model II(c) of the general CP-admixture
parameterization in the (κsZ , κsW ) plane.

Table E.1: The best-fit values and 68 % and 95 % C. L. regions for the fit parameters of model II(b) and model II(c)
obtained from the one-dimensional ∆χ2 profiles. For κb , κτ , κγ and κg only absolute values are given.

Parameter
Model II(b) Model II(c)

best-fit 68 % C. L. 95 % C. L. best-fit 68 % C. L. 95 % C. L.

cos(α) 0.14 +0.86
−0.05

+0.86
−0.06 0.87 +0.23

−0.78
+0.23
−0.79

κsZ 7.18 +2.82
−6.29

+2.82
−6.49 1.12 +8.88

−0.29
+8.88
−0.37

κsW 7.31 +2.69
−6.62

+2.69
−6.62 1.14 +8.86

−0.28
+8.86
−0.34

κt 1.04 +0.20
−0.17

+0.3
−0.27 1.03 +0.16

−0.17
+0.28
−0.27

|κb | 0.96 +0.21
−0.20

+0.31
−0.3 0.96 +0.20

−0.20
+0.33
−0.3

|κτ | 0.92 +0.20
−0.10

+0.23
−0.12 0.92 +0.19

−0.11
+0.27
−0.16

|κγ | 0.98 +0.16
−0.12

+0.21
−0.18 0.98 +0.16

−0.18
+0.21
−0.20

|κg | 0.98 +0.21
−0.19

+0.29
−0.25 0.98 +0.21

−0.19
+0.29
−0.25

BR(φ → NP) 0.0 +0.12
−0.0

+0.21
−0.0 0.0 +0.05

−0.0
+0.1
−0.0

κγ − κ̄γ 0.02 +0.15
−0.15

+0.22
−0.23 0.02 +0.12

−0.16
+0.19
−0.21

κg − κ̄g −0.17 +0.3
−0.2

+0.38
−0.27 −0.16 +−0.13

−0.31
+0.37
−0.33

κ̄H 0.94 +0.22
−0.2

+0.42
−0.32 0.94 +0.21

−0.2
+0.44
−0.33
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E.4 Model III and Model IV

(a) (b)

Figure E.6: The one-dimensional ∆χ2 profiles for the sensitive parameters of (a) model III and (b) model IV of
the general CP-admixture parameterization. κ̄H is the derived scale factor for the total width the Higgs boson
calculated from the model parameters.

E.4 Model III and Model IV
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Figure E.7: The two-dimensional ∆χ2 profiles for the free parameters of model III of the general CP-admixture
parameterization.
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E.4 Model III and Model IV

Figure E.8: The two-dimensional ∆χ2 profiles for the free parameters of model IV of the general CP-admixture
parameterization.
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E.5 Constraints from the H → 4` Decay Channel at ATLAS
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Figure E.9: The one-dimensional projections of the observed (black solid) and SM expected (blue dashed) fit result
for the parameter (a) κsb and (b) κsτ of model IV of the general CP-admixture parameterization for an integrated
luminosity of 139 fb1 of proton-proton collision data at a cms energy of

√
s = 13 TeV. The 68 % and 95 % C. I. are

indicated by dashed horizontal lines. All fit parameters are allowed to float free in the fit.
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Figure E.10: Two-dimensional projections of the observed (black solid) and SM expected (blue dashed) fit result for
the parameter planes (a) κpt vs. cosα , (b) cB vs. cosα , (c) cW vs. cosα and (d) BR(φ → NP) vs. cosα of model
IV of the general CP-admixture parameterization for an integrated luminosity of 139 fb1 of proton-proton collision
data at a cms energy of

√
s = 13 TeV.
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