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#### Abstract

In strongly correlated many-body quantum systems, the complex interplay between a large number of degrees of freedom and the presence of various competing energy scales leads to rich phase diagrams, but also renders these systems extremely susceptible to external perturbations. Engineering couplings to external fields, or environments, offers the possibility of controlling the behavior of these quantum systems. This has opened up the door for the preparation of quantum phases of matter and light with sought-after properties, both in ultracold atoms and solid state platforms.

This thesis explores two directions for externally controlling many-body quantum systems, aiming to steer systems towards non-trivial quantum phases, or to investigate complex quantum phase transitions. First, we consider ultracold bosonic atoms coupled to a dissipative optical cavity. The interplay between the kinetic motion, atomic short range interactions and the global coupling to the lossy cavity mode provides a perfect platform for the study of many-body aspects of the self-ordering processes. In this thesis, we present several methodological developments for atoms-cavity coupled systems, going beyond the usual mean field methods. These novel methods allow us to show the crucial role of the fluctuations in the atoms-cavity coupling, which give a mixed state character to the self-organization phase transition. Furthermore, we investigate the presence of a strong symmetry which leads to the existence of conservation laws and the coexistence of multiple steady states in the open system. We analyze the many-body dynamics after slightly breaking this symmetry. Additionally, we show that by engineering the coupling to a cavity we realize a dynamically induced spin-orbit coupling. We find that a Meissner superfluid steady state exhibiting a non-trivial chiral current can be stabilized in the coupled system. Secondly, we study the excitation spectrum of the one-dimensional $X X Z$ spin chain with a position dependent magnetic field, across a magnetic quantum phase transition. We show that at high magnetic fields the dynamics of single magnons dominate the low-frequency excitations and that states of two confined magnons are present at large frequencies. Our results are in very good agreement with measurements performed on the $\mathrm{BaCo}_{2} \mathrm{~V}_{2} \mathrm{O}_{8}$ compound in high magnetic fields.
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## Chapter

1

## Introduction

Enormous progress has been realized towards one of the central goals of modern condensed matter physics, that of realizing quantum materials [1]. An intricate balance between the competing energy scales and degrees of freedom exists in the strongly correlated many-body systems, which makes them extremely susceptible to external perturbations. Thus, one can envision the external perturbation of the microscopic interaction parameters in order to control the evolution of the quantum material towards the desired ground, or metastable state, or for inducing quantum phase transitions between competing quantum phases. This further motivates the need of an understanding of the properties of quantum materials, and the studies of the phase diagrams and the quantum critical regimes associated to the quantum phase transitions in interacting many-body quantum systems [2, 3]. A paradigmatic example are the magnetic phase transitions, in these situations the electronic degrees of freedom in the material are directly manipulated using external magnetic fields. The use of high magnetic fields have allowed the realization of phase transitions such as those between high- $T_{\mathrm{c}}$ superconducting and charge density wave ordered phases [4], or of one-dimensional quantum phase transitions [5-7] in Ising-like spin chains. Beside the fundamental interest, efforts are made in developing devices based on the exotic properties the new phases of matter [1, 8]. Furthermore, one can make use non-equilibrium phenomena in order to control the quantum states, for example by driving the system via coherent interaction of the quantum matter with light [9-13], by strongly coupling the matter degrees of freedom to quantum light [14-17], or by coupling the light to the phononic modes of the lattice [18, 19]. In particular, photoinduced enhancement of superconducting correlations has been shown [20, 21].

The philosophy of controlling quantum systems and preparing quantum states on demand is deeply ingrained in the field of ultracold quantum gases. This is in line with Feynman's vision [22] of investigating complex quantum systems by simulating them with the help of other quantum systems [23, 24]. Rapid experimental progress in techniques of cooling and trapping atoms with laser light led to remarkable possibilities of tunability and control of cold atomic gases. The milestone achievements range from the first realizations of Bose-Einstein condensation (BEC) in dilute quantum gases [25, 26], and of a degenerate quantum gas of fermions [27], to the confinement of ultracold quantum gases in tailored optical potentials [28, 29]. The versatility of these systems has allowed for the exploration of complex many-body phenom-
ena, as synthetic analogs of solid-state systems [28-31]. Numerous successful demonstrations of condensed matter phenomena has been realized [32,33], as for example the quantum phase transition between a superfluid and a Mott-insulator [34], as predicted by the Bose-Hubbard Hamiltonian [35, 36], quantum magnetism and gauge potentials [37, 38], or topological quantum matter [39]. The long coherence times in these systems has facilitated also the study of the quantum dynamics [40-45], and the investigation of non-equilibrium processes [44, 46-49].

In the experimental realizations the system of interest is typically coupled to external environments. Having such a dissipative coupling to an environment appears as a challenge that one has to overcome in order to prepare entangled states of matter. Nevertheless, as it turns out, the non-equilibrium dissipative effects can be also utilized constructively. In this novel approach, by engineering the coupling of an open many-body system, complex quantum states can be generated [50-53]. One can tailor the interplay between the dissipative coupling to the environment and the coherent driving of the system in order to obtain the desired quantum state as a steady state, or as a state in the decoherence free subspace, of the open quantum system [53-55]. The non-equilibrium dynamics of an open system assures that the dynamics towards the steady states is exponentially fast in the presence of a dissipative gap [56], such that the steady states are stabilized against perturbations. This has been proven as a further successful approach in the quest for producing quantum materials exhibiting sought-after properties. For example, several theoretical proposals exist by now for the dissipative preparation of topological states of matter [57-63]. However, to describe these systems theoretically is very challenging. New simulation tools have been required to simulate open quantum many-body systems [64], as the methods developed for closed system cannot be easily applied.

A paradigmatic example of an open system is given by a many-body quantum system globally coupled to a dissipative quantum light field, which can be realized with ultracold atoms coupled to optical cavities [65, 66]. The potential of this platform has been highlighted with the seminal experimental demonstration of the supperradiant self-organization transition of a transversely driven BEC [67]. An interesting development in this field were the proposals of additionally confining the atomic gas with external optical lattice potentials, which leads to Hubbard models with cavity-mediated long-range interactions, for both bosons [68] and fermions [69]. The phase diagram of the extended Bose-Hubbard model with long-range interactions has been experimentally studied [70-73], showing besides the superfluid and Mott insulating phases, charge density wave and supersolid phases. Further theoretical proposals used the attractor dynamics of the open system in order to stabilize complex quantum phases [74-77], including topologically non-trivial phases [61, 78-85]. By designing specific couplings of the cavity field to the internal spin degrees of freedom of atoms, one can simulate a wide class of long-range quantum spin Hamiltonians [86-88]. This has opened the possibilities of the realization of dissipation-induced instabilities [89-91] and dynamical spin-orbit coupling [92, 93]. Recent achievements also include studies of the chaotic dynamics [94-97] and the realization of time crystals [98, 99]. A large part of the theoretical treatments of coupled atomscavity systems were performed, until now, in the framework of the mean field decoupling of the cavity field and the atoms [65, 66, 100, 101]. Numerous technical difficulties introduced by the atom-photon coupling are simplified in the mean field approach. However, deviations from
the mean field approach can already be found in small systems of one or two atoms, or two sites, if the exact coupling between the atomic and photonic states is fully taken into account [102-107]. This called for new methods which can also treat larger atomic ensembles globally coupled to bosonic fields, which we developed in parts of this work [108-110].

In this thesis we present two instances of quantum many-body systems with external control. First, we consider bosonic atoms confined to quasi-one-dimensional optical lattices globally coupled to the field of an optical cavity. We investigate several self-organization transitions protected by the attractor dynamics, given by the dissipative nature of the photon field. We present several novel methodological developments which allow us to identify drastic deviations from the mean field approaches extensively used in the literature. In particular, we show that the phase transitions have a mixed state character, being dominated by the fluctuations in the atoms-cavity coupling. Secondly, we study the $\mathrm{BaCo}_{2} \mathrm{~V}_{2} \mathrm{O}_{8}$ compound in a transverse magnetic field. At large intensities of the magnetic field this material realizes the one-dimensional $X X Z$ spin chain model with a position dependent magnetic field. The model exhibits a phase transition as a function of the magnetic field. We show a very good agreement between experimental measurements and our numerical and analytical results.

The outline of the thesis is as follows

Chapter 2: We begin by introducing the theoretical models used for the description of the quantum many-body systems considered in this thesis. First, we present the case of ultracold atoms coupled to optical cavities. As this is a dissipative system, we offer a short introduction to the framework of Markovian open quantum systems and afterwards we sketch the derivation of the model for an one-dimensional chain of bosonic atoms globally coupled to the photonic mode. We describe the phase diagram of this system at the level of a mean field decoupling between the atoms and the cavity field, as we will contrast this to the methods which go beyond the mean field approximation later in the thesis. Secondly, we present the phase diagram of the one-dimensional $X X Z$ spin chain model in the absence of a magnetic field and the lowest energy excitations for the different phases.

Chapter 3: One of the central elements of this thesis is the matrix product state (MPS) formalism which allows us to perform numerically exact simulations of low-dimensional manybody quantum systems. We give a short introduction into how one can find the ground state, or perform the time evolution, of a Hamiltonian system. In the second part of the chapter we go beyond the usual implementation of time-dependent matrix product state method (tMPS) approaches and develop a tMPS method for the combined atom-cavity system. This new and efficient implementation allows us to deal with the global coupled of the cavity field to the atoms, the very large dimension of the cavity Hilbert space and the dissipative nature of the system. We present extensive convergence checks of the method in order to prove its applicability to the considered systems. The second part of this chapter, which constitutes one of the main methodological developments performed in this thesis, is based upon results published in Ref. [109],

## CHAPTER 1. INTRODUCTION

Chapter 4: In this chapter, we present one of the main analytical approaches used in this thesis, namely the many-body adiabatic elimination. This method is in essence a perturbation theory which allows us to eliminate the fast decaying subspaces of a many-body open quantum system, obtaining an effective dynamics valid at long times. After the derivation of the equations of motions for a general open system described by a Liouvillian, we extend this approach for atoms-cavity coupled systems. This is the second methodological development performed in this thesis. We consider two possible perturbations, either the kinetic energy of the atoms, or the fluctuations on top of the mean field decoupling of the cavity and the atoms, and we compute the steady state in both situations. This chapter is based upon results published in Refs. [109, 110].

Chapter 5: We present the properties of a chain of interacting bosonic atoms coupled to an optical cavity, obtained with the newly developed numerical exact and analytical methods, which go beyond the mean field description. This coupled atoms-cavity system exhibits a phase transition between a normal state and a self-organized state, characterized by the presence of a finite cavity occupation and the atoms forming a density wave. We observe important deviations from the mean field results in both our numerical exact time-evolution and the analytical many-body adiabatic elimination approaches. Our results show that the self-organization transition has a mixed state character, in contrast to the pure state transition obtained in the mean field description. In certain regimes the atoms can be described by a finite effective temperature. In particular, we show that in the self-organized phase the steady state consists in a mixture of the mean field predicted density wave states and excited states with additional defects. The deviations become even more prominent when the strength of the dissipative processes is large, in this case the atomic steady state is characterized by a very large effective temperature. This chapter is based upon results published in Refs. [108, 110].

Chapter 6: Once the bosonic atoms are non-interacting a strong symmetry is present in our coupled system. The existence of a symmetry in a quantum system has crucial implications on its behavior and dynamics. In dissipative quantum systems, in contrast to closed system, it is not always true that a symmetry implies a conserved quantity. Only the so-called strong symmetries lead to the existence of multiple steady states and conservation laws. We show with the beyond mean field methods developed in the previous chapters how the strong symmetry affects the dynamics of the atoms coupled to the cavity. We observe the phenomenon of dissipative freezing, which consists in the breaking of the conservation law at the level of single stochastic quantum trajectories in the presence of the strong symmetry. We analyze how the presence of a small interaction term breaks the strong symmetry and provokes a transition from multiple steady states to a unique steady state. This chapter is based upon results published in Ref. [111].

Chapter 7: We present a theoretical proposal in which the coupling between bosonic atoms trapped in a one-dimensional wire and the cavity is designed in such a way that a spin-orbit coupling is dynamically induced. The spin-orbit coupling is induced via Raman transitions between two internal states of the atoms, which employ the cavity mode and a transverse running wave
pump beam, the transitions imprint a spatial dependent phase onto the atomic wavefunction. Due to the complexity of the coupling between the atoms and the cavity field, in this chapter we take the first steps in analyzing this system, by computing the mean field phase diagram. We show that we can stabilize the exotic Meissner superfluid in the bosonic wire. In the Meissner phase the spin of the particles and their momentum direction are locked to each other, such that the two spins are propagating in opposite directions, giving rise to persistent chiral spin current. Our analysis is performed both in a homogeneous system, or with a parabolic trap, for experimentally feasible parameters. This chapter is based upon results published in Ref. [93].

Chapter 8: In this chapter, we investigate the one-dimensional $X X Z$ spin chain model in the presence of a spatially dependent magnetic field with four-fold periodicity. We unveil a quantum phase transition as we increase the magnetic field, which we determine to belong to the Ising universality class. We perform time-dependent matrix product states simulations to compute the dynamical spin structure factor. This allows us to investigate the excitation spectrum across the phase transition. We complement our numerical simulations with analytical approaches and we identify that above the critical field the relevant excitations are single magnons and two-magnon bound states. We show that our theoretical results agree very well with experimental data obtained for the $\mathrm{BaCo}_{2} \mathrm{~V}_{2} \mathrm{O}_{8}$ compound in a transverse magnetic field. This chapter is based upon results soon to be published in Ref. [112].

We conclude our discussions in Chapter 9 with a brief summary of our results and an outlook onto future research directions.

## Theoretical models for quantum many-body systems

In this chapter, we give a brief presentation of the theoretical quantum many-body models we employ in this thesis. Sec. 2.1 is focused on ultracold atoms coupled to optical cavities. We present the framework of the Lindblad master equation for open quantum systems. We sketch the derivation of the model for atoms coupled to an optical cavity which we will use in Chapters 3 to 6. In Sec. 2.1.3 we discuss the mean field diagram of the model. In Sec. 2.2 we present the properties of the $X X Z$ spin chain in zero magnetic field, which we need for our investigation of the $\mathrm{BaCo}_{2} \mathrm{~V}_{2} \mathrm{O}_{8}$ compound presented in Chap. 8 .

### 2.1 Ultracold atoms coupled to optical cavities

### 2.1.1 Short introduction to open quantum systems

The paradigm of open quantum systems stems from the situation in which the quantum system of interest, $S$, is in contact with another system $E$, called the environment. One approach would be to study the full composite system, but this is usually not feasible as the environment tends to be much larger than the system of interest. For example, one could have a coupling to a reservoir with infinitely many degrees of freedom. Nevertheless, methods in which one can characterize, under certain assumptions, just the effective dynamics of the system of interest under the action of the environment exist [56]. The Hamiltonian which describes the dynamics of the full system can be written as

$$
\begin{equation*}
H=H_{S} \otimes \mathbb{1}+\mathbb{1} \otimes H_{E}+H_{S E}, \tag{2.1}
\end{equation*}
$$

where $H_{S}$ acts on the system degrees of freedom, $H_{E}$ on the environment and $H_{S E}$ provides the coupling between the system and the environment. The evolution of the system can be now computed with the von Neumann equation for the density matrix of the full system

$$
\begin{equation*}
\frac{\partial}{\partial t} \rho=-\frac{i}{\hbar}[H, \rho] . \tag{2.2}
\end{equation*}
$$

We can calculate the density matrix of a sub part of the full system by performing the partial trace of the complementary part, i.e. $\rho_{S}=\operatorname{tr}_{E}(\rho)$ for the system's density matrix and $\rho_{E}=$ $\operatorname{tr}_{S}(\rho)$ for the environment. In the case of a time-independent Hamiltonian one can write the formal solution for $\rho_{S}$ by integrating Eq. (2.2) and tracing out the environment

$$
\begin{equation*}
\rho_{S}(t)=\operatorname{tr}_{E}\left[U(t, 0) \rho(0) U(t, 0)^{\dagger}\right] \tag{2.3}
\end{equation*}
$$

with the unitary time-evolution operator $U\left(t, t_{0}\right)=\exp \left[-i H\left(t-t_{0}\right) / \hbar\right]$. As the time evolution of $\rho_{S}(t)$ is given by the trace over the environment, it is no longer unitary. This can be interpreted as a form of dissipation, justifying the name of open quantum system. Due to the fact that the full evolution is not feasible to be computed in most cases of interest, we would like to trace out the environment before integrating the full equation of motion, Eq. (2.2). In this approach we obtain an equation of motion containing just operators of the system $S$. To achieve this we make the assumption of Markovianity [56]. This can be stated as the fact that the time evolution of the open system depends only on its current state, and not on the past trajectory of the system in time. This condition is valid if the system-environment coupling induces much longer time scales than the relaxation time scales of the environment. Markovianity also implies that the environment has no "memory", such that there is no retroactive effect from previous dissipative events on the current state of the system. Thus, we can also assume that at the initial time the system and environment are decoupled, $\rho(t=0)=\rho_{S}(t=0) \otimes \rho_{E}$. These assumptions are reasonable if the environment is large enough to not be affected by the dynamics of the system. But, in general, the condition of Markovianity has to be carefully verified. In the fields of quantum optics and ultracold atoms Markovianity is usually well-fulfilled, as the main dissipation channels are photon or particle losses. The most general equation that satisfies the previous assumptions is the Markovian quantum master equation in Lindblad form, or simply the Lindblad equation, which reads $[56,113,114]$

$$
\begin{align*}
& \frac{\partial}{\partial t} \rho_{S}=\mathcal{L}\left(\rho_{S}\right)=-\frac{i}{\hbar}\left[H_{S}, \rho_{S}\right]+\mathcal{D}\left(\rho_{S}\right)  \tag{2.4}\\
& \text { with } \mathcal{D}\left(\rho_{S}\right)=\frac{1}{2} \sum_{j} \Gamma_{j}\left(2 L_{j} \rho_{S} L_{j}^{\dagger}-L_{j}^{\dagger} L_{j} \rho_{S}-\rho_{S} L_{j}^{\dagger} L_{j}\right)
\end{align*}
$$

The Markovian time evolution is generated by the Liouvillian superoperator $\mathcal{L}$, its first term describes the unitary evolution under the system Hamiltonian and the second, the dissipator $\mathcal{D}$, the dissipative processes. $L_{j}$ are called the Lindblad, or jump, operators and model the effect of the environment on the system, each corresponding to a coupling strength $\Gamma_{j}$. The Lindblad equation preserves the trace, hermiticity and semi-positivity of the density matrix. Thus, we are assured that the density matrix remains physical during the evolution [56]. Since in this work we are only interested in the properties of the open system, we drop the $S$ index and use $\rho \equiv \rho_{S}$ from now on.

The formal solution of Eq. (2.4) can be written as

$$
\begin{equation*}
\rho(t)=e^{\mathcal{L} t} \rho(0) . \tag{2.5}
\end{equation*}
$$

The exponential in Eq. (2.6) can be computed, in principle, by going to the eigenbasis of $\mathcal{L}$, as $\mathcal{L}$ is a linear operator acting on the space of system density matrices. This implies that we can perform the time evolution by evolving the Liouvillian's eigenstates, weighted with their overlap with the initial state. Because $\mathcal{L}$ is a non-hermitian operator, its eigenvalues are in general complex. However, the form of the Lindblad equation, Eq. (2.4), leads to several restrictions on the eigenvalue spectrum. As the trace of $\rho$ is conserved, this implies that the real part of the eigenvalues is less than or equal to zero and at least one eigenvalue is zero. Thus, there exists at least one eigenstate which satisfy the condition

$$
\begin{equation*}
\mathcal{L} \rho_{\mathrm{st}}=0 \tag{2.6}
\end{equation*}
$$

These states do not evolve in time and are called steady states. The other eigenstates $\rho_{j}$, with the corresponding eigenvalues $\lambda_{j}=-\lambda_{j}^{R}+i \lambda_{j}^{I}$, which have a finite negative real part are subject to an exponential decay in time

$$
\begin{equation*}
\rho_{j}(t)=e^{-\lambda_{j}^{R}+i \lambda_{j}^{I} t} \rho_{j}(0) \xrightarrow{t \rightarrow \infty} 0, \quad \text { where } \lambda_{j}^{R} \in \mathbb{R}_{0}^{+}, \lambda_{j}^{I} \in \mathbb{R} \text {. } \tag{2.7}
\end{equation*}
$$

For the unique steady state, regardless of the initial state the system always evolves towards the steady state exhibiting an attractor dynamics, exponentially fast in the presence of a dissipative gap. In contrast, in the case of multiple steady states, the long time state is determined by the overlap of the steady states with the initial state. We note that eigenstates for which $\lambda_{j}^{R}=0$, but $\lambda_{j}^{I} \neq 0$, are also possible [115], in this case the states do not decay in time and have an oscillating phase at all times.

### 2.1.2 Theoretical model of ultracold atoms in optical lattices coupled to optical cavities

In the following chapters, to a large extend, we study and develop methods to investigate dissipative systems of interacting particles globally coupled to a bosonic field, as sketched in Fig. 2.1. In such a situation, the particles can for example describe atoms or electrons and the bosonic quantum field can be for example a photonic field of a cavity or a long lived phononic mode. As we saw in the previous section, these systems can be described by a Lindblad master equation for the density operator $\rho$, given by [56, 65, 100, 114]

$$
\begin{equation*}
\frac{\partial}{\partial t} \rho=-\frac{i}{\hbar}[H, \rho]+\frac{\Gamma}{2}\left(2 a \rho a^{\dagger}-a^{\dagger} a \rho-\rho a^{\dagger} a\right) \tag{2.8}
\end{equation*}
$$

where $a$ and $a^{\dagger}$ are the annihilation and creation operators for the bosonic mode. The dissipative term proportional to the dissipation strength $\Gamma$ describes the losses in the bosonic mode. We consider the Lindblad form of the dissipator, where the jump operator is the annihilation operator $a$ of the bosonic mode. In a photonic cavity these can be due to the imperfections of the mirrors and for phononic modes it describes the decay into a bath of phononic modes.

In this section, we want to introduce the model of ultracold bosonic atoms confined in a one-dimensional chain coupled to an optical cavity used throughout this thesis (see Chapters 3, 4, 5 and 6) [108-111]. We sketch the derivation of the model following Ref. [100]. We note


Interacting particles
Figure 2.1: Sketch of a chain of interacting particles (e.g. atoms or electrons) coupled to a single bosonic quantum mode (cavity fields or phononic modes). The bosonic mode has a dissipative nature and it is coupled to every site of the chain. The coupling strength can vary from site to site. ©2020 American Physical Society, published in [109].


Figure 2.2: Sketch of the bosonic atoms confined in a one-dimensional chain in an optical cavity. The atoms tunnel with the amplitude $J$ and have an on-site interaction of strength $U$. The coupling of the atoms to the cavity is realized with a retroreflected transverse pump beam. As the lattice spacing is commensurate with half of the wavelength of the cavity mode, the cavity field is coupled to the total imbalance between the odd and even sites of the chain. The strength of the coupling is controlled by the pump amplitude $\Omega$. The cavity is losing photons with the dissipation strength $\Gamma$, due to the imperfections of the mirrors. ©2020 American Physical Society, published in [109].
that in Chap. 7 we consider a more complicated model where the cavity induces a dynamical spin-orbit coupling, which can be derived in a similar manner [93].

### 2.1 Ultracold atoms coupled to optical cavities

We start with $N$ two-level bosonic atoms with mass $m$ and transition frequency $\omega_{\text {eg }}$ strongly interacting with a single standing wave mode of frequency $\omega_{c}$. We also consider a coherent driving of the atoms at frequency $\omega_{p}$ with a transverse pump beam (see Fig. 2.2). A single atom of this system can be described by a Hamiltonain in which one makes the rotating-wave and electric-dipole approximations [116] . The many particle version of the Hamiltonian using second quantization formalism, in the rotating frame of the pump laser beam, includes the following terms [100]

$$
\begin{equation*}
H=H_{\mathrm{a}}+H_{\mathrm{c}}+H_{\mathrm{ac}}+H_{\mathrm{ap}} . \tag{2.9}
\end{equation*}
$$

The atomic Hamiltonian is given by

$$
\begin{align*}
H_{\mathrm{a}}= & \int d^{3} x\left[\psi_{g}^{\dagger}(\mathbf{x})\left(-\frac{\hbar^{2}}{2 m} \nabla^{2}+V_{g}(\mathbf{x})\right) \psi_{g}(\mathbf{x})+\psi_{e}^{\dagger}(\mathbf{x})\left(-\frac{\hbar^{2}}{2 m} \nabla^{2}+V_{e}(\mathbf{x})-\hbar \Delta_{a}\right) \psi_{e}(\mathbf{x})\right] \\
& +\frac{U_{3 \mathrm{D}}}{2} \int d^{3} x \psi_{g}^{\dagger}(\mathbf{x}) \psi_{g}^{\dagger}(\mathbf{x}) \psi_{g}(\mathbf{x}) \psi_{g}(\mathbf{x}), \tag{2.10}
\end{align*}
$$

where $\psi_{g}(\mathbf{x})$ and $\psi_{e}(\mathbf{x})$ denote the atomic bosonic field operator for annihilating an atom at position $\mathbf{x}$ in the ground state and the excited state, respectively. $V_{g}(\mathbf{x})$ and $V_{e}(\mathbf{x})$ are external trapping potentials for the atoms in the ground state and the excited state, respectively. $\Delta_{a}=$ $\omega_{p}-\omega_{e g}$ is the detuning of the atomic frequency from the pump field frequency. The second line corresponds to the two-body interaction, characterized by the s-wave scattering length $a_{s}$, where $U_{3 \mathrm{D}}=4 \pi a_{s} \hbar^{2} / \mathrm{m}$. The cavity part of the Hamiltonian is

$$
\begin{equation*}
H_{\mathrm{c}}=\hbar \delta a^{\dagger} a, \tag{2.11}
\end{equation*}
$$

with a detuning between the cavity mode and the transverse pump beam $\delta=\omega_{\mathrm{c}}-\omega_{\mathrm{p}}$. The coupling of the cavity field with the atoms inside the cavity is described by

$$
\begin{equation*}
H_{\mathrm{ac}}=-i \hbar \int d^{3} x \psi_{g}^{\dagger}(\mathbf{x}) g(\mathbf{x}) a^{\dagger} \psi_{e}(\mathbf{x})+\text { H.c. } \tag{2.12}
\end{equation*}
$$

where $g(\mathbf{x})$ denotes the cavity mode function. The interaction between the atoms and the pump laser beam is

$$
\begin{equation*}
H_{\mathrm{ap}}=-i \hbar \int d^{3} x \psi_{g}^{\dagger}(\mathbf{x}) h(\mathbf{x}) \psi_{e}(\mathbf{x})+\text { H.c. } \tag{2.13}
\end{equation*}
$$

where $h(\mathbf{x})$ represents the mode function of the transverse pump field.
We want to consider regimes with very low temperatures compared to the internal level spacing, such that the atomic excitations and spontaneous emission are negligible. In this limit one can adiabatically eliminate the excited states from the dynamics [100]. This requires large
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atom-pump detunings $\Delta_{a}$. By expanding the equation of motion of $\psi_{e}(\mathbf{x})$ in $1 / \Delta_{a}$ one obtains

$$
\begin{equation*}
\psi_{e}(\mathbf{x}, t)=-\frac{i}{\Delta_{a}}[h(\mathbf{x})+g(\mathbf{x}) a(t)] \psi_{g}(\mathbf{x}, t), \tag{2.14}
\end{equation*}
$$

where one assumes that the operators $\psi_{g}(\mathbf{x})$ and $a$ vary on a much slower time scale than $1 / \Delta_{a}$. One can insert this expression in the equations of motion for $\psi_{g}(\mathbf{x})$ and $a$ and obtain that they can be described by the following effective Hamiltonian [100]

$$
\begin{align*}
H_{\mathrm{eff}}= & \int d^{3} x \psi_{g}^{\dagger}(\mathbf{x})\left\{-\frac{\hbar^{2}}{2 m} \nabla^{2}+V_{g}(\mathbf{x})+\frac{\hbar}{\Delta_{a}}\left[h^{2}(\mathbf{x})+g^{2}(\mathbf{x}) a^{\dagger} a+h(\mathbf{x}) g(\mathbf{x})\left(a+a^{\dagger}\right)\right]\right\} \psi_{g}(\mathbf{x}) \\
& +\frac{U_{3 \mathrm{D}}}{2} \int d^{3} x \psi_{g}^{\dagger}(\mathbf{x}) \psi_{g}^{\dagger}(\mathbf{x}) \psi_{g}(\mathbf{x}) \psi_{g}(\mathbf{x})  \tag{2.15}\\
& +\hbar \delta a^{\dagger} a
\end{align*}
$$

In the following, we reduce the dimensionality of the system to a one-dimensional chain along the cavity axis with the help of optical lattices. The mode function of the cavity along the axis is approximated by $g(\mathbf{x})=g(x)=g_{0} \cos (k x)$, with $k$ the cavity wavevector. As the transverse beam is a broad standing wave perpendicular to the cavity axis, it is constant for all sites of the one-dimensional lattice, $h(\mathbf{x})=h_{0} \cos \left(k_{p} y\right)$, with $k_{p}$ the pump beam wavevector. For the trapping potential along the cavity axis we take $V_{g}(x)=V_{0} \cos (k x)^{2}$, which is commensurable with the cavity mode [100]. We can now expand the atomic field operator $\psi_{g}(x)$ in terms of single atom Wannier functions, $w(x)=\sum_{h} b_{j} w\left(x-x_{j}\right)$, where we restrict ourselves just to the lowest band of the one-dimensional lattice. The operators $b_{j}$ and $b_{j}^{\dagger}$ are the bosonic annihilation and creation operators of the atoms on site $j$. Thus, we obtain the Hamiltonian, which together with the Liovillian given in Eq. (2.8), describes the one-dimensional chain of bosonic atoms coupled to an optical cavity (sketched in Fig. 2.2) [65, 66, 100, 101]

$$
\begin{align*}
& H=H_{\mathrm{c}}+H_{\text {int }}+H_{\text {kin }}+H_{\mathrm{ac}}  \tag{2.16}\\
& H_{\mathrm{c}}=\hbar \delta a^{\dagger} a, \\
& H_{\mathrm{int}}=\frac{U}{2} \sum_{j=1}^{L} n_{j}\left(n_{j}-1\right), \\
& H_{\mathrm{kin}}=-J \sum_{j=1}^{L-1}\left(b_{j}^{\dagger} b_{j+1}+b_{j+1}^{\dagger} b_{j}\right), \\
& H_{\mathrm{ac}}=-\hbar \Omega\left(a+a^{\dagger}\right) \sum_{j=1}^{L}(-1)^{j} n_{j},
\end{align*}
$$

where $n_{j}=b_{j}^{\dagger} b_{j}$, L denotes the number of sites of the chain and the total number of bosonic atoms is $N$. For the atomic part of the Hamiltonian we have $H_{\text {kin }}$ which describes the tunneling processes of the atoms with the amplitude $J$ and the term $H_{\mathrm{int}}$ representing the repulsive on-
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site interaction of strength $U>0 . H_{\text {ac }}$ gives the coupling between the cavity field and the total imbalance between the odd and even sites of the chain, with the effective pump amplitude $\Omega$. This coupling is realized due to the assumed commensurability of the cavity mode with twice the periodicity of the lattice spacing within the chain [100]. We note that for simplicity in Eq. (2.16) we neglect the frequency shift of the cavity mode induced by a single atom at an antinode, this is justified for small numbers of photons in the cavity and strong lattice potentials.

The Hamiltonian, Eq. (2.16), exhibits a $\mathbb{Z}_{2}$ symmetry associated with the inversion of the sign of the cavity field, $a$, and the atomic odd-even imbalance. However, the $\mathbb{Z}_{2}$ symmetry is only a weak symmetry of the Liouvillian, Eq. $(2.8),[115,117]$ since the transformation does not commute with the jump operator $a$ of the Lindblad equation, Eq. (2.8).

### 2.1.3 Phase diagram in the mean field description

For the rest of this section we present the mean field approach of eliminating the dynamics of the cavity field [65, 66, 100, 101], for the setup given in Eqs. (2.8)-(2.16). In this approach one derives an effective model for the bosonic atoms employing the adiabatic elimination of the cavity field. Due to the complexity of the models describing atoms coupled to cavities a large portion of the theoretical studies have been performed in this framework [65, 66].

This approach is based on the mean field decoupling of the cavity field and the atomic operators

$$
\begin{align*}
H_{\mathrm{ac}} & =-\hbar \Omega\left(a+a^{\dagger}\right) \sum_{j=1}^{L}(-1)^{j} n_{j}  \tag{2.17}\\
& \approx-\hbar \Omega\left(a+a^{\dagger}\right) \Delta-\hbar \Omega\left\langle a+a^{\dagger}\right\rangle \sum_{j=1}^{L}(-1)^{j} n_{j}+\text { const. }
\end{align*}
$$

where we made the notation $\Delta \equiv \sum_{j=1}^{L}(-1)^{j}\left\langle n_{j}\right\rangle$. After the decoupling one can solve the equation of motion of the cavity field given by

$$
\begin{equation*}
i \partial_{t}\langle a\rangle=-\Omega \Delta+(\delta-i \Gamma / 2)\langle a\rangle \tag{2.18}
\end{equation*}
$$

A second assumption is that the cavity field has a very fast dynamics, such that we are only interested in the steady state limit of Eq. (2.18). This is obtained by imposing the condition $\partial_{t}\langle a\rangle=0$. The cavity photons are obtained to be in a coherent state. Using Eqs. (2.8) and (2.16) this condition becomes

$$
\begin{equation*}
\alpha=\langle a\rangle=\frac{\Omega}{\delta-i \Gamma / 2} \Delta . \tag{2.19}
\end{equation*}
$$

This equation relates the expectation value of the odd-even imbalance to the value of the cavity field.

After substituting the expectation value for the cavity field, Eq. (2.19), into the atomic part
of the equations of motion, we obtain an effective Hamiltonian for the atoms

$$
\begin{align*}
& H_{\mathrm{eff}}=H_{\mathrm{kin}}+H_{\mathrm{int}}+H_{\mathrm{imb}}  \tag{2.20}\\
& H_{\mathrm{kin}}=-J \sum_{j=1}^{L-1}\left(b_{j}^{\dagger} b_{j+1}+b_{j+1}^{\dagger} b_{j}\right) \\
& H_{\mathrm{int}}=\frac{U}{2} \sum_{j=1}^{L} n_{j}\left(n_{j}-1\right) \\
& H_{\mathrm{imb}}=-\hbar \Omega\left(\alpha+\alpha^{*}\right) \sum_{j=1}^{L}(-1)^{j} n_{j} .
\end{align*}
$$

We can see that this effective Hamiltonian needs to be analyzed self-consistently as it depends on the expectation value of the odd-even imbalance $\Delta$, through the cavity field.

The usual approach is to describe the atoms by the ground state (zero-temperature state) of this effective model, Eq. (2.20) [65, 66]. Thus, in this approximation, the steady state is a pure state composed of a product state between the atomic and photonic sector

$$
\begin{equation*}
\rho_{\mathrm{MF}}=\left|\alpha\left(\Delta_{\mathrm{eff}}\right), \Delta_{\mathrm{eff}}\right\rangle\left\langle\alpha\left(\Delta_{\mathrm{eff}}\right), \Delta_{\mathrm{eff}}\right|, \tag{2.21}
\end{equation*}
$$

where the photonic mode is in the coherent state $\alpha\left(\Delta_{\text {eff }}\right)$. The atomic state $\left|\Delta_{\text {eff }}\right\rangle$ denotes the ground state of the effective Hamiltonian with the self-consistency condition. The effective imbalance $\Delta_{\text {eff }}$ is defined as the expectation value of the odd-even imbalance in the ground state of the effective Hamiltonian.

But this is a rather arbitrary choice, as any eigenstate of the Hamiltonian would solve the mean field equation of motion for the atoms which reads

$$
\begin{equation*}
\frac{\partial}{\partial t} \rho^{a}=-\frac{i}{\hbar}\left[H_{\text {eff }}, \rho^{a}\right] . \tag{2.22}
\end{equation*}
$$

This stems from the fact that at this level of approximation we are trying to describe an inherently open system just by an effective Hamiltonian. In order to solve these problems in this work we went beyond the mean field description by developing novel numerical and analytical methods that can deal exactly with the atoms-cavity coupling, or including the fluctuations beyond the mean field decoupling, as we will see in Chap. 3 and Chap. 4. In Chap. 5 we present our results in contrast to the mean field approach and we observe that considerable deviations appear for a wide range of parameters.

We note that the mean field approach captures the self-organization transition observed in this system [65, 66]. Thus, above a certain threshold $\Omega_{\mathrm{MF}, c} \sqrt{N}$ the cavity field $\langle a\rangle$ takes a finite value and the atoms self-organize into a density modulated pattern either on the odd or even sites of the chain. This spontaneously breaks the $\mathbb{Z}_{2}$ symmetry of the effective Hamiltonian. This is to be contrasted with the full open system, Eqs. (2.8)-(2.16), where we do not expect the symmetry to be broken for any finite size system, as the $\mathbb{Z}_{2}$ symmetry is only a weak symmetry


Figure 2.3: The mean field value of the scaled photon number, $\left\langle a^{\dagger} a\right\rangle / N$, as a function of the coupling strength, $\hbar \Omega \sqrt{N} / J$, for $N / L=1 / 2, \hbar \delta / J=2, U / J=2$, and $\hbar \Gamma / J=1$. The dashed vertical line marks the self-organization threshold.
[102, 103, 106, 118].
The sudden onset of the cavity field is also reflected in the behavior of the photon number $n_{\mathrm{MF}}$, as seen in Fig. 2.3, with

$$
\begin{equation*}
n_{\mathrm{MF}}=|\langle a\rangle|^{2}=\frac{\Omega^{2}}{\delta^{2}+\Gamma^{2} / 4} \Delta_{\mathrm{eff}}^{2} . \tag{2.23}
\end{equation*}
$$

### 2.2 Properties of $X X Z$ spin chains

In Chap. 8 we will investigate the properties of the $X X Z$ spin chain in a transversal magnetic field, model relevant for the experimental studies of the $\mathrm{BaCo}_{2} \mathrm{~V}_{2} \mathrm{O}_{8}$ compound $[5,119$, 120]. In this section, we give a short overview of the equilibrium properties of the XXZ model without a magnetic field [121, 122].

The Hamiltonian for a one-dimensional system of equally spaced spins with spin $S=1 / 2$ is given by

$$
\begin{equation*}
H_{X X Z}=\sum_{j} J\left[\epsilon\left(S_{j}^{x} S_{j+1}^{x}+S_{j}^{y} S_{j+1}^{y}\right)+S_{j}^{z} S_{j+1}^{z}\right] \tag{2.24}
\end{equation*}
$$

where we have equal interaction strengths $J \epsilon$ for the exchange couplings of neighboring spins along the $x$ and $y$ spin directions and an interaction strength $J$ for the $z$ direction. The spin $-1 / 2$ operators are defined as $S^{\alpha}=\frac{\hbar}{2} \sigma^{\alpha}$, with $\alpha \in\{x, y, z\}$ and $\sigma^{\alpha}$ are the Pauli matrices.

In the following, we present a few details regarding the ground state properties of the $X X Z$-model, which can be obtained analytically as the $X X Z$-model is solvable by BetheAnsatz. The phase diagram of the model exhibits three phases depending on the anisotropy $1 / \epsilon$, as seen in Fig. 2.4. The system is in the gapped ferromagnetic phase (Ising FM) for $1 / \epsilon<-1$,


Figure 2.4: The phase diagram of the $X X Z$-model as a function of the anisotropy $1 / \epsilon$.
the gapped antiferromagnetic phase (Ising AFM) for $1 / \epsilon>1$, or the gapless Luttinger liquid phase, also known as the $X Y$-phase for $-1 \leq 1 / \epsilon \leq 1$. We note that at the isotropic points, $1 / \epsilon= \pm 1$, the system is a Heisenberg ferromagnet, or antiferromagnet, respectively.

In the Ising ferromagnetic phase, the negative anisotropy favors the parallel alignment of neighboring spins. This implies that the ground states are given by the fully polarized states in the $z$-direction, in two of the possible sectors [123]. For these the ground state magnetization in the $z$-direction is given by $\left\langle S^{z}\right\rangle_{g s}= \pm N / 2$, with $N$ the total number of spins. The collective low-energy excitations in this regime are the magnons. They can be thought of being a 'defect' in the fully polarized state of a spin pointing in the opposite direction with respect to the surrounding spins. The dispersion relation of the magnons is given by $E(k)=J \epsilon[1-\cos (k)-(1 / \epsilon+1)][121]$, yielding an approximately quadratic dispersion for small momenta on top of a gap of $|1 / \epsilon|-1$ at $k=0$. As we approach $1 / \epsilon \rightarrow-1$ the excitations become gapless. We note that we can obtain a fully polarized phase also in the presence of a strong magnetic field also for other spin directions, as we will see in Chap. 8.

In the Ising antiferromagnetic phase the positive anisotropy favors the antiparallel spin orientation of the neighboring spins. For a system of finite size, the ground state is dominated by the mixing of the two possible configurations of alternating spin orientation. But quantum fluctuations have important contributions to the ground state, as the Hamiltonian, Eq. (2.24), does not conserve the sublattice magnetization, which only takes into account the subset of either even or odd sites. For strong anisotropy, $1 / \epsilon \gg 1$, the excitations on top of the antiferromagnet can be understood perturbatively by creating domain walls. In this situation, a domain wall separates regions of alternating spins by a bond with equally aligned spins. If in the ground state one spin is flipped, two domain walls arise, which can propagate during the Hamiltonian time evolution through the system. This results in a continuum in the energy spectrum. The excitation gap of the antiferromagnet opens for $1 / \epsilon>1$ and the dispersion of the excitations is linear $E(k) \sim k$ [121]. We note that for the anisotropy values considered in Chap. 8 we are in the antiferromagnetic phase at zero magnetic field.

The third phase in the phase diagram is the $X Y$-phase appearing for small anisotropies $|1 / \epsilon| \leq 1$. We can gain some intuition regarding the properties of this phase by employing the Jordan-Wigner transformation which represents the spins as free spinless fermions and perturbatively include weak nearest neighbor interactions [122]. In this framework, the ground state for $1 / \epsilon=0$ is a Fermi sea, where, if the system size is large enough, we have particle-hole excitations with energies that can be arbitrarily small, such that the spectrum is gapless. This also holds if we include small couplings in the $z$-direction, $|1 / \epsilon| \ll 1$.

# Chapter 



## Numerical tensor network methods

In this chapter, we first present the formalism and theoretical background of matrix product states (MPS), which allows us to perform accurate simulations of low-dimensional many-body quantum systems [124]. In the second part we show that matrix product states will also provide us the framework for developing method suitable for the investigation of open systems with global range interactions. The main idea of matrix product states is to perform an efficient parametrization of the quantum many-body wave function, whose set of degrees of freedom is growing exponentially with the system size. We aim to capture the essential contributions by considering just the relevant subspaces of the Hilbert space, such that the representation of the state can be brought down to a polynomial complexity with respect to the system size. As we will see, if the targeted quantum state of interest is only moderately entangled upon any bipartation of the system it can be faithfully represented as a matrix product state. This is in particular true for the ground states of one-dimensional local gapped Hamiltonians which obey an area law entanglement spectrum [125], as for example in certain spin chains [126] and Hubbard models [127, 128]. The algorithm for a variational systematic ground state search has been originally formulated by S.R. White as the density matrix renormalization group (DMRG) [129]. This was later cast in the language of matrix product states. A good review can be found, for example, in Ref. [124]. One can also extend the method to study two-dimensional systems [130-132]. The further extension to time dependent phenomena (tMPS) [133-135] highlights the large class of problems that can be tackled within this framework. In this approach the subspace to which the wave function is constrained is adapted throughout the course of the time evolution. Recently, a lot of effort has been devoted to the efficient implementation of MPS techniques as open source tensor network libraries, such as ALPS [136], TeNPy [137], Open Source MPS [138], and ITensor [139]. In this work we use the ITensor [139], due to its efficient implementation and native support of the inclusion of conserved quantities, and as it offers a flexible environment for further development.

In the following, we begin by introducing the concepts on which the matrix product state formalism relies and the widely used graphical representation, Sec. 3.1.1. The most common algorithms based on MPS are presented in Sec. 3.1.2, the variational ground state search, and in Sec. 3.1.3, the time evolution presented, these already allow us to analyze the behavior of interacting complex quantum systems. In Sec. 3.2 we go a step further and we develop a tMPS
approach for dealing with the coupled atoms-cavity dissipative system, which we introduced in Sec. 2.1. This is one of the main methodological developments presented in this thesis. We explain in detail how we implemented this new algorithm in Sec. 3.2.1 and for the rest of the chapter, Sec. 3.2.2 to Sec. 3.2.6, we perform extensive convergence checks.

### 3.1 Background on matrix product state techniques for one-dimensional quantum systems

### 3.1.1 Matrix product state formalism and graphical representation

In this section, we introduce the matrix product state formalism [124] that we employ in the numerical methods used in this work. We show how to construct and compress a matrix product state (MPS), and how to compute expectation values using matrix product operators (MPO). As in the following sections we will heavily use the tensor diagram notation to describe the algorithms used, we show in Table 3.1 the relation between the basic elements of a tensor diagram and their mathematical representation.

Table 3.1: Relation between the tensor diagram elements and their mathematical representation.

| Diagram | Object | Mathematical notation |
| :---: | :---: | :---: |
| s | scalar | $s$ |
|  | vector | $v_{i}$ |
|  | matrix | $A_{i j}$ |
|  | rank-3 tensor | $A_{i j}^{\sigma}$ |
|  | matrix <br> multiplication | $\sum_{j} A_{i j} B_{j k}=C_{i k}$ |

The main linear algebra tool used in MPS methods is the singular value decomposition (SVD). Its associated theorem states that any arbitrary rectangular matrix $M$ of dimension ( $m \times$ $n$ ) can be decomposed as

$$
\begin{equation*}
M=U S V^{\dagger} \tag{3.1}
\end{equation*}
$$

where $U$ and $V^{\dagger}$ are unitary matrices of dimension $m \times \min (m, n)$ and $\min (m, n) \times n . S$ is
a diagonal matrix of dimension $\min (m, n) \times \min (m, n)$, with non-negative entries $\sqrt{\lambda_{i}} \geq 0$, called singular values. The Schmidt rank $r$ of matrix $M$ is given by the number of non-zero singular values, $\sqrt{\lambda_{i}}>0$.

A first application of the SVD is to evaluate the entanglement between two parts of a quantum system by performing the Schimdt decomposition of a quantum state $|\Psi\rangle$. Let us consider a one-dimensional system, which can be divided into two subsystems $A$ and $B$. The wavefunction $|\Psi\rangle$ describing the full system can be written as

$$
\begin{equation*}
|\Psi\rangle=\sum_{i, j} \Psi_{i, j}|i\rangle_{A}|j\rangle_{B} \tag{3.2}
\end{equation*}
$$

where $\left\{|i\rangle_{A}\right\}$ and $\left\{|j\rangle_{B}\right\}$ are the orthonormal basis of subsystem $A$, of dimension $m$, and subsystem $B$, of dimension $n$, respectively. We can rewrite the coefficients $\Psi_{i, j}$ into a matrix $\Psi$. By performing the singular value decomposition of the matrix $\Psi$ we obtain

$$
\begin{align*}
|\Psi\rangle & =\sum_{i, j} \sum_{a=1}^{\min (m, n)} U_{i, a} S_{a, a} V_{j, a}^{*}|i\rangle_{A}|j\rangle_{B}  \tag{3.3}\\
& =\sum_{a=1}^{\min (m, n)} S_{a, a}\left(\sum_{i} U_{i, a}|i\rangle_{A}\right)\left(\sum_{j} V_{j, a}^{*}|j\rangle_{B}\right) \\
& =\sum_{a=1}^{r} \sqrt{\lambda_{a}}|a\rangle_{A}|a\rangle_{B},
\end{align*}
$$

where the sum runs only over the non-zero singular values $\sqrt{\lambda_{a}}>0$, such that the upper bound is given by the rank $r \leq \min (m, n)$ of $S$. As the matrices $U$ and $V$ are unitary, the sets $\left\{|a\rangle_{A}\right\}$ and $\left\{|a\rangle_{B}\right\}$ are orthonormal basis sets in the subsystems $A$ and $B$. We can observe now the relation between the Schmidt decomposition and the entanglement between the two subsystems. If the value of the Schmidt rank is $r=1,|\Psi\rangle$ can be written as a product state, having no entanglement, and the entanglement between $A$ and $B$ is finite for larger values of the rank $r$. We can quantify the entanglement present between the two subsystems with the von Neumann entanglement entropy, given by

$$
\begin{equation*}
S_{\mathrm{vN}}=-\sum_{a=1}^{r} \lambda_{a} \log \left(\lambda_{a}\right) \tag{3.4}
\end{equation*}
$$

One can also use the Schmidt decomposition in order to approximate the quantum state $|\Psi\rangle$ with a state of a smaller rank. Thus, we want to construct a state $|\tilde{\Psi}\rangle$ of a maximal rank $D<r,|\tilde{\Psi}\rangle=\sum_{a=1}^{D} \sqrt{\lambda_{a}}|a\rangle_{A}|a\rangle_{B}$. We achieve this by minimizing the norm,

$$
\begin{equation*}
\||\Psi\rangle-|\tilde{\Psi}\rangle \|^{2}=1-\sum_{a=D}^{r} \lambda_{a} \tag{3.5}
\end{equation*}
$$

Where we ordered the singular values $\lambda_{1} \geq \lambda_{2} \geq \ldots$, such that we retain the largest $D$ singular values and discard the smallest $r-D$ singular values. The approximation becomes better if $\lambda_{a}$ decay quickly for increasing $a$. Thus, we can approximate our state $|\Psi\rangle$ with a state with a smaller rank at the expense of a truncation error given by sum of the smallest singular values.

Using the described tools we can now exemplify how to construct the matrix product states [124]. We start from an arbitrary quantum state for a lattice system with $L$ sites and the dimension of the local Hilbert space $d$ for each site

$$
\begin{equation*}
|\Psi\rangle=\sum_{\sigma_{1}, \ldots, \sigma_{L}} c_{\sigma_{1}, \ldots, \sigma_{L}}\left|\sigma_{1}, \ldots, \sigma_{L}\right\rangle \tag{3.6}
\end{equation*}
$$

where $\left\{\left|\sigma_{j}\right\rangle\right\}$ is the local basis of dimension $d$, and $|\vec{\sigma}\rangle \equiv\left|\sigma_{1}, \ldots, \sigma_{L}\right\rangle \equiv\left\{\left|\sigma_{1}\right\rangle\right\} \otimes \ldots \otimes\left\{\left|\sigma_{L}\right\rangle\right\}$. We have exponentially many coefficients $c_{\sigma_{1}, \ldots, \sigma_{L}}$, which contain the information of the state. The collection of the coefficients $c_{\sigma_{1}, \ldots, \sigma_{L}}$ can be thought of as a rank- $L$ tensor, which we can graphically depict as in Fig. 3.1(a). The MPS representation of a state $|\Psi\rangle$ reads

$$
\begin{equation*}
|\Psi\rangle=\sum_{\sigma_{1}, \ldots, \sigma_{L}} M^{\sigma_{1}} M^{\sigma_{2}} \ldots M^{\sigma_{L}}\left|\sigma_{1}, \ldots, \sigma_{L}\right\rangle \tag{3.7}
\end{equation*}
$$

where $M^{\sigma_{j}}, j=1 \ldots L$, are rank- 3 tensors. The contraction of the tensors results in a scalar, namely $c_{\sigma_{1}, \ldots, \sigma_{L}}$, for each state $\left\{\left|\sigma_{j}\right\rangle\right\}$. The MPS representation can be constructed by performing the SVD repeatedly, starting from the left or from the right of the matrix product. This results in the so-called left-canonical or right-canonical matrix product state. In the following we will exemplify this by constructing the left-canonical matrix product state. The procedure is graphically represented in Fig. 3.1. We begin by reshaping the $d^{L}$ coefficients $c_{\sigma_{1}, \ldots, \sigma_{L}}$ into a matrix $\Psi_{\sigma_{1},\left(\sigma_{2} \ldots \sigma_{L}\right)}$ of dimensions $\left(d \times d^{L-1}\right)$ and performing the SVD of this matrix
(a)

(b)

(c)

(d)


Figure 3.1: Construction of a left-canonical matrix product state by iterative applications of the singular value decomposition (SVD), see Eq. (3.10).
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$$
\begin{equation*}
\Psi_{\sigma_{1},\left(\sigma_{2} \ldots \sigma_{L}\right)}=\sum_{a_{1}} U_{\sigma_{1}, a_{1}} S_{a_{1}, a_{1}} V_{a_{1},\left(\sigma_{2} \ldots \sigma_{L}\right)}^{\dagger} \equiv \sum_{a_{1}} U_{\sigma_{1}, a_{1}} c_{a_{1}, \sigma_{2}, \ldots, \sigma_{L}} \tag{3.8}
\end{equation*}
$$

where in the last equality we performed the matrix multiplication and reshaped the result back into a vector $c_{a_{1}, \sigma_{2}, \ldots, \sigma_{L}}$. From this vector we construct $\Psi_{\left(a_{1}, \sigma_{2}\right),\left(\sigma_{3} \ldots \sigma_{L}\right)} \equiv c_{a_{1}, \sigma_{2}, \ldots, \sigma_{L}}$. We reshape the matrix $U$ into a row vector $A^{\sigma_{1}}$, with $A_{a_{1}}^{\sigma_{1}}=U_{\sigma_{1}, a_{1}}$. After these operations we have

$$
\begin{equation*}
c_{\sigma_{1}, \ldots, \sigma_{L}}=\sum_{a_{1}} A_{a_{1}}^{\sigma_{1}} \Psi_{\left(a_{1} \sigma_{2}\right),\left(\sigma_{3} \ldots \sigma_{L}\right)} . \tag{3.9}
\end{equation*}
$$

Successively performing these steps, SVD and reshaping, we obtain

$$
\begin{align*}
c_{\sigma_{1}, \ldots, \sigma_{L}} & =\sum_{a_{1}} \sum_{a_{2}} A_{a_{1}}^{\sigma_{1}} U_{\left(a_{1} \sigma_{2}\right), a_{2}} S_{a_{2}, a_{2}} V_{a_{2},\left(\sigma_{3} \ldots \sigma_{L}\right)}^{\dagger}  \tag{3.10}\\
& =\sum_{a_{1}} \sum_{a_{2}} A_{a_{1}}^{\sigma_{1}} A_{a_{1}, a_{2}}^{\sigma_{2}} \Psi_{\left(a_{2} \sigma_{3}\right),\left(\sigma_{4} \ldots \sigma_{L}\right)}=\ldots \\
& =\sum_{a_{1} . . a_{L-1}} A_{a_{1}}^{\sigma_{1}} A_{a_{1}, a_{2}}^{\sigma_{2}} \ldots A_{a_{L-2}, a_{L-1}}^{\sigma_{L-1}} A_{a_{L-1}}^{\sigma_{L}} \\
& =A^{\sigma_{1}} A^{\sigma_{2}} \ldots A^{\sigma_{L}},
\end{align*}
$$

where $A^{\sigma_{j}}$ is a matrix with the elements $A_{a_{j-1}, a_{j}}^{\sigma_{j}}=U_{\left(a_{j-1} \sigma_{j}\right), a_{j}}$. The maximum dimensions that the collection of $A$-matrices can have are $(1 \times d),\left(d \times d^{2}\right), \ldots,\left(d^{L / 2-1} \times d^{L / 2}\right),\left(d^{L / 2} \times\right.$ $\left.d^{L / 2-1}\right), \ldots,(d \times 1)$. We refer to the dimensions of these matrices, which are determined by the number of non-zero singular values in the SVD, as the bond dimension. The maximum bond dimensions are reached if in each of the singular value decompositions all singular values are non-zero. Inserting this result in Eq. (3.7), the new representation of the state reads

$$
\begin{equation*}
|\Psi\rangle=\sum_{\sigma_{1}, \ldots, \sigma_{L}} A^{\sigma_{1}} A^{\sigma_{2}} \ldots A^{\sigma_{L}}\left|\sigma_{1}, \ldots, \sigma_{L}\right\rangle \tag{3.11}
\end{equation*}
$$

with the left normalized matrices $\sum_{\sigma_{j}} A^{\sigma_{j} \dagger} A^{\sigma_{j}}=\mathbb{1}$. We depict a MPS in this representation graphically as in Fig. 3.1(d).

In an analogue way, one can define a right-canonical matrix product state, by starting the
3.1.1 Matrix product state formalism and graphical representation
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Figure 3.2: Construction of a right-canonical matrix product state by iterative appliations of the singular value decomposition (SVD), see Eq. (3.12).


Figure 3.3: The graphical representation of the mixed canonical matrix product state, see Eq. (3.14).
reshaping procedure from the right (see Fig. 3.2)

$$
\begin{align*}
c_{\sigma_{1}, \ldots, \sigma_{L}} & =\Psi_{\left(\sigma_{1} \ldots \sigma_{L-1}\right), \sigma_{L}}=\ldots  \tag{3.12}\\
& =\sum_{a_{L-1}} U_{\left(\sigma_{1} \ldots \sigma_{L-1}\right), a_{L-1}} S_{a_{L-1}, a_{L-1}} V_{a_{L-1} \sigma_{L}}^{\dagger} \\
& =\sum_{a_{L-1}} \Psi_{\left(\sigma_{1} \ldots \sigma_{L-2}\right),\left(\sigma_{L-1} a_{L-1}\right)} B_{a_{L-1}}^{\sigma_{L}}=\ldots \\
& =\sum_{a_{1} . . a_{L-1}} B_{a_{1}}^{\sigma_{1}} B_{a_{1}, a_{2}}^{\sigma_{2}} \ldots B_{a_{L-2}, a_{L-1}}^{\sigma_{L-1}} B_{a_{L-1}}^{\sigma_{L}} \\
& =B^{\sigma_{1}} B^{\sigma_{2}} \ldots B^{\sigma_{L}},
\end{align*}
$$

where $B^{\sigma_{j}}$ is a matrix with the elements $B_{a_{j-1}, a_{j}}^{\sigma_{j}}=V_{a_{j-1},\left(\sigma_{j} a_{j}\right)}^{\dagger}$. In this case the state becomes the right-canonical matrix product state

$$
\begin{equation*}
|\Psi\rangle=\sum_{\sigma_{1}, \ldots, \sigma_{L}} B^{\sigma_{1}} B^{\sigma_{2}} \ldots B^{\sigma_{L}}\left|\sigma_{1}, \ldots, \sigma_{L}\right\rangle \tag{3.13}
\end{equation*}
$$

with the right normalized matrices $\sum_{\sigma_{j}} B^{\sigma_{j}} B^{\sigma_{j} \dagger}=\mathbb{1}$.
We can also perform a mixed decomposition from both right and left, resulting in a mixed
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canonical product state

$$
\begin{align*}
|\Psi\rangle & =\sum_{\sigma_{1}, \ldots, \sigma_{L}} A^{\sigma_{1}} \ldots A^{\sigma_{l}} S B^{\sigma_{l+1}} \ldots B^{\sigma_{L}}\left|\sigma_{1}, \ldots, \sigma_{L}\right\rangle  \tag{3.14}\\
& =\sum_{\sigma_{1}, \ldots, \sigma_{L}} A^{\sigma_{1}} \ldots A^{\sigma_{l-1}} M^{\sigma_{l}} B^{\sigma_{l+1}} \ldots B^{\sigma_{L}}\left|\sigma_{1}, \ldots, \sigma_{L}\right\rangle
\end{align*}
$$

where the $A$ matrices are left-normalized and the $B$ matrices are right-normalized. The $S$ matrix has the components $S_{a_{l}, a_{l}}=\sqrt{\lambda_{a_{l}}}$, which represent the singular values on the bond $l$. The mixed canonical product state is equivalent to the Schmidt decomposition of a system of length $L$ divided into a subsystem $A$ from site 1 to $l$ and a subsystem $B$ from site $l+1$ to $L$. We can multiply the $S$ matrix with the matrix $A^{\sigma_{l}}$, obtaining a tensor, $M^{\sigma_{l}}$, which is not normalised on site $l$, representing the orthogonality center, see Fig. 3.3.

The matrices involved in the representations of a MPS can be, in principle, exponentially large, as their maximal dimension scales as $d^{L / 2}$, thus their size has to be truncated in order to be feasible to perform numerical operations on them. When the singular values decay fast enough, we can perform a compression step during the SVD, by employing a cutoff $D$ in the number of singular values kept and obtain a state that approximates $|\Psi\rangle$ the best, as in Eq. (3.5). This step can be applied iteratively for the SVDs performed at each bond $l=1 . . L-1$, the error accumulated at each truncation step is given by Eq. (3.5). Thus, a MPS is characterized by the bond dimensions used for each matrix. In practice, we monitor the maximal bond dimension used in the MPS.

Now we can represent our state as a MPS, in the next step we need to see how we can apply an operator on a MPS. In this respect, we can construct matrix product operators (MPO), analogue to the procedure presented above [124].

$$
\begin{align*}
\hat{O} & =\sum_{\vec{\sigma}, \vec{\sigma}^{\prime}} c_{\left(\sigma_{1}, \ldots, \sigma_{L}\right),\left(\sigma_{1}^{\prime}, \ldots, \sigma_{L}^{\prime}\right)}|\vec{\sigma}\rangle\left\langle\vec{\sigma}^{\prime}\right|,  \tag{3.15}\\
& =\sum_{\vec{\sigma}, \vec{\sigma}^{\prime}} W^{\sigma_{1}, \sigma_{1}^{\prime}} \ldots W^{\sigma_{L}, \sigma_{L}^{\prime}}|\vec{\sigma}\rangle\left\langle\vec{\sigma}^{\prime}\right|,
\end{align*}
$$

where the matrices $W^{\sigma, \sigma^{\prime}}$ are analogous to the matrices $M^{\sigma}$, but with two physical indices, which represent the outgoing and ingoing states.


Figure 3.4: Application of a matrix product operator (MPO), to a matrix product state (MPS), as expressed in Eq. (3.16).


Figure 3.5: Measurement of a local observable for an MPS in the mixed-canonical representation. The blue (red) circles mark left (right) normalised tensors, while the central green tensor is not normalised.

When we act with a MPO onto a MPS we obtain

$$
\begin{align*}
\hat{O}|\Psi\rangle & =\sum_{\vec{\sigma}, \vec{\sigma}^{\prime}} W^{\sigma_{1}, \sigma_{1}^{\prime}} \ldots W^{\sigma_{L}, \sigma_{L}^{\prime}}|\vec{\sigma}\rangle\left\langle\vec{\sigma}^{\prime}\right|\left(\sum_{\vec{\sigma}^{\prime \prime}} M^{\sigma_{1}^{\prime \prime}} \ldots M^{\sigma_{L}^{\prime \prime}}\left|\vec{\sigma}^{\prime \prime}\right\rangle\right),  \tag{3.16}\\
& =\sum_{\vec{\sigma}, \vec{\sigma}^{\prime}} W^{\sigma_{1}, \sigma_{1}^{\prime}} \ldots W^{\sigma_{L}, \sigma_{L}^{\prime}} M^{\sigma_{1}^{\prime}} \ldots M^{\sigma_{L}^{\prime}}|\vec{\sigma}\rangle, \\
& =\sum_{\vec{\sigma}}\left(\sum_{\sigma_{1}^{\prime}} W^{\sigma_{1}, \sigma_{1}^{\prime}} M^{\sigma_{1}^{\prime}}\right) \ldots\left(\sum_{\sigma_{L}^{\prime}} W^{\sigma_{L}, \sigma_{L}^{\prime}} M^{\sigma_{L}^{\prime}}\right)|\vec{\sigma}\rangle, \\
& =\sum_{\vec{\sigma}} N^{\sigma_{1}} \ldots N^{\sigma_{L}}|\vec{\sigma}\rangle,
\end{align*}
$$

with $N_{\left(b_{j-1} a_{j-1}^{\prime}\right),\left(b_{j} a_{j}^{\prime}\right)}^{\sigma_{j}}=\sum_{\sigma_{j}} W_{b_{j-1}, b_{j}}^{\sigma_{j}, \sigma_{j}^{\prime}} M_{a_{j-1}^{\prime}, a_{j}^{\prime}}^{\sigma_{j}^{\prime}}$ a matrix, such that the result is also a matrix product state. This is graphically depicted in Fig. 3.4. Note that the dimensions of the new matrices $N$ are larger than the dimensions of the matrices $M$, such that we need to perform an additional step of SVD truncations if we want to revert the MPS to the initial bond dimensions.

In order to compute expectation values we also need to act with the adjoint to the MPS after we contract the MPS and MPO. The adjoint MPS is generically depicted graphically as a MPS for


Figure 3.6: Measurement of a non-local two-point correlator in a mixed-canonical representation. The blue (red) circles mark left (right) normalised tensors.
which the physical indices are pointing in the opposite direction (as seen in Fig. 3.5 and Fig. 3.6). If the observable of interest is local, or has a limited extend, further simplifications can occur by employing the normalization properties of the different MPS representations. For example, for a local operator, as seen in Fig. 3.5 we use a mixed canonical representation [see Eq. (3.14)], where the tensor corresponding to the site on which we act with the operator is not normalized and the tensors to the left (right) are left (right) normalized. Due to the normalization conditions the contractions to the left (right) give identities and we are left only with the tensor contractions between the single site MPO and the tensors of the MPS of the same site. In the same way, for a two-point correlator we only need to consider the tensors starting from the first site on which the MPO acts and the last site, as seen in Fig. 3.6.


Figure 3.7: The convention used for the labels of the MPS tensors for keeping track of the quantum numbers.

Before describing the different algorithms for which we can use the MPS representation, we comment on how quantum numbers can be implemented in the structure of a MPS [139]. In the models considered in this work we deal with abelian quantum numbers. In order to keep track of the different quantum numbers, in our implementation we label our tensors with two additional labels, an incoming and outgoing one, as sketched in Fig. 3.7. Each index has a quantum number assigned and with the arrows we indicate the 'flow' of the quantum numbers. The local state on site $i$ will change the incoming quantum number $q_{i}$ by an amount $q\left(\sigma_{i}\right)$. Such that the arithmetic for abelian quantum numbers reduces to the local quantum number fusion rule $q_{i}-q\left(\sigma_{i}\right)=q_{i-1}$, relating the incoming and outgoing labels. Initializing the first quantum number, by convention, to $q_{0}=0$, the value of the final outgoing quantum number, $q_{L}$, will identify the considered symmetry sector. Using this procedure one can observe that the nontrivial entries in the tensors are organized in a block structure. This block structure can greatly reduce the numerical costs of the tensor operations for large tensors, which we need to perform in the algorithms that we will describe in the following.

### 3.1.2 Ground state search

In this section we discuss how one can use the MPS formalism in order to find the ground state of a quantum system described by a Hamiltonian, $H$ [124]. A first question that one could raise in this regard is to ask why one should expect that a MPS is an efficient representation of a ground state. This stems from the fact that the ground states of gapped Hamiltonians with local interaction obey an entanglement area law [140]. Which implies that the entanglement entropy between two subsystems, upon a bipartition of the system, only depends on the area of the boundary, and not on the volume of the total system. For a one-dimensional system this gives that the entanglement entropy is bounded by a constant. As the entanglement is directly related to the bond dimension of the MPS, it has been shown that such low-entangled states can be efficiently represented as a MPS and the bond dimension only grows polynomially with the system size [125, 141]. In practice, one uses the MPS representation to search for the ground state also of gapless Hamiltonian, but in this cases a larger bond dimension may be needed and more attention has to be payed regarding the convergence of the algorithm.

In the following, we describe the MPS formulation of the density matrix renormalization group (DMRG) method [124]. This method has been introduced by S. R. White in 1992 for the study of the static properties of one-dimensional quantum system and was originally formulated as a variational, iterative algorithm using density matrices [129].

In order to find the ground state of the system we have to minimize the energy, given by the expectation value of the Hamiltonian, with respect to the wave function used

$$
\begin{equation*}
E_{\mathrm{gs}}=\min \frac{\langle\Psi| H|\Psi\rangle}{\langle\Psi \mid \Psi\rangle} . \tag{3.17}
\end{equation*}
$$

We solve this by minimizing the following quantity

$$
\begin{equation*}
\langle\Psi| H|\Psi\rangle-\lambda\langle\Psi \mid \Psi\rangle \tag{3.18}
\end{equation*}
$$

where we have introduced the Lagrange multiplier $\lambda$. At the end of the optimization procedure $|\Psi\rangle$ will approximate the ground state wave function and $\lambda$ the ground state energy. This is a very non-trivial problem, as one has to find the optimal value for all entries of the tensors of the MPS, which appear in a non-linear fashion in the quantity we want to minimize. In order to address this, we iteratively optimize one matrix $M^{\sigma_{j}}$ at a time, while keeping all other $M^{\sigma_{i}}$, $i \neq j$, fixed. Afterwards, we move to the next site, 'sweeping' through the entire system. If the accuracy goal is not reached after optimizing the matrices at the edge of the system, $M^{\sigma_{L}}$, i.e. after performing one sweep, one performs another sweep optimizing again all the matrices, until the error goal is reached. In this work, the error goal is a $10^{-8}$ difference in the energy between two consecutive sweeps. Each local update is performed by constructing an effective eigenvalue equation


Figure 3.8: Graphical representation of the ground state search algorithm with single site optimisation. The method which reduces to an effective eigenvalue problem. (a) The original optimisation problem of Eq. (3.19). (b) Constructing the left and right tensors ( $L$ and $R$ in blue and red respectively), using the normalisation conditions of left- (blue) and right-canonical (red) tensors, Eq. (3.20). (c) Reshaping the tensor $M_{a_{l-1}, a_{l}}^{\sigma_{l}}$ into a vector $\mathbf{v}=M_{\sigma_{l}, a_{l-1}, a_{l}}$ and rewriting the optimisation into an effective eigenvalue problem $H_{e f f} \mathbf{v}=\lambda \mathbf{v}$, Eqs. (3.21) and (3.22).

$$
\begin{align*}
\frac{\partial\langle\Psi| H|\Psi\rangle}{\partial M_{a_{l-1}, a_{l}}^{\sigma_{l} *}} & \stackrel{!}{=} \lambda \frac{\partial\langle\Psi \mid \Psi\rangle}{\partial M_{a_{l-1}, a_{l}}^{\sigma_{l} *}},  \tag{3.19}\\
\sum_{\sigma_{l}^{\prime}} \sum_{a_{l-1}^{\prime}, a_{l}^{\prime}} \sum_{b_{l-1}, b_{l}} L_{b_{l-1}}^{a_{l-1}, a_{l-1}^{\prime}} W_{b_{l-1}, b_{l}}^{\sigma_{l}, \sigma_{l}^{\prime}} R_{b_{l}}^{a_{l}, a_{l}^{\prime}} M_{a_{l-1}^{\prime}, a_{l}^{\prime}}^{\sigma_{l}^{\prime}} & =\lambda M_{a_{l-1}, a_{l}}^{\sigma_{l}},  \tag{3.20}\\
\sum_{\sigma_{l}^{\prime}} \sum_{a_{l-1}^{\prime}, a_{l}^{\prime}} H_{\left(\sigma_{l}, a_{l-1}, a_{l}\right),\left(\sigma_{l}^{\prime}, a_{l-1}^{\prime}, a_{l}^{\prime}\right)}^{\mathrm{eff}} M_{\sigma_{l}^{\prime}, a_{l-1}^{\prime}, a_{l}^{\prime}} & =\lambda M_{\sigma_{l}, a_{l-1}, a_{l}},  \tag{3.21}\\
H^{\mathrm{eff}} \mathbf{v} & =\lambda \mathbf{v}, \tag{3.22}
\end{align*}
$$

where $\mathbf{v}$ is the vector representation of $M_{\sigma_{l}, a_{l-1}, a_{l}}$. The steps described above can be graphically depicted as in Fig. 3.8. In Fig. 3.8(b) we have defined the left, $L$, and right, $R$, tensors in blue and red. $H_{\text {eff }}$ contains both the details of the original Hamiltonian in MPO form and all the MPS sites excluding site $l$. At this point we estimate the ground state energy with the lowest eigenvalue obtained from Eq. (3.22) and we update the local tensor $M_{a_{l-1}, a_{l}}^{\sigma_{l}}$ with the corresponding eigenvector. As the dimensions of the matrices in the eigenvalue problem are, typically, too large for exact diagonalization, an iterative eigensolver that aims for the lowest eigenvalue is used. We note that the dimension of the effective Hamiltonian is $d D^{2} \times d D^{2}$

One problem with this approach is the fact that one cannot change the bond dimension
during the sweeps. Thus, one has to choose an initial MPS with a sufficiently large bond dimension, which makes the single-site algorithm prone to getting stuck in local minima [124]. This can be remedied by performing a two-site optimization, meaning that we now iteratively optimize two matrices $M^{\sigma_{l}} M^{\sigma_{l+1}}$. In this case the dimension of $H_{\text {eff }}$ is increased to $d^{2} D^{2} \times d^{2} D^{2}$. This implies that the dimension of the bond $l$ is increased up to $d D$, which we can truncate up to the desired new bond dimension. Thus, the advantage of the two-site algorithm is that the bond dimension can grow during the sweeps and can explore a higher-dimensional manifold of MPS states, making it less likely to get stuck in local minimum. In this work, we have used the two-site algorithm for computing ground states.

### 3.1.3 Time-dependent matrix product state method (tMPS)



Figure 3.9: Time evolution gate, representing the bond evolution operator $e^{-i H \mathrm{~d} t / \hbar}$, where the bond Hamiltonian $h_{j}$ acts on sites $(j, j+1)$.

In this section, we are interested in performing the time evolution, $e^{-i H t / \hbar}$, starting from a given initial state, in the MPS representation. The time evolution is performed using the timedependent matrix product state (tMPS) approach [124, 133-135]. This method is suitable for Hamiltonians with short range interactions, as we employ the Trotter-Suzuki decomposition [142-144] in order to decompose the time evolution operator $e^{-i H t / \hbar}$ into operations that act on just a few sites at a time.

In the following, we consider a Hamiltonian which couples only nearest neighboring sites, such that we can write our Hamiltonian as a sum over bond terms $h_{j}$ acting on sites $(j, j+1)$

$$
\begin{equation*}
H=\sum_{j} h_{j} . \tag{3.23}
\end{equation*}
$$

The first step is to discretise the time as $t=N_{t} \mathrm{~d} t$, where $N_{t}$ is the number of time steps required to evolve the system up to final time $t$, this evolution being described by the propagator

$$
\begin{equation*}
U(t)=e^{-i H t / \hbar}=\left(e^{-i H \mathrm{~d} t / \hbar}\right)^{N_{t}} . \tag{3.24}
\end{equation*}
$$

The second order Trotter-Suzuki decomposition for a single time step reads

$$
\begin{equation*}
U(\mathrm{~d} t)=\prod_{j=1}^{L-1} e^{-i h_{j} \mathrm{~d} t / 2 \hbar} \prod_{j=L-1}^{1} e^{-i h_{j} \mathrm{~d} t / 2 \hbar}+\mathcal{O}\left(L \mathrm{~d} t^{3}\right) \tag{3.25}
\end{equation*}
$$

We note that different decompositions with the same order of the error are possible. We have reduced the procedure of performing a time step to the successive application of operators which
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Figure 3.10: The full evolution for one time step $U(\mathrm{~d} t)$ decomposed into two-site gates, for a second order Trotter-Suzuki decomposition.
act only on two adjacent site in our MPS representation, $e^{-i h_{j} \mathrm{dt} / 2 \hbar}$, which can be graphically represented as a two site gate as seen in Fig. 3.9. The full procedure of performing a single time step is depicted in Fig. 3.10. After the application of a single two site gate onto the MPS a SVD is performed in order to recast our state in the MPS form and to compress the state back to the desired bond dimension.

We can observe that the order of the error necessary to reach a time $t$ is given by $\mathcal{O}\left(L \mathrm{~d} t^{2}\right)$, so naively we could think that by decreasing time step we would reduce the error. However, this implies more gate applications, which results in more compression steps. Thus, one needs to pay attention to the nontrivial interplay of the two error sources, due to the finite time step and the truncation error, in order to determine the convergence of the method. Furthermore, the needed bond dimension scales exponentially with the von Neumann entropy, $D \sim \exp \left[S_{\mathrm{vN}}(t)\right]$, [145], which is restricted by the Lieb-Robinson bound to a maximally linear growth in time for local Hamiltonians [146, 147]. This implies that a MPS of a certain bond dimension $D$ can accurately capture the time evolution only up to a certain time.

### 3.2 Time-dependent matrix product state (tMPS) method for combined atom-cavity systems

In this section, we describe a novel numerical exact method based on matrix product states (MPS). We developed this method to perform the quantum time evolution of the coupled cavityatoms system described in Sec. 2.1 and it is one of the main methodological developments presented in this thesis. However, the method is very generally applicable to other many-body systems globally coupled to a dissipative bosonic mode. We follow the description of the method as we presented it in Ref. [109].

### 3.2.1 Details of the tMPS method for the coupled photon-atom system

In the following, we want to consider the dissipative system of atoms coupled to an optical cavity described in Sec. 2.1. This is posing several challenges for its treatment via MPS based methods. The first difficulty is due to the global coupling of the cavity mode to the interacting atoms. The second stems from the arbitrarily large dimension of the Hilbert space of the cavity field. The third challenge is the dissipative nature of the system due to the photon losses. We present in the following how our implementation overcomes all these difficulties [109]. We implement the newly developed algorithm efficiently using the ITensor library [139].

We start by describing how we deal with the dissipative aspect of the considered models in the tMPS method [64]. For the numerical simulation of a dissipative many body quantum system we need to determine the time-evolution of the density matrix given by the Lindblad equation (see Sec. 2.1). State of the art in this regard are two different routes: the first is the stochastic unraveling of the master equation using quantum trajectories [148, 149]. This approach has the advantage of simulating the time-evolution of wavefunctions instead of density matrices at the disadvantage of a stochastic sampling. The second is the purification approach which relies on the rewriting of the density matrix as a MPS with a larger dimension [150, 151].

In this work, we have implemented the stochastic unraveling of the master equation approach [109]. We note that this decision was motivated in particular by two reasons: First, already the representation of the interacting ground state of the bosonic atoms as initial state in the purification approach would have been demanding. Secondly, the additional presence of the large Hilbert space of the photons would result in an increasing in the required matrix dimensions. We take good quantum numbers into account for the atoms in our implementation of the stochastic unraveling approach, by noting that our system preserves the total number of atoms (see Sec. 2.1). So far, few efficient combinations of the stochastic unraveling of the master equation with the matrix product state methods which take conserved quantum numbers into account have been realized (see e.g. Refs. [109, 152-158]).

In the stochastic unraveling procedure, one samples the time-evolution of many quantum trajectories consisting of pure states and, in the end, the results are averaged. The probability weights in the initial density matrix determine the initial states for the trajectories. The stochastic time-evolution which is performed for each quantum trajectory is described in the following:

- A random number $\eta$ is drawn from the interval $[0,1)$.
- For each trajectory, the time evolution is performed for a time step with a non-unitary
time evolution operator, corresponding to the effective Hamiltonian,

$$
\begin{equation*}
\tilde{H}=H-\frac{i}{2} \hbar \Gamma a^{\dagger} a \tag{3.26}
\end{equation*}
$$

(see Sec. 2.1, Eq. (2.16), for full expression of $H$ ).

- Since the effective Hamiltonian is not Hermitian, this leads to a decay of the norm of the state in time. The non-unitary deterministic time evolution is performed until the norm is smaller than a threshold posed by the random number $\eta$.
- A quantum jump is performed by applying the jump operator onto the wavefunction, after which the state is normalized. In the considered case, the jump operator is the annihilation operator of the cavity field, $a$.
- The described procedure is repeated until the required final time is reached.

It can be shown $[148,149]$ that taking the Monte Carlo average over all sampled quantum trajectories the obtained time evolution is reproducing the Lindblad dynamics correctly up to the first order in the chosen time step. Many trajectories are required in order to achieve convergence in this method and, furthermore, the time step has to be chosen in such a way that it is small enough, in order to avoid multiple jumps within one time step. In our case, because the jump operator only acts on the photonic space, we need to sample several hundred trajectories, as we discuss in the Sec. 3.2.2.

In the next step, we want to perform the time evolution of one such quantum trajectory [109]. We perform the time evolution of the wave function within the MPS formalism, by representing it as a MPS [124]. We choose in the MPS representation the first site to be initially corresponding to the cavity mode and the rest to the atomic lattice using a Fock basis for each site (see Fig. 3.11). We deal with the Hilbert space of the photonic mode, which can be in principle arbitrarily large, by introducing a cutoff for its dimension. We dynamically adapt the local Hilbert space of the photonic site during the time evolution. This is done by setting a truncation goal of the photonic distribution, the details are given in Sec. 3.2.5. In order to benchmark our results we also present results in which a fixed dimension of the photonic Hilbert space is used.

Because the cavity mode is globally coupled to all the atomic sites, we cannot make the use of the tMPS implementation for short-range Hamiltonians based on the Trotter-Suzuki decomposition as it was described in Sec. 3.1.3. Thus, we develop a variant of the tMPS [109] which can tackle both the global coupling between photons and atoms and the short range interaction of the atoms into account, it is based on the dynamical deformation of the MPS structure. The dynamical deformation allows one to alter the order of the sites in the MPS representation as needed using swap gates [124, 155, 159]. MPS time evolution with swap gates has been used previously to deal with short-range interaction in two dimensional models [159], or spin-boson models [155, 160]. In contrast, our implementation can efficiently deal with interacting bosonic models globally coupled to the dissipative photonic field [109]. Based on this implementation one can adapt it for fermionic and spin systems coupled to photonic, or phononic, modes in a straightforward manner.

In the following, we describe our procedure for performing a time step $\mathrm{d} t$ with the effective
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Figure 3.11: The graphical representation of one time step based on the Trotter-Suzuki decomposition described in Eq. (3.27). The first (red) site in the graphical representation of the MPS structure corresponds to the cavity mode and the rest to the atomic sites. To be noted that the cavity mode index marked with a red line has a large local dimension. Green boxes represent the application of the two site gates of the atomic terms of the time-evolution after Trotter-Suzuki decomposition followed by an SVD compression step. With orange we depict the large tensor corresponding to the time evolution of the cavity and cavity-atoms coupling terms of the Hamiltonian. Its application is detailed in Fig. 3.13. ©2020 American Physical Society, published in [109].

Hamiltonian, $\tilde{H}$, Eq. (3.26). This is based on the Trotter-Suzuki decomposition of the time evolution propagator in combination with swap gates. We split the terms in order to separate the contributions containing the cavity field operators and the remaining terms

$$
\begin{align*}
& e^{-\frac{i \mathrm{~d} t}{\hbar} \tilde{H}} \approx  \tag{3.27}\\
& e^{-\frac{i \mathrm{~d} t}{2 \hbar}\left(H_{\mathrm{kin}}+H_{\mathrm{int})}\right)} e^{-\frac{i \mathrm{dt} t}{\hbar}\left(H_{\mathrm{ac}}+H_{\mathrm{c}}-\frac{i}{2} \hbar \Gamma a^{\dagger} a\right)} e^{-\frac{i \mathrm{~d} t}{2 \hbar}\left(H_{\mathrm{kin}}+H_{\mathrm{int}}\right)} .
\end{align*}
$$

This decomposition is valid to the order $\mathcal{O}\left(\mathrm{d} t^{3}\right)$ in the time step. The evolution given by the operator $e^{-\frac{\mathrm{id} t}{2 \hbar}\left(H_{\text {kin }}+H_{\text {int }}\right)}$ which only contains the atomic operators is computed as in the standard


Figure 3.12: The graphical representation of the application of the swap gate procedure: (a) The two site MPS with the physical indices $s$, corresponding to the cavity site, and $\sigma$, corresponding to the atomic site, and the swap gate with the indices $\left(s, \sigma, \sigma^{\prime}, s^{\prime}\right)$. (b) The application of the swap gate onto the MPS by contracting the indices $s, \sigma$ and the MPS bond index. (c) Restoring the MPS structure by performing a SVD and renaming the indices $\sigma^{\prime} \rightarrow \sigma$ and $s^{\prime} \rightarrow s . \odot 2020$ American Physical Society, published in [109].


Figure 3.13: The graphical representation of application of the Trotter-Suzuki decomposition of the terms containing the cavity field, Eq. (3.28). Swap gates are needed to bring the initially distant sites close to each other. ©2020 American Physical Society, published in [109].
tMPS algorithm for short-range interactions $[133,134]$ by a further decomposition into two site gates (see Sec. 3.1.3). The two site gates are applied to the MPS followed by a compression step via a singular value decomposition (SVD) in the order sketched in Fig. 3.11.

For the operator which contains the global coupling to the cavity field, $e^{-\frac{i \mathrm{~d} t}{\hbar}\left(H_{\mathrm{ac}}+H_{\mathrm{c}}-\frac{i}{2} \hbar \Gamma a^{\dagger} a\right)}$, we make use of the fact that we can decompose $H_{\text {ac }}$ such that each term only acts on two sites
-even though distant ones-

$$
\begin{align*}
& e^{-\frac{i \mathrm{~d} t}{\hbar}\left(H_{\mathrm{ac}}+H_{\mathrm{c}}-\frac{i}{2} \hbar \Gamma a^{\dagger} a\right)}=  \tag{3.28}\\
& =\prod_{j=L}^{1} e^{-\frac{i d t}{2}\left\{-\Omega\left(a+a^{\dagger}\right)(-1)^{j} n_{j}+\frac{1}{L}\left(\delta-\frac{i}{2} \Gamma\right) a^{\dagger} a\right\}} \times \\
& \prod_{j=1}^{L} e^{-\frac{i \mathrm{dt} t}{2}\left\{-\Omega\left(a+a^{\dagger}\right)(-1)^{j} n_{j}+\frac{1}{L}\left(\delta-\frac{i}{2} \Gamma\right) a^{\dagger} a\right\}}+\mathcal{O}\left(L \mathrm{~d} t^{3}\right) .
\end{align*}
$$

Meaning that we need to apply two-site operators where the two sites are not neighbors in the initial MPS representation. In order to overcome this problem, we modify the structure of the MPS while applying the time evolution gates in such a way that the two sites on which the operator acts are brought together. This approach is implemented using swap gates, the action of the swap gates consists in the swapping of the physical indices of two neighboring MPS matrices, i.e.

$$
\begin{align*}
& S_{s, \sigma_{i}}\left(M^{\sigma_{1}} \ldots M^{s} M^{\sigma_{i}} \ldots M^{\sigma_{L}}\right)  \tag{3.29}\\
& =M^{\sigma_{1}} \ldots(M M)^{\sigma_{i}, s} \ldots M^{\sigma_{L}} \\
& =M^{\sigma_{1}} \ldots M^{\sigma_{i}} M^{s} \ldots M^{\sigma_{L}} .
\end{align*}
$$

Here $S_{s, \sigma_{i}}$ is the swap operator and the state $\left|\sigma_{1}, \ldots, s, \sigma_{i}, \ldots, \sigma_{L}\right\rangle$ has a weight $M^{\sigma_{1}} \ldots M^{s} M^{\sigma_{i}} \ldots M^{\sigma_{L}}$ in the MPS form with $s$ the index of the cavity mode site and $\sigma_{i}$ the index for the bosonic atoms. In Fig. 3.12 we sketch how the swap gate acts on two MPS sites and changes their order. The swap gates are constructed from two Kronecker delta functions, each between indices of the same nature, but different sites, i.e. in Fig. 3.12(a) we have a Kronecker delta from the cavity index $s$ at the first site to the cavity index $s^{\prime}$ at the second site (red curve) and a Kronecker delta from the atomic index $\sigma$ at the second site to the atomic index $\sigma^{\prime}$ at the first site. The next step is the application of the swap gate onto the MPS wavefunction and obtaining a two-site tensor with swapped indices [Fig. 3.12(b)]. Finally a SVD decomposition is performed to restore the MPS structure. Thus, using the swap gates we can apply the operator $e^{-\frac{i \mathrm{~d} t}{\hbar}\left(H_{\mathrm{ac}}+H_{\mathrm{c}}-\frac{i}{2} \hbar \Gamma a^{\dagger} a\right)}$ onto the wavefunction as a series of two-site gates, as depicted in Fig. 3.13. No additional error is introduced by the application of a swap gate, except the SVD truncation error.

As we described all steps out of which our time evolution method consists, we can now evaluate the order of the errors involved. The implemented method has an error of the order $\mathcal{O}\left(L \mathrm{~d} t^{2}\right)$ at a certain final time $t$, stemming from the Trotter-Suzuki decomposition. However, the stochastic unraveling is only valid up to first order to $\mathrm{d} t$, such that we expect that this further limits the choice of the time step.

### 3.2.2 Numerical convergence

In this section, we discuss the convergence of the numerical method, which is controlled by several parameters [109]. Firstly, the stochastic unraveling of the master equation with quantum trajectories requires an averaging of a sufficiently large number of trajectories. Addition-
3.2 Time-dependent matrix product state (tMPS) method for combined atom-cavity systems


Figure 3.14: The dependence of the Monte Carlo average of the photon number as a function of the number of quantum trajectories sampled. We present the behavior for two parameter sets, $L=10$, $N=5, \hbar \delta / J=2, U / J=2$, the truncation error is $\epsilon=10^{-12}$, (a) $\hbar \Omega \sqrt{N} / J=3.35, \hbar \Gamma / J=1$, $\mathrm{d} t J / \hbar=0.0125$ and (b) $\hbar \Omega \sqrt{N} / J=4.47, \hbar \Gamma / J=10, \mathrm{~d} t J / \hbar=0.01$. The error bars represent the standard deviation of the mean of the Monte Carlo average and in the insets we represent the relative error as a function of the number of trajectories.
ally, the time step $\mathrm{d} t$ must be chosen small enough in order to avoid the occurrence of multiple jumps in one time step. Secondly, a different source of error comes from the Trotter-Suzuki decomposition of the time evolution operator. This also requires that the time-step $\mathrm{d} t$ is small enough. Finally, we introduce an additional error by representing our wave functions as a MPS with finite local and bond dimensions. This implies a cut-off, $N_{\text {pho }}$, of the local Hilbert space of the photons and in some situations also for the bosonic atoms. The procedure to dynamically adjust the cut-off, $N_{\text {pho }}$, will be presented in Sec. 3.2.5. Additionally, the introduction of the finite bond dimension in the MPS representation, using SVD, leads to the so-called truncation error. To control the bond dimension of the MPS we impose a truncation error goal $\epsilon$, thus, in each compression step, after the application of a time evolution or swap gate onto the MPS, the number of states kept is such that the truncation error is smaller than $\epsilon$. We note that as in the case of the time-dependent MPS [133, 134], the arising errors are not independent and therefore, a careful analysis needs to be performed.

In the following, we give the typical values of the convergence parameters and analyze their influence on the results. The discussion of the truncation error and the von Neumann entanglement of the trajectories is presented in Sec. 3.2.3. We note that the values of the physical parameters correspond to the model presented in Sec. 2.1 and are closely related to the ones used in Chap. 5 and Chap. 6.

Stochastic error: We want to estimate the error of having a finite number of quantum trajectories included in the Monte Carlo average, for this we compute the standard deviation of the mean for the measured expectation value of an operator $\mathcal{E}$

$$
\begin{equation*}
\sigma(\mathcal{E}(t))=\sqrt{\frac{1}{R(R-1)} \sum_{r=1}^{R}\left(\left\langle\psi_{r}(t)\right| \mathcal{E}\left|\psi_{r}(t)\right\rangle-\langle\langle\mathcal{E}\rangle\rangle\right)^{2}}, \tag{3.30}
\end{equation*}
$$



Figure 3.15: The time evolution of the photon number for different cut-offs of the photonic Hilbert space, $N_{\text {pho }}$. We present the behavior for two parameter sets, $L=10, N=5, \hbar \delta / J=2, U / J=2$, the truncation error is $\epsilon=10^{-12}$, (a) $\hbar \Omega \sqrt{ } N / J=3.35, \hbar \Gamma / J=1$, $\mathrm{d} t J / \hbar=0.0125$ and (b) $\hbar \Omega \sqrt{ } N / J=$ $4.47, \hbar \Gamma / J=10, \mathrm{~d} t J / \hbar=0.01$. The error bars represent the standard deviation of the Monte Carlo average over 500 trajectories for (a), and 750 trajectories for (b). ©2020 American Physical Society, published in [109].
where $R$ is the total number of samples, $\left|\psi_{r}(t)\right\rangle$ the time evolved wave function of the trajectory labeled by $r$, and $\langle\langle\mathcal{E}\rangle\rangle$ the statistical average over all quantum trajectories. For the numerical data presented, in this and the following chapters, we show this error as the error bars. Typically, we average over at least 500 trajectories, this ensures that for the physical parameters considered in this work the relative error in the expectation value of the photon number is smaller than $1 \%$ [see, for example, Fig. 3.14 (a)]. For the cases when the photon number is small, $\left\langle a^{\dagger} a\right\rangle \lesssim 1$, either at small coupling $\Omega$ or large dissipation strengths $\Gamma$, we average over 750 trajectories to obtain a relative error smaller than $3 \%$, as the fluctuations have a greater influence [see Fig. 3.14(b)].

Cut-off of the dimension of the local Hilbert spaces: As the number of photons in the considered model is not conserved, the dimension of the local Hilbert space can be infinite and thus, a cut-off for its dimension is needed in the numerical implementation. In the following, we denote the cut-off $N_{\text {pho }}$, referring to the maximal number of photons that we can capture and we note that this means that we use $N_{\text {pho }}+1$ Fock states, as we also have to include the vacuum state. In this section, we used a fixed cut-off for the photonic site, to identify more clearly the influence of the cut-off on the results. However, in Sec. 3.2 .5 we present a more efficient approach by implementing an adaptive photonic local dimension, since the required cut-off can vary considerably in time and with the trajectories. Examples with different fixed cut-offs and all other convergence parameters fixed are shown in Fig. 3.15. For a given set of parameters we observe that above a certain value of the cut-off $N_{\text {pho }}$ the average value of the photon number is only slightly varying with increasing the cut-off. In particular for the presented situation its variation for $N_{\text {pho }} \geq 35$ (or $N_{\text {pho }} \geq 8$ ) becomes lower that the error bars of the Monte Carlo averaging. However, choosing a too low cutoff e.g. $N_{\text {pho }} \leq 25$ (or $N_{\text {pho }} \leq 4$ ) in Fig. 3.15, leads to misleading results for both the time-evolution and the values reached at


Figure 3.16: The boson number distribution, $P_{m}=\operatorname{tr}(\langle m| \rho|m\rangle)$, in the middle of the chain, for site 5 , at $t J / \hbar=49.75$. We present the behavior for two parameter sets, (red dots) $\hbar \Omega \sqrt{N} / J=3.35$, $\hbar \Gamma / J=1, \mathrm{~d} t J / \hbar=0.0125, N_{\text {pho }}=40$ and (blue dots) $\hbar \Omega \sqrt{N} / J=4.47, \hbar \Gamma / J=10, \mathrm{~d} t J / \hbar=0.01$, $N_{\text {pho }}=10$. We use $L=10, N=5, \hbar \delta / J=2, U / J=2$, and $\epsilon=10^{-12}$ 。 ©2020 American Physical Society, published in [109].
long time. We observe that because typically the photon number exhibits large increase at short times, we cannot decide the value of the cut-off just by looking at the long time values. Furthermore, the required cut-off depends very much on the physical parameters. Therefore, one needs to consider each parameter set separately, as they can result in very different values for the cut-off.

Since we consider bosonic atoms and the total number of atoms is conserved in the model, the maximal possible local dimension for the atomic sites equals the total atom number plus one for the possibility to have an empty site. We found that in many situations this very large local dimension is needed, which can strongly restrict the total number of atoms that can be efficiently simulated. However, for some physical parameter sets a reduced dimension of the local bosonic site can be taken. In Fig. 3.16 we compare the occupations of each bosonic number state for a site in the middle of the chain. We can observe that for the parameter set with $\hbar \Gamma / J=1$ the occupations of the states with a large boson number are a few times smaller than for the parameter set with $\hbar \Gamma / J=10$. This is due to the fact that at large dissipation strengths we expect that the atomic steady state is close to an infinite temperature state (see Chapter 4). We note that the other sites in the chain have even smaller occupations of the states with three or four bosons, for $\hbar \Gamma / J=1$. Therefore, we can reduce the local dimension to a maximal of five instead of six states in the cases in which we consider a lower dissipation strength $\Gamma$.

Influence of the time step: Since time step controls both the convergence of the stochastic sampling process and the Trotter-Suzuki decomposition, the dependence of the results on the value of the time step can be more involved. Furthermore, as in the normal time-dependent MPS, the time step interplays with the truncation error in a non-trivial fashion. This is due to the fact that a smaller time-step requires the application of more time-evolution gates, hence more truncations, and therefore results in an increased truncation error [133]. Such that the


Figure 3.17: (a)-(b) The time evolution of the photon number for different time steps $\mathrm{d} t$. The black dots represents the extrapolated value in the limit $\mathrm{d} t J \rightarrow 0$ at $t J / \hbar \in\{1.75,12,25,49.75\}$. (c)-(f) Convergence of the photon number with the time step at several chosen times. The dashed line represents a linear fit of the dependence on $\mathrm{d} t J$, for (c) and (e) the fit is done for the data taken at $t J / \hbar=49.75$. We present the behavior for two parameter sets, (a), (c), (d) $\hbar \Omega \sqrt{N} / J=3.35, \hbar \Gamma / J=1, N_{\text {pho }}=40$ and (b), (e), (f) $\hbar \Omega \sqrt{N} / J=4.47, \hbar \Gamma / J=10$ and $N_{\text {pho }}=10$. The error bars represent the standard deviation of the Monte Carlo average over 500 trajectories for (a), (c), (d) and 750 trajectories for (b), (e), (f). We use $L=10, N=5, \hbar \delta / J=2, U / J=2$, and $\epsilon=10^{-12}$. ©2020 American Physical Society, published in [109].
values used for the time step need to be controlled very carefully depending not only on the physical timescales, but also on the other convergence parameters of the model.

In Fig. 3.17 we show an example of the dependence on the time step $\mathrm{d} t$ obtained fixing all other parameters. A relatively rapid convergence is seen using time steps between $\mathrm{d} t J / \hbar=$ $0.01-0.05$ for the considered parameters. In particular, the convergence is in agreement with the expected linear behavior in the time-step $\mathrm{d} t$ which suggests a well justified extrapolation method. For smaller values of $\Gamma$, here $\hbar \Gamma / J=1$, the error induced by the time-step remains larger than the error of the statistical error, for the number of quantum trajectories considered. As we can observe that the extrapolated value lies a bit above the shown results at a finite time step at intermediate and long times. In contrast, for the case of large $\Gamma$, here $\hbar \Gamma / J=10$, the statistical error is dominating the results and the extrapolated values are within the statistical error bars of the smallest time steps.

### 3.2.3 Entanglement of quantum trajectories

One of the most important convergence parameters in MPS methods is the bond dimension, $m$. Which corresponds to the number of states kept within the SVD compressions as we saw in
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Figure 3.18: The time evolution of the photon number for different truncation errors, $\epsilon$ and bond dimensions, $m$. We present the behavior for three parameter sets, (a) $\hbar \Omega \sqrt{N} / J=3.35, \hbar \Gamma / J=1$, $L=10$ sites, $N=5$ particles, (b) $\hbar \Omega \sqrt{N} / J=4.47, \hbar \Gamma / J=10, L=10$ sites, $N=5$ particles and (c) $\hbar \Omega \sqrt{ } N / J=2.46, \hbar \Gamma / J=1, L=14$ sites, $N=7$ particles. We use $\hbar \delta / J=2$ and $U / J=2$. In the inset of (c) the photon number is taken at $t J / \hbar=49.75$. The error bars represent the standard deviation of the Monte Carlo average. The numerical parameters used in the tMPS method are the following: the time step is $\mathrm{d} t J / \hbar=0.0125$ in (a) and (c), $\mathrm{d} t J / \hbar=0.01 \mathrm{in}(\mathrm{b})$, and the cut-off of the local dimension for the photon mode is $N_{\text {pho }}=40$ in (a), $N_{\text {pho }}=10$ in (b) and dynamically adapted in (c) (see Sec. 3.2.5). The Monte-Carlo average contains 500 trajectories for (a) and (c), and 750 trajectories for (b). ©2020 American Physical Society, published in [109].

Sec. 3.1.1. In order to control its impact, one can monitor the truncation error $\epsilon$, representing the sum of the neglected eigenvalues of the reduced density matrix in the SVD compression. Alternatively, one can use a measure of the decay of the eigenvalues, represented by the von Neumann entropy, $S_{\mathrm{vN}}$. We analyze in the following the behavior of these two quantities for different parameters [109].

We first look at the dependence on the truncation error $\epsilon$ of the SVD performed in the timeevolution gates and swap gates shown in Fig. 3.18. As the truncation error is chosen relatively small for a system size of $L=10$ [Fig. 3.18(a)-(b)], the results only weakly depend on the value of the maximal truncation error $\epsilon$. In the case of $L=14$ [Fig. 3.18(c)], where we control the truncation error by using fixed bond dimensions, we can observe that the obtained photon


Figure 3.19: The time evolution of the maximal bond dimension for different truncation errors, $\epsilon$ (a), (b), and the time evolution of the truncation error $\epsilon$ for different bond dimensions, $m$. We present the behavior for three parameter sets, (a) $\hbar \Omega \sqrt{N} / J=3.35, \hbar \Gamma / J=1, L=10$ sites, $N=5$ particles, (b) $\hbar \Omega \sqrt{N} / J=4.47, \hbar \Gamma / J=10, L=10$ sites, $N=5$ particles, and (c) $\hbar \Omega \sqrt{N} / J=2.46, \hbar \Gamma / J=1$, $L=14$ sites, $N=7$ particles. We use $\hbar \delta / J=2$ and $U / J=2$. The numerical parameters used in the tMPS method are the following: the time step is $\mathrm{d} t J / \hbar=0.0125 \mathrm{in}$ (a) and (c), and $\mathrm{d} t J / \hbar=0.01 \mathrm{in}$ (b), and the cut-off of the local dimension for the photon mode is $N_{\text {pho }}=40 \mathrm{in}$ (a), $N_{\text {pho }}=10 \mathrm{in}$ (b) and dynamically adapted in (c) (see Sec. 3.2.5). The Monte-Carlo average contains 500 trajectories for (a) and (c), and 750 trajectories for (b). ©2020 American Physical Society, published in [109].
numbers are consistent with each other for a wide range of bond dimensions, except for the case with $m=40$, which corresponds to $\epsilon \approx 10^{-6}$ at $t J / \hbar=49.75$. In particular, the deviations induced by the different truncation errors seem to be of the order to the statistical error. Thus, we can be confident that a truncation error of $\lesssim 10^{-7}$ provides an accurate description of the considered states in the matrix product form.

As the numerical effort of a MPS method is closely related to dimension of the matrices used, we also monitor the maximal bond dimension needed in the MPS representation in order to achieve the set truncation error goal, as depicted in Fig. 3.19 (a)-(b), or the largest truncation error obtained for a fixed bond dimension in Fig. 3.19(c). We observe that the maximal bond dimension increases considerably with lowering the truncation error. However, for the smallest chosen truncation errors the maximal bond dimension saturates. The bond dimension needed to describe the system is between 100 and 300 even for a relatively small system of size $L=10$.
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Figure 3.20: (a) The graphical representation of the MPS structure denoting the bonds for which the von Neumann entropy was computed, for a bipartition between the cavity site and the atomic sites with $l=1$, a bipartition in the middle of the atomic chain, with one half also containing the cavity site $l=L / 2+1$, and a bipartition between the last atomic site and the rest of the chain, $l=L$. (b)-(d) The time evolution of the von Neumann entropy, $S_{\mathrm{vN}}$, of a few single trajectories, the Monte Carlo average and the maximum value over different trajectories for (b) $l=1$, (c) $l=L / 2+1$ and (d) $l=L$. The parameters used are $L=10, N=5, \hbar \delta / J=2, U / J=2, \hbar \Omega \sqrt{N} / J=3.35$ and $\hbar \Gamma / J=1$. The Monte-Carlo averages contain at least 500 trajectories. In (b) the black dashed line indicates the value $\log (2)$. ©2020 American Physical Society, published in [109].

For a system of size $L=14$ [Fig. 3.19(c)] one needs to increase the bond dimension with more than an order of magnitude, from $m=40$ to $m=750$, in order to decrease the truncation error from $\epsilon \sim 10^{-6}$ to $\epsilon \sim 10^{-9}$ at long times.

In the following, in order to monitor the coupling of the photonic and atomic sectors and the correlations within the atomic chain, we turn to the von Neumann entropy of the quantum trajectories. We note that the entanglement entropy of the quantum trajectories is not a direct measure of the entanglement present in the density matrix resulting from the Monte Carlo averaging process. However, we need to make sure that our MPS method captures well the entanglement present in the trajectories and the von Neumann entropy, $S_{\mathrm{vN}}$, provides valuable information in this regard.

We consider three different bipartitions of the MPS, as presented in Fig. 3.20(a), between


Figure 3.21: The time evolution of the von Neumman entropy $S_{\mathrm{vN}}$ for $l=1, l=L / 2+1$ and (a) different truncation errors and (b) bond dimensions The parameters used are $\hbar \delta / J=2, U / J=2$, (a) $\hbar \Omega \sqrt{N} / J=3.35, ~ \hbar \Gamma / J=1, L=10$ sites, $N=5$ particles and (b) $\hbar \Omega \sqrt{N} / J=2.46, \hbar \Gamma / J=1$, $L=14$ sites, $N=7$ particles. The Monte-Carlo averages contain at least 500 trajectories. The black dashed line indicates the value $\log (2)$. © 2020 American Physical Society, published in [109].
the cavity site and the rest of the atomic chain, bond $l=1$, in the middle of the atomic chain, where one half also contains the cavity site, bond $l=L / 2+1$, and the last bond $l=L$. This is motivated by the fact that the final atomic site is the furthest apart from the cavity site, and our finding that the maximum of $S_{\mathrm{vN}}$ throughout the atomic chain occurs at the bond $l=L / 2+1$. In Figs. 3.20(b)-(d) we present the time evolution of the entropy for the Monte Carlo average, the maximum entropy of the sampled quantum trajectories and for a few single trajectories, for the three considered bipartitions. We observe that for all bipartitions $S_{\mathrm{vN}}$ saturates to a finite value in time, both for the average and maximum values. At long times the von Neumann entropy takes finite values for all bipartitions and parameter sets considered. In Fig. 3.20(b) we see that at low dissipation strength the average entropy computed between the photon mode and the atoms $(l=1)$ becomes close to $\log (2)$ (black dashed line) at long times. This points to a coherent superposition of two states, we attribute this to a superposition of states with a different sign of the photon field [108]. The value of the entanglement within the chain is larger than $\log (2)$, signaling to contributions from several states in the superposition.

In Fig. 3.21(a) we see that the values of $S_{\mathrm{vN}}$ only vary within the Monte Carlo averaging uncertainty for all considered truncation errors for $L=10$. Thus, we can be confident that our method captures the dynamics of our system correctly up to the long times considered. In the case of $L=14$, Fig. 3.21(b), we can observe that the von Neumann entropy, $S_{\mathrm{vN}}$, computed in the middle of the chain is accurately described for a bond dimension larger than $m \geq 240$. This bond dimension corresponds to $\epsilon \approx 10^{-7}$ at $t J / \hbar=49.75$ [Fig. 3.19(c)]. As most results in this work, including the ones presented Chapter 5 and Chapter 6, were computed with a truncation error goal of $10^{-12}$, we can envision that the numerical simulations of the cavity-atoms system can be pushed towards larger systems and longer times by considering a larger truncation error.
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Figure 3.22: (a) The scaled photon number, $\left\langle a^{\dagger} a\right\rangle / N$, as a function of the scaled atoms-cavity coupling $\hbar \Omega \sqrt{N} / J$ for $L \in\{10,14\}$. We compare our numerical results with the mean field approach. The dashed vertical line marks the self-organization threshold as obtained from the mean-field approach for $L=10$ sites. The black vertical line represents the interval between the two possible extrapolations depicted in (b). (b) The scaled photon number, $\left\langle a^{\dagger} a\right\rangle / N$, as a function of the inverse system size, $1 / L$, for $\hbar \Omega \sqrt{N} / J=2.46$. The black curves represent a linear and a quadratic fit. The parameters are $n=N / L=1 / 2, \hbar \delta / J=2, U / J=2, \hbar \Gamma / J=1$, and $t J / \hbar=49.75$. The point for $L=4$ is obtained by the exact diagonalization of Eqs. (2.8)-(2.16) from Sec. 2.1. The numerical parameters used in the tMPS method are the truncation error $\epsilon=10^{-12}$ for $L=10$ and $\epsilon=10^{-9}$ for $L>10$, the cut-off of the local dimension for the photon mode between 10 and 25 , adapted to the average photon number, and $\mathrm{d} t J / \hbar=0.0125$. The Monte-Carlo averages contain at least 500 trajectories. ©2020 American Physical Society, published in [109].

### 3.2.4 Finite size effects

In this subsection, we compare the values at late times for different system sizes in order to evaluate the finite size effects in our simulations [109]. We consider the values at late time, $t J / \hbar \approx 50$, to be good approximations of the steady state values for the parameter regimes used as the considered quantities have become almost constant in time. Typically, such a regime is reached before $t J / \hbar \approx 50$, as shown in the time evolution plots, for example Fig. 3.15 for the photon number, or Fig. 3.20 for the von Neumann entropy.

We first evaluate the finite size effects by analyzing how the transition from the normal state to the self-organized state takes place for two system sizes. In Fig. 3.22(a) we scale the photon number and the atoms-cavity coupling with the number of particles. For a comparison we show both the mean field (see Sec. 2.1) and the numerically exact tMPS method results. Only small deviations with increasing the system size are observed. In particular, in the mean field results the transition to the self-organizes phase starts later and becomes steeper with increasing system size. In the tMPS results, the rise of the photon number seems to occur for a bit larger scaled pump strength and the scaled photon number is slightly lower for $L=14$.

The next step is to perform an extrapolation in the thermodynamic limit, $L \rightarrow \infty$, by computing the scaled photon number for multiple system size [see Fig. 3.22(b)]. We note that the point at $L=4$ is obtained by the exact diagonalization of Eqs. (2.8)-(2.16) from Sec. 2.1 and


Figure 3.23: The dependence of the scaled photon number $\left\langle a^{\dagger} a\right\rangle / N$, on $1 / L$. The parameters used are $N=L / 2$ particles and $\hbar \Gamma / J \in\{10,11,12,13\}$. The behavior is consistent with a $L^{-1}$ scaling of $\left\langle a^{\dagger} a\right\rangle / N$. ©2020 American Physical Society, published in [109].


Figure 3.24: The time evolution of the von Neumman entropy, $S_{\mathrm{vN}}$, of the Monte Carlo average for different system size, $L \in\{10,12,14\}$, for two bipartitions $l=1$ and $l=L / 2+1$. The parameters used are $N=L / 2, \hbar \delta / J=2, U / J=2$, (a) $\hbar \Omega \sqrt{N} / J=1.6$ and $\hbar \Gamma / J=1$, (b) $\hbar \Omega \sqrt{N} / J=4.47$ and $\hbar \Gamma / J=13$. The Monte-Carlo averages contain at least 500 trajectories. ©2020 American Physical Society, published in [109].
taking the expectation value of the photon number in the steady state, the points for $L \geq 8$ were obtained using the tMPS method. We observe a monotonically decreasing dependence for larger $L$ for the photon number, but the functional form of the system size dependence is not unambiguous, as both a linear fit of the points with $L \geq 8$ and a quadratic fit of all points can describe the behavior. However, as the extrapolated values are not far from the finite size results and they seems to move away from the mean field results (see black vertical line in Fig. 3.22), it leads us to the expectation that our main findings presented in Chapter 5 and Chapter 6 will remain valid for large systems [108, 109].

We further support our findings by comparing the dependence of scaled photon number with $L$ with the many body adiabatic elimination results (method which is going to be introduced in Sec. 4.2). We perform this comparison at large dissipation strengths. We observe in

Fig. 3.23 that the agreement is very good at large dissipation strengths for all values of $L$ and dissipation strength $\Gamma$ considered. The scaled photon number is slightly decreasing for larger systems sizes in both approaches. This is consistent with the expected vanishing of the scaled photon number in the thermodynamic limit behavior for the many-body adiabatic elimination state. We note that for parameters considered together with the large dissipation strengths we are not in the self-organized state. This will be discussed further in Chapter 5.

In Fig. 3.24 we analyzed the behavior of the von Neumann entropy for different system sizes, for two different parameter sets. We see that in both cases the entanglement present in the quantum trajectories between the photon mode and the atoms remains stable for different the system sizes. This further supports the claim that a coherent superposition of two system size independent states contribute, as it is the case for the states with the different sign of the photon field $[108,109]$. For the bond in the middle of the atomic chain, $l=L / 2+1$, we observe that the value at which the entropy saturates is increasing with the system size, which indicates either that the system might be in a gapless phase, or that the system size is too small to cover the correlation length of a gapped state.

### 3.2.5 Dynamically adapted cut-off of the local dimension for the cavity site

As we have seen in Sec. 3.2.2, we need to be careful with respect to the cut-off of the local Hilbert space for the photons in order to obtain convergence in the numerical simulations. In particular, a sufficiently large $N_{\text {pho }}$ is required to capture the dynamics correctly (see Fig. 3.15). Typically we take about triple the average value, this being justified by the fact that the photonic state is close to a coherent state (see Chap. 5) for which the variance of the photon number distribution is the same as its mean. Furthermore, during the time evolution the photon number often varies considerably, as for example for the case in Fig. 3.15(a). In particular, in this case at short times, $t J / \hbar \lesssim 5$, there is a sudden increase of the number of photons in the cavity, larger than the value at late times. This implies that we need a much larger $N_{\text {pho }}$ to accurately capture the evolution of the photonic state at short times, than we would need at later times. Therefore, we tried to optimize our implementation by adapting the local dimension for the cavity site during the time evolution [109].

The spirit of this improvement is similar with the recent developments regarding the timedependent MPS methods with local basis optimization. Refs. [161, 162] apply the local basis optimization idea [163] to the time evolution of the Holstein model of fermions locally coupled to phononic modes. In this approach one rotates the local Hilbert space adaptively into an optimized basis that can be truncated. In our case we find that we can dynamically adapt the number of states considered, even without changing the Fock basis for the photons. It would interesting to see if one can optimize the photonic basis before the truncation step, but this is left for future implementations.

The first step in the implementation of the adaptive cut-off is to monitor the evolution of the photon number distribution, this is done by measuring the occupation $P_{m}$ of the photonic Fock states with photon numbers $m$ close to the cut-off value at each time step. The cut-off is adapted based on thresholds for the photonic state occupation. To be more precise, we use the following procedure: At a certain time in the evolution of a single quantum trajectory we have


Figure 3.25: The time evolution of (a) the photon number, $\left\langle a^{\dagger} a\right\rangle$, and (b) $N_{\text {pho }}$. We compare the results corresponding to an adapted cut-off for different $p_{i}$ and $p_{d}$ with the Monte Carlo average of two different sets of sampled trajectories with a fixed cut-off $N_{\text {pho }}=40$. (c) The photon number distribution, $P_{m}=$ $\operatorname{tr}(\langle m| \rho|m\rangle)$, at $t J / \hbar=49.75$ for the data presented in (a) and (b), and at $t J / \hbar=1.75$ with a fixed cutoff. The parameters used are $L=10, N=5, \hbar \delta / J=2, U / J=2, \hbar \Omega \sqrt{N} / J=3.35$ and $\hbar \Gamma / J=1$, time step $\mathrm{d} t J / \hbar=0.0125$ and the truncation error $\epsilon=10^{-12}$. The Monte-Carlo averages contain 500 trajectories. ©2020 American Physical Society, published in [109].
a cut-off $N_{\text {pho }}(t)$. Depending on the behavior of the photon number we need to either increase, or decrease the cut-off, thus we can encounter three different situations:
(a) The occupation $P_{N_{\text {pho }}}$ of the photonic Fock states with the largest photon number is smaller than a chosen threshold $p_{d}$. This signals that the cutoff can be decreased. In order to do this, we find the photonic Fock state $m^{*} \leq N_{\text {pho }}$ with the largest photon number whose occupation is above the threshold, i.e. $P_{m^{*}} \geq p_{d}$. We change the cut off of the local dimension of the cavity site of the MPS such that the maximal photon number is $N_{\text {pho }}(t+\mathrm{d} t)=m^{*}+1$ the for the time step $t+\mathrm{d} t$.
(b) The occupation $P_{N_{\text {pho }}}$ of the photonic Fock states with the maximum photon number is larger than a second chosen threshold $p_{i} \geq p_{d}$, i.e. $P_{N_{\text {pho }}} \geq p_{i}$. This signals that the photon number should increase. We increase the local dimension of the cavity site of the MPS at the next time step $N_{\text {pho }}(t+\mathrm{d} t)=N_{\text {pho }}(t)+2$. We note that we also tried to increase the cut-off even more drastically and we obtained consistent results.


Figure 3.26: The time evolution of (a) the photon number, $\left\langle a^{\dagger} a\right\rangle$, and (b) $N_{\text {pho }}$. We compare the results corresponding to an adapted cut-off for different $p_{i}$ and $p_{d}$ with the Monte Carlo average of two different sets of sampled trajectories with a fixed cut-off. (c) The photon number distribution, $P_{m}=\operatorname{tr}(\langle m| \rho|m\rangle)$, at $t J / \hbar=49.75$ for the data presented in (a) and (b), and at $t J / \hbar=2.25$ with a fixed cut-off. The parameters used are the same as Fig. 3.25, with $\hbar \Omega \sqrt{N} / J=2.23$. ©2020 American Physical Society, published in [109].
(c) When the occupation $P_{N_{\text {pho }}}$ of the photonic Fock states is in between the two thresholds, $p_{d}<P_{N_{\text {pho }}}<p_{i}$, we do not change the local dimension of the cavity site.
We control now the convergence of the method with the two threshold values, $p_{d}$ and $p_{i}$.
We check our procedure of adapting the local dimension for the cavity site by comparing with the results for a fixed converged cut-off, as seen in Fig. 3.25 and Fig. 3.26. In Fig. 3.25(a) and Fig. 3.26(a) we represent the Monte Carlo average of the photon number for two different sets of sampled trajectories with a fixed cut-off and the Monte Carlo average of the photon number with an adapted cut-off for different $p_{i}$ and $p_{d}$. We can observe that, except for the case with $p_{i}=5 \times 10^{-2}$ and $p_{d}=10^{-3}$, the results for an adapted cut-off agree, within the Monte Carlo averaging error, with the ones for a fixed cut-off. The evolution in time of the cut-off can be seen in Fig. 3.25(b) and Fig. 3.26(b). We note that at short times, $t J / \hbar<4$, we always keep the photonic cut-off fixed and relatively large in order to capture the sudden increase in the number of photons in the cavity. But at later times we can observe that in all considered cases the cut-off is approximately $25 \%$ smaller than the initial value. As the large local dimension of
the cavity site being one of the bottlenecks of the method, this implies a significant speed up of the tMPS method. As a rough estimate, for the parameters used in Fig. 3.25 the runtime was with $50 \%$ smaller compared with the case with a fixed cut-off and for the parameters used in Fig. 3.26 with $25 \%$ smaller. We check the agreement of the entire photon number distribution in Fig. 3.25(c) and Fig. 3.26(c) by plotting the occupation of the photon number states at the final time, $t J / \hbar=49.75$. As in the case of the photon number average, a very good agreement is found except for the case with $p_{i}=5 \times 10^{-2}$ and $p_{d}=10^{-3}$. In order to show that at short times many photon number states are occupied we also plot in Fig. 3.25(c) and Fig. 3.26(c) the photon number distribution at $t J / \hbar=1.75$, close to the peak in the photon number. We note that we also verified the accuracy of this method at the level of single quantum trajectories, not only by analyzing the Monte Carlo average. This is an important check as in certain trajectories a sudden increase in the photon number occurs even at later times, thus, once needs to make sure that the dynamical adaptation of the cut-off can reproduce this behavior.

The improvement brought by the development presented in this section has a strong dependence on the physical parameters of the model. We have observed that it has a more important impact, roughly, when the average photon number is larger, as the difference between the maximum photon number at short times and the steady state value is larger. For example for the parameters in Fig. 3.25 we manage to lower the local dimension of the cavity site with more than 10 states compared to the fixed cut-off previously used, but for the parameters in Fig. 3.26 we have lowered the local dimension with 5 states, due to the lower photon number in the cavity.

### 3.2.6 Alternative MPS geometry

As we have mentioned previously we have used a MPS geometry in which the cavity site was positioned at the edge of the atomic chain, depicted in Fig. 3.20(a). Also the results presented in Chapter 5 and Chapter 6 are obtained with this geometry. The question that we try to answer in this section is whatever a different MPS geometry, in which the cavity site starts in the middle of the atomic chain [see Fig. 3.27(a)], can improve our implementation [109]. This question is motivated by the desire to minimize the occurring entanglement during the evolution of the quantum trajectories. If the cavity site is positioned in the middle of the chain the average distance between the cavity site and the atomic sites is lower, than in the case when the cavity site is at the edge of the chain. This could imply that the entanglement might be reduced and the geometry with the cavity site in the center would be a more efficient MPS representation. However, we show that in the considered cases, our approach based on swap gates is not improved this alternative geometry.

The implementation of the new position of the cavity field in the center of the atomic chain requires some adaptations compared to the implementation presented in Sec. 3.2.1. First, we slightly alter the decomposition of the time evolution with the atomic part of the Hamiltonian, given by $e^{-\frac{i d t}{2 \hbar}\left(H_{\text {kin }}+H_{\text {int }}\right)}$, depicted in Fig. 3.11, as the atomic sites from the middle of the chain are no longer neighbors in the MPS representation. We solve this by using swap gates to bring the two atomic sites next to each other before the application of the time evolution gate. But, the main difference comes from the application of the operator $e^{-\frac{i \mathrm{~d} t}{\hbar}\left(H_{\mathrm{ac}}+H_{\mathrm{c}}-\frac{i}{2} \hbar \Gamma a^{\dagger} a\right)}$. We use
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Figure 3.27: (a) The graphical representation of an alternative MPS structure with the cavity site in the middle of the chain. The bonds for which the von Neumann entropy was computed are marked. (b) The atomic density profile, $\left\langle n_{i}\right\rangle$, at time $t J / \hbar=99.75$. The inset contains the time evolution of the atomic density $\left\langle n_{6}\right\rangle$. (c)-(d) The time evolution of the von Neumann entropy, $S_{\mathrm{vN}}$ for the Monte Carlo average and the maximum value over different trajectories for (c) $l=L / 2+1$ and (d) $l=L$. We compare the two different MPS geometries, with the cavity site at the edge of the atomic chain and the cavity site in the middle of the chain for different time steps $\mathrm{d} t$. The parameters used are $L=10, N=5, \hbar \delta / J=2$, $U / J=2, \hbar \Omega \sqrt{N} / J=2.46$ and $\hbar \Gamma / J=1$. The Monte-Carlo averages contain at least 500 trajectories. ©2020 American Physical Society, published in [109].
the decomposition that minimizes the number of swap gates used and leaves the cavity site in the center of the chain, given by

$$
\begin{align*}
& e^{-\frac{i \mathrm{~d} t}{\hbar}}\left(H_{\mathrm{ac}}+H_{\mathrm{c}}-\frac{i}{2} \hbar \Gamma a^{\dagger} a\right)  \tag{3.31}\\
&= \prod_{j=1}^{L / 2} e^{-\frac{i \mathrm{dt}}{2}\left[-\Omega\left(a+a^{\dagger}\right)(-1)^{j} n_{j}+\frac{1}{L}\left(\delta-\frac{i}{2} \Gamma\right) a^{\dagger} a\right]} \prod_{j=L}^{1} e^{-\frac{i \mathrm{dt}}{2}\left[-\Omega\left(a+a^{\dagger}\right)(-1)^{j} n_{j}+\frac{1}{L}\left(\delta-\frac{i}{2} \Gamma\right) a^{\dagger} a\right]} \times \\
& \prod_{j=L / 2+1}^{L} e^{-\frac{i \mathrm{~d} t}{2}\left[-\Omega\left(a+a^{\dagger}\right)(-1)^{j} n_{j}+\frac{1}{L}\left(\delta-\frac{i}{2} \Gamma\right) a^{\dagger} a\right]}+\mathcal{O}\left(L \mathrm{~d} t^{2}\right) .
\end{align*}
$$

The first thing that we can notice is that the MPS structure with the cavity site in the center the Trotter-Suzuki decomposition has a larger error compared to the one used for the geometry with the cavity site at the edge, Eq. (3.28). Thus, we expect that we need a smaller time step, $\mathrm{d} t$, in this case. We note that one could use a different Trotter-Suzuki decomposition at the expense of more swap gates.

In Fig. 3.27(b) we compare the density profile at time $t J / \hbar=99.75$ obtained with the two geometries. We can observe that in the case with the cavity site at the center the density profile is highly asymmetric using the same time step as for the cavity site at the edge. As we expect that the density profile of the atoms to stay symmetric throughout the time evolution this signals important errors due to the time step. If we decrease the time step the density profile approaches the one obtained by the implementation with the cavity site at the edge. For a time step of $\mathrm{d} t J / \hbar=10^{-3}$ the differences are within the Monte-Carlo error for short times, $t J / \hbar \lesssim 20$, but the deviations at long time are still important, even though for the case with the cavity site at the edge the time step was more than 10 times larger. We see that the different order in the expected error due to the finite time step plays a very important role, as in order to obtain the same accuracy the implementation with the cavity site in the center needs a much smaller time step.

As the motivation for this alternative geometry was to reduce entanglement, one could naively expect that additional numerical effort induced by the smaller required time step might be compensated. We show in Figs. 3.27(c)-(d) the von Neumann entropy. For the two bipartition considered the von Neumann entropy has very similar values for the two geometries, showing no decrease in the entanglement caused by the shift of the cavity site. We attribute this to fact that the dominating contribution to entanglement could be the correlations of the atomic chain. Therefore, we also expect that the system size dependence is similar to the one found in Fig. 3.24 and, in particular, is dominated by the increase of the entanglement of the atoms.

Therefore, we can draw the conclusion that we do not expect, as long as we use swap gates, to gain a lot by using different initial geometries and we expect that this further holds for larger system sizes.

### 3.3 Short summary

In conclusion, we presented the basic building blocks of MPS and the algorithms for computing the ground state and the time evolution of one-dimensional systems.

In the second part of the chapter, we developed a quasi-exact tMPS method in order to determine the full quantum evolution towards the steady state of the interacting bosonic chain coupled to the cavity. This implementation deals with all the challenges posed by the atomcavity system: We employ the stochastic unravelling of the master equation to simulate the Lindblad equation (see Sec. 2.1). The global coupling of the cavity to the atoms is tackled via the dynamical deformation of the MPS structure with swap gates. The efficient simulation of the very large photonic Hilbert space is ensured by its dynamically adapted cut-off. We analyze carefully the convergence of the method for different parameter sets and two different MPS geometries. In particular, we monitored the time dependence of the von Neumann entropy of the quantum trajectory in order to ensure that we properly capture the entanglement between

### 3.3 Short summary

the cavity and the atoms and within the atomic chain.
The newly developed numerical method is a milestone in the field of many-body systems coupled to a dissipative bosonic mode, giving the possibility to treat them exactly. The presented algorithm is widely applicable, as it can be easily adapted to fermionic or spin manybody systems. These developments allowed us to tackle important questions regarding the self-organization phase transition and to obtain crucial deviations from the often used mean field methods, as we will see in Chap. 5 and Chap. 6.

## Chapter

## Many-body adiabatic elimination technique for atoms-cavity coupled systems

In this chapter, we develop analytical methods which can capture the behavior of a coupled atoms-cavity dissipative system beyond the mean field approach which we discussed in Sec. 2.1. The methods which we will present are based on the many-body adiabatic elimination technique [56, 114, 164-168]. This technique is a perturbation theory for density matrices around the decoherence free subspace, where the decoherence free subspace contains the states of the unperturbed system which no longer decay under the effect of dissipation. This allows us to understand the behavior of our system close to the steady state, since for relatively long times the dynamics is dominated by virtual processes around the decoherence free subspace.

In Sec. 4.1 we present the general framework of the many-body adiabatic elimination and the effective equations of motion, which capture the quantum fluctuations around the decoherence free subspace. In the rest of the chapter, we show how to extend this method for the case of a lossy photonic mode coupled to interacting atoms. This is one of the main methodological developments presented in this thesis. In Sec. 4.2 we take the kinetic energy of the atoms as a perturbation [109] and in Sec. 4.3 the fluctuations on top of the atoms-cavity mean field decoupling [110].

### 4.1 Derivation of the effective equations of motion

This section gives an introduction into the many-body adiabatic elimination formalism, by deriving the perturbative equation of motion. We follow the notations and derivation of Ref. [168]. We start by considering a generic Lindblad equation

$$
\begin{equation*}
\frac{\partial}{\partial t} \rho=\mathcal{L}(\rho)=-\frac{i}{\hbar}\left[H_{0}+H_{\nu}, \rho\right]+\frac{1}{2} \sum_{m} \Gamma_{m}\left(2 L_{m} \rho L_{m}^{\dagger}-L_{m}^{\dagger} L_{m} \rho-\rho L_{m}^{\dagger} L_{m}\right), \tag{4.1}
\end{equation*}
$$

where $H_{0}+H_{\nu}$ gives the Hamiltonian evolution and $L_{m}$ are the jump operators describing the dissipation. We perform a perturbation theory by assuming that $\mathcal{V}(\rho)=-\frac{i}{\hbar}\left[H_{\nu}, \rho\right]$ is weak and
that we can compute the eigenvalues and the eigenvectors for $\mathcal{L}_{0}=-\frac{i}{\hbar}\left[H_{0}, \cdot\right]+\mathcal{D}(\cdot)$,

$$
\begin{equation*}
\mathcal{L}_{0} \rho_{\lambda}=\left(-\lambda^{R}+i \lambda^{I}\right) \rho_{\lambda} . \tag{4.2}
\end{equation*}
$$

If the dissipation strength, $\Gamma$, is large enough the real part of the eigenvalues $\lambda^{R} \geq 0$ will either vanishing or lie in bands, separated by gaps of order $O(\Gamma)$. One can define $\Lambda_{\alpha}$ as the subspace of the right eigenvectors with the same $\lambda_{\alpha}^{R}$. For $\lambda_{0}^{R}=0$ we have the decoherence free subspace $\Lambda_{0}$. The states which belong to the higher subspaces $\Lambda_{\alpha \neq 0}$ will decay exponentially in time with a rate of the order $O(\Gamma)$. Thus, at long times, $t \gg \Gamma^{-1}$, the dynamics will be confined to the decoherence free subspace. To determine this effective dynamics one adiabatically eliminates the decaying subspaces $\Lambda_{\alpha \neq 0}$ and obtains [167, 168]

$$
\begin{align*}
\frac{\partial}{\partial t} \rho^{\Lambda_{0}} & =\tilde{\mathcal{L}}^{\Lambda_{0}}\left(\rho^{\Lambda_{0}}\right)  \tag{4.3}\\
\tilde{\mathcal{L}}^{\Lambda_{0}} & =\mathcal{L}_{0}^{\Lambda_{0}}-\sum_{\alpha \neq 0} \mathcal{V}^{\Lambda_{0} \Lambda_{\alpha}}\left(\mathcal{L}_{0}^{\Lambda_{\alpha}}\right)^{-1} \mathcal{V}^{\Lambda_{\alpha} \Lambda_{0}}
\end{align*}
$$

The projection of the density matrix into a subspace $X$ was defined by $\rho^{X}=P_{X}(\rho)$ and the reduction of a superoperator $\mathcal{O}$ as $\mathcal{O}^{X Y}=P_{X} \mathcal{O} P_{Y}$, and $\mathcal{O}^{X}=P_{X} \mathcal{O} P_{X}$.

If we consider the contributions only from the lowest lying subspace we can rewrite this equation as

$$
\begin{equation*}
\frac{\partial}{\partial t} \rho^{0}=\lambda_{0} \rho^{0}+\frac{1}{\hbar^{2}} P_{0}\left[H_{\nu},\left(\mathcal{L}_{0}^{\Lambda_{1}}\right)^{-1} P_{1}\left[H_{\nu}, \rho^{0}\right]\right] \tag{4.4}
\end{equation*}
$$

where $\rho^{0} \equiv \rho^{\Lambda_{0}}, P_{0}$ and $P_{1}$ are the projectors to the decoherence free subspace and the excited subspace, respectively.

### 4.2 Perturbation in kinetic energy

In this section, we use the framework described in Sec. 4.1 in order to understand the longtime behavior of the coupled atom-cavity system (see Sec. 2.1) in the strongly dissipative regime. We describe how to apply the many-body adiabatic elimination formalism in the case of the photon mode coupled to the interacting atoms, by taking the kinetic energy as a perturbation. We follow Ref. [109] where we have introduced this approach, the physical results have been described in Refs. [108, 111] and will be presented in Chap. 5 and Chap. 6.

We begin by reiterating the model for coupled atoms-cavity system (see Sec. 2.1), which can be described by a Lindblad equation for the density operator $\rho$ given by [56, 65, 100, 114]

$$
\begin{equation*}
\frac{\partial}{\partial t} \rho=-\frac{i}{\hbar}[H, \rho]+\frac{\Gamma}{2}\left(2 a \rho a^{\dagger}-a^{\dagger} a \rho-\rho a^{\dagger} a\right) \tag{4.5}
\end{equation*}
$$

where $a$ and $a^{\dagger}$ are the annihilation and creation operators for the cavity mode. The dissipative term proportional to the dissipation strength $\Gamma$ takes into account the losses from the photonic mode, due to the imperfections of the mirror.

For interacting bosons confined to a chain coupled to a single cavity mode transversely pumped with a standing-wave laser beam (see Fig. 2.2 from Sec. 2.1), the Hamiltonian has the form [65, 100, 101]

$$
\begin{align*}
& H=H_{\mathrm{c}}+H_{\mathrm{atom}}+H_{\mathrm{ac}}  \tag{4.6}\\
& H_{\mathrm{c}}=\hbar \delta a^{\dagger} a \\
& H_{\mathrm{atom}}=H_{\mathrm{int}}+H_{\mathrm{kin}}, \\
& H_{\mathrm{int}}=\frac{U}{2} \sum_{j=1}^{L} n_{j}\left(n_{j}-1\right), \\
& H_{\mathrm{kin}}=-J \sum_{j=1}^{L-1}\left(b_{j}^{\dagger} b_{j+1}+b_{j+1}^{\dagger} b_{j}\right), \\
& H_{\mathrm{ac}}=-\hbar \Omega\left(a+a^{\dagger}\right) O, \quad O=\sum_{j=1}^{L}(-1)^{j} n_{j} .
\end{align*}
$$

$L$ denotes the number of sites of the chain and the total number of bosonic atoms is $N$. The term $H_{c}$ describes the cavity mode in the rotating frame of the pump beam, with a detuning between the cavity mode, $\omega_{\mathrm{c}}$, and the transverse pump beam, $\omega_{\mathrm{p}}, \delta=\omega_{\mathrm{c}}-\omega_{\mathrm{p}}$. The operators $b_{j}$ and $b_{j}^{\dagger}$ are the bosonic annihilation and creation operators of the atoms on site $j$ and $n_{j}=b_{j}^{\dagger} b_{j}$. For the atomic part of the Hamiltonian we have the term $H_{\text {kin }}$ giving the tunneling processes of the atoms with the amplitude $J$ and the term $H_{\text {int }}$ representing the repulsive on-site interaction of strength $U>0$. The term $H_{\text {ac }}$ describes the coupling between the cavity field and the total imbalance between the odd and even sites of the chain, with the effective pump amplitude $\Omega$. We make the following notation for the expectation value of the odd-even imbalance, $\Delta=\langle O\rangle=$ $\sum_{j=1}^{L}(-1)^{j}\left\langle n_{j}\right\rangle$. The form of the coupling is realized due to the assumed commensurability of the cavity mode with twice the periodicity of the lattice spacing within the chain [100].

We consider the kinetic energy term, $H_{\text {kin }}$, as a perturbation $(\hbar \Gamma \gg \hbar \Omega, \hbar \delta \gg J)$ compared to the other terms in the Liouvillian

$$
\begin{equation*}
\mathcal{L}_{0}=-\frac{i}{\hbar}\left[H_{\mathrm{c}}+H_{\mathrm{int}}+H_{\mathrm{ac}}, \cdot\right]+\mathcal{D}(\cdot) \tag{4.7}
\end{equation*}
$$

If we consider only contributions from the first excited subspace, $\Lambda_{1}$, that can be accessed via one hopping event, the effective dynamics, Eq. (4.4), for the elements of the decoherence free subspace is given by [109, 167, 168]

$$
\begin{equation*}
\frac{\partial}{\partial t} \rho^{0} \approx \lambda_{0} \rho^{0}+\frac{1}{\hbar^{2}} P_{0}\left[H_{\text {kin }}, \mathcal{L}_{0}^{-1} P_{1}\left[H_{\text {kin }}, \rho^{0}\right]\right] \tag{4.8}
\end{equation*}
$$

where $\rho^{0} \in \Lambda_{0}$ is an eigenstate of $\mathcal{L}_{0}$ with vanishing real part of the eigenvalue, i.e. $\mathcal{L}_{0}\left[\rho^{0}\right]=$ $\lambda_{0} \rho^{0}$ with $\operatorname{Re}\left(\lambda_{0}\right)=0$. The operators $P_{0}$ and $P_{1}$ are the projectors onto the subspaces $\Lambda_{0}$ and $\Lambda_{1}$, respectively. In Fig. 4.1 we sketched the action of the Liouvillian $\mathcal{L}_{0}$ and the perturbation


Figure 4.1: Sketch of the spectrum of the Liouvillian $\mathcal{L}_{0}$. The subspaces $\Lambda_{\alpha}$ are spanned by the eigenstates of $\mathcal{L}_{0}$ which have eigenvalues with the same real part. The subspace $\Lambda_{0}$ is the decoherence free subspace of $\mathcal{L}_{0}$, containing only states with a vanishing real part of the eigenvalues. While the evolution given by $\mathcal{L}_{0}$ is contained within a subspace, the Liovillian $\mathcal{L}_{\text {kin }}=-\frac{i}{\hbar}\left[H_{\text {kin }}, \cdot\right]$ can induce transitions between the different subspaces $\Lambda_{\alpha}$. ©2020 American Physical Society, published in [109].
$\mathcal{L}_{\text {kin }}=-\frac{i}{\hbar}\left[H_{\text {kin }}, \cdot\right]$ onto the decoherence free subspace $\Lambda_{0}$ and two different subspaces $\Lambda_{1}$ and $\Lambda_{2}$.

Next step is to determine the elements of the decoherence free subspace $\Lambda_{0}$ and of the subspace $\Lambda_{1}$. Solving the eigenvalue equation belonging to $\mathcal{L}_{0}$ is already complex for the system we consider. However, we find that a set of right eigenstates of $\mathcal{L}_{0}$ is given by the following Ansatz

$$
\begin{equation*}
\rho=\left|\alpha(\Delta) ; n_{1}, \ldots, n_{L}\right\rangle\left\langle\alpha\left(\Delta^{\prime}\right) ; n_{1}^{\prime}, \ldots, n_{L}^{\prime}\right| . \tag{4.9}
\end{equation*}
$$

The atomic part is given by Fock states, with the local densities $n_{i}$ and $n_{i}^{\prime}$. The the odd-even imbalances are $\Delta=\sum_{j}(-1)^{j} n_{j}$ and $\Delta^{\prime}=\sum_{j}(-1)^{j} n_{j}^{\prime}$ and the total interaction energies are $u=\frac{U}{2} \sum_{j} n_{j}\left(n_{j}-1\right)$ and $u^{\prime}=\frac{U}{2} \sum_{j} n_{j}^{\prime}\left(n_{j}^{\prime}-1\right)$. The photons are in a coherent state which depends on the atomic imbalance

$$
\begin{equation*}
\alpha(\Delta)=\frac{\Omega}{\delta-i \Gamma / 2} \Delta, \tag{4.10}
\end{equation*}
$$

We note that at this point we do not assure that these states are physical density matrices.

Inserting the state given by Eq. (4.9) in the eigenvalue equation

$$
\begin{equation*}
\mathcal{L}_{0} \rho=\lambda \rho, \tag{4.11}
\end{equation*}
$$

we obtain

$$
\begin{align*}
& -i\left\{\delta(n-m) \rho_{n, m}+\Omega\left(\Delta \sqrt{n+1} \rho_{n+1, m}+\Delta \sqrt{n} \rho_{n-1, m}-\Delta^{\prime} \sqrt{m+1} \rho_{n, m+1}-\Delta^{\prime} \sqrt{m} \rho_{n, m-1}\right)\right.  \tag{4.12}\\
& \left.\quad+\left(u-u^{\prime}\right) \rho_{n, m}\right\}+\frac{\Gamma}{2}\left\{2 \sqrt{(n+1)(m+1)} \rho_{n+1, m+1}-(n+m) \rho_{n, m}\right\} \\
& =\lambda \rho_{n, m},
\end{align*}
$$

where $\rho_{n, m}$ are the matrix elements of the photon coherent state in the Fock basis. Thus the corresponding eigenvalues for the right eigenvectors in Eq. (4.9) are given by

$$
\begin{align*}
\lambda\left(\Delta, u, \Delta^{\prime}, u^{\prime}\right) & =-\frac{1}{2} \frac{\Omega^{2} \Gamma}{\delta^{2}+\Gamma^{2} / 4}\left(\Delta-\Delta^{\prime}\right)^{2}  \tag{4.13}\\
& +i\left[\frac{\Omega^{2} \delta}{\delta^{2}+\Gamma^{2} / 4}\left(\Delta^{2}-\Delta^{\prime 2}\right)-\left(u-u^{\prime}\right)\right] .
\end{align*}
$$

We observe that for $\Delta=\Delta^{\prime}$ the real part of the eigenvalues is zero. Thus, the states in Eq. (4.9) with $\Delta=\Delta^{\prime}$ lie in the decoherence free subspace of $\mathcal{L}_{0}$. It is interesting to note that the eigenstates with $\Delta=\Delta^{\prime}$, but with different interaction energies $u \neq u^{\prime}$ have purely imaginary eigenvalues. The excited subspace which can be accessed via a hopping event from the decoherence free subspace is given for the states in which $\Delta=\Delta^{\prime} \pm 2$. By performing exact diagonalization of the full Liouvillian, Eqs. (4.5)-(4.6), for a small system of $N=2$ particles in $L=4$ sites, we observe that for large dissipation strengths the excited subspace mentioned is the lowest subspace that our perturbation couples to starting from the decoherence free subspace.

In the following, we define the two projectors from Eq. (4.8) onto the decoherence free subspace, $P_{0}$, and the excited subspace, $P_{1}$. As they mainly depend on the details of the photonic state we keep track of the atomic state only via its odd-even imbalance $\Delta$. For $P_{0}$ we need to project states of the form $\left|\alpha\left(\Delta^{\prime}\right), \Delta\right\rangle\langle\alpha(\Delta), \Delta|$ or $|\alpha(\Delta), \Delta\rangle\left\langle\alpha\left(\Delta^{\prime}\right), \Delta\right|$ on the state $|\alpha(\Delta), \Delta\rangle\langle\alpha(\Delta), \Delta|$ (see Appendix A), so the action of $P_{0}$ is given by

$$
\begin{align*}
P_{0}\left(\left|\alpha\left(\Delta^{\prime}\right), \Delta\right\rangle\langle\alpha(\Delta), \Delta|\right) & =\left\langle\alpha(\Delta), \Delta \mid \alpha\left(\Delta^{\prime}\right), \Delta\right\rangle|\alpha(\Delta), \Delta\rangle\langle\alpha(\Delta), \Delta|  \tag{4.14}\\
& =e^{-\frac{\left|\alpha_{0}\right|^{2}}{2}\left(\Delta-\Delta^{\prime}\right)^{2}}|\alpha(\Delta), \Delta\rangle\langle\alpha(\Delta), \Delta|,
\end{align*}
$$

with $\alpha_{0} \equiv \frac{\Omega}{\delta-i \Gamma / 2}$.
In a similar way, for $P_{1}$ we need to project states of the form $\left|\alpha(\Delta), \Delta^{\prime}\right\rangle\langle\alpha(\Delta), \Delta|$ or $|\alpha(\Delta), \Delta\rangle\left\langle\alpha(\Delta), \Delta^{\prime}\right|$ on the states $\left\{\left|\alpha\left(\Delta^{\prime}\right), \Delta^{\prime}\right\rangle\langle\alpha(\Delta), \Delta|,|\alpha(\Delta), \Delta\rangle\left\langle\alpha\left(\Delta^{\prime}\right), \Delta^{\prime}\right|\right\}$ (see Appendix A),

### 4.2 Perturbation in kinetic energy

so the action of $P_{1}$ is given by

$$
\begin{align*}
P_{1}\left(\left|\alpha(\Delta), \Delta^{\prime}\right\rangle\langle\alpha(\Delta), \Delta|\right) & =\left\langle\alpha\left(\Delta^{\prime}\right), \Delta^{\prime} \mid \alpha(\Delta), \Delta^{\prime}\right\rangle\left|\alpha\left(\Delta^{\prime}\right), \Delta^{\prime}\right\rangle\langle\alpha(\Delta), \Delta|  \tag{4.15}\\
& =e^{-\frac{\left|\alpha \alpha_{0}\right|^{2}}{2}\left(\Delta^{\prime}-\Delta^{\prime}\right)^{2}}\left|\alpha\left(\Delta^{\prime}\right), \Delta^{\prime}\right\rangle\langle\alpha(\Delta), \Delta| .
\end{align*}
$$

We are now able to write explicitly the equations of motion, Eq. (4.8), for the elements of the decoherence free subspace [109] (see Appendix A for the derivation)

$$
\begin{aligned}
\frac{\partial}{\partial t} \rho^{0}= & -i\left(u-u^{\prime}\right) \rho^{0}+J^{2} e^{-4\left|\alpha_{0}\right|^{2}}\{ \\
\sum_{i \text { odd } j \text { odd }} \sum[ & -\frac{\sqrt{\left(n_{i}+1\right) n_{i+1}}}{\lambda\left(\Delta-2, u+U\left(n_{i}-n_{i+1}+1\right), \Delta, u^{\prime}\right)} \times \\
& \left(\sqrt{\left(n_{j}^{\prime}+1\right) n_{j+1}^{\prime}}\left|\alpha(\Delta-2) ; \ldots, n_{i}+1, n_{i+1}-1, \ldots\right\rangle\left\langle\alpha(\Delta-2) ; \ldots, n_{j}^{\prime}+1, n_{j+1}^{\prime}-1, \ldots\right|\right. \\
& \left.+\sqrt{\left(n_{j}^{\prime}+1\right) n_{j-1}^{\prime}}\left|\alpha(\Delta-2) ; \ldots, n_{i}+1, n_{i+1}-1, \ldots\right\rangle\left\langle\alpha(\Delta-2) ; \ldots, n_{j-1}^{\prime}-1, n_{j}^{\prime}+1, \ldots\right|\right) \\
- & \frac{\sqrt{\left(n_{i}+1\right) n_{i-1}}}{\lambda\left(\Delta-2, u+U\left(n_{i}-n_{i-1}+1\right), \Delta, u^{\prime}\right)} \times \\
& \left(\sqrt{\left(n_{j}^{\prime}+1\right) n_{j+1}^{\prime}}\left|\alpha(\Delta-2) ; \ldots, n_{i-1}-1, n_{i}+1, \ldots\right\rangle\left\langle\alpha(\Delta-2) ; \ldots, n_{j}^{\prime}+1, n_{j+1}^{\prime}-1, \ldots\right|\right. \\
& \left.+\sqrt{\left(n_{j}^{\prime}+1\right) n_{j-1}^{\prime}}\left|\alpha(\Delta-2) ; \ldots, n_{i-1}-1, n_{i}+1, \ldots\right\rangle\left\langle\alpha(\Delta-2) ; \ldots, n_{j-1}^{\prime}-1, n_{j}^{\prime}+1, \ldots\right|\right) \\
- & \frac{\sqrt{\left(n_{i}^{\prime}+1\right) n_{i+1}^{\prime}}}{\lambda\left(\Delta, u, \Delta-2, u^{\prime}+U\left(n_{i}^{\prime}-n_{i+1}^{\prime}+1\right)\right)} \times \\
& \left(\sqrt{\left(n_{j}+1\right) n_{j+1}}\left|\alpha(\Delta-2) ; \ldots, n_{j}+1, n_{j+1}-1, \ldots\right\rangle\left\langle\alpha(\Delta-2) ; \ldots, n_{i}^{\prime}+1, n_{i+1}^{\prime}-1, \ldots\right|\right. \\
& \left.+\sqrt{\left(n_{j}+1\right) n_{j-1}}\left|\alpha(\Delta-2) ; \ldots, n_{j+1}-1, n_{j}+1, \ldots\right\rangle\left\langle\alpha(\Delta-2) ; \ldots, n_{i}^{\prime}+1, n_{i+1}^{\prime}-1, \ldots\right|\right) \\
& \frac{\sqrt{\left(n_{i}^{\prime}+1\right) n_{i-1}^{\prime}}}{\lambda\left(\Delta, u, \Delta-2, u^{\prime}+U\left(n_{i}^{\prime}-n_{i-1}^{\prime}+1\right)\right)} \times \\
& \left(\sqrt{\left(n_{j}+1\right) n_{j+1}}\left|\alpha(\Delta-2) ; \ldots, n_{j}+1, n_{j+1}-1, \ldots\right\rangle\left\langle\alpha(\Delta-2) ; \ldots, n_{i-1}^{\prime}-1, n_{i}^{\prime}+1, \ldots\right|\right. \\
& +\sqrt{\left.\left.\left(n_{j}+1\right) n_{j-1}\left|\alpha(\Delta-2) ; \ldots, n_{j+1}-1, n_{j}+1, \ldots\right\rangle\left\langle\alpha(\Delta-2) ; \ldots, n_{i-1}^{\prime}-1, n_{i}^{\prime}+1, \ldots\right|\right)\right]}
\end{aligned}
$$

$$
\begin{aligned}
& +\sum_{i \text { odd }} \sum_{j \text { even }}\left[\frac{\sqrt{\left(n_{i}+1\right) n_{i+1}}}{\lambda\left(\Delta-2, u+U\left(n_{i}-n_{i+1}+1\right), \Delta, u^{\prime}\right)} \times\right. \\
& \left(\sqrt{\left(n_{j}+1\right) n_{j+1}}\left|\alpha(\Delta) ; \ldots, n_{i}+1, n_{i+1}-1, \ldots, n_{j}+1, n_{j+1}-1, \ldots\right\rangle\left\langle\alpha(\Delta) ; \ldots, n_{i}^{\prime}, \ldots\right|\right. \\
& \left.+\sqrt{\left(n_{j}+1\right) n_{j-1}}\left|\alpha(\Delta) ; \ldots, n_{i}+1, n_{i+1}-1, \ldots, n_{j-1}-1, n_{j}+1, \ldots\right\rangle\left\langle\alpha(\Delta) ; \ldots, n_{i}^{\prime}, \ldots\right|\right) \\
& +\frac{\sqrt{\left(n_{i}+1\right) n_{i-1}}}{\lambda\left(\Delta-2, u+U\left(n_{i}-n_{i-1}+1\right), \Delta, u^{\prime}\right)} \times \\
& \left(\sqrt{\left(n_{j}+1\right) n_{j+1}}\left|\alpha(\Delta) ; \ldots, n_{i-1}-1, n_{i}+1, \ldots, n_{j}+1, n_{j+1}-1, \ldots\right\rangle\left\langle\alpha(\Delta) ; \ldots, n_{i}^{\prime}, \ldots\right|\right. \\
& \left.+\sqrt{\left(n_{j}+1\right) n_{j-1}}\left|\alpha(\Delta) ; \ldots, n_{i-1}-1, n_{i}+1, \ldots, n_{j-1}-1, n_{j}+1, \ldots\right\rangle\left\langle\alpha(\Delta) ; \ldots, n_{i}^{\prime}, \ldots\right|\right) \\
& +\frac{\sqrt{\left(n_{i}^{\prime}+1\right) n_{i+1}^{\prime}}}{\lambda\left(\Delta, u, \Delta-2, u^{\prime}+U\left(n_{i}^{\prime}-n_{i+1}^{\prime}+1\right)\right)} \times \\
& \left(\sqrt{\left(n_{j}^{\prime}+1\right) n_{j+1}^{\prime}}\left|\alpha(\Delta) ; \ldots, n_{i}, \ldots\right\rangle\left\langle\alpha(\Delta) ; \ldots, n_{i}^{\prime}+1, n_{i+1}^{\prime}-1, \ldots, n_{j}^{\prime}+1, n_{j+1}^{\prime}-1, \ldots\right|\right. \\
& \left.+\sqrt{\left(n_{j}^{\prime}+1\right) n_{j-1}^{\prime}}\left|\alpha(\Delta) ; \ldots, n_{i}, \ldots\right\rangle\left\langle\alpha(\Delta) ; \ldots, n_{i}^{\prime}+1, n_{i+1}^{\prime}-1, \ldots, n_{j-1}^{\prime}-1, n_{j}^{\prime}+1, \ldots\right|\right) \\
& +\frac{\sqrt{\left(n_{i}^{\prime}+1\right) n_{i-1}^{\prime}}}{\lambda\left(\Delta, u, \Delta-2, u^{\prime}+U\left(n_{i}^{\prime}-n_{i-1}^{\prime}+1\right)\right)} \times \\
& \left(\sqrt{\left(n_{j}^{\prime}+1\right) n_{j+1}^{\prime}}\left|\alpha(\Delta) ; \ldots, n_{i}, \ldots\right\rangle\left\langle\alpha(\Delta) ; \ldots, n_{i-1}^{\prime}-1, n_{i}^{\prime}+1, \ldots, n_{j}^{\prime}+1, n_{j+1}^{\prime}-1, \ldots\right|\right. \\
& \left.\left.+\sqrt{\left(n_{j}^{\prime}+1\right) n_{j-1}^{\prime}}\left|\alpha(\Delta) ; \ldots, n_{i}, \ldots\right\rangle\left\langle\alpha(\Delta) ; \ldots, n_{i-1}^{\prime}-1, n_{i}^{\prime}+1, \ldots, n_{j-1}^{\prime}-1, n_{j}^{\prime}+1, \ldots\right|\right)\right] \\
& +\sum_{i \text { even }} \sum_{j \text { odd }}\left[\frac{\sqrt{\left(n_{i}+1\right) n_{i+1}}}{\lambda\left(\Delta+2, u+U\left(n_{i}-n_{i+1}+1\right), \Delta, u^{\prime}\right)} \times\right. \\
& \left(\sqrt{\left(n_{j}+1\right) n_{j+1}}\left|\alpha(\Delta) ; \ldots, n_{i}+1, n_{i+1}-1, \ldots, n_{j}+1, n_{j+1}-1, \ldots\right\rangle\left\langle\alpha(\Delta) ; \ldots, n_{i}^{\prime}, \ldots\right|\right. \\
& \left.+\sqrt{\left(n_{j}+1\right) n_{j-1}}\left|\alpha(\Delta) ; \ldots, n_{i}+1, n_{i+1}-1, \ldots, n_{j-1}-1, n_{j}+1, \ldots\right\rangle\left\langle\alpha(\Delta) ; \ldots, n_{i}^{\prime}, \ldots\right|\right) \\
& +\frac{\sqrt{\left(n_{i}+1\right) n_{i-1}}}{\lambda\left(\Delta+2, u+U\left(n_{i}-n_{i-1}+1\right), \Delta, u^{\prime}\right)} \times \\
& \left(\sqrt{\left(n_{j}+1\right) n_{j+1}}\left|\alpha(\Delta) ; \ldots, n_{i-1}-1, n_{i}+1, \ldots, n_{j}+1, n_{j+1}-1, \ldots\right\rangle\left\langle\alpha(\Delta) ; \ldots, n_{i}^{\prime}, \ldots\right|\right.
\end{aligned}
$$

### 4.2 Perturbation in kinetic energy

$$
\begin{aligned}
& \left.+\sqrt{\left(n_{j}+1\right) n_{j-1}}\left|\alpha(\Delta) ; \ldots, n_{i-1}-1, n_{i}+1, \ldots, n_{j-1}-1, n_{j}+1, \ldots\right\rangle\left\langle\alpha(\Delta) ; \ldots, n_{i}^{\prime}, \ldots\right|\right) \\
& +\frac{\sqrt{\left(n_{i}^{\prime}+1\right) n_{i+1}^{\prime}}}{\lambda\left(\Delta, u, \Delta+2, u^{\prime}+U\left(n_{i}^{\prime}-n_{i+1}^{\prime}+1\right)\right)} \times \\
& \left(\sqrt{\left(n_{j}^{\prime}+1\right) n_{j+1}^{\prime}}\left|\alpha(\Delta) ; \ldots, n_{i}, \ldots\right\rangle\left\langle\alpha(\Delta) ; \ldots, n_{i}^{\prime}+1, n_{i+1}^{\prime}-1, \ldots, n_{j}^{\prime}+1, n_{j+1}^{\prime}-1, \ldots\right|\right. \\
& \left.+\sqrt{\left(n_{j}^{\prime}+1\right) n_{j-1}^{\prime}}\left|\alpha(\Delta) ; \ldots, n_{i}, \ldots\right\rangle\left\langle\alpha(\Delta) ; \ldots, n_{i}^{\prime}+1, n_{i+1}^{\prime}-1, \ldots, n_{j-1}^{\prime}-1, n_{j}^{\prime}+1, \ldots\right|\right) \\
& +\frac{\sqrt{\left(n_{i}^{\prime}+1\right) n_{i-1}^{\prime}}}{\lambda\left(\Delta, u, \Delta+2, u^{\prime}+U\left(n_{i}^{\prime}-n_{i-1}^{\prime}+1\right)\right)} \times \\
& \left(\sqrt{\left(n_{j}^{\prime}+1\right) n_{j+1}^{\prime}}\left|\alpha(\Delta) ; \ldots, n_{i}, \ldots\right\rangle\left\langle\alpha(\Delta) ; \ldots, n_{i-1}^{\prime}-1, n_{i}^{\prime}+1, \ldots, n_{j}^{\prime}+1, n_{j+1}^{\prime}-1, \ldots\right|\right. \\
& \left.\left.+\sqrt{\left(n_{j}^{\prime}+1\right) n_{j-1}^{\prime}}\left|\alpha(\Delta) ; \ldots, n_{i}, \ldots\right\rangle\left\langle\alpha(\Delta) ; \ldots, n_{i-1}^{\prime}-1, n_{i}^{\prime}+1, \ldots, n_{j-1}^{\prime}-1, n_{j}^{\prime}+1, \ldots\right|\right)\right] \\
& +\sum_{i \text { even }} \sum_{\text {even }}\left[-\frac{\sqrt{\left(n_{i}+1\right) n_{i+1}}}{\lambda\left(\Delta+2, u+U\left(n_{i}-n_{i+1}+1\right), \Delta, u^{\prime}\right)} \times\right. \\
& \left(\sqrt{\left(n_{j}^{\prime}+1\right) n_{j+1}^{\prime}}\left|\alpha(\Delta+2) ; \ldots, n_{i}+1, n_{i+1}-1, \ldots\right\rangle\left\langle\alpha(\Delta+2) ; \ldots, n_{j}^{\prime}+1, n_{j+1}^{\prime}-1, \ldots\right|\right. \\
& \left.+\sqrt{\left(n_{j}^{\prime}+1\right) n_{j-1}^{\prime}}\left|\alpha(\Delta+2) ; \ldots, n_{i}+1, n_{i+1}-1, \ldots\right\rangle\left\langle\alpha(\Delta+2) ; \ldots, n_{j-1}^{\prime}-1, n_{j}^{\prime}+1, \ldots\right|\right) \\
& -\frac{\sqrt{\left(n_{i}+1\right) n_{i-1}}}{\lambda\left(\Delta+2, u+U\left(n_{i}-n_{i-1}+1\right), \Delta, u^{\prime}\right)} \times \\
& \left(\sqrt{\left(n_{j}^{\prime}+1\right) n_{j+1}^{\prime}}\left|\alpha(\Delta+2) ; \ldots, n_{i-1}-1, n_{i}+1, \ldots\right\rangle\left\langle\alpha(\Delta+2) ; \ldots, n_{j}^{\prime}+1, n_{j+1}^{\prime}-1, \ldots\right|\right. \\
& \left.+\sqrt{\left(n_{j}^{\prime}+1\right) n_{j-1}^{\prime}}\left|\alpha(\Delta+2) ; \ldots, n_{i-1}-1, n_{i}+1, \ldots\right\rangle\left\langle\alpha(\Delta+2) ; \ldots, n_{j-1}^{\prime}-1, n_{j}^{\prime}+1, \ldots\right|\right) \\
& -\frac{\sqrt{\left(n_{i}^{\prime}+1\right) n_{i+1}^{\prime}}}{\lambda\left(\Delta, u, \Delta+2, u^{\prime}+U\left(n_{i}^{\prime}-n_{i+1}^{\prime}+1\right)\right)} \times \\
& \left(\sqrt{\left(n_{j}+1\right) n_{j+1}}\left|\alpha(\Delta+2) ; \ldots, n_{j}+1, n_{j+1}-1, \ldots\right\rangle\left\langle\alpha(\Delta+2) ; \ldots, n_{i}^{\prime}+1, n_{i+1}^{\prime}-1, \ldots\right|\right. \\
& \left.+\sqrt{\left(n_{j}+1\right) n_{j-1}}\left|\alpha(\Delta+2) ; \ldots, n_{j-1}-1, n_{j}+1, \ldots\right\rangle\left\langle\alpha(\Delta+2) ; \ldots, n_{i}^{\prime}+1, n_{i+1}^{\prime}-1, \ldots\right|\right)
\end{aligned}
$$

$$
\begin{aligned}
- & \frac{\sqrt{\left(n_{i}^{\prime}+1\right) n_{i-1}^{\prime}}}{\lambda\left(\Delta, u, \Delta+2, u^{\prime}+U\left(n_{i}^{\prime}-n_{i-1}^{\prime}+1\right)\right)} \times \\
& \left(\sqrt{\left(n_{j}+1\right) n_{j+1}}\left|\alpha(\Delta+2) ; \ldots, n_{j}+1, n_{j+1}-1, \ldots\right\rangle\left\langle\alpha(\Delta+2) ; \ldots, n_{i-1}^{\prime}-1, n_{i}^{\prime}+1, \ldots\right|\right. \\
& \left.\left.\left.+\sqrt{\left(n_{j}+1\right) n_{j-1}}\left|\alpha(\Delta+2) ; \ldots, n_{j-1}-1, n_{j}+1, \ldots\right\rangle\left\langle\alpha(\Delta+2) ; \ldots, n_{i-1}^{\prime}-1, n_{i}^{\prime}+1, \ldots\right|\right)\right]\right\} .
\end{aligned}
$$

In order to identify the steady states we need to solve $\frac{\partial}{\partial t} \rho^{0}=0$. By looking at the coefficients of the diagonal terms of the decoherence free subspace, $\left|\alpha(\Delta) ; n_{1}, \ldots, n_{L}\right\rangle\left\langle\alpha(\Delta) ; n_{1}, \ldots, n_{L}\right|$, in Eq. (4.16), we observe that their sum is zero, thus the mixed state given by

$$
\begin{equation*}
\rho_{\text {mix }}=\frac{1}{\mathcal{N}} \sum_{\left\{n_{j}\right\}}\left|\alpha(\Delta) ; n_{1}, \ldots, n_{L}\right\rangle\left\langle\alpha(\Delta) ; n_{1}, \ldots, n_{L}\right| \tag{4.17}
\end{equation*}
$$

is a steady state of the system. Here the sum runs over all possible density configurations $\left\{n_{j}\right\}$ and $\mathcal{N}$ is the number of these configurations, being the number of ways one can arrange $N$ identical particles in $L$ sites, $\mathcal{N}=\binom{L+N-1}{N}$.


Figure 4.2: The dependence of the scaled photon number $\left\langle a^{\dagger} a\right\rangle / N$, on the dissipation strength, $\hbar \Gamma / J$, using tMPS and many-body adiabatic elimination (AE), for $\hbar \delta / J=2, U / J=2$ and $\hbar \Omega \sqrt{N} / J=4.47$, $L=10, N=L / 2$. Figure adapted from Ref. [109].

We illustrate the range of validity of the many-body adiabatic elimination approach, by comparing its results with the numerically exact tMPS method, which we introduced and discussed in Sec. 3.2. We observe that the scaled photon number computed with $\rho_{\text {mix }}$, depicted in

Fig. 4.2, is in agreement with the tMPS results in the regime where the dissipation strength is larger than the other parameters, for $\hbar \Gamma / J \gtrsim 9$, and the agreement continues as we increase the dissipation strength. The properties and nature of the steady state, $\rho_{\text {mix }}$, will be discussed in Chap. 5. In Chap. 6 we will see how this procedure is affected by the existence of a strong symmetry in the dissipative many-body system.

In Ref. [169] the authors consider the same model, for which they obtain a state with a fully mixed atomic sector as the steady state. In contrast with our approach, they eliminate the cavity field and analyze the obtained effective Liouvillian in the atomic sector. As the effective jump operators are Hermitian in this case, it follows directly that the fully mixed state is a steady state. In our analysis we consider the full Liouvillian Eqs. (4.5) and (4.6), including the photonic degrees of freedom, the jump operator, which is annihilation operator of the cavity mode, $a$, is not Hermitian, thus we need to perform the many body adiabatic elimination in order to obtain insights into the nature of the steady state.

### 4.3 Mean field decoupling with thermal fluctuations

We follow the approach we introduced in Ref. [110] and perform a mean field decoupling of the coupling term $H_{\text {ac }}$ [see Eq. (4.6)]. We consider the fluctuations in the coupling as the perturbation in the many-body adiabatic elimination derivation of the effective equations of motion presented in Sec. 4.1. This approach is based on a novel idea of Achim Rosch [110], which I reformulated in the framework of many-body adiabatic elimination technique. In this situation we have

$$
\begin{align*}
H_{\mathrm{ac}} & =H_{\mathrm{ac}}^{M F}+\delta H_{\mathrm{ac}}+\text { const. }  \tag{4.18}\\
H_{\mathrm{ac}}^{\mathrm{MF}} & =-\hbar \Omega \lambda O-\hbar \Omega\left(a+a^{\dagger}\right) \Delta, \\
\delta H_{\mathrm{ac}} & =-\hbar \Omega\left(a+a^{\dagger}-\lambda\right)(O-\Delta),
\end{align*}
$$

with

$$
\begin{align*}
\lambda & =\left\langle a+a^{\dagger}\right\rangle_{c},  \tag{4.19}\\
O & =\sum_{j=1}^{L}(-1)^{j} n_{j}, \\
\Delta & =\langle O\rangle_{a} .
\end{align*}
$$

The expectation values are taken either with respect to the the atomic density matrix, $\langle\cdot\rangle_{a}$, or the cavity density matrix, $\langle\cdot\rangle_{c}$, and they need to be evaluated self-consistently.

We note that by performing a mean field decoupling we assume a finite expectation value of the cavity field $\lambda$ in the self-organized phase. This breaks the weak $\mathbb{Z}_{2}$ symmetry of the Liouvillian associated with the change of the sign of the cavity field (see Sec. 2.1). For any finite system size we expect that the expectation value of the cavity field is zero and only in the thermodynamic limit the weak $\mathbb{Z}_{2}$ symmetry is broken at the self-organization phase transition and $\lambda$ acquires a finite value.

In the mean field approach the photonic mode in the superradiant phase has an expectation value $\lambda=\left\langle a+a^{\dagger}\right\rangle_{c} \sim \sqrt{L}$. The contributions of the fluctuations, $\delta H_{\mathrm{ac}}$, are small, $\sim 1 / \sqrt{L}$, but we show that they become important in the long-time limit [110]. We define the following decoupled mean-field Hamiltonians

$$
\begin{gather*}
H_{\mathrm{a}}(\lambda)=H_{\mathrm{kin}}+H_{\text {int }}-\hbar \Omega \lambda O  \tag{4.20}\\
H_{\mathrm{cav}}(\Delta)=H_{\mathrm{c}}-\hbar \Omega\left(a+a^{\dagger}\right) \Delta
\end{gather*}
$$

In this case our unperturbed Liouvillian is given by

$$
\begin{equation*}
\mathcal{L}_{0} \rho \equiv-\frac{i}{\hbar}\left[H_{\mathrm{a}}(\lambda)+H_{\mathrm{cav}}(\Delta), \rho\right]+\frac{\Gamma}{2}\left(2 a \rho a^{\dagger}-a^{\dagger} a \rho-\rho a^{\dagger} a\right) . \tag{4.21}
\end{equation*}
$$

The solutions to the equation $\mathcal{L}_{0} \rho^{0}=\lambda_{0} \rho^{0}$, with $\operatorname{Re} \lambda_{0}=0$, are given by the factorized states

$$
\begin{align*}
\rho^{0} & =\rho_{a}^{0} \otimes \rho_{c}^{0}  \tag{4.22}\\
\rho_{a}^{0} & =\left|n_{1}(\lambda)\right\rangle\left\langle n_{2}(\lambda)\right|, \\
\rho_{c}^{0} & =|\alpha(\Delta)\rangle\langle\alpha(\Delta)|,
\end{align*}
$$

where the atomic part is given all combinations of the eigenstates $H_{\mathrm{a}}(\lambda)|n(\lambda)\rangle=E_{n}(\lambda)|n(\lambda)\rangle$ and the cavity part is in a coherent state with the field

$$
\begin{equation*}
\alpha(\Delta)=\frac{\Omega}{\delta-i \Gamma / 2} \Delta . \tag{4.23}
\end{equation*}
$$

Thus, a general state in the decoherence free subspace is

$$
\begin{equation*}
\rho^{0}=|\alpha(\Delta)\rangle\langle\alpha(\Delta)| \cdot \rho^{a}(\lambda), \text { with } \rho^{a}=\sum_{n_{1}, n_{2}} c\left(n_{1}, n_{2}\right)\left|n_{1}(\lambda)\right\rangle\left\langle n_{2}(\lambda)\right| \text {. } \tag{4.24}
\end{equation*}
$$

The expectation values in the definitions of $\lambda$ and $\Delta$ are taken with respect to $\rho_{0}$ and are, thus, determined by the unknown parameters $c\left(n_{1}, n_{2}\right)$. Therefore the density matrix of the atomic part of the system is not uniquely fixed by the mean field master equation, $\frac{\partial}{\partial t} \rho=\mathcal{L}_{0}(\rho)$. As described in Sec. 2.1 the usual approach [65] was to consider simply the ground state of $H_{\mathrm{a}}$. We resolve the arbitrariness of this choice by taking the fluctuations perturbatively into account using the perturbation

$$
\begin{equation*}
\mathcal{L}_{1} \rho=-\frac{i}{\hbar}\left[\delta H_{\mathrm{ac}}, \rho\right] . \tag{4.25}
\end{equation*}
$$

This is justified by the fact that $\mathcal{L}_{1}$ scales with $1 / \sqrt{L}$. We expect that this is the relevant perturbation in the thermodynamic limit. The perturbative approach then determines the time
evolution of the density matrix [110, 167,168 ]

$$
\begin{equation*}
\frac{\partial}{\partial t} \rho^{0}=\mathcal{L}_{0} \rho^{0}+\frac{1}{\hbar^{2}} P_{0}\left[\delta H_{\mathrm{ac}}, \mathcal{L}_{0}^{-1} P_{1}\left[\delta H_{\mathrm{ac}}, \rho^{0}\right]\right] \tag{4.26}
\end{equation*}
$$

where $P_{0}$ is the projection to the decoherence free subspace of $\mathcal{L}_{0}$ and $P_{1}$ is the projection to the first excited subspace.

In the following, we will determine the states that span the decoherence free subspace and the excited subspace, and arrive at an explicit form of the equation of motion, Eq. (4.26). In order to simplify the following calculation, we transform our basis for the cavity operators to the shifted oscillator basis and make the following notations

$$
\begin{align*}
& a=\tilde{a}+\alpha,  \tag{4.27}\\
& a^{\dagger}=\tilde{a}^{\dagger}+\alpha^{*} \\
& a+a^{\dagger}-\lambda=\tilde{a}+\tilde{a}^{\dagger}, \\
& |0\rangle \equiv|\alpha\rangle \\
& \tilde{a}|0\rangle=0 \\
& |1\rangle \equiv \tilde{a}^{\dagger}|0\rangle, \text { with }\langle 0 \mid 1\rangle=0
\end{align*}
$$

In this basis we can find some of the eigenstates of $\mathcal{L}_{0}$

$$
\begin{align*}
\mathcal{L}_{0}(|n, 0\rangle\langle m, 0|) & =-i \frac{\Delta E_{n, m}}{\hbar}|n, 0\rangle\langle m, 0|  \tag{4.28}\\
\mathcal{L}_{0}(|m, 1\rangle\langle n, 0|) & =\left[i\left(\frac{\Delta E_{n, m}}{\hbar}-\delta\right)-\frac{\Gamma}{2}\right]|m, 1\rangle\langle n, 0|, \\
\mathcal{L}_{0}(|n, 0\rangle\langle m, 1|) & =\left[-i\left(\frac{\Delta E_{n, m}}{\hbar}-\delta\right)-\frac{\Gamma}{2}\right]|n, 0\rangle\langle m, 1|, \\
\mathcal{L}_{0}(|n, 0\rangle\langle m, 2|) & =\left[-i\left(\frac{\Delta E_{n, m}}{\hbar}-2 \delta\right)-\Gamma\right]|n, 0\rangle\langle m, 2|, \\
\mathcal{L}_{0}(|n, 0\rangle\langle m, 0|-|n, 1\rangle\langle m, 1|) & =\left(-i \frac{\Delta E_{n, m}}{\hbar}-\Gamma\right)(|n, 0\rangle\langle m, 0|-|n, 1\rangle\langle m, 1|)
\end{align*}
$$

with $\Delta E_{n, m}=E_{n}-E_{m}$ the energy difference between two atomic eigenstates. We observe that states of the form $|n, 0\rangle\langle m, 0|$ are spanning the decoherence free subspace, $\Lambda_{0}$. We note that the non-diagonal eigenstates, for $n \neq m$, which are not degenerate in energy have a purely imaginary eigenvalue. The excited subspaces are spanned by states that contain excitations in the cavity field state. Now we can compute the commutator

$$
\begin{align*}
{\left[\delta H_{\mathrm{ac}}, \rho^{0}\right] } & =-\hbar \Omega\left[\left(\tilde{a}+\tilde{a}^{\dagger}\right) \tilde{O}, \rho^{0}\right]  \tag{4.29}\\
& =-\hbar \Omega \sum_{n_{1}, n_{2}} c\left(n_{1}, n_{2}\right)\left[\left(\tilde{a}+\tilde{a}^{\dagger}\right) \tilde{O},\left|n_{1}, 0\right\rangle\left\langle n_{2}, 0\right|\right]
\end{align*}
$$

$$
\begin{aligned}
& =-\hbar \Omega \sum_{n_{1}, n_{2}} c\left(n_{1}, n_{2}\right)\left(\tilde{O}\left|n_{1}, 1\right\rangle\left\langle n_{2}, 0\right|-\left|n_{1}, 0\right\rangle\left\langle n_{2}, 1\right| \tilde{O}\right) \\
& =-\hbar \Omega \sum_{n_{1}, n_{2}} c\left(n_{1}, n_{2}\right) \sum_{m}\left(\tilde{O}_{n_{1}, m}|m, 1\rangle\left\langle n_{2}, 0\right|-\tilde{O}_{m, n_{2}}\left|n_{1}, 0\right\rangle\langle m, 1|\right)
\end{aligned}
$$

where $\tilde{O}=O-\Delta=O-\langle O\rangle_{\mathrm{a}}$ and $\tilde{O}_{m, n}$ its matrix elements in the eigenbasis of $H_{\mathrm{a}}$. As the the states $|m, 1\rangle\langle n, 0|$ are already eigenstates of $\mathcal{L}_{0}$ in an excited subspace the projector $P_{1}$, in Eq. (4.26) becomes the identity and the action of $\mathcal{L}_{0}^{-1}$ gives the inverse of the eigenvalues computed in Eq. (4.28). Thus, in the next step we need to compute the action of the second commutator from Eq. (4.26)

$$
\begin{align*}
& {\left[\left(\tilde{a}+\tilde{a}^{\dagger}\right) \tilde{O},|m, 1\rangle\left\langle n_{2}, 0\right|\right]=\sum_{k}\left(\tilde{O}_{m, k}|k, 0\rangle\left\langle n_{2}, 0\right|+\tilde{O}_{m, k}|k, 2\rangle\left\langle n_{2}, 0\right|-\tilde{O}_{k, n_{2}}|m, 1\rangle\langle k, 1|\right),}  \tag{4.30}\\
& {\left[\left(\tilde{a}+\tilde{a}^{\dagger}\right) \tilde{O},\left|n_{1}, 0\right\rangle\langle m, 1|\right]=\sum_{k}\left(\tilde{O}_{n_{1}, k}|k, 1\rangle\langle m, 1|-\tilde{O}_{k, m}\left|n_{1}, 0\right\rangle\langle k, 0|-\tilde{O}_{k, m}\left|n_{1}, 0\right\rangle\langle k, 2|\right) .}
\end{align*}
$$

We need now to determine the action of the projector $P_{0}$ on the states which are not in the decoherence free subspace. Since $|n, 1\rangle\langle m, 1|=|n, 0\rangle\langle m, 0|-(|n, 0\rangle\langle m, 0|-|n, 1\rangle\langle m, 1|)$ we obtain that

$$
\begin{align*}
P_{0}|n, 1\rangle\langle m, 1| & =|n, 0\rangle\langle m, 0|  \tag{4.31}\\
P_{0}|n, 0\rangle\langle k, 2| & =0
\end{align*}
$$

The states $|n, 0\rangle\langle k, 2|$ and $|n, 0\rangle\langle m, 0|-|n, 1\rangle\langle m, 1|$ are projected out by $P_{0}$ as they are eigenstates of $\mathcal{L}_{0}$ with non-zero real part of the eigenvalues [see Eq. (4.28)]. Using the previous results Eq. (4.26) becomes

$$
\begin{align*}
& \hbar \frac{\partial}{\partial t} \rho^{0}=-i \sum_{n_{1}, n_{2}} \Delta E_{n_{1}, n_{2}} c\left(n_{1}, n_{2}\right)\left|n_{1}, 0\right\rangle\left\langle n_{2}, 0\right|  \tag{4.32}\\
&+\hbar^{2} \Omega^{2} \sum_{n_{1}, n_{2}} c\left(n_{1}, n_{2}\right) \sum_{m, k} {\left[\frac{1}{i\left(\Delta E_{n_{2}, m}-\hbar \delta\right)-\hbar \Gamma / 2} \tilde{O}_{n_{1}, m} \tilde{O}_{m, k}|k, 0\rangle\left\langle n_{2}, 0\right|\right.} \\
&-\frac{1}{i\left(\Delta E_{n_{2}, m}-\hbar \delta\right)-\hbar \Gamma / 2} \tilde{O}_{n_{1}, m} \tilde{O}_{k, n_{2}}|m, 0\rangle\langle k, 0| \\
&-\frac{1}{-i\left(\Delta E_{n_{1}, m}-\hbar \delta\right)-\hbar \Gamma / 2} \tilde{O}_{m, n_{2}} \tilde{O}_{n_{1}, k}|k, 0\rangle\langle m, 0| \\
&\left.+\frac{1}{-i\left(\Delta E_{n_{1}, m}-\hbar \delta\right)-\hbar \Gamma / 2} \tilde{O}_{m, n_{2}} \tilde{O}_{k, m}\left|n_{1}, 0\right\rangle\langle k, 0|\right]
\end{align*}
$$

4.3 Mean field decoupling with thermal fluctuations

The solution for the steady state, $\frac{\partial}{\partial t} \rho^{0}=0$, is given by

$$
\begin{align*}
0=-i \Delta E_{n_{1}, n_{2}} c\left(n_{1}, n_{2}\right)+\hbar^{2} \Omega^{2} \sum_{m, k} & {\left[c\left(k, n_{2}\right) \frac{1}{i\left(\Delta E_{n_{2}, m}-\hbar \delta\right)-\hbar \Gamma / 2} \tilde{O}_{k, m} \tilde{O}_{m, n_{1}}\right.}  \tag{4.33}\\
& -c(m, k) \frac{1}{i\left(\Delta E_{k, n_{1}}-\hbar \delta\right)-\hbar \Gamma / 2} \tilde{O}_{m, n_{1}} \tilde{O}_{n_{2}, k} \\
& -c(k, m) \frac{1}{-i\left(\Delta E_{k, n_{2}}-\hbar \delta\right)-\hbar \Gamma / 2} \tilde{O}_{n_{2}, m} \tilde{O}_{k, n_{1}} \\
& \left.+c\left(n_{1}, k\right) \frac{1}{-i\left(\Delta E_{n_{1}, m}-\hbar \delta\right)-\hbar \Gamma / 2} \tilde{O}_{m, k} \tilde{O}_{n_{2}, m}\right] .
\end{align*}
$$

As Eqs. (4.32)-(4.33) are obtained via a perturbative expansion they no longer assure that the solutions are physical density matrix, since the condition of positive definiteness might not be fulfilled [170]. In principle Eqs. (4.32)-(4.33) can be solved using algebraic means. However, this is a difficult task, as the number of parameters $c\left(n_{1}, n_{2}\right)$ is given by the square of the dimension atomic many-body Hilbert space.

An important simplification occurs when the atomic system described by $H_{\mathrm{a}}(\lambda)$ is interacting and has the property that it thermalizes. In such a case, we can describe local observables by approximating the density matrix by a thermal state [110],

$$
\begin{equation*}
\rho^{a} \sim \exp \left\{-\beta H_{\mathrm{a}}(\lambda)\right\} \tag{4.34}
\end{equation*}
$$

This argument is justified when the thermalization time of the atomic system is short compared to the time-scale induced by scattering from photon fluctuations. This is the case for the relevant observables in the thermodynamic limit $L \rightarrow \infty$. Furthermore, by considering this Ansatz the positive definiteness is automatically fulfilled. Thus, we have reduced the problem to finding the temperature, $T=1 / k_{B} \beta$. For this we compute the time dependence of the energy of the atomic system

$$
\begin{align*}
&\left\langle\frac{\partial}{\partial t} H_{\mathrm{a}}\right\rangle=\operatorname{Tr}\left(H_{\mathrm{a}} \frac{\partial}{\partial t} \rho^{0}\right)=  \tag{4.35}\\
& \hbar \Omega^{2} \sum_{n_{1}, n_{2}} c\left(n_{1}, n_{2}\right) \sum_{m} {\left[\frac{1}{i\left(\Delta E_{n_{2}, m}-\hbar \delta\right)-\hbar \Gamma / 2} \Delta E_{n_{2}, m}\right.} \\
&\left.-\frac{1}{i\left(\Delta E_{n_{1}, m}-\hbar \delta\right)+\hbar \Gamma / 2} \Delta E_{n_{1}, m}\right] \tilde{O}_{m, n_{2}} \tilde{O}_{n_{1}, m}
\end{align*}
$$

Assuming $c\left(n_{1}, n_{2}\right)=c_{n_{1}} \delta\left(n_{1}, n_{2}\right)$, with $c_{n}=e^{-\beta E_{n}} / Z$, with $Z$ the partition function, then the
energy transfer becomes

$$
\begin{equation*}
\left.\left\langle\frac{\partial}{\partial t} H_{\mathrm{a}}\right\rangle=\frac{\hbar \Omega^{2}}{Z} \sum_{n, m}|\langle n| O-\Delta| m\right\rangle\left.\right|^{2} e^{-\beta E_{m}} \Delta E_{n, m} \frac{\hbar \Gamma}{\left(\Delta E_{n, m}+\hbar \delta\right)^{2}+(\hbar \Gamma / 2)^{2}} . \tag{4.36}
\end{equation*}
$$

We can rewrite this equation as [110]

$$
\begin{align*}
\left\langle\frac{\partial H_{\mathrm{a}}}{\partial t}\right\rangle & =2 \hbar \Omega^{2} \int d \omega\left(1+n_{B}(\hbar \omega)\right) \omega \operatorname{Im} \chi^{R}(\omega) \delta_{\Gamma}(\omega+\delta) \\
\delta_{\Gamma}(\omega) & =\frac{\Gamma /(2 \pi)}{\omega^{2}+(\Gamma / 2)^{2}} \tag{4.37}
\end{align*}
$$

where $\delta_{\Gamma}(\omega+\delta)$ describes the spectral function of the cavity mode broadened by the dissipation strength, $\Gamma$, and $\chi^{R}(\omega)$ is the retarded correlation function of the operator $O$ calculated for a thermal state of the Hamilitonian $H_{\mathrm{a}}$,

$$
\begin{equation*}
\left.\operatorname{Im} \chi^{R}(\omega)=\sum_{n, m}|\langle m| O| n\right\rangle\left.\right|^{2} \frac{e^{-\beta E_{m}}-e^{-\beta E_{n}}}{Z} \pi \delta\left(\omega-\frac{E_{n}-E_{m}}{\hbar}\right) . \tag{4.38}
\end{equation*}
$$

In order to determine the steady state we solve $\left\langle\frac{\partial}{\partial t} H_{\mathrm{a}}\right\rangle=0$ and the mean field equations, Eq. (4.19), to obtain both the temperature $T$ and the odd-even imbalance, $\Delta$, or, equivalently, the cavity field $\lambda$. Thus, in this approach we have reduced the problem of solving the Liouville equation, Eqs. (4.5)-(4.6), to the computation of the dynamical susceptibility $\chi^{R}(\omega)$ and the expectation value of energy for a thermal state of the Hamiltonian $H_{\mathrm{a}}(\lambda)$ [110]. In practice, we use exact diagonalization to determine both $\left\langle\frac{\partial H_{2}}{\partial t}\right\rangle$ and $\Delta$ [110]. It is important to note that the mean field approximation is valid in the thermodynamic limit, but we perform the exact diagonalization of $H_{\mathrm{a}}$ for rather small systems (see Sec. 5.4), which will induce finite size errors. Luckily, for the parameters considered in Chap. 5, the finite size errors are very small, as they are strongly suppressed due to the broadening induced by the dissipation and the relatively high temperatures which we will obtain.

The properties of the steady state, Eq. (4.34), and how it compares with our numerical results will be discussed in Chap. 5. In Chap. 6 we will see how this procedure is affected by the existence of a strong symmetry, which prevents the atoms from thermalizing.

### 4.4 Short summary

To summarize, in this chapter we described in detail two analytical approaches based on the many-body adiabatic elimination formalism capable of tackling both short and global range interactions of an interacting many-body system coupled to a single dissipative bosonic mode. This is the first time this technique has been applied to atoms-cavity systems and provides a framework for investigating a wide class of open many-body systems beyond the often employed mean field approaches. We analyzed with the newly developed analytical methods the example of a Bose-Hubbard chain coupled to an optical cavity. We will show in the following chapters that the obtained steady state in both cases has a very different nature compared to
the expected mean field state. Both methods can be generalized to higher dimensional systems relevant to experimental setups [70,71]. In Chap. 6, we extend the methods for the case in which a strong symmetry is present in the considered open system.

The first approach is a perturbation theory in the kinetic energy and applicable for strong dissipation strength [109]. We show how to derive the steady state of the system in the limit of large dissipation strength within the many-body adiabatic elimination formalism. The resulting state is a highly mixed state and the reduced density matrix in the atomic sector corresponds to an infinite temperature state.

The second approach is a perturbation theory in the fluctuations on top of the atoms-cavity mean field decoupling. The atomic state is described by a thermal state with an effective temperature. The computation of the temperature is based on two equilibrium quantities: the thermal expectation value $\Delta=\langle O\rangle$ and the linear-response susceptibility $\chi^{R}(\omega)$ [110]. Thus, it can also be combined with a wide range of analytical and numerical approaches developed for closed quantum systems in equilibrium as, for example, Monte Carlo techniques.

## Chapter

## Fluctuations effects in many-body self-organization in a cavity

In recent years, an important experimental progress was the achievement of strong coupling of quantum matter to quantum light. Realizations of such systems nowadays reach from ultracold atomic gases strongly coupled to optical cavities [ $65,67,171$ ] to the electron gas in solids coupled to THz cavities [172-174]. These realizations have opened exciting possibilities and have allowed the studies of self-organization phenomena and dissipative phase transitions, and the stabilization of exotic quantum phases due to the coupling with the quantum light [65, 175, 176].

The element of external control in the systems where the quantum matter is coupled to a cavity is two-fold. First, we have the classical transverse pump laser beams which realize the coupling between the particles and the cavity photons. By varying the intensity of the pump beams we can change the atom-photon coupling strength. This allows one to control dissipative phase transitions and to explore different steady state phases. Secondly, the dissipative coupling of the quantum light is crucial. The open character of the system is due to the photon losses via the cavity mirrors, which couple the cavity light to an external bath of electromagnetic modes. This ensures that the stabilization of complex states of light and matter is realized via a dissipative attractor dynamics. The steady state of the open system is approached exponentially fast, in the presence of a dissipative gap, which assures stability against perturbations.

One further advantage of the coupling of quantum matter to quantum light is the presence of the cavity induced long-range interactions, which assures a fast self-organization dynamics. The cavity induced long-range interactions have been experimentally realized in atomic gases with external optical lattice potentials coupled to the optical cavities [70-72]. These systems can be described by an extended Bose-Hubbard model. In this context the effect of the long-range interactions on the superfluid to insulator transition [100, 177-186] and the out-of-equilibrium dynamics [169] have been studied.

Due to the complexity of the models required to describe the coupled atomic cavity systems, theoretical treatments were to a large extent performed using a mean field decoupling of the cavity field and the atoms [65, 66, 100, 101]. These usually assume an effective ground state for the particles, as seen in Sec. 2.1. Recently efforts are made to go beyond the mean field
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description [118, 155, 187, 188]. So far the exact coupling between the atomic and photonic states has been included only for small systems of one or two atoms, or two sites [102-107], non-interacting two-level atoms [189-191], or in closed systems [192].

In the work presented in this chapter, we go beyond the mean field approximation and investigate the combined atom-cavity system with the help of the several new methods developed in this thesis. We employ the quasi-exact numerical simulations based on matrix product states (cf. Sec. 3.2) and two many-body adiabatic elimination approaches (cf. Chap. 4) [108-110]. All these methods overcome the arbitrariness of the mean field approach, either by treating the atoms-cavity coupling exactly, or by taking fluctuations induced by the light-matter coupling perturbatively into account. These methods enable us to analyze the many-body aspects of the self-ordering processes of the interacting bosonic atoms coupled to the optical cavity. We investigate the nature of the arising steady states for a wide range of parameters. We show that the admixture of excited states beyond the mean field steady state plays an important role for all parameters considered. We find that the fluctuations beyond the mean field description are crucial in order to determine the mixed state (finite temperature state) character of the self-organization phase transition and steady states. In particular, we show that, in certain regimes, the atoms are described by large effective temperatures and in the limit of very lossy cavity mirrors the atomic sector approaches the infinite temperature state. Our findings question the nature of the pure steady states and phase transitions previously predicted by the zero-temperature mean field theories $[108,110]$.

Throughout this chapter we present results obtained with our newly developed tMPS method for coupled cavity-atoms systems, which we described in Sec. 3.2. In Sec. 5.3 we also consider the many-body adiabatic elimination approach with the kinetic energy as a perturbation and in Sec. 5.4 the many-body adiabatic elimination approach with the fluctuations in the atomcavity coupling as the perturbation, methods described in Chap. 4. Sec. 5.2 and Sec. 5.3 will follow the presentation given in Ref. [108] and Sec. 5.4 the results from Ref. [110]. The work presented in the current chapter (based on Refs. $[108,110]$ ) has been performed in collaboration with Achim Rosch, Alla Bezvershenko and Helmut Ritsch. In this work, I performed the tMPS numerical simulations and derived the equations of motion, with their respective steady states, within the many-body adiabatic elimination framework. The numerical results of the mean field with thermal fluctuations represented in Fig. 5.7 and Fig. 5.8, and the analytical results from Eqs. (5.9)-(5.11) were obtained by Alla Bezvershenko and Achim Rosch [193].

### 5.1 Atoms-cavity coupled system

In the following, we consider the system we described in Sec. 2.1 of interacting bosons confined to a one-dimensional chain coupled to a single cavity mode and transversely pumped with a standing-wave laser beam [108] (see Fig. 2.2 in Sec. 2.1). To make this chapter selfcontained we repeat briefly in the following the Lindblad equation for the density operator $\rho$ given by [56, 65, 100, 114]

$$
\begin{equation*}
\frac{\partial}{\partial t} \rho=-\frac{i}{\hbar}[H, \rho]+\frac{\Gamma}{2}\left(2 a \rho a^{\dagger}-a^{\dagger} a \rho-\rho a^{\dagger} a\right) . \tag{5.1}
\end{equation*}
$$

where the bosonic operators $a$ and $a^{\dagger}$ are the annihilation and creation operators for the photon mode of the cavity and $\Gamma$ the dissipation strength. The corresponding Hamiltonian is given by [65, 100, 101]

$$
\begin{align*}
& H=H_{c}+H_{\mathrm{kin}}+H_{\mathrm{int}}+H_{\mathrm{ac}}  \tag{5.2}\\
& H_{c}=\hbar \delta a^{\dagger} a \\
& H_{\mathrm{kin}}=-J \sum_{j=1}^{L-1}\left(b_{j}^{\dagger} b_{j+1}+b_{j+1}^{\dagger} b_{j}\right) \\
& H_{\mathrm{int}}=\frac{U}{2} \sum_{j=1}^{L} n_{j}\left(n_{j}-1\right) \\
& H_{\mathrm{ac}}=-\hbar \Omega\left(a+a^{\dagger}\right) O, \quad O=\sum_{j=1}^{L}(-1)^{j} n_{j} .
\end{align*}
$$

The term $H_{c}$ describes the cavity mode with a detuning between the cavity mode and the transverse pump beam $\delta=\omega_{c}-\omega_{p}$, in the rotating frame of the pump beam. The operators $b_{j}$ and $b_{j}^{\dagger}$ are the bosonic annihilation and creation operators of the atoms on site $j$ and $n_{j}=b_{j}^{\dagger} b_{j}$. $L$ denotes the number of sites of the bosonic chain and the total number of bosons is $N . H_{\text {kin }}$ describes the tunneling processes of the atoms along the chain with the tunneling amplitude $J$ and the term $H_{\text {int }}$ represents the repulsive on-site interaction of strength $U>0$. The coupling between the atoms and the cavity field is described by $H_{\mathrm{ac}}$. This form of the coupling, with the effective pump amplitude $\Omega$, stems from the assumed commensurability of the cavity mode with twice the periodicity of the lattice spacing within the chain, where $\Delta=\langle O\rangle$ is the total imbalance between the odd and even sites of the chain. In the following we scale the coupling strength as $\Omega \sqrt{N}$, in order to make our results independent of the particle number.

Whereas already to determine the time-evolution of the atomic Bose-Hubbard model alone is very involved, here additional complications arise due to the large and, in principle, unlimited dimension of the Hilbert space of the photonic mode, as we have noted in Sec. 3.2. This challenge is typically addressed by the adiabatic elimination of the cavity field, using a mean field decoupling for the atoms and the cavity mode [65], as we saw in Sec. 2.1. Within this crude approximation one obtains a zero-temperature self-organization transition. Above a certain threshold $\Omega_{\mathrm{MF}, \mathrm{c}} \sqrt{N}$ of the pump power $\Omega \sqrt{N}$ the cavity field $\langle a\rangle$ takes a finite value, either $\pm \alpha$, and the atoms self-organize into a density modulated pattern either on the odd or even sites of the chain, depending on the sign of $\alpha$. The corresponding density matrices are the ones of pure zero temperature states

$$
\begin{equation*}
\rho_{\mathrm{MF}}=\left|\alpha\left(\Delta_{\mathrm{eff}}\right), \Delta_{\mathrm{eff}}\right\rangle\left\langle\alpha\left(\Delta_{\mathrm{eff}}\right), \Delta_{\mathrm{eff}}\right|, \tag{5.3}
\end{equation*}
$$

with $\alpha(\Delta)=\frac{\Omega}{\delta-i \Gamma / 2} \Delta$ and $\Delta_{\text {eff }}$ is the expectation value of the odd-even imbalance in the ground state of an effective atomic model, solved together with a self-consistency equation (see Sec. 2.1). For large coupling strengths $\Omega \sqrt{N}$ the effective imbalance tends towards its maximal value
$\left|\Delta_{\text {eff }}\right| \approx N$. As for our comparisons we look at the photon number, we mention that within the mean field theory, the sudden onset of the cavity field is also reflected in the behavior of the photon number $n_{\mathrm{MF}}$, since $n_{\mathrm{MF}}=|\langle a\rangle|^{2}=\frac{\Omega^{2}}{\delta^{2}+\Gamma^{2} / 4} \Delta_{\text {eff }}^{2}$ [blue line in Fig. 5.1 (a)].

The appearance of two steady states with $\pm \alpha$ within the mean field analysis is due to spontaneous breaking of the $\mathbb{Z}_{2}$ symmetry of the Hamiltonian, Eq. (5.2), at the phase transition threshold. This $\mathbb{Z}_{2}$ symmetry is associated with the inversion of the sign of the cavity field, $a$, and the atomic odd-even imbalance, $\Delta$. However, the $\mathbb{Z}_{2}$ symmetry is only a weak symmetry of the Liouvillian [115, 117], since the transformation does not commute with the jump operator $a$ of the Lindblad equation, Eq. (5.1). Thus, for any finite system we expect a zero expectation value for the cavity field and the atomic state in a mixture of being either on the odd or on the even sites in the steady state, in the self-organized phase [102, 103, 106, 118].

In the following, we present our results in which we take the fluctuations beyond the mean field decoupling of the atom-cavity coupling into account, either exactly [108, 109] or perturbatively [110]. All these approaches offer new insights into the self-organization of interacting particles and quantum light, which we contrast with the mean field results.

The numerical tMPS results which we present in this chapter, if not stated otherwise, they are taken at long times $t J=49.75 \hbar$. We found that these long time values are in many cases already close to the steady state values [108, 110]. As shown in Sec. 3.2 the convergence of our results is sufficient [109] for at least 500 trajectories, the truncation error goal of $10^{-12}$, the time-step of $\mathrm{d} t J / \hbar=0.0125$ or smaller, a cut-off of the local Hilbert space of the photon mode between $N_{\text {pho }}=55$ and $N_{\text {pho }}=10$. The error bars in all figures in this chapter represent the standard deviation of the Monte Carlo average.

### 5.2 Weak dissipation regime: mixture of density wave states

We begin by analyzing the behavior of the system across the self-organization phase transition. We want to characterize the nature of the light and matter states in the presence of dissipation and identify deviations from the mean field approach. In this section, we choose a regime with relative weak dissipation strength, $\hbar \Gamma / J=1$, which should be favorable to the mean field treatment.

We look at the photon number in the cavity as a function of the pump strength $\Omega \sqrt{N}$, as seen in Fig. 5.1 [108]. We observe the self-organization transition from an empty cavity $\left\langle a^{\dagger} a\right\rangle / N \approx 0$, to an occupied cavity as we increase the pump strength. In our numerical tMPS results for the photon number, depicted by red symbols in Fig. 5.1 (a), we see a smooth increase across the self-organization threshold predicted by the mean field treatment. The smooth increase is expected for the system of finite size. However, the values of our numerical results remain a bit below $n_{\mathrm{MF}}$ for all considered coupling strenghts, this is a first indication of deviations from the mean field state. We will show later in this section that this has its origin in the admixture of states with a reduced photon number.

In order to get more insight into the obtained photonic state, we study the phase space distribution of the cavity field, represented by the Q-function $Q(\alpha)=\operatorname{tr}(\langle\alpha| \rho|\alpha\rangle)$, where $|\alpha\rangle$ is a photonic coherent state. We can see in Fig. 5.1(b), that for $\hbar \Omega \sqrt{N}=1.12 \mathrm{~J}$, which is below the mean field threshold $\Omega_{\mathrm{MF}, c} \sqrt{N}$, the Q-function $Q(\alpha)$ has a maximum at $\alpha=0$ resembling


Figure 5.1: (a) The scaled photon number, $\left\langle a^{\dagger} a\right\rangle / N$, as a function of $\hbar \Omega \sqrt{N} / J$, for $N / L=1 / 2$, $\hbar \delta / J=2, U / J=2$, and $\hbar \Gamma / J=1$. The purple symbols (below the red symbols) represent a time average for $t J \in(44.75 \hbar, 49.75 \hbar)$. For the orange symbols the trajectories are averaged depending on the final photon number. The blue (green) curves represent the mean-field value of the photon number for the imbalance $\Delta_{\text {eff }}\left(\Delta_{\text {eff }}-2\right)$. The vertical dashed line marks $\Omega_{\mathrm{MF}, c} \sqrt{N}$. Lines joining the symbols and are guide to the eyes. (b)-(e) The Q-function for $\hbar \Omega \sqrt{N} / J \in\{1.12,1.79,2.24,3.35\}, L=10$, $N=5, \hbar \delta / J=2, U / J=2, \hbar \Gamma / J=1$, and $t J=49.75 \hbar$. ©2019 American Physical Society, published in [108].
a coherent state with zero photons. In contrast, above the threshold ( $\Omega \sqrt{N}>\Omega_{\mathrm{MF}, \mathrm{c}} \sqrt{N}$ ) the Q-function develops two maxima, as seen in Fig. 5.1(c). If we increase $\Omega \sqrt{N}$ further the Qfunction indicates the photonic state consisting of a superposition of two states with opposite cavity fields and a small overlap, Fig. 5.1(d)-(e). This indicates that the $\mathbb{Z}_{2}$ is not broken at the transition. For the mean field coherent state, which breaks the $\mathbb{Z}_{2}$ symmetry, we would expect a single peak in Q-function centered at a finite value of the cavity field, either $\alpha$ or $-\alpha$. We see that the tMPS state has a dominant contribution which resembles the mixture of both mean field states. However, we observe that both peaks in $Q(\alpha)$ deviate from the circular shape expected for a coherent state and states with a lower photon number are also populated.

It is interesting now to investigate the corresponding nature of the atomic states and to determine deviations from the mean field predicted density wave [108]. Above the mean field
5.2 Weak dissipation regime: mixture of density wave states


Figure 5.2: (a) The averaged contrast of the density-density correlation as a function of $\hbar \Omega \sqrt{N} / J$, for $N / L=1 / 2, \hbar \delta / J=2, U / J=2$, and $\hbar \Gamma / J=1$. The purple symbols (below the red symbols) represent a time average for $t J \in(44.75 \hbar, 49.75 \hbar)$. For the orange symbols the trajectories are averaged depending on the final photon number. (b) The von Neumann entropy, $S_{\mathrm{vN}}$, as a function of $\hbar \Omega \sqrt{N} / J$, for two bipartitions of the system, between the cavity site and atomic chain (bond $l=1$ ) and in the middle of the atomic chain (bond $l=L / 2+1$ ). The circles represent the average over all trajectories and the squares the maximum among the trajectories, for $L=10$. The dashed line represents $\log (2)$. ©2019 American Physical Society, published in [108].


Figure 5.3: The atomic density profile for $\hbar \Omega \sqrt{N} / J=3.35, L=10, N=5, \hbar \delta / J=2, U / J=2$, $\hbar \Gamma / J=1$, and $t J=49.75 \hbar$.
threshold, we observe the characteristic staggered density wave in the density-density correlations. We quantify this staggering by computing the average contrast between the maxima and the minima $\frac{1}{L-2} \sum_{j}\left(\left\langle n_{j} n_{j+2}\right\rangle-\left\langle n_{j} n_{j+1}\right\rangle\right)$ as a function of the scaled coupling $\Omega \sqrt{N}$, presented in Fig. 5.2(a). We see that as we increase the pump strength $\Omega \sqrt{N}$ across the self-organization threshold the staggering increases. This indicates that the density wave builds up in the system. This modulation cannot be seen in the density profile, Fig. 5.3. This further supports the fact that the $\mathbb{Z}_{2}$ symmetry is not broken spontaneously in our finite system and the atoms are in a mixture of either being on the odd, or the even sites. Compared to the mean field state, above the self-organization threshold the staggering contrast rises already below the mean field threshold. However, above the threshold our numerical results remain below the mean field prediction. The spatial dependence of the density density correlations $\left\langle n_{2} n_{d+2}\right\rangle$ for $\hbar \Omega \sqrt{N} / J=3.35$ and


(c)


Figure 5.4: (a) Photon number distributions, $p_{n}=\operatorname{tr}(\langle n| \rho|n\rangle)$, and (b) the density-density correlations, $\left\langle n_{2} n_{d+2}\right\rangle$, for $\hbar \Omega \sqrt{N} / J=3.35, L=10, N=5, \hbar \delta / J=2, U / J=2, \hbar \Gamma / J=1$ and $t J=49.75 \hbar$, full average and with the trajectories averaged separately depending on the final photon number. In (a) the continuous lines show the Poisson distributions with the corresponding average photon number. (c) Sketch of the atomic sector of states with perfect imbalance, $\Delta=N$, and states with a reduced imbalance due to a defect, $\Delta=N-2$. ©2019 American Physical Society, panels (a)-(c) published in [108].
$\hbar \Gamma / J=1$ is shown in Fig. 5.4(b) (purple line). The fact that at odd distances the correlations are not exactly zero even at relatively large values of the pump strength hints that states without a perfect imbalance are admixed into the state.

The von Neumann entropy $S_{\mathrm{vN}}$ in the quantum trajectories [Fig. 5.2(b)] [109] measures the entanglement present in each trajectory. We note that the von Neumann entropy averaged over the quantum trajectories is not a measure of the entanglement present in the resulting density matrix. As we saw in Sec. 3.2, the von Neumann entropy is one of the crucial convergence parameters of MPS methods [124], since the presence of entanglement typically limits the possible compression. We observe that $S_{\mathrm{vN}}$ is finite and saturates in time (see Sec. 3.2) [108, 109]. Thus, we can be confident that our approach captures the dynamics of the system correctly. In Fig. 5.2(b) we see $S_{\mathrm{vN}}$ computed between the photon mode and the atomic chain seems to be independent of $\Omega$ above the threshold and close to $\log (2)$. We attribute this value to the coherent superposition of the two states corresponding to a different sign of the photon field in each quantum trajectory.

In order to analyze the origin of the deviations from the mean field approach we consider the single quantum trajectories sampled in our Monte Carlo procedure. We observe that the trajectories stabilize at two different photon numbers. Thus, we implemented a conditional averaging process, depending on the final photon number. The two obtained photon number distributions [Fig. 5.4(a)], agree well with a Poisson distribution with the corresponding average
photon number, as expected for a coherent state. In contrast to the full average, the expectation value averaged over the first class of trajectories of the photon number [Fig. 5.1(a)] and the staggering contrast [Fig. 5.2(a)] agree with the mean field prediction. Thus, the state resembles a good charge density wave in the first class of trajectories. This is further confirmed by the density-density correlations, which for the first class of trajectories are very close to zero at odd distances, Fig. 5.4(b).

In contrast, we attribute the second class of trajectories to states which have an additional defect due to the tunneling of an atom. In the limit of perfect imbalance $\Delta_{\text {eff }}=N$, these states would have only one atom at the "wrong" site [Fig. 5.4(b)]. More generally, the reduced average value of the photon number can be well explained assuming that the imbalance is reduced as $\Delta \approx \Delta_{\text {eff }}-2$ [Fig. 5.1(a)]. The photon number distribution resembles a coherent state with this lower photon number [Fig. 5.4(a)]. Due to the extra defect, the contrast of the density-density staggering is reduced as seen in Fig. 5.2(a) and Fig. 5.4(b).

In certain trajectories we observe transitions between the two classes of states, characterized by the tunneling process of an atom, correlated with a sudden increase, or decrease, of the photon number. However, due to the suppression of the tunneling in the self-organized phase and the small overlap of the two corresponding photonic states for large $\Omega \sqrt{N}$ these processes become very rare. For the parameters of Fig. 5.4 we observe such transitions in the time interval $30<t J / \hbar<50$ in 22 trajectories out of 600 . We further note that we can distinguish between the two distributions only for $\hbar \Omega \sqrt{N} / J \geq 2.68$, as for lower pump strengths the individual quantum trajectories are too noisy due to the low photon number.

The presence of the trajectories which belong to two states different in nature strongly suggests that the numerically observed steady state is a mixture of several states with these two dominant contributions. This is further confirmed by exact diagonalization studies on small systems which show a unique steady state being the mixture of the identified states. Therefore, we identify a crucial deviation from the mean field predictions of a pure state phase transition [108].

### 5.3 Large dissipation regime: towards the fully mixed state

The deviations from the mean field predictions become even more prominent in the regime of strong dissipation [108]. In this regime, we can employ the many-body adiabatic elimination approach with the kinetic energy as a perturbation [109]. As we saw in Eq. (4.17) in Sec. 4.2 the steady state for finite interaction is given by

$$
\begin{equation*}
\rho_{\text {mix }}=\frac{1}{\mathcal{N}} \sum_{\left\{n_{i}\right\}}\left|\alpha(\Delta), n_{1}, \ldots, n_{L}\right\rangle\left\langle\alpha(\Delta), n_{1}, \ldots, n_{L}\right|, \tag{5.4}
\end{equation*}
$$

[109]. The sum runs over all possible density configurations $\left\{n_{i}\right\}$ with $\mathcal{N}$ the total number of atomic configurations, and the coherent state is set by $\alpha(\Delta)=\frac{\Omega}{\delta-i \Gamma / 2} \Delta$, where the value $\Delta$ is set by $\left\{n_{i}\right\}$. This state, $\rho_{\text {mix }}$, is very distinct from the mean field state and is fully mixed in the atomic sector. This very distinct nature of the steady state is also reflected in the physical observables. $\rho_{\text {mix }}$ has a zero expectation value of the cavity field, $\langle a\rangle=0$, capturing the weak


Figure 5.5: (a) The scaled photon number, $\left\langle a^{\dagger} a\right\rangle / N$ and the averaged contrast of the density-density correlation, $\frac{1}{L-2} \sum_{j}\left(\left\langle n_{j} n_{j+2}\right\rangle-\left\langle n_{j} n_{j+1}\right\rangle\right)$, as a function of $\hbar \Gamma / J$ using tMPS, mean-field (MF) and many-body adiabatic elimination (AE). (b)-(c) The full photon number distribution, $p_{n}=\operatorname{tr}(\langle n| \rho|n\rangle)$ for (b) $\hbar \Gamma / J=7.5$ and (c) $\hbar \Gamma / J=10$. The insets present the corresponding Q-function determined by tMPS. The parameters are chosen to be $L=10, N=5, \hbar \Omega \sqrt{N} / J=4.47, \hbar \delta / J=2, U / J=2$ © 2019 American Physical Society, panels (a)-(c) published in [108].
$\mathbb{Z}_{2}$ symmetry of the system [109], but has a finite expectation value of the photon number. The average photon number for the state $\rho_{\text {mix }}$ is given by

$$
\begin{equation*}
\left\langle a^{\dagger} a\right\rangle=\sum_{\Delta} \frac{(\Omega \sqrt{N})^{2}}{\delta^{2}+\Gamma^{2} / 4} \frac{c_{\Delta}}{\mathcal{N}} \frac{\Delta^{2}}{N}, \tag{5.5}
\end{equation*}
$$

where the sum is taken over the set $\Delta \in\{-N,-N+2, \ldots, N-2, N\}$ and $c_{\Delta}$ being the number of states with a certain imbalance $\Delta$, given by

$$
\begin{equation*}
c_{\Delta}=\binom{\frac{1}{2}(L+N+\Delta)-1}{\frac{1}{2}(N+\Delta)}\binom{\frac{1}{2}(L+N-\Delta)-1}{\frac{1}{2}(N-\Delta)} . \tag{5.6}
\end{equation*}
$$

In the following, we attribute the strong deviations from the mean field state to the admixture of states which correspond to more and more defects until in the limit of very large


Figure 5.6: The dependence of the scaled photon number $\left\langle a^{\dagger} a\right\rangle / N$, on $1 / L$. The parameters used are $N=L / 2$ particles, $\hbar \Gamma / J \in\{10,11,12,13\}, \hbar \delta / J=2, U / J=2$ and $\hbar \Omega \sqrt{N} / J=4.47$. The behavior is consistent with a $L^{-1}$ scaling of $\left\langle a^{\dagger} a\right\rangle / N$. In the inset we have the dependence of the photon number, $\left\langle a^{\dagger} a\right\rangle$, on the system size, $L$, which seems to saturate at large $L$. ©2020 American Physical Society, published in [109]
dissipation $\Gamma$ the state $\rho_{\text {mix }}$ is reached. We can observe that for a large $\Gamma$ the photon number computed with tMPS deviates strongly from the mean field value, but matches fairly well with the value computed for $\rho_{\text {mix }}$ [Fig. 5.5(a)]. In particular, whereas the mean field approach predicts that at $\hbar \Gamma / J \approx 11.6$ a transition back to the normal phase occurs, we do not observe this transition, as the photon number remains finite in the numerical results [108, 109]. The very good agreement with the adiabatic elimination results can be also seen in the distribution of the photon number [Fig. 5.5(b)-(c)]. Where at $\hbar \Gamma / J=7.5$ still small deviations are present at low number states, the distribution for $\hbar \Gamma / J=10$ agrees almost perfectly. The Q-function no longer has two maxima at large $\Gamma$, plotted in the insets of Figs. 5.5(b)-(c), but only one maximum at $\alpha=0$ and a squeezed profile.

The same agreement of our numerical results and the many-body adiabatic elimination state can be seen in the staggered contrast of the density-density correlations. For $\rho_{\text {mix }}$ the contrast in the staggering vanishes. Increasing $\Gamma$, we see that the contrast of the numerical results approaches zero, Fig. 5.5(a). Thus, at large values of the photon losses, the self-organized steady state no longer resembles a staggered density wave state. It is a mixture with a contribution from many atomic and photonic states. The steady state, $\rho_{\text {mix }}$, is a mixture of separable states, thus, no entanglement is present between the photons and the atoms. However, the strong cavity-atoms coupling is reflected in the fact that in each of the pure states present in the mixture the cavity field is fully determined by the atomic density profile.

In the thermodynamic limit the adiabatic elimination state, $\rho_{\text {mix }}$, predicts that the scaled average photon number $\left\langle a^{\dagger} a\right\rangle / N$ goes to zero [109]. By plotting the scaled photon number $\left\langle a^{\dagger} a\right\rangle / N$ at a fixed filling $N / L$, Fig. 5.6, we can see that this quantity vanishes as $L^{-1}$ at large $L$. We observe a good agreement between $\rho_{\text {mix }}$ and the tMPS results for different system sizes regarding the scaling. This implies that even though the scaled photon density per atom is
finite for any finite size system, it goes to zero in the thermodynamic limit, $L \rightarrow \infty$. Thus, the many-body adiabatic elimination method tells us that in the thermodynamic limit at large dissipation strengths the system is no longer in a superradiant state with a finite $\left\langle a^{\dagger} a\right\rangle / N$, but in a state with an average number of zero photons and a fully mixed atomic sector [109]. This is very distinct to the normal state predicted by the mean field approach. Despite the fact that in both states the average photon number vanishes, the atomic part of the mean field state is a pure state and not the infinite temperature state.

Our findings presented so far rise the question regarding the nature of phase transition in the thermodynamic limit [108, 109]. In particular, our results suggest that the nature of this transition would not correspond to a zero-temperature phase transition, but that the transition would be dominated by the admixture of excited states. We will see in the following section that the phase transition has indeed a finite temperature character. Assuming a fast thermalization of the atoms, including the fluctuations on top of the cavity-atoms mean field decoupling leads to a finite temperature character of the phase transition [110].

### 5.4 Thermal fluctuations in the thermodynamic limit



Figure 5.7: Phase diagram as function of the dissipation strength $\Gamma$ and the coupling strength $\hbar \Omega \sqrt{N} / J$ for $\hbar \delta / J=2, U / J=2, N=L / 2$. The color and contour lines encode $\left\langle a^{\dagger} a\right\rangle / L$, which vanishes in the disordered phase and is finite in the self-organized phase. Remarkably, the photonic density, $\left\langle a^{\dagger} a\right\rangle / L$, reaches the universal value $3 / 8=0.375$ deep in the ordered phase due to a heating effect, see Eq. (5.8). The dashed line corresponds to the zero temperature mean field result of the threshold. The green lines mark the cuts through the phase diagram plotted in Fig. 5.8. Figure adapted from Ref. [110].

In this section, we want to characterize the nature of the admixture of the excited states which we identified in the previous sections. For this we employ the perturbation theory in the
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Figure 5.8: The dependence of the (a)-(b) photon number and (c)-(d) the effective temperature on the coupling strength and dissipation strength. The parameters considered are for $U / J=2, \hbar \delta / J=2$, $N=L / 2, \hbar \Omega \sqrt{N} / J=4.47$ and $\hbar \Gamma / J=1$. We compare the results of our mean field with thermal fluctuations approach with the numerical exact tMPS results and the zero temperature mean field. The vertical dashed line corresponds to the transition threshold computed with the mean field with thermal fluctuations approach. Figure adapted from Ref. [110].
fluctuations on top of the mean field decoupling, which we developed in Sec. 4.3 [110]. In this approach we obtain that the photons are in a coherent state and we assume that the atoms in a thermal state

$$
\begin{equation*}
\rho_{\text {thermal }}=|\alpha(\Delta)\rangle\langle\alpha(\Delta)| \cdot \exp \left\{-H_{\mathrm{a}}(\alpha) / k_{B} T\right\}, \tag{5.7}
\end{equation*}
$$

where the cavity field and the temperature of the atoms are determined self-consistently from the perturbative equations of motion (see Sec.4.3). One can observe that for $T \rightarrow 0$ one recovers the mean field state (see Sec. 2.1). In the following, we will refer to the mean field approach as the zero temperature mean field to avoid confusion.

We start by analyzing how the phase diagram changes within the mean field with thermal fluctuations approach, as presented in Fig. 5.7. In the normal phase the photon number vanishes. Once we go above the threshold, $\Omega \sqrt{N}>\Omega_{c} \sqrt{N}$, to the self-organized phase the photon density, $\left\langle a^{\dagger} a\right\rangle / L$, grows proportional to $\Omega \sqrt{N}-\Omega_{c} \sqrt{N}$ close to the transition. Surprisingly, we
find that the photon density saturates for large coupling strengths, $\Omega \sqrt{N} \rightarrow \infty$. Analytically, we see that deep in the superradiant phase the effects of heating compensate exactly the increase due to a higher coupling strength in the photon number [110]

$$
\begin{equation*}
\frac{\left\langle a^{\dagger} a\right\rangle}{L} \approx \frac{1}{2} n(1+n) \quad \text { for } \Omega \sqrt{N} \rightarrow \infty \tag{5.8}
\end{equation*}
$$

such that the photon density acquires a universal value which only depends on the atomic density. For the parameters used in Fig. 5.7 we considered a density of $n=1 / 2$ and, therefore, we obtain $\left\langle a^{\dagger} a\right\rangle / L=3 / 8$. In contrast, the zero-temperature mean field theory predicts a photon number which grows quadratically with the coupling strength.

One other important deviation from the zero-temperature mean field that we observe in Fig. 5.7 is the different position of the transition threshold. We see that the critical coupling $\Omega_{c} \sqrt{N}$ deviates stronger from the zero temperature mean field prediction (white dashed line) as we increase the dissipation strength $\Gamma$. This explains why in the previous section we did not observe the phase transition at the value predicted by the zero-temperature mean field (see Fig. 5.5). Analytically, it can be obtaned from a high-temperature expansion for large $\Gamma$ or $\delta$ that [110]

$$
\begin{equation*}
\Omega_{c} \sqrt{N} \approx \frac{\delta^{2}+(\Gamma / 2)^{2}}{\delta \sqrt{8 n(1+n)}} \quad \text { for } \hbar \Gamma \gg J, U \text { or } \hbar \delta \gg J, U . \tag{5.9}
\end{equation*}
$$

Within the zero-temperature mean field approximation, in contrast, the critical coupling is predicted to grow proportional to $\sqrt{1+\frac{\Gamma^{2}}{4 \delta^{2}}}$ instead.

In the following, we look at two cuts through the phase diagram in Fig. 5.8 [110], the parameters correspond to the two green lines in Fig. 5.7 and to the parameter sets used in Sec. 5.2 and Sec. 5.3. The photon density and the effective atomic temperatures are shown in Fig. 5.8. Upon increasing the coupling strength in the mean field with thermal fluctuations approach [see Fig. 5.8 (a)], a finite photon number $\left\langle a^{\dagger} a\right\rangle / L$ arises for above a critical value, which signals a transition to the self-organized phase. If we compare the behavior with the $T=0$ mean field the increase of $\left\langle a^{\dagger} a\right\rangle$ is strongly suppressed for large couplings. The reason is the strong increase of the effective temperature in the ordered phase shown in Fig. 5.8 (c). Note that $T$ is finite at the critical value of the coupling and even below the transition threshold the fluctuations beyond mean field induce a temperature of $k_{B} T / J \approx 1$.

The strong influence of the temperature is very evident also when we study the transition as a function of dissipation strength, in Fig. 5.8 (b) and (d). For the considered parameters, the transition to the self-organized states is considerably shifted from approximately $\hbar \Gamma / J \approx 12$ for the $T=0$ result to $\hbar \Gamma / J \approx 8$ for the finite temperature mean-field method.

We compare the results of the mean field with thermal fluctuations approach with our numerical exact tMPS calculation for system sizes up to $L=14$ [108-110]. Close to the transition thresholds, we find a very good agreement between the two methods, which further strengthens our previous findings that in tMPS results excited states play an important role in the steady
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state. We can also extract an effective temperature from our tMPS result, as discussed in Appendix B, which reproduces in Fig. 5.8 (d) the characteristic minimum of $T(\Gamma)$ at the transition threshold, and the scaling at large $\Gamma$.

We observe that deep in the self-organized phase, for large $\Omega$, or small $\Gamma$, we find deviations between the tMPS results and the mean field with thermal fluctuations approach. We attribute these to the fact that the mean field method characterizes the steady state in the thermodynamic limit and our tMPS results are obtained for a finite system size and time [109, 110]. As we saw in Sec. 3.2.4 as we increase the system size the photon density in the tMPS results decreases, thus we expect that for larger system sizes the agreement would become better. We note that as we consider the exact coupling in the tMPS method for any finite system size fluctuations which go beyond the ones considered in the perturbation theory on top of the mean field could play an important role at long times.

In important limits it is possible to calculate the steady-state temperature analytically, their derivation can be found in Ref. [110], and it is given by

$$
k_{B} T \approx \begin{cases}\frac{\hbar \delta}{\ln \left(1+\Gamma_{0} / \Gamma\right)} & \text { for } \hbar \Gamma \ll \hbar \delta, J, U  \tag{5.10}\\ \frac{\hbar(\Gamma / 2)^{2}+\hbar(2 \lambda \Omega \sqrt{N}-\delta)^{2}}{4 \delta} & \text { for } \hbar \Omega \sqrt{N} \lambda \gg J, U \text { or } \hbar \delta \gg J, U \\ \frac{\hbar \kappa^{2}}{\delta} & \text { for } 0<\hbar \delta \ll \hbar \Gamma, J, U\end{cases}
$$

with

$$
\begin{align*}
& \Gamma_{0}=\frac{2 \pi \delta \operatorname{Im} \chi^{R}(\delta)}{\int_{0}^{\infty} d \omega \frac{\omega}{(\omega+\delta)^{2}} \operatorname{Im} \chi^{R}(\omega)} \\
& \kappa^{2}=\frac{\int \frac{\omega d \omega}{\omega^{2}+(\Gamma / 2)^{2}} \operatorname{Im} \chi^{R}(\omega)}{\int \frac{\omega d \omega}{\left(\omega^{2}+(\Gamma / 2)^{2}\right)^{2}} \operatorname{Im} \chi^{R}(\omega)}, \tag{5.11}
\end{align*}
$$

where $\chi^{R}(\omega)$ is the retarded correlation function of the imbalance operator $O$, Eq. (4.38). These analytical expression can give an intuition on the behavior of the temperature shown in Figs. 5.8 (c)-(d). Thus, the strong increase of $T$ in the ordered phase, Fig. 5.8(c), is mainly driven by the increase of coupling strength, second line of Eq. (5.10). If we go to lower values of $\Gamma$, Fig. 5.8 (d), $T$ first decreases as $T \sim \Gamma^{2}$ in this regime. Then it increases again because the cavity field, $\lambda=\left\langle a+a^{\dagger}\right\rangle$, grows rapidly in the ordered phase. In the limits of large detuning, $\delta$, and large dissipation strength, $\Gamma$, we find similar scalings as in previous semiclassical approaches [194196]. Finally, for $\hbar \Gamma \lesssim J$ and $\hbar \delta=U$, a strong drop of the temperature can be seen, associated with a strong increase of photon number.

Thus, we have obtained in this section that the fluctuations in the atoms-cavity coupling determine a large temperature for the atoms throughout the phase diagram. The large temperature implies important deviations compared to the zero-temperature mean field approach. In particular, when the fluctuations effects are included, the self-organization phase transition has a finite temperature character.

### 5.5 Short summary

In summary, we performed the full quantum time-evolution towards the many-body steady state of a chain of interacting bosonic atoms coupled to an optical cavity. Our results show that by including the coupling between the atomic degrees of freedom and the photonic field the long time state of the system exhibits important deviations from the zero-temperature mean field approach. We observe that in the self-organized phase the steady state consists of a mixture of the mean field predicted density wave states and excited state with defects which reduce the density imbalance. Other states without density ordering become more prominent in the mixture as we increase the dissipation strength, such that in the large $\Gamma$ limit the atomic sector becomes fully mixed, but with a strong coupling between the atomic and the photonic sector Furthermore, we have shown that in the thermodynamic limit the unique steady state solution can be obtained only when fluctuations effects beyond the mean field decoupling are taken into account. When the timescale for thermalization is shorter than the timescale for heating or cooling by the fluctuations of the cavity field the state of the particles can be described by an effective temperature. We obtain that for most parameters that we consider the effective temperature is large in the steady state.

Our results question the picture established by zero-temperature mean field theories which assume pure state transitions and replaces it by transitions of a mixed state character, occurring at a finite temperature in the atomic sector. We expect that many of our findings remain unaffected if instead of one-dimensional interacting bosons higher-dimensional realizations of our model [70, 71] are considered.

As the deviations from the zero-temperature mean field are consistent for a wide range of parameters, we verified that in the experimental parameter regimes of the current realizations, Refs. [70-72, 87], the predicted mixed character of the transition and steady states occurs. Thus, one can think about what are the signatures of these mixed states in the experimental measurements. A first sign of the mixed state transitions would be the observation of single experimental runs which stabilize at different photon numbers. By having access to the photon number distributions via the photons leaking out of the cavity one could observe the deviations. In particular, for $\rho_{\text {mix }}$ the second order correlation function, $g^{(2)}(0)$, has large values, $g^{(2)}(0)>2$, showing the importance of fluctuations in this regime. However, in order to correctly identify the mixed state character the measurement of an additional observable in the atomic sample is required, like the direct measurement of the even-odd-site imbalance, or the density-density correlations of the atoms. This can by now be measured in optical lattice experimental setups in the absence of a cavity and we expect that our findings motivate the experiments to implement this in the atoms coupled to cavity setups. Recent experiments have also analyzed the dynamics of atoms-cavity coupled systems by monitoring in real time the photons leaking out of the cavity [72, 89, 197-200].

## Chapter

# Symmetry effects in many-body self-organization in a cavity: breaking a strong symmetry 

Symmetries play a key role in classifying and unifying the physics occurring in different microscopic systems. One of the famous examples is the universal behavior which arises at (quantum) phase transitions. This universality implies an independence from the microscopic details of the system, such that the behavior of the system can be classified by the symmetries which are spontaneously broken at the transition [2]. In a Hamiltonian system, each symmetry implies a conservation law. This has the crucial consequence for the dynamics of the system, as the long time state remembers the initial conditions. Furthermore, the conservation laws need to be considered in the construction of thermal ensembles [201]. The ensemble taking these conservation laws into account has been called the generalized Gibbs ensemble [202].

Surprisingly, in contrast to the case of closed systems, for open systems described by the dissipative Lindblad master equations $\frac{\partial}{\partial t} \rho=\mathcal{L}(\rho)$, where $\rho$ is the density matrix and $\mathcal{L}$ the Liouvillian, a symmetry of the Liouvillian does not always imply a conserved quantity and multiple steady states [115, 117]. Let the Hermitian operator $\mathcal{O}$ be the generator of the symmetry $\mathcal{U}=\exp (i \phi \mathcal{O})$, with real $\phi$. If the symmetry operator satisfies the condition

$$
\begin{equation*}
\mathcal{L}\left(\mathcal{U} \rho \mathcal{U}^{\dagger}\right)=\mathcal{U} \mathcal{L}(\rho) \mathcal{U}^{\dagger} \tag{6.1}
\end{equation*}
$$

we have only a so-called weak symmetry. The weak symmetry condition implies a block structure of Liouvillian with different symmetry sectors, but it is not sufficient to imply the existence of a conserved quantity or multiple steady states. This is in contrast to the Hamiltonian case. Additionally we need that the generator of the symmetry $\mathcal{O}$ is commuting with both the Hamiltonian and all jump operators $L_{m}$

$$
\begin{equation*}
[\mathcal{O}, H]=\left[\mathcal{O}, L_{m}\right]=0, \tag{6.2}
\end{equation*}
$$

then a so-called strong symmetry exists which implies conservation laws. For a strong sym-
metry, in each symmetry sector resulting from the block diagonalization at least one steady state exists. Thus, this gives a lower bound on the number of steady states. Furthermore, the quantity $\langle\mathcal{O}\rangle=\operatorname{tr}(\rho O)$ is conserved,

$$
\begin{equation*}
\frac{\partial}{\partial t}\langle\mathcal{O}\rangle=0 \tag{6.3}
\end{equation*}
$$

In recent years a significant amount of work has been devoted to go beyond the typical situation of a unique steady state in experimentally relevant systems that can be described by a Lindblad master equation. Such experimental setups are very frequent in the area of quantum optics and solid state systems coupled to light. This effort led to the study of the coexistence of several steady states in such Lindblad systems [203-215]. In this context, the phenomena of bi-/meta-stability have been investigated in various systems [72, 212, 216-224]. Additionally, experiments tried to identify the coexistence of phases by the phenomenon of intermittency [210-212, 222, 225]. Intermittency implies the random switching between two distinct experimental measurement outputs in a single experimental run. However, one has to take care concerning the interpretation of the occurrence or absence of intermittency, as we will also see in this chapter. A system with a unique steady state can show intermittency if the measurement targets different diagonal components as, e.g., shown for the stochastic unravelling for the system considered in Chap. 5 [108]. Even if we have multiple steady states intermittency can be absent if the timescale for the transition between the states diverges, or in the case of disconnected multiple steady states. The latter can occur due to the presence of a strong symmetry [226].

Furthermore, by employing the symmetries of the system steady states with exotic properties have been constructed, such as steady states with $\eta$-pairing correlations [153], states with enhanced currents [227, 228], or in weakly driven systems [229]. Recently, the consequences of the weak and strong symmetries in open systems were also discussed in the context of error correction for quantum information theory [230].

We investigate in this chapter the effects of the presence of a strong symmetry on the manybody self-organization phenomena of a quantum bosonic gas coupled to a dissipative cavity (see Sec. 2.1). In this chapter, we follow the results we presented in Ref. [111]. In this work, I performed the tMPS numerical simulations and extended the many-body adiabatic elimination approach to atoms-cavity system for strong symmetries.

In Sec. 6.1 we identify the strong symmetry present in the considered system and its generators. In Sec. 6.2 we extend the many-body adiabatic elimination framework which we presented in Chap. 4 in the presence of the strong symmetry. Next, we show in Sec. 6.3 how the symmetry can lead to the occurrence of multiple dissipative phase transitions in the different symmetry sectors. Additionally, in Sec. 6.4 we show the absence of intermittency, the dissipative freezing phenomena [226], in the presence of the strong symmetry in single trajectories obtained by the stochastic unravelling of the master equation. We find that this behavior of the absence of intermittency can approximately survive for an intermediate time when adding a small symmetry breaking term in Sec. 6.5. Whereas for a larger symmetry breaking term the different symmetry sectors are no longer a good description of the system. We further investigate in Sec. 6.5 how
in the situation of the weak breaking of the strong symmetry by an additional term in the Liouvillian the unique steady state is recovered. Thus, the weak breaking causes a drastic response of the system and we analyze the timescales associated to the process of reaching the steady state.

### 6.1 Symmetries of the model

In this chapter, we consider the model which we introduced in Sec. 2.1, of ultracold bosons confined to a one-dimensional chain coupled to a single cavity mode and transversely pumped with a standing-wave laser beam $[108,111]$. As we have already seen in the previous chapters, the dynamics of the coupled cavity-atom system is described by the Lindblad equation in which the excited internal state of the atoms is adiabatically eliminated [ $56,65,100,108,111,114$ ]

$$
\begin{equation*}
\frac{\partial}{\partial t} \rho=\mathcal{L}(\rho)=-\frac{i}{\hbar}[H, \rho]+\frac{\Gamma}{2}\left(2 a \rho a^{\dagger}-a^{\dagger} a \rho-\rho a^{\dagger} a\right) \tag{6.4}
\end{equation*}
$$

where $\mathcal{L}(\rho)$ is the Liouvillian. The bosonic operators $a$ and $a^{\dagger}$ are the annihilation and creation operators for the photon mode of the cavity and $\Gamma$ the dissipation strength. We consider the losses from the cavity due to the imperfections of the mirrors described by the dissipator. Compared to the previous chapter we give now the Hamiltonian in the atomic momentum basis [65, 100, 101]

$$
\begin{align*}
H_{0} & =H_{\mathrm{c}}+H_{\mathrm{kin}}+H_{\mathrm{ac}},  \tag{6.5}\\
H_{\mathrm{c}} & =\hbar \delta a^{\dagger} a, \\
H_{\mathrm{ac}} & =-\hbar \Omega\left(a+a^{\dagger}\right) \sum_{k} b_{k}^{\dagger} b_{k+\pi(\bmod 2 \pi)}, \\
H_{\mathrm{kin}} & =-2 J \sum_{k} \cos (k) b_{k}^{\dagger} b_{k}, \\
H_{\mathrm{int}} & =\frac{U}{2} \sum_{j} n_{j}\left(n_{j}-1\right) .
\end{align*}
$$

The cavity mode is described by the first term in $H_{0}$, in the rotating frame of the pump beam, where $\delta=\omega_{c}-\omega_{p}$ is the detuning between the cavity mode and the transverse pump beam. The operators $b_{k}$ and $b_{k}^{\dagger}$ are the bosonic annihilation and creation operators of the atoms with the unitless momentum $k_{j}=\frac{2 \pi j}{L}$ and $j=1, \ldots, L$, assuming periodic boundary conditions. We note that in the results presented we considered open boundary conditions, the model and its symmetries for open boundary conditions are given in Appendix C. $L$ denotes the number of sites of the bosonic chain and the total number of bosons is $N$. The second term gives the coupling between the atoms and the cavity field, introducing a coupling between the momentum $k$ and $k+\pi(\bmod 2 \pi)$. These two momenta are coupled due to the periodicity of cavity mode, which has twice the periodicity of the lattice spacing of the chain. The last term describes the kinetic energy of the atoms along the chain with the tunneling amplitude $J$. The repulsive on-site interactions of strength $U \geq 0$ are written in position basis in the term $H_{\text {int }}$, where $j$
denotes the site of the chain and $n_{j}$ the atomic density.
We can observe in Eq. (6.5) that in the non-interacting case, $U=0$, only transitions between the occupation of the momenta $k$ and $k+\pi(\bmod 2 \pi)$ of the atoms are possible. This implies that in the single particle case $L / 2$ independent symmetry sectors exist, each spanned by the momentum states $\left|k_{j}\right\rangle$ and $\left|k_{j}+\pi(\bmod 2 \pi)\right\rangle, j=1, \ldots, L / 2$. These correspond to a strong symmetry, which has as generator the atomic number operators in each symmetry sector

$$
\begin{equation*}
\mathcal{O}_{k_{j}}=b_{k_{j}}^{\dagger} b_{k_{j}}+b_{k_{j}+\pi(\bmod 2 \pi)}^{\dagger} b_{k_{j}+\pi(\bmod 2 \pi)} \tag{6.6}
\end{equation*}
$$

and their average values are conserved quantities, $m_{k_{j}}=\left\langle\mathcal{O}_{k_{j}}\right\rangle$. Due to the strong symmetry, already for a single particle multiple steady states exist.

In the case of $N$ atoms, the symmetry sectors can be constructed from the different combinations in which one can arrange the atoms in the single particle sectors. Thus, we label each symmetry sector by $K \equiv\left(m_{k_{1}}, \ldots, m_{k_{i}}, \ldots, m_{k_{L / 2}}\right)$, with $\sum_{i=1}^{L / 2} m_{k_{i}}=N$. Even though the atoms can be arranged independently in the single particle sectors, they are coupled via the photon field.

### 6.2 Many-body adiabatic elimination with a strong symmetry

In Chap. 4 we described the many-body adiabatic elimination framework in the presence of interactions, which we used in Chap. 5 to determine the phase diagram of steady states in this case [108-110]. Now we want to see how these approaches change in the presence of a strong symmetry, when the dynamics decomposes in different symmetry sectors [111].

As a short reminder of Chap. 4, we decompose the Liouvillian as $\mathcal{L}=\mathcal{L}_{0}-\frac{i}{\hbar}\left[H_{\nu}, \cdot\right]$ into an unperturbed Linbladian $\mathcal{L}_{0}$ and a perturbative contribution given by $H_{\nu}$. We have seen that this approach captures the effective dynamics of the density matrix in the decoherence free subspace of $\mathcal{L}_{0}$. The resulting effective dynamics in the decoherence free subspace is given by [109, 111, 164, 165, 167, 168]

$$
\begin{equation*}
\frac{\partial}{\partial t} \rho^{0}=\mathcal{L}_{0} \rho^{0}+\frac{1}{\hbar^{2}} P_{0}\left[H_{\nu}, \mathcal{L}_{0}^{-1} P_{1}\left[H_{\nu}, \rho^{0}\right]\right] \tag{6.7}
\end{equation*}
$$

where $\rho^{0}$ lies in the decoherence free subspace of $\mathcal{L}_{0}$ and $P_{0}$ and $P_{1}$ are the projectors onto the decoherence free subspace and the first excited subspace, respectively. In the following, we show the results of this approach in the presence of the strong symmetry [111]. In 6.2.1 we consider the perturbation as the fluctuations around the mean-field theory and in 6.2.2 the perturbation is the kinetic term of the atoms.

### 6.2.1 Mean field decoupling with thermal fluctuations

In the following, we follow the approach introduced in Ref. [110] and described in Sec. 4.3 for interacting particles, to deal with the non-interacting case [111]. First, we perform a mean field decoupling of the term coupling the cavity and the atoms, $H_{\mathrm{ac}}$, and only consider the fluctuations in the coupling as the perturbation in the many-body adiabatic elimination derivation
of the effective equations of motion. This gives

$$
\begin{align*}
\mathcal{L}_{0} & =-\frac{i}{\hbar}\left[H_{c}+H_{\mathrm{kin}}+H_{\mathrm{ac}}^{\mathrm{MF}}, \cdot\right]+\mathcal{D}(\cdot)  \tag{6.8}\\
H_{\nu} & \equiv \delta H_{\mathrm{ac}}
\end{align*}
$$

where $\mathcal{D}(\rho)=\frac{\Gamma}{2}\left(2 a \rho a^{\dagger}-a^{\dagger} a \rho-\rho a^{\dagger} a\right)$, and

$$
\begin{align*}
& H_{\mathrm{ac}}^{\mathrm{MF}}=-\hbar \Omega\left(\alpha+\alpha^{*}\right) \sum_{k} b_{k}^{\dagger} b_{\pi-k}-\hbar \Omega\left(a+a^{\dagger}\right) \Delta  \tag{6.9}\\
& \delta H_{\mathrm{ac}}=-\hbar \Omega\left(a+a^{\dagger}-\alpha-\alpha^{*}\right)\left[\sum_{k} b_{k}^{\dagger} b_{\pi-k}-\Delta\right]
\end{align*}
$$

As we have seen in Sec. 2.1 the mean field value $\alpha=\langle a\rangle$ depends on the mean field value of the imbalance $\Delta$,

$$
\begin{align*}
& \alpha(\Delta)=\frac{\Omega}{\delta-i \Gamma / 2} \Delta  \tag{6.10}\\
& \Delta=\sum_{j=1}^{L / 2}\left\langle\mathcal{O}_{k_{j}}\right\rangle=\sum_{j}(-1)^{j}\left\langle n_{j}\right\rangle .
\end{align*}
$$

At the mean field level the atomic and photonic contributions decouple beside the selfconsistent determination of the parameters. Thus, an arbitrary state in the decoherence free subspace of $\mathcal{L}_{0}$ is given by $[110,111]$

$$
\begin{equation*}
\rho=|\alpha(\Delta)\rangle\langle\alpha(\Delta)| \cdot \rho^{b}, \text { with } \rho^{b}=\sum_{n, m} c_{n, m}|n(\alpha)\rangle\langle m(\alpha)|, \tag{6.11}
\end{equation*}
$$

where $|n(\alpha)\rangle$ are eigenstates of the atomic mean field Hamiltonian $H_{a}=H_{\mathrm{kin}}+H_{\mathrm{ac}}^{\mathrm{MF}}$ and the cavity is in a coherent state. If we plug in $\rho$ given by Eq. (6.11) in Eq. (6.7) we obtain the equation of motion for the entries $c_{n, m}$ of the density matrix, as we obtained in Sec. 4.3. In order to obtain a substantial simplification, we generalize the thermal Ansatz introduced in Ref. [110] and given in Sec. 4.3. However, in the considered non-interacting case, we cannot assume that the atomic sector thermalizes as a whole, as we only have cavity mediated interactions. But we can make the assumption that the particles in each single particle symmetry sector can thermalize, such that the behavior in each single particle sector will be described by an effective inverse temperature $\beta_{j}$ associated with this sector [111], i.e.

$$
\begin{gather*}
\rho^{b} \sim \prod_{j=1}^{L / 2} \exp \left[-\beta_{j} H_{a}\left(k_{j}, \pi-k_{j}\right)\right], \text { where }  \tag{6.12}\\
H_{a}\left(k_{j}, \pi-k_{j}\right)=-\hbar \Omega\left(\alpha+\alpha^{*}\right)\left(b_{k_{j}}^{\dagger} b_{\pi-k_{j}}+b_{\pi-k_{j}}^{\dagger} b_{k_{j}}\right)-2 J \cos \left(k_{j}\right)\left(b_{k_{j}}^{\dagger} b_{k_{j}}-b_{\pi-k_{j}}^{\dagger} b_{\pi-k_{j}}\right) .
\end{gather*}
$$

This implies that, for the sectors chosen below in Fig. 6.1, the state from the symmetry sector $\left(m_{k_{1}}=5\right)$ is described by a single temperature as all particles are in the single particle sector with momentum $k_{1}$, but the state from the symmetry sector ( $m_{k_{2}}=3, m_{k_{4}}=2$ ) is described by two temperatures as we have 3 particles in the single particle sector with momentum $k_{2}$ and 2 particles in the single particle sector with momentum $k_{4}$.

This procedure, together with the Ansatz given in Eq. (6.12), is analogous to considering the case of conservation laws in closed systems, which are described by generalized Gibbs ensembles [201,202]. Let us note that a generalized Gibbs ensemble was previously used to describe weakly open systems in the presence of approximate conservation laws in Ref. [229].

We have reduced our problem of computing the density matrix to the determination of a smaller number of parameters, the inverse temperatures $\beta_{j}$. For this it is enough to consider the equations of motion of a reduced number of observables. Thus, we describe the steady state of the system with the temperatures for which the Ansatz given by Eqs. (6.11)-(6.12) satisfies the equations

$$
\begin{equation*}
\left\langle\frac{\partial}{\partial t} H_{a}\left(k_{j}, \pi-k_{j}\right)\right\rangle=0 \tag{6.13}
\end{equation*}
$$

for all momenta $k_{j}$ and the mean field self-consistency condition Eq. (6.10).

### 6.2.2 Perturbation in kinetic energy

In this section, we consider the perturbation to be given by the kinetic energy, $H_{\nu} \equiv H_{\text {kin }}$, as we saw in Sec. 4.2 this approach is valid in the regime $\hbar \Gamma \gg \hbar \Omega, \hbar \delta \gg J$ and we have that $\mathcal{L}_{0}$ is given by $[109,111]$

$$
\begin{equation*}
\mathcal{L}_{0}=-\frac{i}{\hbar}\left[H_{c}+H_{\mathrm{ac}}, \cdot\right]+\mathcal{D}(\cdot), \tag{6.14}
\end{equation*}
$$

where we considered non-interacting atoms, with $\mathcal{D}(\rho)=\frac{\Gamma}{2}\left(2 a \rho a^{\dagger}-a^{\dagger} a \rho-\rho a^{\dagger} a\right)$ the dissipator.

In Sec. 4.2 we obtained that states of the form $\rho=|\alpha(\Delta) ; \Delta, u\rangle\left\langle\alpha\left(\Delta^{\prime}\right) ; \Delta^{\prime}, u^{\prime}\right|$ with $\Delta=\Delta^{\prime}$ lie in the decoherence free subspace of $\mathcal{L}_{0}$, and that the contributions which are coupled to the decoherence free subspace via the perturbation $H_{\text {kin }}$ come from the excited subspaces spanned by the states in which $\Delta=\Delta^{\prime} \pm 2$. In the case with finite interactions the mixed state given by [109]

$$
\begin{equation*}
\rho_{\text {mix }}=\frac{1}{\mathcal{N}} \sum_{\left\{n_{j}\right\}}\left|\alpha(\Delta) ; n_{1}, \ldots, n_{L}\right\rangle\left\langle\alpha(\Delta) ; n_{1}, \ldots, n_{L}\right| \tag{6.15}
\end{equation*}
$$

was a steady state of the system. Here $\mathcal{N}$ is the number of ways one can arrange $N$ identical particles in $L$ sites, $\mathcal{N}=\binom{L+N-1}{N}$.

As we are now in the non-interacting case with the momentum labeling the different symmetry sectors, we need to initially restrict ourselves to a certain symmetry sector. In the fol-
lowing, we first compute the steady state of one particle in a certain symmetry sector and, afterwards, generalize this result to the case of $N$ particles in a certain many-body symmetry sector. We consider a single particle in the symmetry sector $K=\left(m_{k}=1\right)$, in this situation the steady state is given by [111]

$$
\begin{equation*}
\rho_{k, \mathrm{st}}=\sum_{i, j \text { odd }} \sin (k i) \sin (k j)|-\alpha ; i\rangle\langle-\alpha ; j|+\sum_{i, j \text { even }} \sin (k i) \sin (k j)|\alpha ; i\rangle\langle\alpha ; j| . \tag{6.16}
\end{equation*}
$$

The derivation of the steady states for the one particle and two particles cases can be found in Appendix C. We can observe that this state has a fully mixed atomic sector in the momentum basis.

If we generalize the one and two particle steady states (see Appendix C) to the $N$ particle case, we obtain that for $N$ particles the steady state will also be the fully mixed state in the different symmetry sectors. For the $N$ particle case the symmetry sectors can be constructed from different combinations in which one can arrange the particles in the single particle sectors. Thus, the state with a fully atomic sector for $N$ particles distributed in the $L / 2$ single particle sectors, $K=\left(m_{k_{1}}, \ldots, m_{k_{i}}, \ldots, m_{k_{L / 2}}\right)$, is given by [111]

$$
\begin{gather*}
\rho_{\mathrm{K}, \mathrm{st}}=\frac{1}{\mathcal{N}_{0}} \sum_{i_{1}=0}^{m_{k_{1}}} \cdots \sum_{i_{L / 2}=0}^{m_{k_{L / 2}}}\left|n_{k_{1}}=i_{1}, n_{\pi-k_{1}}=m_{k_{1}}-i_{1} ; \cdots ; n_{k_{L / 2}}=i_{L / 2}, n_{\pi-k_{L / 2}}=m_{k_{L / 2}}-i_{L / 2}\right\rangle \\
\left\langle n_{k_{1}}=i_{1}, n_{\pi-k_{1}}=m_{k_{1}}-i_{1} ; \cdots ; n_{k_{L / 2}}=i_{L / 2}, n_{\pi-k_{L / 2}}=m_{k_{L / 2}}-i_{L / 2}\right| \tag{6.17}
\end{gather*}
$$

with

$$
\begin{aligned}
\mid n_{k_{1}}=i_{1}, n_{\pi-k_{1}}= & \left.m_{k_{1}}-i_{1} ; \cdots ; n_{k_{L / 2}}=i_{L / 2}, n_{\pi-k_{L / 2}}=m_{k_{L / 2}}-i_{L / 2}\right\rangle \equiv \\
\equiv \frac{1}{\mathcal{M}} \sum_{j_{1}^{1}, \ldots, j_{m_{k_{1}}}^{1}=0}^{L} \ldots & \sum_{j_{1}^{L / 2}, \ldots, j_{m_{m_{L / 2}}}^{L / 2}=0}^{L}\left[\sin \left(k_{1} j_{1}^{1}\right) \ldots \sin \left(k_{1} j_{m_{k_{1}}}^{1}\right)(-1)^{j_{i_{1}+1}+\ldots+j_{m_{k_{1}}}+\left(m_{k_{1}}-i_{1}\right)}\right] \times \cdots \\
& \times\left[\sin \left(k_{L / 2} j_{1}^{L / 2}\right) \ldots \sin \left(k_{L / 2} j_{m_{k_{L / 2}}}^{L / 2}\right)(-1)^{j_{i_{L / 2}}+1+\ldots+j_{m_{k_{L / 2}}}+\left(m_{k_{L / 2}}-i_{L / 2}\right)}\right] \times \\
& \times \sqrt{\left(n_{1}\right)!\ldots\left(n_{L}\right)!\left|\alpha(\Delta) ; j_{1}^{1}, \ldots, j_{m_{k_{1}}}^{1}, \ldots, j_{1}^{L / 2}, \ldots, j_{m_{k_{L / 2}}^{L 2}}^{L / 2}\right\rangle,}
\end{aligned}
$$

where $n_{k_{i}}$ is the number of particles with momentum $k_{i}, \mathcal{N}_{0}=\prod_{i=1}^{L / 2}\binom{m_{k_{i}}+1}{m_{k_{i}}}$, the positions of the $N$ particles are $j_{1}^{1}, \ldots, j_{m_{k_{1}}}^{1}, \ldots, j_{1}^{L / 2}, \ldots, j_{m_{k_{L} / 2}}^{L / 2}$, and $n_{i}$ is the occupation number of each site in real space and the even-odd imbalance is given by $\Delta=\sum_{p=1}^{m_{k_{1}}}(-1)^{j_{p}^{1}}+\ldots+$ $\sum_{p=1}^{m_{k_{L / 2}}}(-1)^{j_{p}^{L / 2}}$, and the normalization constant is

$$
\begin{equation*}
\mathcal{M}=\left(\frac{L+1}{2}\right)^{N / 2} \sqrt{\left(n_{k_{1}}\right)!\left(n_{\pi-k_{1}}\right)!\ldots\left(n_{k_{L / 2}}\right)!\left(n_{\pi-k_{L / 2}}\right)!} \tag{6.18}
\end{equation*}
$$

Thus, we have obtained that in each symmetry sector the steady state has a fully mixed atomic sector [111], which is very different in nature compared to the steady state $\rho_{\text {mix }}$ in the presence of interaction. In the following, we find that slightly breaking the strong symmetry can lead to drastic effects in the nature of the steady state.

### 6.3 Properties of the multiple steady states at $U=0$



Figure 6.1: The scaled photon number, $\left\langle a^{\dagger} a\right\rangle / N$, as a function of $\hbar \Omega \sqrt{N} / J$, for different symmetry sectors. We compare the values obtained with tMPS at $t J / \hbar=200$ with the generalized Gibbs ensemble within the mean field approach including thermal fluctuations. The parameters used are $L=10, N=5$, $\hbar \delta / J=2, U / J=0$, and $\hbar \Gamma / J=1$. At the dashed vertical line, the nature of the obtained steady states reaches from states with an empty cavity (red symbol/line) to the self-organized states (remaining ones). We note that not all possible symmetry sectors are depicted here. Figure adapted from Ref. [111].

We show in Fig. 6.1 the steady state diagram of the coupled atom cavity system using two different methods. The first method is the mean field decoupling of the atomic and the photonic sector considering the fluctuations as a perturbation together with the assumption that within each symmetry sector the atoms thermalize as described in Sec. 6.2.1 [110, 111]. For this approach we compute the photon number of the state given in Eq. (6.12).

The second approach is the time-dependent matrix product state (tMPS) method developed [109] for the numerically exact simulation of the time-evolution of the dissipative master equation, which we described in Sec. 3.2. For the time-evolution we have chosen the empty cavity and the ground state in a certain symmetry sector for the atoms as the initial state. Regarding the numerical parameters, the convergence of our results is sufficient for at least 500 quantum trajectories in the Monte Carlo sampling, the truncation error goal of $10^{-12}$, the time-step of $d t J=0.0125 \hbar$ for the parameters used in Fig. 6.1 and $d t J=0.00625 \hbar$ for the other parameters considered in the rest of the chapter, and an adaptive cutoff of the local Hilbert space of the photon mode between $N_{\text {pho }}=20$ and $N_{\text {pho }}=10$. The convergence behavior for the parameters considered in this chapter is similar to the one presented in Sec. 3.2.

### 6.4 Dissipative freezing

Both approaches give in each considered symmetry sector of the strong symmetry a transition from the empty cavity state to the self-organized state with finite cavity occupation as we increase the coupling strength. However, importantly, in each symmetry sector the transition takes place at distinct critical values of the coupling strength $\Omega_{c}$. This situation could be explained by the following argument: the self-organization transition in this model arises due to the competition between the ordering of the atoms in a density wave, which is induced by interaction with the photon mode, and the kinetic energy of the atoms. As the kinetic energy depends on the momentum of the atoms and in each symmetry sector the atoms have different momenta, this gives rise to a different critical values of the coupling strength for the transition.

Thus, even if we take the same physical parameters and a fixed coupling (see vertical line in Fig. 6.1) multiple steady states arise depending on the projection of the initial state to the symmetry sectors. Each steady state can have very different nature. We observe that it can occur that one sector is still in the disordered phase with an empty cavity, whereas another sector already is deep in the self-organized phase, with a finite cavity field. This is to be contrasted to the meta-stable states arising for the weak $\mathbb{Z}_{2}$ symmetry present in our system (see Sec. 2.1), which are connected to a unique steady state in the case of a finite system.

### 6.4 Dissipative freezing

As we presented in Sec. 3.2 in our numerical simulations we deal with the dissipation by the stochastic unraveling of the master equation with quantum trajectories [111]. This allows us to study the effect of the existence of a strong symmetry in a system described by a Liouvillian on the time evolution of the quantum trajectories. Recently, the existence of the phenomenon of 'dissipative freezing' was shown in such an analysis, for systems in which the Lindblad operator is proportional to the Hamiltonian $(H \propto L)$ [226]. Dissipative freezing is the phenomenon that single realizations of the quantum trajectories can break the strong symmetry. If a trajectory is purely in one symmetry sector, it will stay in that sector for the rest of the time evolution and, thus, obey the symmetry of the system. However, if one starts with an initial state such that a trajectory consists of a superposition with contributions from multiple symmetry sectors, each individual trajectory will randomly select one of the sectors and remain there for the rest of the evolution. Further, the trajectories will show no behavior of intermittency in between the different sectors. Thus, even though the expectation value of the generator of the symmetry given by Monte Carlo average is a conserved quantity, this is no longer true at the level of single trajectories. The single trajectories can break 'spontaneously' the strong symmetry of the model. This is an interesting effect which might have relevance in analyzing the single realizations of experiments. Furthermore, as the steady state is unique the interpretation of quantities measured in the quantum trajectory method which stabilize at different values does not imply different steady states.

In order to obtain further intuition in how the phenomenon of dissipative freezing occurs we look at the time-evolution of a single quantum trajectory. This is given by the following


Figure 6.2: Time evolution of $\mathcal{O}_{k}$ for the single quantum trajectories sampled in the Monte Carlo average for different interaction strengths $U$, with $k=k_{1}$ and $k=k_{4}$. The initial state consists in an equal superposition between states for the sectors ( $m_{k_{1}}=5$ ) and ( $m_{k_{1}}=1, m_{k_{2}}=1, m_{k_{3}}=1, m_{k_{4}}=1, m_{k_{5}}=1$ ). In each panel there are 1000 trajectories plotted, the black, or blue, curves represent the Monte Carlo average, either for the full set of trajectories, or averaged separately depending on the final value, we shade the interval of one standard deviation away from the average, with light blue for the full average and light gray for the separate averages. The parameters used are $L=10, N=5, \hbar \delta / J=2, \hbar \Omega \sqrt{N} / J=4.47$, and $\hbar \Gamma / J=15$. Figure adapted from Ref. [111].
time-evolution operator

$$
\begin{equation*}
U\left(t, t_{0}\right)=\frac{1}{\mathcal{M}} e^{-i \tilde{H}\left(t-t_{N}\right) / \hbar} \prod_{j=N}^{1} L e^{-i \tilde{H}\left(t_{j}-t_{j-1}\right) / \hbar} \tag{6.19}
\end{equation*}
$$

### 6.4 Dissipative freezing

where $\mathcal{M}$ is the normalization constant, $L$ the jump operator, and $\left\{t_{1}, \ldots, t_{N}\right\}$ are the stochastically sampled times when a quantum jump occurs. The effective non-Hermitian Hamiltonian is $\tilde{H}=H-\frac{i}{2} \hbar \Gamma L^{\dagger} L$, as defined in Sec. 3.2. Thus the time-evolution operator also commutes with the symmetry generators, $\mathcal{O}_{k}$. To analyze the phenomenon of dissipative freezing we should look at the evolution of one of the symmetry generators $\mathcal{O}_{k}$ for a single quantum trajectory,

$$
\begin{equation*}
\left\langle\mathcal{O}_{k}(t)\right\rangle_{\text {traj }}=\left\langle\psi_{0}\right| U^{\dagger}\left(t, t_{0}\right) \mathcal{O}_{k} U\left(t, t_{0}\right)\left|\psi_{0}\right\rangle=\left\langle\psi_{0}\right| U^{\dagger}\left(t, t_{0}\right) U\left(t, t_{0}\right) \mathcal{O}_{k}\left|\psi_{0}\right\rangle \tag{6.20}
\end{equation*}
$$

with $\left|\psi_{0}\right\rangle$ the initial state. If $\left|\psi_{0}\right\rangle$ is within one symmetry sector and is an eigenstate of $\mathcal{O}_{k}$, we can observe that the expectation value within the single trajectory $\left\langle\mathcal{O}_{k}(t)\right\rangle_{\text {traj }}$ will not evolve in time, as neither the jump operator, nor the effective Hamiltonian can change the symmetry sector. In contrast, if the initial state is taken as a superposition with contributions from more than one symmetry sector, then, in principle, both the jump operator or the evolution with the effective Hamiltonian could change the weights of the contribution of the different sectors. This implies that $\left\langle\mathcal{O}_{k}(t)\right\rangle_{\text {traj }}$ will evolve in time for a single quantum trajectory and only the Monte Carlo average will be constant.

In the special case in which the system satisfies $\left[H, L^{\dagger} L\right]=0$ one can get a better insight as

$$
\begin{equation*}
U^{\dagger}\left(t, t_{0}\right) U\left(t, t_{0}\right)=e^{-\Gamma L^{\dagger} L\left(t-t_{0}\right)}\left(L^{\dagger} L\right)^{n} \tag{6.21}
\end{equation*}
$$

with $n$ the number of quantum jumps that occur up to time $t$. Here the evolution of $\mathcal{O}_{k}$ will only depend on the number of quantum jumps that occur up to time $t$. This includes the particular case of $L^{\dagger} L=\rrbracket$ when $U^{\dagger}\left(t, t_{0}\right) U\left(t, t_{0}\right)=\rrbracket$ and $\langle\mathcal{O}(t)\rangle_{\text {traj }}$ is trivially constant in time. This situation also includes the system considered in Ref. [226], as the authors prove that dissipative freezing always occurs if $H \propto L \propto \mathcal{O}$, as the quantum trajectory is always projected to a symmetry sector after a sufficient number of quantum jumps.

For the coupled atom-cavity system that we consider in this chapter, Eqs. (6.4)-(6.5), the condition $\left[H, L^{\dagger} L\right] \neq 0$ is not satisfied and the arguments given above are not directly applicable. Nevertheless, we numerically show, in Fig. 6.2(a)-(b), that even in a system that goes beyond the special case $(H \propto L)$ of Ref. [226], dissipative freezing can occur [111]. In Fig. 6.2(a)-(b) we plot the expectation value of two of the generators of the strong symmetry, $\left\langle\mathcal{O}_{k_{1}}\right\rangle$ and $\left\langle\mathcal{O}_{k_{4}}\right\rangle$, in time for 1000 single trajectories. The evolution of the other symmetry generators is presented in Appendix C and supports the same conclusions. The initial state is an equal superposition of a state from the sector $\left(m_{k_{1}}=5\right)$ and the sector ( $m_{k_{1}}=1, m_{k_{2}}=1, m_{k_{3}}=1, m_{k_{4}}=1, m_{k_{5}}=1$ ). For the sector $\left(m_{k_{1}}=5\right)$ the generators of the symmetry have the values $\left\langle\mathcal{O}_{k_{1}}\right\rangle=5$ and $\left\langle\mathcal{O}_{k_{4}}\right\rangle=0$, and for the sector ( $m_{k_{1}}=1, m_{k_{2}}=1, m_{k_{3}}=1, m_{k_{4}}=1, m_{k_{5}}=1$ ) the values $\left\langle\mathcal{O}_{k_{1}}\right\rangle=1$ and $\left\langle\mathcal{O}_{k_{4}}\right\rangle=1$. At intermediate times $10 \hbar \lesssim t J \lesssim 30 \hbar$ we observe that the trajectories approach one of the two sectors, signaled by the decrease of the standard deviation of the separate averages (shaded in gray). At long times, $t J \gtrsim 40 \hbar$, we can see that all trajectories evolved to one of the two symmetry sectors, as $\left\langle\mathcal{O}_{k}\right\rangle(t)$ equals the expected occupation in those sectors. The Monte Carlo average of the trajectories stays constant throughout the following time-evolution, up to a numerical error, showing that the strong symmetry is broken only at the level of the
quantum trajectories.

### 6.5 Breaking of the strong symmetry

If any finite interaction, $U>0$, is included in the model the operators $\mathcal{O}_{k}$, Eq. (6.6), will no longer commute with the Hamiltonian, Eq. (6.5), which means that the strong symmetry of the Liouvillian is broken. In the following, we analyze how the system passes over from having multiple steady states in the presence of the strong symmetry to a unique steady state as the on-site interaction is slightly turned on [111]. We focus on the limit of large dissipation as in this limit we have analytical expressions of the expected steady states. For large dissipation strength the many-body adiabatic elimination with the kinetic energy as a perturbation predicts the steady state transition between the multiple steady states at $U=0, \rho_{K, \mathrm{st}}$, Eq. (6.17) derived in Sec. 6.2.2, to a single steady state $\rho_{\text {mix }}$, Eq. (6.15) [109].

In Fig. 6.3(a)-(b) we plot the behavior of the expectation value of the photon number and the conserved quantities of the symmetry at fixed time $t J=49.75 \hbar$ as a function of the interaction strength $U$. We consider initial states in different symmetry sectors mentioned in the legend. For the considered sectors we observe that at $U=0$ multiple steady states are obtained signaled by distinct expectation values, agreeing well with the expected values. However, as we increase the interaction strength the values of the photon number and $\left\langle\mathcal{O}_{k}\right\rangle$ for the different initial states start to be more and more similar until they agree with each other and with the values expected for the state $\rho_{\text {mix }}$, for large values of interaction $U$. The deviations from the predicted unique steady state $\rho_{\text {mix }}$ for small interaction strength are due to the fact that the results are taken at a finite time for which the system has not yet reached its steady state. This can be observed in time-evolution plots given in Fig. 6.3(c)-(d) for the photon number and $\left\langle\mathcal{O}_{k}\right\rangle-\left\langle\mathcal{O}_{k}\right\rangle_{\rho_{\text {mix }}}$ for different interaction values. The expected steady state value for $\left\langle a^{\dagger} a\right\rangle / N$ is represented with a magenta line in Fig. 6.3(c) and $\left\langle\mathcal{O}_{k}\right\rangle_{\rho_{\text {mix }}}=1$. We present the time evolution of the considered observables for other initial states in Appendix C.

In order to quantify the time-evolution we fitted the time dependence of $\left\langle a^{\dagger} a\right\rangle-\left\langle a^{\dagger} a\right\rangle_{\rho_{\text {mix }}}$ and $\left\langle\mathcal{O}_{k}\right\rangle-\left\langle\mathcal{O}_{k}\right\rangle_{\rho_{\text {mix }}}$ with an exponential function, $\propto e^{-t / \tau}$, and extracted the timescales for reaching the steady state. The fits describe very well the numerical data, which gives strong support that at infinite time the steady state is given by $\rho_{\text {mix }}$. Additionally, the dependence of the timescale on $U$ is represented in Fig. 6.3(e)-(f) in $\log -\log$ plots. The timescales exhibits an algebraic dependence on $1 / U^{2}$. We compare the scaling behavior of the timescales with results from two other approaches performed for a small system of $L=4$. First, we perform the exact diagonalization (ED) of the full Liouvillian, Eqs. (6.4)-(6.5). In this case, we compute the eigenvalues corresponding to the left eigenstates of the Liouvillian. In the second approach, we diagonalize the the many-body adiabatic elimination equations of motion, with the kinetic energy as a perturbation [109], (AE), Eq. (4.16) of Sec. 4.2. In both cases, we determine the timescale as the inverse of the real part of the first excited eigenvalue. For both approaches, we obtain an algebraic dependence $\propto U^{-\alpha}$ with $\alpha \approx 2$ confirming the tMPS results.

We observe that the timescales for $\left\langle\mathcal{O}_{k}\right\rangle$ are consistently larger than the timescales for the photon number. This signals that in our simulation the photon state is reaching the steady state before the atomic one. We can attribute this to the spatial extend of the atomic system.


Figure 6.3: The dependence on the interaction strength $U$ of (a) the scaled photon number, $\left\langle a^{\dagger} a\right\rangle / N$, and (b) the expectation value of $\mathcal{O}_{k_{4}}$ using tMPS at time $t J=49.75 \hbar$ and many-body adiabatic elimination, using the kinetic energy as a perturbation (AE). The time evolution of (c) the scaled photon number, $\left\langle a^{\dagger} a\right\rangle / N$, and (d) the expectation value of $\mathcal{O}_{k_{4}}$ for different values of $U$. For finite $U$ we fit the time evolution with an exponential decay (black dashed lines) the difference between the tMPS data and the expected steady state value, obtained from many-body adiabatic elimination. The timescales obtained from the exponential fits as a function of $U$ for (e) $\left\langle a^{\dagger} a\right\rangle / N$ and (f) $\mathcal{O}_{k_{j}}$. In (f) we compare the timescales of $\mathcal{O}_{k_{j}}$ with the longest timescale of a small system of $N=2$ particles in $L=4$ system computed with exact diagonalization (ED) and many-body adiabatic elimination (AE). We fit the timescale dependence on the interaction with an algebraic decay $\propto U^{-\alpha}$ and obtain the following exponents: (e) $\left(m_{k_{1}}=5\right), \alpha=1.86 \pm 0.07 ;\left(m_{k_{1}}=1, m_{k_{4}}=4\right), \alpha=1.73 \pm 0.08 ;(\mathrm{f}) j=2, \alpha=1.92 \pm 0.06 ; j=3$, $\alpha=1.77 \pm 0.09 ; j=4, \alpha=1.78 \pm 0.03$. The red lines are a guide to the eye of an algebraic decay $\propto U^{-2}$. The parameters are chosen to be $L=10, N=5, \hbar \Omega \sqrt{N} / J=4.47, \hbar \delta / J=2$, and $\Gamma / J=15$. Figure adapted from Ref. [111].

Thus, we see that the time-evolution at short times remembers well the strong symmetry and the mixing of the different symmetry sectors only occurs on timescales $\propto 1 / U^{2}$ associated with the scattering of the atoms.

We can ask now the question regarding how the breaking of the symmetry affects the phenomenon of dissipative freezing discussed in the previous section. We analyze how this phenomenon is affected by the presence of a weak interaction, which breaks the strong symmetry. We observe in Figs. 6.2(c)-(d) (see also Appendix C) that at $U / J=0.01$ the time evolution found for the single trajectories resembles at early time the one at $U / J=0$. This implies that the single trajectories break the approximate strong symmetry and approach the two different symmetry sectors. At intermediate time, $20 \lesssim t J / \hbar$, many of the quantum trajectories spend a long time near the two values expected from the $U=0$ symmetry sectors. Only few of the trajectories directly show deviations from these values or intermittency between the values such that the phenomenon of dissipative freezing also occurs here to an approximate extend. One has to be careful not to misinterpret this absence of intermittency as the existence of multiple steady state. We observe that only starting from $U / J \gtrsim 0.25$ the effect of the strong symmetry washes out in the considered time interval.

### 6.6 Short summary

To summarize, our methodological developments made possible one of the first studies regarding the dynamics of a many-body open system in the presence of a strong symmetry. In this chapter, we analyzed the effects of a strong symmetry and the breaking of this symmetry on the self-organization phenomena and dynamics of a system consisting of bosonic atoms coupled to an optical cavity [111].

The strong symmetry implies the existence of multiple steady states. We showed that the dissipative phase transition to the self-organized state can occur at different thresholds in different symmetry sectors. We describe the atomic part of the steady states by generalized Gibbs ensembles. We analyzed how the nature of the steady state changes drastically when a small term that breaks the strong symmetry is introduced. The timescales towards the new unique steady state where found to be proportional to $1 / U^{2}$, associated with the scattering between the different momentum states of the atoms. We have shown that even for a many-body system with a strong symmetry the phenomenon of dissipative freezing can occur when one considers the behavior of individual quantum trajectories. We observe that, at intermediate time, one can still identify the effect of dissipative freezing even if the strong symmetry has been slightly broken. Our work rises the open question whether a spontaneous symmetry breaking can also be observed in single trajectories of an experimental measurement. This would question the interpretation of the absence of intermittency in experimental measurements.

# Cavity-induced spin-orbit coupling in an interacting bosonic wire: a mean field study 

In this chapter, we consider a model in which a complicated coupling between the atoms and the cavity allows for the realization of exotic phases of the atoms. Thus, in the following, we study interacting bosons confined to a one-dimensional wire, where we show that the coupling to a cavity mode can dynamically induce spin-orbit coupling [93]. The first step in the analysis is to investigate the steady state phase diagram of this model at a mean field level, as we did in Sec. 2.1 for the simpler atoms-cavity coupling. We show that at this level of approximation the dynamic stabilization of a state with a persistent chiral spin current, the Meissner superfluid, in the coupled atomic cavity system is possible. As an outlook for this chapter, the natural question arises if the non-trivial Meissner superfluid steady state survives once the fluctuations beyond the mean field are correctly taken into account with the methods we developed in Chap. 3 and Chap. 4.

In recent years, a significant amount of experimental progress has been realized in the creation of ultracold atomic gases subjected to synthetic magnetic field or spin-orbit coupling [ $92,231-242$ ]. This has opened new and exciting possibilities for the realization of exotic quantum phases such as Meissner phases or topologically non-trivial phases in a well controlled way. In the case of cold atoms loaded into an optical lattice one can use a pair of Raman beams in order to induce a tunneling process between neighboring lattice sites. If one of the Raman beams has a running wave nature the wavefunction of atoms accumulates a position dependent phase. The imprint of such a phase can be interpreted as the analog of an Aharanov-Bohm phase of charged particles in a magnetic field. In a continuum system the spin-orbit coupling of atoms has been realized using two-photon Raman transitions which couple internal states of the atoms for bosons [233, 243] and fermions [244, 245]. The realized spin-orbit coupling couples the particle's spin, which is represented by the internal state of the atoms, with its momentum, this induces chiral currents or topological effects [246, 247]. One example of such a non-trivial state is the Meissner state, which corresponds to a helical liquid. In this state
the spin and the momentum directions of the particles become locked to each other, this gives rise to the propagation of the two spins in opposite directions, which induces a chiral current [248-252].

The gauge fields which appear in high-energy and condensed-matter physics models are dynamical quantum degrees of freedom, such that going beyond the statically induced gauge fields [236-239] is of great interest. The dynamic generation of gauge fields by a cavity-assisted tunneling has been proposed for cold atoms subjected to an optical lattice, where the artificial magnetic field is induced dynamically via the feedback mechanism between the cavity field and the motion of atoms [61, 79-83, 93]. We note that a different approach for realizing dynamical gauge fields uses Floquet driving [240-242, 253]. Phases for which the cavity mediated spin-orbit coupling plays an important role have been considered for standing-wave cavities [ $74,88,254-257]$, or ring cavities [ $75,258,259$ ]. Experimentally cavity mediated spin-dependent interactions [86] and spinor self-ordering of bosonic atoms coupled to a cavity [87] have been realized, which led to the demonstration of dynamical spin-orbit coupling [92]. Theoretically, the steady state phase diagram has been determined for a ladder geometry in the case of noninteracting fermions [78-80] and interacting bosons [83], where states with finite chiral currents have been found, or non-trivial topological properties in two dimensions [61].

This chapter is organized as follows, following Ref. [93], in Sec. 7.1.1 we describe the setup of the interacting bosonic wire placed into the optical cavity. In Sec. 7.1.2 we derive the mean field effective model for the atomic degrees of freedom and a stability condition by eliminating the dynamics of the cavity field. In Sec. 7.1.3 we discretize our continuum model in order to simulate the system on a lattice. Next, in Sec. 7.1.4 we present the observables of interest for the characterization of the Meissner superfluid state. We consider a set of parameters close to the ones of existing experimental setups and we show that the dynamical stabilization of the Meissner superfluid as a self-organized state with a finite cavity occupation is possible in Sec. 7.2. In this work, I derived the effective mean field model and performed the numerical ground state simulations using MPS.

### 7.1 Model

### 7.1.1 Description of the setup

In this chapter we investigate an ultracold bosonic gas placed in an optical cavity confined to a one-dimensional wire as sketched in Fig. 7.1 [93]. In order to create the spin-orbit coupling three internal states of an atom are used [see Fig. 7.1(b)]. The states from the lower energy manifold, $|\uparrow\rangle$ and $|\downarrow\rangle$, differ in energy by $\hbar \omega_{z}$, and can be coupled using two balanced Raman transitions. Each of the Raman transitions involves a transverse running-wave pump laser and the standing-wave cavity mode (Fig. 7.1). The transverse pump laser beams have the frequencies $\omega_{p, i=1,2}$, the Rabi frequencies $\Omega_{p, i=1,2}$ and the wave-vectors $\mathbf{k}_{p, i}=k_{p} \mathbf{e}_{x}$, along the $x$-direction, where the unit vectors along the three spatial directions are $\left\{\mathbf{e}_{x}, \mathbf{e}_{y}, \mathbf{e}_{z}\right\}$. The difference in frequency between the two pump beams is $\hbar\left(\omega_{p, 2}-\omega_{p, 1}\right) \approx 2 \hbar \omega_{z}$. The cavity mode has the frequency $\omega_{c}$, vacuum Rabi frequency $g_{0}$ and the wave-vector $\mathbf{k}_{c}=k_{c} \mathbf{e}_{y}$. As we use only one of the cavity modes, we assume that all the other cavity modes are far detuned from the possible transitions. We choose the detuning between the cavity mode and the first pump beam such
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Figure 7.1: (a) Sketch of the setup. The bosonic atoms in an optical cavity are confined in a onedimensional wire. (b) Level scheme of the cavity-induced Raman coupling: $|\uparrow\rangle$ and $|\downarrow\rangle$ denote two internal states, and $|e\rangle$ the excited internal electronic state. The energy offset between the two states is $\hbar \omega_{z}$. The spin-orbit coupling is realized by two Raman processes each of which involve the cavity mode with vacuum Rabi frequency $g_{0}$ and one of the two transverse running wave pump beam with Rabi frequency $\Omega_{p, i=1,2} . \delta_{e p}$ and $\delta_{c p}$ are the frequencies of the excited state and the cavity mode in the rotating frame. ©2019 American Physical Society, published in [93].
that it is close to the offset, $\hbar\left(\omega_{c}-\omega_{p, 1}\right) \approx \hbar \omega_{z}$, furthermore the cavity and pump modes are considered to be far detuned from the internal atomic transition to the excited state, i.e. $\omega_{e} \gg$ $\omega_{c}, \omega_{p, i=1,2}$, thus, the excited state population is negligible and can be adiabatically eliminated. In the following we will use the rotating frame with the frequency $\omega_{p}=\left(\omega_{p, 2}+\omega_{p, 1}\right) / 2$.

We obtain the spin-orbit coupling with the help of the cavity-induced Raman tunneling [93]. During the Raman transition a spatially dependent phase factor $\mathrm{e}^{-i \Delta \mathbf{k} \cdot \mathbf{r}}$ is imprinted onto the atomic wavefunction, where $\Delta \mathbf{k}=k_{p} \mathbf{e}_{x} \pm k_{c} \mathbf{e}_{y}$ and $\mathbf{r}=x \mathbf{e}_{x}$. This corresponds to a dynamically induced spin-orbit coupling. As the cavity mode does not give a contribution, the imprinted flux is $\varphi=k_{p}$, defining a corresponding length-scale $l_{\varphi} \equiv 2 \pi / \varphi$. The strength of the spin-orbit coupling can be varied, in an experimental realization, by tilting the pump beams away from the $\mathbf{e}_{x}$ direction.

The Hamiltonian, which describes the effective description for the atoms after the adiabatic elimination of the excited state, derived similarly to Refs. [65, 101], is given by

$$
\begin{align*}
& H=H_{\mathrm{c}}+H_{\mathrm{kin}}+H_{\text {int }}+H_{\text {trap }}+H_{\mathrm{ac}}  \tag{7.1}\\
& H_{\mathrm{c}}=\hbar \delta_{\text {cp }} a^{\dagger} a \\
& H_{\text {kin }}=-\frac{\hbar^{2}}{2 m} \sum_{\sigma=\uparrow, \downarrow} \int d x \psi_{\sigma}^{\dagger}(x) \partial_{x}^{2} \psi_{\sigma}(x) \\
& H_{\text {int }}=\frac{U}{2} \sum_{\sigma=\uparrow, \downarrow} \int d x \psi_{\sigma}^{\dagger}(x)^{2} \psi_{\sigma}(x)^{2}
\end{align*}
$$

$$
\begin{aligned}
& +V \int_{\text {trap }} d x \psi_{\uparrow}^{\dagger}(x) \psi_{\uparrow}(x) \psi_{\downarrow}^{\dagger}(x) \psi_{\downarrow}(x) \\
H_{\text {trap }} & \frac{4 V_{\text {trap }}}{\mathcal{L}^{2}} \sum_{\sigma=\uparrow, \downarrow} \int d x\left(x-x_{0}\right)^{2} \psi_{\sigma}^{\dagger}(x) \psi_{\sigma}(x) \\
H_{\text {ac }} & =-\hbar \tilde{\Omega}\left(a+a^{\dagger}\right)\left(K_{\uparrow \downarrow}+K_{\uparrow \downarrow}^{\dagger}\right) \\
K_{\uparrow \downarrow} & =\int d x e^{i x \varphi} \psi_{\uparrow}^{\dagger}(x) \psi_{\downarrow}(x) .
\end{aligned}
$$

$H_{\mathrm{c}}$ describes the cavity mode in the rotating frame, where $\delta_{c p}=\omega_{c}-\omega_{p}$ and $a$ and $a^{\dagger}$ are the bosonic annihilation and creation operators for the cavity mode. The bosonic field operators $\psi_{\sigma}(x)$ and $\psi_{\sigma}^{\dagger}(x)$ are the annihilation and creation operators of the atoms in the wire for the spin state $\sigma=\uparrow, \downarrow$. The length of the one-dimensional system is denoted by $\mathcal{L}$. The total number of bosonic atoms is $N$, with the mean inter-particle spacing $d=\mathcal{L} / N$ and the density of the wire $\rho=d^{-1}$. $H_{\text {kin }}$ describes the kinetic term for the atoms along the direction of the wire, with $m$ the mass of the atoms. $H_{\text {int }}$ gives the repulsive contact interaction, where the strength of the interaction of the atoms with the same spin is spin independent and denoted by $U$ and between atoms with different spin is $V,(U, V>0)$. In current experimental setups an external harmonic trapping potential is often present. We included this effect by adding the term $H_{\text {trap }}$, with $x_{0}=\mathcal{L} / 2$. The coupling between the atoms and the cavity field is described by $H_{\mathrm{ac}}$, where the creation or annihilation of a cavity photon is accompanied by a spin flip. As the imprinted phase during the spin flip has a spatial dependence it follows that a dynamically induced spinorbit coupling for the atoms is realized. We prevent a privileged spin state by coupling the spin flip in each direction to both the creation and the annihilation operators of the cavity field, using two pump laser beams [260]. The strength of this process is given by the amplitude $\tilde{\Omega}=\frac{\Omega_{p, 1} g_{0}}{\omega_{e}-\omega_{p, 1}}$, where $g_{0}$ is the Rabi frequency of the cavity mode. We fix the Rabi frequency of the second pump beam to $\Omega_{p, 2}=\Omega_{p, 1} \frac{\omega_{e}-\omega_{p, 2}}{\omega_{e}-\omega_{p, 1}}$, in order to realize the balanced Raman scheme.

The coupled atoms-cavity system is an open system, as we have losses due to the imperfections of the cavity mirrors. We include the dissipative nature of the cavity with a Lindblad equation, as mentioned in Sec. 2.1. The evolution of an arbitrary operator $O$ is given by [56]

$$
\begin{equation*}
\frac{\partial}{\partial t} O=\frac{i}{\hbar}[H, O]+\mathcal{D}(O) \tag{7.2}
\end{equation*}
$$

with the dissipator $\mathcal{D}(O)=\frac{\Gamma}{2}\left(2 a^{\dagger} O a-O a^{\dagger} a-a^{\dagger} a O\right)$, which describes the loss of cavity photons. We mention that our model, Eqs. (7.1)-(7.2), has been recently realized experimentally in Ref. [92].

### 7.1.2 Mean field treatment of the cavity field

In this chapter, we adiabatically eliminate of the cavity field at a mean field level [65, 78, 83, 93]. We described this approach in Sec. 2.1 and we used it to contrast our newly developed methods presented in Chapter 5. Within this approximation, the cavity field is replaced with its steady state value, computed from the condition $\partial_{t}\langle a\rangle=0$ and an effective model for the
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bosonic atoms is derived. Using the equation of motion Eq. (7.2) this condition becomes

$$
\begin{equation*}
i \partial_{t}\langle a\rangle=-\tilde{\Omega}\left\langle K_{\uparrow \downarrow}+K_{\uparrow \downarrow}^{\dagger}\right\rangle+\left(\delta_{c p}-i \frac{\Gamma}{2}\right)\langle a\rangle=0 \tag{7.3}
\end{equation*}
$$

This relates the expectation value of the cavity field to the expectation value of the observable $K_{\uparrow \downarrow}$ by

$$
\begin{equation*}
\langle a\rangle=\frac{\tilde{\Omega}}{\delta_{c p}-i \frac{\Gamma}{2}}\left\langle K_{\uparrow \downarrow}+K_{\uparrow \downarrow}^{\dagger}\right\rangle . \tag{7.4}
\end{equation*}
$$

The model exhibits a weak $\mathbb{Z}_{2}$ symmetry, associated with the inversion of the sign of both the cavity field, $a+a^{\dagger}$, and of $K_{\uparrow \downarrow}+K_{\uparrow \downarrow}^{\dagger}$. As we saw in Sec. 2.1 and Sec. 4.3 mean field approaches break the $\mathbb{Z}_{2}$ symmetry at the transition. In the following we look at the mean field solutions which have $\left\langle K_{\uparrow \downarrow}+K_{\uparrow \downarrow}^{\dagger}\right\rangle>0$.

The mean field decoupling of the atomic and cavity degrees of freedom leads to the following equations of motion for the atomic operators

$$
\begin{align*}
& i \hbar \partial_{t}\left\langle\psi_{\sigma}(x)\right\rangle=-\frac{\hbar^{2}}{2 m} \partial_{x}^{2}\left\langle\psi_{\sigma}(x)\right\rangle+U\left\langle\psi_{\sigma}^{\dagger}(x) \psi_{\sigma}(x) \psi_{\sigma}(x)\right\rangle \\
& \quad+V\left\langle\psi_{\sigma}(x) \psi_{\bar{\sigma}}^{\dagger}(x) \psi_{\bar{\sigma}}(x)\right\rangle-\hbar \tilde{\Omega}\left\langle a+a^{\dagger}\right\rangle e^{ \pm i \varphi x}\left\langle\psi_{\bar{\sigma}}(x)\right\rangle \\
& \quad+\frac{4 V_{\text {trap }}}{\mathcal{L}}\left(x-x_{0}\right)^{2}\left\langle\psi_{\sigma}(x)\right\rangle \tag{7.5}
\end{align*}
$$

with $\sigma=\uparrow$ or $\downarrow$ and the sign in the exponential is positive for the spin state $\sigma=\uparrow$ and negative for $\sigma=\downarrow$. We substitute the expectation value of the cavity field, Eq. (7.4), into the equations of motion of the bosonic operators, Eq. (7.5). Thus we obtain that the effective dynamics of the atom can described by the following Hamiltonian [93]

$$
\begin{align*}
& H_{e f f}=H_{k i n}+H_{\uparrow \downarrow}+H_{\text {int }}+H_{\text {trap }}  \tag{7.6}\\
& H_{\uparrow \downarrow}=-J_{\uparrow \downarrow}\left(K_{\uparrow \downarrow}+K_{\uparrow \downarrow}^{\dagger}\right) .
\end{align*}
$$

In this effective Hamiltonian, Eq. (7.6), $J_{\uparrow \downarrow}$ gives the amplitude of the spin-orbit coupling. $J_{\uparrow \downarrow}$ has to be computed self-consistently because it depends on the occupation of the cavity field and thus on the expectation value of $\left\langle K_{\uparrow \downarrow}\right\rangle$. The self consistency condition is given by

$$
\begin{equation*}
J_{\uparrow \downarrow}=A\left\langle K_{\uparrow \downarrow}\right\rangle, \text { with } A=\frac{4 \hbar \tilde{\Omega}^{2} \delta_{c p}}{\delta_{c p}^{2}+\Gamma^{2} / 4} . \tag{7.7}
\end{equation*}
$$

We will call $A$, loosely, the pump strength, since it is one of the experimental knobs used to tune $A$. Depending on the parameters non-trivial self consistent solutions can be typically found for a continuous range of values of $A$. We will obtain the solutions of this mean field as the ground state of the effective Hamiltonian, Eq. (7.6). This is a rather arbitrary choice as any eigenstate of the effective Hamiltonian would be a solution of the mean field equations of motion, as we saw
in Sec. 2.1 and Sec. 4.3, and in Ref. [110]. However, it is important to first understand the nature of the phases that can be realized in the ground state of the effective atomic Hamiltonian before considering the effects of the fluctuations beyond the mean field decoupling of the atoms and the cavity.

We determine stability of the non-trivial mean field solutions in the self-organized phase by considering perturbations around the mean field steady state [65, 83, 261]. We follow an analogous stability analysis as performed in Ref. [83]. By looking at the behavior of linear fluctuations around the stationary solutions of the equations of motion for the cavity field, Eq. (7.3), we obtain the following stability condition

$$
\begin{equation*}
\frac{d\left\langle K_{\uparrow \downarrow}\right\rangle}{d J_{\uparrow \downarrow}}<\frac{1}{A} . \tag{7.8}
\end{equation*}
$$

We note that for the rest of this chapter by stable solutions we mean solutions for which the condition given by Eq. (7.8) is satisfied, but which do not take into account the fluctuations beyond the mean field decoupling of the atoms and the cavity.

### 7.1.3 Discrete lattice model

As the matrix product state method for ground state search (see Sec. 3.1.2) that we want to employ to determine the self-consistent solutions is designed for discrete Hamiltonian, we discretise the spatial dimension with a spacing $\Delta x$. This maps the effective Hamiltonian, Eq. (7.6), to the corresponding model on a lattice, which reads [93]

$$
\begin{align*}
& H_{B H}=H_{k i n}+H_{\uparrow \downarrow}+H_{\text {int }}+H_{\text {trap }}  \tag{7.9}\\
& H_{k i n}=-\frac{J}{\Delta x^{2}} \sum_{l, \sigma=\uparrow, \downarrow}\left(b_{\sigma, l}^{\dagger} b_{\sigma, l+1}+b_{\sigma, l+1}^{\dagger} b_{\sigma, l}\right) \\
& H_{\uparrow \downarrow}=-J_{\uparrow \downarrow}\left(K_{\uparrow \downarrow}+K_{\uparrow \downarrow}^{\dagger}\right) \\
& K_{\uparrow \downarrow}=\sum_{l} e^{i \varphi \Delta x l} b_{\uparrow, l}^{\dagger} b_{\downarrow, l} \\
& H_{\text {int }}=\frac{U}{2 \Delta x} \sum_{l, \sigma=\uparrow, \downarrow} n_{\sigma, l}\left(n_{\sigma, l}-1\right)+\frac{V}{\Delta x} \sum_{l} n_{\uparrow, l} n_{\downarrow, l} \\
& H_{\text {trap }}=\frac{4 V_{\text {trap }}}{\mathcal{L}^{2}} \Delta x^{2} \sum_{l, \sigma=\uparrow, \downarrow}\left(l-l_{0}\right)^{2} n_{\sigma, l} .
\end{align*}
$$

The bosonic operators $b_{\sigma, l}$ and $b_{\sigma, l}^{\dagger}$ are the annihilation and creation operators of the atoms where $\sigma=\uparrow, \downarrow$ labels the legs of the ladder and $l=1, \ldots, L$ the rungs of the ladder. $L$ denotes the number of the rungs of the ladder and it is related to the physical size of the system by $L=\frac{\mathcal{L}}{\Delta x}+1$. The operator $n_{\sigma, l}=b_{\sigma, l}^{\dagger} b_{\sigma, l}$ is the number operator and $J=\frac{\hbar^{2}}{2 m}$. $H_{B H}$ corresponds to a Bose-Hubbard ladder in a magnetic field, where the two spins states represent the two legs of the ladder and spin flip processes are equivalent to the tunneling along the rungs of the ladder.
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This model has been studied previously in Refs. [262-266] and compared to our previous work from Ref. [83] on the bosonic ladder in a magnetic field, here we have the additional non-local interaction along the rungs of the ladder, given by $V$. The parameters of the ladder model are renormalized such that in the continuum limit, $\Delta x \rightarrow 0$, we would recover the Hamiltonian given by Eq. (7.6).

The procedure of determining the stable steady states of the model, Eq. (7.1), consists in four steps [93]:

1. First, we compute the ground state of the effective discrete model, Eq. (7.9), using a MPS method, for a fixed discrete spacing $\Delta x$ and physical parameters of the continuum model: system size $\mathcal{L}$, particle number $N$, magnetic flux $\phi$, and interactions $U / J$ and $V / J$, while varying $J_{\uparrow \downarrow} / J$.
2. We compute the expectation value $\left\langle K_{\uparrow \downarrow}\right\rangle$ as a function of $J_{\uparrow \downarrow} / J$ and solve the self-consistency equation. The self-consistency condition, Eq. (7.7), can be interpreted graphically, using the reformulation

$$
\begin{equation*}
\frac{\left\langle K_{\uparrow \downarrow}\right\rangle}{\mathcal{L} d^{-1}}=\frac{J}{A \mathcal{L} d}\left(\frac{J_{\uparrow \downarrow}}{J d^{-2}}\right) . \tag{7.10}
\end{equation*}
$$

The self-consistent solution correspond to the intersectionof the two curves. The slope of the right-hand side depends on the pump strength $A$. Thus, the solutions have to be determined for each value of the pump strength $A$.
3. The stability of the non-trivial solutions is inferred by comparing the slopes of the lefthand and right-hand sides of Eq. (7.10). The stability condition, Eq. (7.8), tells us that a solution is stable if the slope of $\left\langle K_{\uparrow \downarrow}\right\rangle$ is smaller than $\frac{J}{A \mathcal{L} d}$.
4. The last step is to verify the convergence of the results in the continuum limit $\Delta x \rightarrow 0$ by considering smaller values of $\Delta x$.

### 7.1.4 Observables in the Meissner phase

We show how a Meissner superfluid can be dynamically stabilized in the cavity, at mean field level, for the parameters considered in this work [93]. In this section, we describe the observables that we use to characterize the non-trivial stable steady states of the system and how we can identify them with the corresponding observables computed on the ladder. We focus the observables which can be used to characterize the properties of the Meissner superfluid. The Meissner state can be thought as a "zero momentum" state, because close to the non-interacting regime the bosonic quasiparticles are condensed in the single-particle dispersion minimum at momentum $k=0$. It corresponds to a helical liquid, where the spin and the momentum directions of the particles lock to each other and with the two spins propagating in opposite directions [248-252], which gives rise to a chiral current.

We analyze the local densities and currents, as their configurations can point towards the Meissner or vortex nature of the chiral phases. The local density $n_{\sigma}(x)$, the local current $j_{\sigma}(x)$, and the spin flip current $j^{\uparrow \downarrow}(x)$ are defined and computed as

$$
n_{\sigma}(x)=\psi_{\sigma}^{\dagger}(x) \psi_{\sigma}(x) \approx \frac{1}{\Delta x} b_{\sigma, l}^{\dagger} b_{\sigma, l}
$$

$$
\begin{align*}
j_{\sigma}(x) & =-i J\left[\psi_{\sigma}^{\dagger}(x) \partial_{x} \psi_{\sigma}(x)-\left(\partial_{x} \psi_{\sigma}^{\dagger}(x)\right) \psi_{\sigma}(x)\right] \\
& \approx-i \frac{J}{\Delta x^{2}}\left(b_{\sigma, l}^{\dagger} b_{\sigma, l+1}-\text { H.c. }\right), \\
j^{\uparrow \downarrow}(x) & =-i J_{\uparrow \downarrow}\left(e^{i \varphi x} \psi_{\downarrow}^{\dagger}(x) \psi_{\uparrow}(x)-\text { H.c. }\right) \\
& \approx-i \frac{J_{\uparrow \downarrow}}{\Delta x}\left(e^{i \varphi \Delta x l} b_{\downarrow, l}^{\dagger} b_{\uparrow, l}-\text { H.c. }\right), \tag{7.11}
\end{align*}
$$

with $x=l \Delta x$. From the local currents, one can compute global observables as the chiral current $J_{c}$, which is a persistent spin current

$$
\begin{equation*}
J_{c}=\frac{1}{\mathcal{L}} \int d x\left\langle j_{\uparrow}(x)-j_{\downarrow}(x)\right\rangle . \tag{7.12}
\end{equation*}
$$

In an infinite homogeneous system in the Meissner state we have zero spin flip currents in the bulk and a finite value of the chiral current. We compute the values of the chiral current and of the expectation value of $\left\langle K_{\uparrow \downarrow}\right\rangle$ by approximating the integrals with sums performed on the lattice, $\int d x O(x) \approx \Delta x \sum_{l} O(l \Delta x)$.

We characterize the superfluid nature of the obtained states with the help of the decay single particle correlation. An algebraic decay is a characteristic feature of the standard Luttinger liquid paradigm [122]. Here we use $\left\langle\psi_{\sigma}^{\dagger}\left(x_{0}\right) \psi_{\sigma}\left(x_{0}+x\right)+\right.$ H.c. $\rangle \approx\left\langle b_{\sigma, l_{0}}^{\dagger} b_{\sigma, l_{0}+l}+\right.$ H.c. $\rangle \propto l^{-\alpha}$. In the Meissner superfluid phase the central charge $c$, which can be interpreted as the number of gapless modes, is $c=1$, as this phase has a gapless symmetric sector due to the superfluid nature of the state and a gapped antisymmetric sector. We extract the central charge from the scaling of the von Neumann entropy $S_{v N}(l)$ of an embedded subsystem of length $l$ in a system of length $L$. We compute $S_{v N}(l)$ for a bipartition into two subsystems of length $l$ and $L-l$. We note that we use open boundary conditions, for which the von Neumann entropy for the ground state of gapless phases scales as [145, 267, 268]

$$
\begin{equation*}
S_{v N}=\frac{c}{6} \log \left(\frac{L}{\pi} \sin \frac{\pi l}{L}\right)+s_{1} \tag{7.13}
\end{equation*}
$$

where $s_{1}$ is a non-universal constant and we have neglected oscillatory terms [269] due to the finite size of the system and logarithmic corrections [270].

In the numerical simulations performed we observe oscillations in the local density and currents, which are algebraically decaying away from the boundaries, due to the lattice discretization and the open boundary conditions. We try to reduce the influence of these boundary effects on the computed observables, such that we extract the values of $J_{c}$ and $\left\langle K_{\uparrow \downarrow}\right\rangle$ from the average around which the oscillations occur, by fitting the density and currents in the center of the system, with the oscillating function $f(x)=a+b \cos (c x+\phi)$. We observe that in the Meissner phase the amplitude of these oscillations decreases in the continuum limit and vanishes in the thermodynamic limit.

### 7.2 Results

### 7.2 Results

In the following, we present our numerical results following Ref. [93]. They were obtained using a finite-size density matrix renormalization group (DMRG) algorithm in the MPS representation [124, 129, 271-273], implemented using the ITensor Library [139]. This method was described in Sec. 3.1.2. We compute the ground state of the discrete model Eq. (7.9) for ladders with a number of rungs between $L=125$ and $L=275$, depending on the chosen discretisation $\Delta x$, and with a maximal bond dimension up to 1500 . This ensures that the truncation error is at most $10^{-12}$. More in depth convergence checks regarding the influence of different bond dimensions are truncation errors on the observables of interest for the bosonic ladder in an artificial magnetic field are done in Ref. [274]. Since we are considering a bosonic model with finite interactions the local Hilbert space is very large, thus, a cutoff for its dimension is needed. We use a maximal local dimension of three bosons per site, justified by low density of particles on the ladder. The higher cutoff of four bosons per site gives consistent results. We make use of good quantum numbers in our implementation as the number of atoms in conserved in the considered model.

### 7.2.1 Identifying the stable stationary states in the homogeneous system

In the following, we solve the self-consistency condition and identify the mean field steady states which can be stabilized for different values of $J_{\uparrow \downarrow}$, for magnetic length $l_{\varphi}=2 \pi / \varphi=0.8 d$, interaction $U=32.5 J d^{-1}$ and $V=30 \mathrm{Jd}^{-1}$ in a homogeneous system, $V_{\text {trap }}=0$ [93]. The results show that the dynamic stabilization of a Meissner superfluid state is possible. We begin by calculating the expectation value $\left\langle K_{\uparrow \downarrow}\right\rangle / \mathcal{L} d^{-1}$ in the ground state of the effective model. We determine the self-consistent solutions by intersections of this curve with the linear function $\frac{J}{A \mathcal{L} d}\left(\frac{J_{\uparrow \downarrow}}{J d^{-2}}\right)$, as presented in Fig. 7.2(a) for $\mathcal{L}=32 d$ and different values of $\Delta x$. In order to check the stability of the solutions we compare the slopes of the two curves, Eq. (7.10). As we stated above, if the derivative of $\left\langle K_{\uparrow \downarrow}\right\rangle / \mathcal{L} d^{-1}$ is less than the slope of the linear function, the solution is stable. We observe that for the considered parameters (Fig. 7.2), we can find stable solutions for $J_{\uparrow \downarrow} \gtrsim 18.75 \mathrm{Jd}^{-2}$, for all considered values of discretization $\Delta x$.

As our simulations are for finite values of $\Delta x$, the results also imply that the stabilization of the Meissner superfluid state is possible in a system which has an underlying lattice potential, as also shown in Ref. [83] for a different set of parameters. We perform an extrapolation of our data for finite $\Delta x$ in order to estimate the value of $\left\langle K_{\uparrow \downarrow}\right\rangle / \mathcal{L} d^{-1}$ in the limit $\Delta x \rightarrow 0$, this is shown in the inset of Fig. 7.2(a) for $J_{\uparrow \downarrow}=62.5{J d^{-2}}^{2}$. In the plots depicted Fig. 7.2(a) the value of $\left\langle K_{\uparrow \downarrow}\right\rangle / \mathcal{L} d^{-1}$ in the continuum limit is labeled by $\Delta x \rightarrow 0$. We see that the extrapolation $\Delta x \rightarrow 0$ also leads to a stable solution, such that we are confident that the solutions remain stable in the continuum limit, $\Delta x \rightarrow 0$.

In contrast, we observe that for small values of $J_{\uparrow \downarrow}$, marked by the grey region in our plots, we cannot make a conclusive statement about the stability, due to the fact that $\left\langle K_{\uparrow \downarrow}\right\rangle / \mathcal{L} d^{-1}$ has an almost linear behavior, as we seen in Fig. 7.2(a). This linear behavior would suggest that any small change in the numerical determination and the extrapolation could render the stable behavior unstable and vice versa. We can also obtain some information about the stability of the system in the thermodynamic limit. Thus, we performed the above procedure for different
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Figure 7.2: Graphical interpretation of the self-consistency condition for the parameters $l_{\varphi}=0.8 d$, $U=32.5{J d^{-1}}^{-1} V=30 \mathrm{Jd}^{-1}$ and $V_{\text {trap }}=0$. The expectation value $\left\langle K_{\uparrow \downarrow}\right\rangle / L d^{-1}$ is represented for (a) $\mathcal{L}=32 d$ and multiple values of $\Delta x$, together with an extrapolation to the limit $\Delta x \rightarrow 0$, (b) for multiple system sizes in the continuum limit, and the extrapolation to the thermodynamic limit $1 / \mathcal{L} \rightarrow 0$. The straight (red) lines represent the right-hand side of the self-consistency condition, Eq. (7.10), which is a linear function with slope $\frac{J}{A \mathcal{L} d}$, for one chosen value of $A$. The intersections of the two curves give the solutions of the self-consistency condition. In the insets the extrapolations (a) $\Delta x \rightarrow 0$ and (b) $1 / \mathcal{L} \rightarrow 0$ of $\left\langle K_{\uparrow \downarrow}\right\rangle / \mathcal{L} d^{-1}$, for $J_{\uparrow \downarrow}=62.5 \mathrm{Jd}^{-2}$, are depicted. The purple shaded area marks the regime in which for a certain value of $A$ a stable solution can be found and the grey shaded area the regime in which our results are not accurate enough in order to determine the stability conclusively. ©2019 American Physical Society, published in [93].


Figure 7.3: The solutions $J_{\uparrow \downarrow} / J d^{-2}$ of the self-consistency equation which are proportional to the cavity field $\operatorname{Re}(\alpha)$ versus the pump strength $A \mathcal{L} d / J$, for multiple $\mathcal{L}$, in the continuum and thermodynamic limits. In the grey area the stability of the solutions is not clear. ©2019 American Physical Society, published in [93].
system sizes and we performed an extrapolation to $\mathcal{L} \rightarrow \infty$, as exemplified in the inset of Fig. 7.2(b) for $J_{\uparrow \downarrow}=62.5 \mathrm{Jd}^{-2}$. The values of $\left\langle K_{\uparrow \downarrow}\right\rangle / \mathcal{L} d^{-1}$ in the continuum limit are plotted in Fig. 7.2(b). This shows us that for $J_{\uparrow \downarrow} \gtrsim 18.75 \mathrm{Jd}^{-2}$ the self-consistent solutions remain stable

### 7.2 Results

also in the thermodynamic limit.
The non-trivial stable solutions obtained in the continuum limit are plotted in Fig. 7.3, for multiple system sizes. All the nontrivial stable solutions have a finite occupation of the cavity field, independent of the discretization or system size, thus, they describe the behavior of the system in the self-organized phase. Our results suggest a sudden onset of the occupation of the cavity mode above a certain threshold of the pump strength [93], this is due to the fact that $J_{\uparrow \downarrow} / J d^{-2}$ is proportional to the cavity field $\operatorname{Re}(\alpha)$ [see Eqs. (7.4)-(7.7)].

### 7.2.2 Characterization of the Meissner superfluid steady state in the homogeneous system



Figure 7.4: (a) The local current $j_{\uparrow}(x)$ for the parameters $l_{\varphi}=0.8 d, U=32.5 \mathrm{Jd}^{-1}, V=30 \mathrm{Jd}^{-1}$, $V_{\text {trap }}=0, \mathcal{L}=32 d, J_{\uparrow \downarrow}=62.5 \mathrm{Jd}^{-2}$ and $\Delta x=0.12 d$. The red curve represents the fit of the central part of the system, with the function $J_{c} / 2+a \cos (b x+\phi)$. (b) The chiral current $J_{c}$ for the same parameters as a function of $J_{\uparrow \downarrow}$ for different values of the discretization and the extrapolation to the continuum limit. In the inset the extrapolation is shown for $J_{\uparrow \downarrow}=62.5 \mathrm{Jd}^{-2}$. (c) The chiral current in the continuum limit for different system sizes and extrapolated to the thermodynamic limit. The extrapolation for $J_{\uparrow \downarrow}=62.5 \mathrm{Jd}^{-2}$ is shown in the inset. ©2019 American Physical Society, published in [93].

We focus now on the states which are stable both in the continuum and thermodynamic limit and analyze their nature [93]. We show that the stable steady states, for $J_{\uparrow \downarrow} \gtrsim 18.75 \mathrm{Jd}^{-2}$,
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Figure 7.5: (a) The local current $j^{\uparrow \downarrow}(x)$ for the parameters $l_{\varphi}=0.8 d, U=32.5 \mathrm{Jd}^{-1}, V=30 \mathrm{Jd}^{-1}$, $V_{\text {trap }}=0, \mathcal{L}=32 d, J_{\uparrow \downarrow}=62.5 \mathrm{Jd}^{-2}$ and $\Delta x=0.12 d$. The red line represents the fit $w_{\uparrow \downarrow} \cos (a x+\phi)$ in the center of the system. (b) The amplitude of the oscillations in the spin flip current, $w_{\uparrow \downarrow}$, for the same parameters as a function of $J_{\uparrow \downarrow}$ for different values of the discretization and the extrapolation to the continuum limit. In the inset the extrapolation is shown for $J_{\uparrow \downarrow}=62.5 J d^{-2}$. (c) $w_{\uparrow \downarrow}$ in the continuum limit for different system sizes and the extrapolation to the thermodynamic limit. In the inset the extrapolation is shown for $J_{\uparrow \downarrow}=62.5 \mathrm{Jd}^{-2}$. In order to obtain an estimation of the spin flip current we enforce that it maintains a non-negative value in the $1 / \mathcal{L} \rightarrow 0$ limit. ©2019 American Physical Society, published in [93].
correspond to the Meissner superfluid phase, by focusing on the behavior of the observables we introduced in Sec. 7.1.4. We observe that all stable solutions, $J_{\uparrow \downarrow} \gtrsim 18.75 \mathrm{Jd}^{-2}$, have a finite value of the chiral current, as shown in Fig. 7.4. In Fig. 7.4(a) we plot the local current along the wire for one spin state, $j_{\uparrow}(x)$. We exemplify here the procedure for the extraction of the value of the chiral current. We fit the oscillations, which are caused by the boundaries, in the center part of the system for each leg, with the function $J_{c} / 2+a \cos (b x+\phi)$. We extract the chiral current as a function of $J_{\uparrow \downarrow}$ for different values of $\Delta x$ [see Fig. 7.4(b)], obtaining its behavior in the limit $\Delta x \rightarrow 0$. We observe that as we go to smaller discretizations we obtain a larger value for the chiral current, thus, we expect that it will have a finite value in the continuum. We perform this for multiple sizes of the system, as shown in Fig. 7.4(c), and we obtain consistent results, which indicates that the finite chiral current survives also in the thermodynamic limit. As we increase $J_{\uparrow \downarrow}$ and go deeper into the Meissner phase, the chiral current seems to saturate.


Figure 7.6: (a) The amplitude of the oscillations in the local density, for the parameters $l_{\varphi}=0.8 d$, $U=32.5 J d^{-1}, V=30 J d^{-1}, V_{\text {trap }}=0, \mathcal{L}=32 d$ as a function of $J_{\uparrow \downarrow}$ for different values of the discretization and the extrapolation to the continuum limit. In the inset the extrapolation is shown for $J_{\uparrow \downarrow}=62.5 J^{-2}$. (c) The amplitude of the oscillations in the local density in the continuum limit for different system sizes and the extrapolation to the thermodynamic limit. In the inset the extrapolation is shown for $J_{\uparrow \downarrow}=62.5 J d^{-2}$. We enforce that the extrapolated values are non-negative in the $1 / \mathcal{L} \rightarrow 0$ limit.

Furthermore, the Meissner state is also characterized by balanced spin flip processes in the bulk of the system. In the lattice representation this implies that there are no currents on the rungs of the ladder. The behavior of this observable is shown in Fig. 7.5. We plot first the site-resolved spin flip current in Fig. 7.5(a), together with the fit function $w_{\uparrow \downarrow} \cos (a x+\phi)$, from which we extract the amplitude of the oscillations, $w_{\uparrow \downarrow}$. The results presented in Fig. 7.5 are computed by fitting the central $1 / 5$ part of the system. We note that this differs with at most $6 \%$ compared to the case if we would have considered a larger region, namely the central $2 / 5$ of the system, $x \in(\mathcal{L} / 2-\mathcal{L} / 5, \mathcal{L} / 2+\mathcal{L} / 5)$. As a function of $J_{\uparrow \downarrow}$, we observe that the amplitude of the spin flip current, $w_{\uparrow \downarrow}$, first increases with $J_{\uparrow \downarrow}$. The maximum around $J_{\uparrow \downarrow} \approx 12.5 J d^{-2}$ lies in the region where the stability is not clarified and then decreases for larger values of $J_{\uparrow \downarrow}$ [see Fig. 7.5(b)]. The finite spin flip currents at low values of $J_{\uparrow \downarrow}$ could indicate that a vortex state might be present. A phase transition may occur in the effective model between the Meissner state and a vortex state, close to the stability threshold. In Fig. 7.5(c), we extrapolate the amplitude of the spin flip current in the continuum limit and represent it as a function of $J_{\uparrow \downarrow}$ for different system sizes. In the thermodynamic limit the spin flip current vanishes deep in the Meissner phase, as expected. However, in the intermediate regime for $18.75 \mathrm{Jd}^{-2} \lesssim J_{\uparrow \downarrow} \lesssim$ $35 J d^{-2}$ the amplitude of the spin flip current is larger than zero in the thermodynamic limit. This might be caused by finite size effects, or the extrapolation being too rough in this regime. The amplitude of the oscillations in the particle density also goes to zero deep for large values of $J_{\uparrow \downarrow}$, after taking both the continuum and thermodynamic limit, as seen in Fig. 7.6.

Next we compute the central charge. In the Meissner superfluid the central charge has the value, $c=1$. Our numerical data agrees with this value within the uncertainties as shown in Fig. 7.7. Furthermore, we observe that for $J_{\uparrow \downarrow} \lesssim 12.5 J d^{-2}$ the central charge has a value $c \approx 2$, which is consistent with the assumption of having a vortex state. It can be seen that close to
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Figure 7.7: The central charge for the parameters $l_{\varphi}=0.8 d, U=32.5 d^{-1} J, V=30 J d^{-1}, V_{\text {trap }}=0$, $\mathcal{L}=32 d$ and multiple values of $\Delta x$, as a function of $J_{\uparrow \downarrow}$. The central charge is extracted fitting the scaling of the entanglement entropy. The errorbars represent the fit error. The dashed horizontal line indicates the constant value 1. ©2019 American Physical Society, published in [93].


Figure 7.8: The absolute value of the single particle correlations $\left\langle\psi_{\sigma}^{\dagger}\left(x_{0}\right) \psi_{\sigma}\left(x_{0}+x\right)+\right.$ H.c. $\rangle$ in a logarithmic plot for the parameters $l_{\varphi}=0.8 d, U=32.5 d^{-1} J, V=30 J d^{-1}, V_{\text {trap }}=0, \mathcal{L}=32 d$, $\Delta x=0.12 d$ for $J_{\uparrow \downarrow}=62.5 J^{-2}$, in the Meissner superfluid phase. The correlations show an algebraic decay with distance, which corresponds to the superfluid phase. The straight (red) line is a fit of the function $\propto x^{-\alpha}$, where $\alpha=0.563 \pm 0.002$. ©2019 American Physical Society, published in [93].
the stability threshold both the error bars due to the fit error and the difference between the values of the central charge computed for different discretizations are larger.

The superfluid nature of the stable stationary state solutions is also confirmed by the algebraic decay of the single particle correlations, shown in Fig. 7.8 for $J_{\uparrow \downarrow}=62.5 \mathrm{Jd}^{-2}$. We mention that, in the weakly interacting limit, a non-Luttinger liquid has been predicted [275] at the critical point of the transition between the vortex and Meissner superfluids, where an exponential decay of the single particle correlations is expected.

### 7.2 Results



Figure 7.9: (a) Graphical interpretation of the self-consistency condition for the parameters $N=32$, $l_{\varphi}=0.8 d, U=32.5 J d^{-1}, V=30 J d^{-1}$ and $V_{\text {trap }}=5 J d^{-1}$. The expectation value $\left\langle K_{\uparrow \downarrow}\right\rangle / \mathcal{L}$ is represented for multiple values of $\Delta x$ and an extrapolation to the limit $\Delta x \rightarrow 0$. The straight (red) line represents the right-hand side of the self-consistency condition, which is a linear function with slope $\frac{J}{A \mathcal{L} d}$. The crossings of the two curves give the solutions of the self-consistency condition. (b) The local currents $j_{\uparrow}(x)$ and $j^{\uparrow \downarrow}(x)$ for the same parameters and $J_{\uparrow \downarrow}=62.5 J d^{-2}$ and $\Delta x=0.12 d$. ©2019 American Physical Society, published in [93].

### 7.2.3 The effect of the parabolic trap on the steady states

As an external trapping potential is common in current experimental setups we analyze the effects of the harmonic trapping $H_{\text {trap }}$ on the dynamically organized steady states. In the following, we show that the Meissner state is stable also in the presence of a harmonic trap of strength $V_{t r a p}=5 J d^{-2}$, for $l_{\varphi}=0.8 d, U=32.5 J d^{-1}, V=30 J d^{-1}$. As the trap induces a varying density, a coexistence of different states is possible across the trap. However, in determining the stability of the dynamically organized states one has to consider all regions, as $\left\langle K_{\uparrow \downarrow}\right\rangle / \mathcal{L}$, which enters the self-consistency condition, is a global observable. In the following, we focus in the characterization of the nature of the states that are present in the center of the trap, where the gradient of the trapping potential is the smallest.

In Fig. 7.9(a), the expectation value $\left\langle K_{\uparrow \downarrow}\right\rangle / \mathcal{L}$ as a function of $J_{\uparrow \downarrow}$ is plotted across the trap. The stable steady states are obtained for $J_{\uparrow \downarrow} \gtrsim 12.5 J d^{-2}$. In the following, we focus on stationary state for $J_{\uparrow \downarrow}=62.5 J^{-2}$. For this value the steady state is stable for all values of $\Delta x$ computed and in the extrapolation to the continuum limit. Due to the trapping potential, the large oscillations at the boundaries are partially suppressed compared to the homogeneous case, as seen in Fig. 7.9(b). We identify the state realized for these parameters in the center of the trap as a Meissner superfluid, due to its finite chiral current, small values of the spin flip current and the algebraic decay of correlations (shown in Fig. 7.10). The local spin current $j_{\uparrow}(x)$ has a maximum in the center of the trap [Fig. 7.9(b)], different from the homogeneous case where $j_{\uparrow}(x)$ has a plateau-like behavior, as we can see Fig. 7.4(a). Because $j_{\uparrow}(x)$ and $j^{\uparrow \downarrow}(x)$ are related via a continuity equation, at the edges of the trap the spin flip current has mostly negative values, for $x \lesssim 10 d$, or positive values, for $x \gtrsim 22 d$. This implies that the amplitude of the oscillations of $j^{\uparrow \downarrow}(x)$ is small only in the central region of the trap. We note that the oscillations present in the


Figure 7.10: The absolute value of the single particle correlations $\left\langle\psi_{\sigma}^{\dagger}\left(x_{0}\right) \psi_{\sigma}\left(x_{0}+x\right)+\right.$ H.c. $\rangle$ in a logarithmic plot for the parameters $N=32, l_{\varphi}=0.8 d, U=32.5{J d^{-1}, V}=30 J d^{-1}$ and $V_{\text {trap }}=$ $5 J d^{-1}, \Delta x=0.12 d$ for $J_{\uparrow \downarrow}=62.5 J d^{-2}$, in the Meissner superfluid phase. The correlations show an algebraic decay with distance, which corresponds to the superfluid phase. The straight (red) line is a fit of the function $\propto x^{-\alpha}$, where $\alpha=0.512 \pm 0.003$.
spin flip currents are due to the finite size of the system and boundary effects. Thus, we have shown that also in the presence of a harmonic trapping potential the dynamical stabilization of the Meissner superfluid is possible.

### 7.3 Comments on the experimental realization

As the parameters used in this chapter have been chosen such that they are close what is experimentally achievable, we shortly comment on the possibility of the experimental realization and how the Meissner state could be identified.

An experimental realization could use ${ }^{87} \mathrm{Rb}$ atoms in an optical cavity [67, 276, 277] subjected to additional optical lattices which confine the atoms to one-dimensional structures. Previous experiments of ultracold bosonic atoms in a cavity [65] observed the Dicke phase transition [67, 101, 171, 192, 260, 278] and an optical lattice has been added to investigate the influence of interaction [70-72]. Typical cavity parameters are $\kappa=2 \pi \times 4.5 \mathrm{kHz}$ and $g_{0}=2 \pi \times 0.76 \mathrm{MHz}$ [276]. The cavity-induced spin-orbit coupling could be implemented using for example the two states from the ${ }^{87} \mathrm{Rb}_{5 \mathrm{~S}_{1 / 2}} F=1$ manifold, $|\uparrow\rangle \equiv\left|F=1, m_{F}=0\right\rangle$ and $|\downarrow\rangle \equiv\left|F=1, m_{F}=-1\right\rangle$ as used in Ref. [243]. The scattering lengths of the two ${ }^{87} \mathrm{Rb}$ states are $a_{\uparrow \uparrow}=100.86 a_{B}$ and $a_{\downarrow \downarrow}=100.4 a_{B}$ [279], with $a_{B}$ the Bohr radius.

We propose different measurements in order to infer the nature of the steady state. A non-destructive measurement is the occupation of the cavity field by observing the leaking of the photons of the cavity. A finite occupation of the cavity field will identify the dynamically organized spin-orbit coupling and decide between the trivial and non-trivial steady states. In order to identify the state of the atomic component of the system, the measurement of the local density can be used to distinguish between a Meissner and a vortex state. In the Meissner case a density plateau in the center part of the wire is present, in contrast to a vortex state which

### 7.4 Short summary

has density modulations. Furthermore, from the momentum distribution obtained in a time-offlight experiment, one can check the dependence of the peak in the momentum distribution and the momentum transferred by the spin-orbit coupling. In Ref. [265] the connection between the peak in the momentum distribution and the imprinted phase is made in the context of bosonic ladders.

### 7.4 Short summary

To summarize, we show the dynamical stabilization of the Meissner superfluid of bosonic atoms confined in a one-dimensional wire coupled to an optical cavity [93]. In the proposed setup, the bosonic atoms are prepared in two hyperfine states coupled to each other via Raman transitions, which involve the creation or annihilation of a cavity photon and a position dependent momentum transfer. With this coupling a cavity mediated spin-orbit coupling is induced if a finite cavity occupation forms. Above a certain pump strength a nontrivial chiral state is realized as a steady state of the dissipative attractor dynamics. The dissipative dynamics takes place due to the leaking of photons out of the cavity mirrors.

The analysis in this chapter has been done at the level of the mean field decoupling of the cavity and the atoms. Thus, it would be interesting to see of the Meissner superfluid state survives once we include the fluctuations beyond mean field, as we performed in Chap. 5 and Chap. 6 for the models with a simpler coupling to the cavity field. This represents one of the outlooks of this chapter and will be treated in future work.

# Understanding the excitation spectrum across a phase transition: the $X X Z$-model in a transverse magnetic field 

One class of quantum materials, which very often host interesting quantum states, are the lowdimensional quantum magnets [5, 122, 280-288]. Such systems show rich phase diagrams due to their enhanced quantum fluctuations, typical for low-dimensional systems. Considering the behavior of the spin degrees of freedom is often crucial to understand the properties of quantum phases with an insulating nature. In such systems, the interactions between neighboring spins are generally due to the superexchange coupling. Generically in quantum spin systems, one can couple the spin degrees of freedom of the material to an external magnetic field. Experimentally, the realization of quantum magnets that have a relatively weak magnetic exchange has opened the possibility of manipulating these systems with realizable magnetic fields. Thus, one can use the external field to induce and probe quantum phase transitions between phases with very different natures. Understanding quantum phase transitions is one of the most lively topics in condensed matter physics [2, 289-291]. Successful experimental investigations of lowdimensional magnets are, for example, the quantitative tests of Tomonaga-Luttinger liquid theory [292-294], the studies of scaling properties at quantum critical points [295, 296], or the observation of fractionalized excitations [297, 298], and other exotic excitations [6, 299, 300].

In this work, we consider the $\mathrm{BaCo}_{2} \mathrm{~V}_{2} \mathrm{O}_{8}$ compound, which exhibits several unique features [119, 120, 301-304]. This material realizes an Ising-like spin- $1 / 2$ chain, due to a strong Ising-like anisotropy in a $X X Z$-type chain. Furthermore, due to its particular crystallographic structure, applying an uniform magnetic field creates staggered fields both in the direction of the external field and perpendicular to it. This has sparked a lot of theoretical and experimental interest in this material, and in the closely related $\mathrm{SrCo}_{2} \mathrm{~V}_{2} \mathrm{O}_{8}$ compound [6, 286, 305]. For a longitudinal magnetic field [288, 306, 307], a commensurate-incommensurate phase transition has been observed [307] and high-energy many-body string excitations [288, 308]. When the field is applied transversally in the [100] crystallographic direction [5, 309], a topological quan-
tum phase transition has been seen, described by a double sine-Gordon model [310]. For a field in the [110] transversal direction, which we will consider in the following sections, it has been shown that one can use the external magnetic field to suppress the three-dimensional ordering present at small temperatures for small values of the magnetic field [7]. Thus, one can use high magnetic fields in order to access the one-dimensional physics. For this direction of the external field the low-lying excitations have been analyzed in Ref. [311], but several questions remain regarding the nature of the excitations close to the phase transition and the high-energy excitations, which we will address in this chapter [112].

In the following, we start by briefly describing the $\mathrm{BaCo}_{2} \mathrm{~V}_{2} \mathrm{O}_{8}$ compound and the $X X Z$ model in a transverse magnetic field used for its description (see Sec. 8.1). In Sec. 8.2 we analyze the ground state properties of the considered model using density matrix renormalization group (DMRG) simulations in the matrix product state (MPS) representation. We identify a phase transition between antiferromagnetic ordering in the $z$-direction and ferromagnetic ordering in the $x$-direction as a function of the magnetic field. In order to elucidate the mechanisms underlying the phase transitions one usually has to investigate the quantum excitations which exist around the quantum critical point. For this we compute numerically the dynamical spin structure factor from the dynamic correlations. In Sec. 8.3 we explain how we employ the timedependent matrix product state (tMPS) method for computing the dynamic correlations and dynamical structure factor. We discuss the numerical tMPS results in Sec. 8.4. In Sec. 8.5 we develop several analytical approaches to further understand the nature of the excitations, and we compare the analytical and numerical results in Sec. 8.6. We compare our theoretical results with experimental data obtained from terahertz spectroscopy experiments [112] and we observe a very good agreement (see Sec. 8.6). In particular this allows us to identify in the experimental results high-energy two-magnon bound states [112]. Several theoretical studies exist in the literature regarding the $X X Z$-model in a transverse magnetic field, see for example Refs. [310, 312-314], but to our knowledge none considered both a uniform and a staggered contribution to the magnetic field as present in our analysis. This chapter is closely related to Ref. [112], in this work I performed the numerical tMPS simulations and the analytical calculations. The experimental results presented below were provided by Zhe Wang and Thomas Lorenz.

### 8.1 Modeling the $\mathrm{BaCo}_{2} \mathrm{~V}_{2} \mathrm{O}_{8}$ compound in a magnetic field

In this section, we describe the model of the $\mathrm{BaCo}_{2} \mathrm{~V}_{2} \mathrm{O}_{8}$ compound in a transverse magnetic field, shown in Fig. 8.1(a). The cobalt oxide $\mathrm{BaCo}_{2} \mathrm{~V}_{2} \mathrm{O}_{8}$ exhibits screw chains of $\mathrm{Co}^{2+}$ rotating around the four-fold $\mathbf{c}$ direction of its tetragonal structure [120, 301, 315] [see Fig. 8.1(a)]. The exchange interactions between the magnetic moments of the $\mathrm{Co}^{2+}$ ions can be described by an effective spin- $1 / 2$ antiferromagnetic chain model, namely the $X X Z$-model [119, 286, 288, 305]. Because of the crystallographic structure the magnetization local easy axes of the $\mathrm{Co}^{2+}$ ions are tilted from the chain $\mathbf{c}$ axis by an angle of $\theta \sim 5^{\circ}$ and rotated by $90^{\circ}$ when moving along the four-fold axis [119, 120]. This leads to an anisotropic $g$-tensor, which implies that additional effective fields are created perpendicular to an applied transverse magnetic field. In zero magnetic field, a 3D long-range antiferromagnetic ordering along the $\mathbf{c}$ axis is stabilized below the critical temperature $T_{N} \sim 5 K$ by weak interchain couplings [301-303]. For a transverse field


Figure 8.1: (a) The structure of a single $\mathrm{Co}^{2+}$ screw chain of $\mathrm{BaCo}_{2} \mathrm{~V}_{2} \mathrm{O}_{8}$, where blue and red spheres are Co and O respectively. The blue arrows show the zero-field magnetic arrangement. The local anisotropy axis is plotted with a red dashed line for the bottom $\mathrm{CoO}_{6}$ octahedron [5]. (b)-(c) The sitedependent magnetic fields induced by a transverse external field in the direction [110], Eqs. (8.2)-(8.3). Here $h_{1}^{x}=h g_{1}^{x x}, h_{2}^{x}=h g_{2}^{x x}, h^{z}=h g_{1}^{x z}=-h g_{3}^{x z}$. In (b) we neglect the field in the $z$-direction. Panel (a) reprinted with permission from Springer Nature Customer Service Centre GmbH: Nature, Nature Physics, 14(7):716-722, Topological quantum phase transition in the Ising-like antiferromagnetic spin chain $\mathrm{BaCo}_{2} \mathrm{~V}_{2} \mathrm{O}_{8}$, Q. Faure et al., © (2018).
along the crystallographic [110] direction, which will be considered in the rest of this chapter, the 3D order is destroyed at $\mu_{0} H^{c, 3 D}=21.4 \mathrm{~T}$ [7], for the considered temperature. $H^{c, 3 D}$ is smaller than the corresponding one-dimensional critical field marking the end of the Néel phase, $\mu_{0} H^{c}=40 \mathrm{~T}[119,120,316]$. This will allow us to study the one-dimensional quantum phase transition in an experimentally realizable system. The effects of the coupling between different chains are negligible around the transition. In contrast, we note that for the [100] direction a phase transition occurs at lower field, $\mu_{0} H^{c}=10 \mathrm{~T}$. Thus, for the [100] direction, the interchain coupling plays an important role [5, 119].

The adequate model to describe the experiments we are interested in is the $X X Z$-model in an external magnetic field

$$
\begin{align*}
H & =J \sum_{j=1}^{L}\left[S_{j}^{z} S_{j+1}^{z}+\epsilon\left(S_{j}^{x} S_{j+1}^{x}+S_{j}^{y} S_{j+1}^{y}\right)\right]  \tag{8.1}\\
& -\sum_{j=1}^{L} \sum_{\alpha \in\{x, y, z\}} h_{j}^{\alpha}\left\{g_{j}^{\alpha x} S_{j}^{x}+g_{j}^{\alpha y} S_{j}^{y}+g_{j}^{\alpha z} S_{j}^{z}\right\},
\end{align*}
$$

describing $L$ spins with $S=1 / 2$, see Sec. 2.2, with $J$ the intrachain exchange interaction, $\epsilon$ the anisotropic parameter, $\mathbf{h}_{j}$ the magnetic field, and $g_{j}^{\alpha \beta}$ the elements of the $g$-tensor. We note that we did not include the interchain coupling between the different one-dimensional chains, as it does not play an important role for the field direction and the parameter regimes considered in the following.

In this study, we consider a transverse external field in the direction [110]. We take the field direction as our $x$-direction such that $\mathbf{h}_{j}=(h, 0,0)$, corresponding to the $\mathbf{a}+\mathbf{b}$ crystal axis [see Fig. 8.1(a)]. The $z$-direction in our model is along the $c$ axis of the crystal. In this case the Hamiltonian reads [119]

$$
\begin{align*}
H & =J \sum_{j}\left[S_{j}^{z} S_{j+1}^{z}+\epsilon\left(S_{j}^{x} S_{j+1}^{x}+S_{j}^{y} S_{j+1}^{y}\right)\right]  \tag{8.2}\\
& -h \sum_{j}\left(g_{j}^{x x} S_{j}^{x}+g_{j}^{x z} S_{j}^{z}\right)
\end{align*}
$$

Here the magnetic field $h$ has units of energy, as in the following we give the magnetic field in Tesla we can make the conversion as follows $h=\mu_{B} \mu_{0} H$, where $\mu_{B}$ is the Bohr magneton, $\mu_{0}$ is the vacuum permeability and the magnetic field $\mu_{0} H$ has units of Tesla. The entries of the $g$-tensor are given by [119]

$$
\begin{align*}
g_{j}^{x x} & =\left(g_{1} \cos ^{2} \theta+g_{2} \sin ^{2} \theta\right) \cos ^{2}\left(\frac{\pi}{2}(j-1)\right)+g_{3} \sin ^{2}\left(\frac{\pi}{2}(j-1)\right)  \tag{8.3}\\
g_{j}^{x y} & =0 \\
g_{j}^{x z} & =\left(g_{2}-g_{1}\right) \cos \theta \sin \theta \cos \left(\frac{\pi}{2}(j-1)\right)
\end{align*}
$$

where $\theta$ is the tilt from the $\mathbf{c}$ axis. In all generality, the tilt $\theta$ can be site-dependent, however for the compound we consider it is uniform. $g_{1}, g_{2}$, and $g_{3}$ are the values of the $g$-tensor along the magnetic principle axes [119], and we use them as the parameters of our model. We observe that $g^{x x}$ has different values on the odd than on the even sites, this giving a staggered contribution on top of a constant field, as we depicted in Fig. 8.1(b). The field in the $z$-direction has a fourfold periodicity, as $g^{x z}$ is non-zero only on the first and third sites of the unit cell, but with different signs [see Fig. 8.1(b)].

For completeness we also give the other non-zero elements of the $g$-tensor which do not enter the expression of the Hamiltonian

$$
\begin{align*}
g_{j}^{y y} & =\left(g_{1} \cos ^{2} \theta+g_{2} \sin ^{2} \theta\right) \sin ^{2}\left(\frac{\pi}{2}(j-1)\right)+g_{3} \cos ^{2}\left(\frac{\pi}{2}(j-1)\right)  \tag{8.4}\\
g_{j}^{z z} & =g_{1} \cos ^{2} \theta+g_{2} \sin ^{2} \theta \\
g_{j}^{y z} & =\left(g_{2}-g_{1}\right) \cos \theta \sin \theta \sin \left(\frac{\pi}{2}(j-1)\right)
\end{align*}
$$

For the calculations presented in the following, we will consider the following parameters, unless stated otherwise, $g_{1}=3.5, g_{2}=6.1, g_{3}=2.1, \theta=5^{\circ}, \epsilon=0.46, J=61 k_{B}$, with $k_{B}$
the Boltzmann constant. We will see that this parameter set exhibits a good agreement with the experimental data. For these parameters the site dependent values in the unit cell of the $g$-factors are $g^{x x}=(3.52,2.1,3.52,2.1)$ and $g^{x z}=(0.23,0,-0.23,0)$. Due to the complexity of the model it is not an easy task to find the best values of the several independent parameters for the direct comparison with the experimental results. Such that in the different studies existent in the literature, e.g. see Refs. [5, 112, 119, 311], the parameters used are slightly different depending on the observables and regimes of interest. We note that our choice of parameters shows the main features found both in the experimental terahertz spectroscopy results and the measurements of the magnetization.

### 8.2 Ground state properties

In this section, we look at the properties of the ground state of the Hamiltonian given in Eq. (8.2) as a function of the applied external magnetic field, in order to understand the nature of the phase transition. Our results are similar to previous studies of the ground state magnetization of the $\mathrm{BaCo}_{2} \mathrm{~V}_{2} \mathrm{O}_{8}$ compound in a transverse magnetic field [119, 311].

We compute the ground state of the model, Eq. (8.2), for a system of size $L=200$. The results were obtained using a finite-size DMRG algorithm in the MPS representation [124, 129], implemented using the ITensor Library [139]. This method was described in Sec. 3.1.2. The convergence is ensured by a maximal bond dimension up to 300 , for which the truncation error is at most $10^{-12}$.

In Fig. 8.2(a) we compute the magnetization in the ground state in the direction of the field, which we define as

$$
\begin{equation*}
M_{x}=\frac{1}{L} \sum_{j=1}^{L} g_{j}^{x x}\left\langle S_{j}^{x}\right\rangle \tag{8.5}
\end{equation*}
$$

We observe a steady increase in the $M_{x}$ as a function of the magnetic field and a saturation above the critical value $\mu_{0} H_{c} \sim 40 T$. A similar behavior is found also in the local magnetization $\left\langle S_{j}^{x}\right\rangle$, shown in Fig. 8.2(b). However, $\left\langle S_{j}^{x}\right\rangle$ for $j$ odd is consistently larger than for $j$ even, due to the stronger local magnetic field. Such that for $j$ odd we observe a smoother behavior close to the transition threshold, compared to a steep increase in the magnetization on the even sites as we go near the critical point. Above the transition we see that for all sites in the unit cell $\left\langle S_{j}^{x}\right\rangle \sim 0.5$, thus we can approximate well the ground state of the system with the fully polarized state in the $x$-direction for large magnetic fields. In order to validate our choice of parameters we compare our ground state results with experimentally measured values [112], as presented in Fig. 8.2(a). We can observe a very good agreement for all values of the magnetic field considered, only around the phase transition threshold the experimental curve has a smoother behavior. We note that because of the fact that the model used, Eq. (8.2), has several independent parameters, one can obtain a similar agreement also for a slightly different set of parameters [112].

The local magnetization in the $z$-direction, $\left\langle S_{j}^{z}\right\rangle$, presented in Fig. 8.2(c), shows that the antiferromagnetic ordering in the $z$-direction found at zero magnetic field persists up to the phase transition threshold. The finite values of $\left\langle S_{j}^{z}\right\rangle$ for the odd sites in the unit cell for large


Figure 8.2: (a) The magnetization $M_{x}$ as a function of the magnetic field (blue circles) in comparison with the experimentally measured magnetization line [112]. We note that from the raw experimental data we subtracted a linear contribution corresponding to the Van-Vleck susceptibility. The expectation values of the spin operators, $\left\langle S_{j}^{\alpha}\right\rangle$ for (b) $\alpha=x$ and (c) $\alpha=z$, where $j$ represents one of the four sites of the unit cell. We note that the results for $j=2$ are identical with the ones for $j=4$ in panels (b) and (c). The red line represents the critical field, marking the phase transition, determined as the field for which the staggered magnetization vanishes (see Fig. 8.3). The results where obtained in the ground state for the following parameters, $L=200, g_{1}=3.5, g_{2}=6.1, g_{3}=2.1, \theta=5^{\circ}, \epsilon=0.46, J=61 k_{B}$.
magnetic field is associated to the induced magnetic field which is non-zero on these sites.
From the ground state results we see that we have a transition from an antiferromagnetic ordering in the $z$-direction to a ferromagnetic ordering in the $x$-direction as we increase the external magnetic field. This resembles the phase transition which occurs in the transverse-field Ising model. In order to understand the nature of the phase transition we look at the staggered magnetization in the $z$-direction, which acts as an ordered parameter for the transition. The staggered magnetization is defined as

$$
\begin{equation*}
m_{z}=\frac{1}{L} \sum_{j=1}^{L}(-1)^{j}\left\langle S_{j}^{z}\right\rangle \tag{8.6}
\end{equation*}
$$

We can see that for fields lower than the critical value $\mu_{0} H_{c} \sim 40 T$, Fig. 8.3(a), it has a finite value due to the antiferromagnetic ordering, and it vanishes for larger magnetic fields. Thus, the


Figure 8.3: The staggered magnetization $m_{z}$ as a function of (a) the magnetic field and (b) the distance from the critical field. In (b) the black line in the log-log plot represents and algebraic fit $\propto\left(H_{c}-H\right)^{\beta}$, with $\beta=0.123 \pm 0.001$ The red line represents the critical field, marking the phase transition, determined as the field for which the staggered magnetization vanishes. The results where obtained in the ground state for the following parameters, $L=200, g_{1}=3.5, g_{2}=6.1, g_{3}=2.1, \theta=5^{\circ}, \epsilon=0.46, J=61 k_{B}$.
staggered magnetization has the behavior of the order parameter for this phase transition. By looking at the algebraic scaling of $m_{z}$ as a function of the distance from the critical magnetic field, depicted in Fig. 8.3(b) we obtain a exponent of $\beta=0.123 \pm 0.001$. The value of the extracted exponent is close to the value of $1 / 8$ expected from a phase transition belonging to the Ising universality class [2,310]. We note that also the situation of the transverse Ising model in a uniform magnetic field [2], and the $X X Z$-model with a fully staggered transverse field [310] show the same value of the exponent $\beta$ and belong to the Ising universality class.

### 8.3 Dynamic correlations

In order to capture the properties of the quantum phase transition and the spin excitations occurring in our system, we compute in our calculations the dynamical spin structure factor. This is not only of theoretical interest, but it can be directly compared to the experimental results of the terahertz spectroscopy technique, or with other experimental methods as inelastic neutron scattering, electron spin resonance, and nuclear magnetic resonance. The first step in the calculation of the dynamical spin structure factor is to compute the two-point correlation functions at different points in time given by

$$
\begin{equation*}
S_{j, l}^{\alpha \beta}(t)=\langle 0| S_{j}^{\alpha}(t) S_{l}^{\beta}|0\rangle=\langle 0| e^{i t H} S_{j}^{\alpha} e^{-i t H} S_{l}^{\beta}|0\rangle, \tag{8.7}
\end{equation*}
$$

with $|0\rangle$ the ground state of the spin chain, $\alpha$ and $\beta$ the two spin directions. The sites for which we compute the correlations are $j=1 \ldots L$, and $l \in\{L / 2-1, L / 2, L / 2+1, L / 2+2\}$, corresponding to the central 4 -site unit cell. We compute numerically the correlations using the time-dependent matrix product state method (tMPS) for Hamiltonians with short range interactions [124, 133, 134] which we described in Sec. 3.1.3. We perform the time-evolution of the ground state $|0\rangle$ and the excited states $\left|\psi_{l}\right\rangle=S_{l}^{\beta}|0\rangle$ using tMPS. Afterwards the overlap of $S_{j}^{\alpha}\left|\psi_{l}(t)\right\rangle$ and $e^{-i t E_{0}}|0\rangle$ is evaluated to obtain the correlation function from Eq. (8.25), with $E_{0}$ the ground state energy.

The dynamical structure factor is obtained via a numerical Fourier transform to the frequencymomentum space

$$
\begin{equation*}
S_{l}^{\alpha \beta}(q, \omega)=\frac{1}{\sqrt{N_{t} L}} \sum_{n=0}^{N_{t}-1} \sum_{j=1}^{L} e^{i(\omega n \delta t-q j)} S_{j, l}^{\alpha \beta}(n \delta t) \tag{8.8}
\end{equation*}
$$

with the discrete momenta $q=\frac{2 \pi k}{L}, k=0 \ldots L-1$ and frequencies $\omega=\frac{2 \pi f}{N_{t} \delta t}$, with $N_{t}$ the number of the time measurements and $\delta t$ the time between them, $f=0 \ldots N_{t}-1$. The momentum $q$ has the reciprocal units of the lattice spacing $a$, which we set to $a=1$. In order to reduce the effects of the open boundary conditions, we apply a Gaussian filter to the correlations before the numerical Fourier transform

$$
\begin{equation*}
S_{j, l}^{\alpha \beta}(t) f(j) \rightarrow S_{j, l}^{\alpha \beta}(t), \text { with } f(j)=e^{-4\left(1-\frac{2 j}{L-1}\right)^{2}} \tag{8.9}
\end{equation*}
$$

The effect of this filter is a convolution of the correlations with a Gaussian function in momentum space. This minimizes the numerical artifacts due to the open boundary conditions, but on the same time reduces the momentum resolution. The width of the Gaussian filter was chosen to balance between these two effects.

After checking the convergence, the typical parameters used in our simulations of dynamical quantities are system sizes of $L=124$ sites with a bond dimension up to $m=300$ states. This ensured that the truncation error at the final time $t J / \hbar=110$ is $\epsilon \lesssim 10^{-7}$. We note that at large magnetic fields, above the phase transition, the truncation error at the final time is smaller, $\epsilon \lesssim 10^{-10}$. We limited the final time to be smaller than the time necessary for the excitations to reach the boundaries in order to minimize the boundary effects. The chosen time step was $\mathrm{d} t J / \hbar=0.05$ and the measurements where performed every fourth time step.

In the following we want to understand better the connection between the dynamical structure factor, Eq. (8.8), and the experimental measurements, and to see which spin directions contribute most. For this we employ linear response theory [317]. In this approach, one considers that the system is subject to an external perturbation and its response is measured. The response is in general a functional of the exerted perturbation on the system, and for a sufficiently weak perturbation, one can evaluate the response from the linear terms in a perturbation theory [317].

In the experimental setup considered in the following chapter [112], the THz field is in the $y$-z plane, for a circular polarization this is then given by $\mathbf{h}^{\mathrm{THz}}=\left(0, h^{\mathrm{THz}}, h^{\mathrm{THz}}\right)$. The electromagnetic wave couples with the spin operators as

$$
\begin{align*}
& \sum_{l} \sum_{\alpha, \beta} h^{\mathrm{TH} z, \alpha} g_{l}^{\alpha \beta} S_{l}^{\beta}=  \tag{8.10}\\
& =h^{\mathrm{THz}} \sum_{l}\left[g_{l}^{z x} S_{l}^{x}+\left(g_{l}^{y y}+g_{j}^{z y}\right) S_{l}^{y}+\left(g_{l}^{y z}+g_{l}^{z z}\right) S_{l}^{z}\right] \\
& \equiv h^{\mathrm{THz}} \mathcal{O}
\end{align*}
$$

where $\mathcal{O}=\sum_{l}\left[g_{l}^{z x} S_{l}^{x}+\left(g_{l}^{y y}+g_{j}^{z y}\right) S_{l}^{y}+\left(g_{l}^{y z}+g_{l}^{z z}\right) S_{l}^{z}\right]$ is the operator which couples to the THz field, and we sum over the four sites of the unit cell. We look at the linear response of the system after the perturbation $H_{\text {pert }}=\mathcal{O} h^{\mathrm{THz}} e^{i \omega t}$. We are interested in the change of energy of the system, as in the experiment one measures the absorption coefficient,

$$
\begin{align*}
\frac{d E(t)}{d t} & =i \omega\langle\mathcal{O}(t)\rangle h^{\mathrm{THz}} e^{i \omega t}, \text { with }  \tag{8.11}\\
\langle O(t)\rangle & =\int d t^{\prime}\left[\chi_{\mathcal{O O}}\left(t-t^{\prime}\right) h^{\mathrm{THz}} e^{i \omega t^{\prime}}+\chi_{\mathcal{O O}^{\dagger}}\left(t-t^{\prime}\right)\left(h^{\mathrm{THz}}\right)^{*} e^{-i \omega t^{\prime}}\right]
\end{align*}
$$

Thus, the average change in energy is then given by

$$
\begin{equation*}
\frac{\overline{d E(t)}}{d t}=i \omega \chi_{\mathcal{O O}^{\dagger}}(\omega)\left|h^{\mathrm{THz}}\right|^{2}, \tag{8.12}
\end{equation*}
$$

with the susceptibility

$$
\begin{equation*}
\chi_{\mathcal{O O}^{\dagger}}(\omega)=-i \int d t\langle[\mathcal{O}(t), \mathcal{O}(0)]\rangle e^{i \omega t} \tag{8.13}
\end{equation*}
$$

From Eq. (8.13) we can see that, in principle, for the dynamical structure factor we need to consider all pairs of operators which appear in the commutator $[\mathcal{O}(t), \mathcal{O}(0)]$. But if we evaluate the coefficients given by the $g$-factors, for the parameters considered in this chapter, we observe that for the spin directions $S^{y} S^{y}, S^{y} S^{z}, S^{z} S^{z}$ the coefficients are one order of magnitude larger than in the case of the spin directions $S^{x} S^{y}, S^{x} S^{z}$, and two orders of magnitude compared with the case of $S^{x} S^{x}$. Thus, we expect that by computing $S_{l}^{\alpha \beta}(q, \omega)$, Eq. (8.8), for $\alpha, \beta \in\{y, z\}$ we can capture the main features relevant to the experimental measurements.

As we observe from Eq. (8.10) and Eq. (8.13) we have to include the $g$-factors to properly capture the response of the system. Thus, we modify the dynamical structure factor computed in Eq. (8.8) to

$$
\begin{equation*}
(g S)_{l}^{\alpha \beta}(q, \omega)=\frac{1}{\sqrt{N_{t} L}} \sum_{n=0}^{N_{t}-1} \sum_{j=1}^{L} e^{i(\omega n \delta t-q j)} \mathcal{G}_{j}^{\alpha} \mathcal{G}_{l}^{\beta} S_{j, l}^{\alpha \beta}(n \delta t) \tag{8.14}
\end{equation*}
$$

where $\mathcal{G}_{l}^{x}=g_{l}^{z x}, \mathcal{G}_{l}^{y}=g_{l}^{y y}+g_{l}^{z y}, \mathcal{G}_{l}^{z}=g_{l}^{z z}+g_{l}^{y z}$. As the experimental measurements are not sensitive to the different sites of the unit cell and the spin directions, we compute the following quantity to compare with the experimental results

$$
\begin{equation*}
\mathcal{S}(q, \omega)=\sum_{l=L / 2-1}^{L / 2+2}\left[\left|(g S)_{l}^{z z}(q, \omega)\right|^{2}+\left|(g S)_{l}^{y y}(q, \omega)\right|^{2}+\left|(g S)_{l}^{z y}(q, \omega)\right|^{2}+\left|(g S)_{l}^{y z}(q, \omega)\right|^{2}\right] . \tag{8.15}
\end{equation*}
$$

### 8.4 Numerical tMPS results

In this section, we analyze our numerical tMPS results for the dynamical structure factor $\mathcal{S}(q, \omega)$, Eq. (8.15), as presented in Fig. 8.4 and Fig. 8.5. We focus on the features which are present in the experimental results shown in Sec. 8.6, labeling them in Fig. 8.5.

In the numerical tMPS calculation of the dynamical structure factor $\mathcal{S}(q, \omega)$, Eq. (8.15), we obtain its full dependence on the momentum $q$ and frequency $\omega$. We show the obtained spectra in Fig. 8.4 for several values of the magnetic field. We label the three main bands which we see in Fig. 8.4 in order to better track their evolution as we vary the magnetic field. We observe that the minimum of the lowest band decreases as the transition is approached from below. This minimum reincreases as the field is increased beyond the transition. The lowest band corresponds to $M_{\pi}^{\prime}$ and $M_{\pi / 2}^{\prime}$ of Fig. 8.5. The shape of the second band [seen at around $\omega \approx 1.2 \mathrm{THz}$ in Fig. 8.4 (b)] seems to change quite drastically in between 20 T and 40 T . The frequency of both its peaks around $q=0$ ( $M_{0}^{u}$ of Fig. 8.5) and $q=\pi$ is increasing with the field, while the peak at $q=\pi / 2\left(M_{\pi / 2}^{u}\right)$ remains almost constant. This induces a change of curvature of the second band around $q=\pi / 2$. Above the critical field, this band is shifting monotonously with the magnetic field to higher frequencies. The third band [seen in between $\omega \approx 1.5 \mathrm{THz}$ and $\omega \approx 2.4 \mathrm{THz}$ in Fig. 8.4 (b)] increases in frequency with the magnetic field, but its intensity is decreasing as we get close to the critical field, such that at $\mu_{0} H=40 \mathrm{~T}$ we can only distinguish it if we increase the visibility of the high-frequency region in the density plot [Fig. 8.4 (f)]. This band corresponds to $D_{\pi}$ in Fig. 8.5. Between 20 T and 32 T [Fig. 8.4 (b)-(d)] we can also distinguish some high-frequency features close to $q=\pi / 2$ if we multiplied $\mathcal{S}(q, \omega)$ with a factor of 10 above a certain value of $\omega$.

As the terahertz spectroscopy experiment is only sensitive to the values of momenta $q \in$ $\{0, \pi / 2, \pi\}$ [112], we analyze how the excitation modes captured by the dynamical structure factor at these values of momenta behave as a function of the magnetic field, Fig. 8.5. The main features that we can observe, also seen in the experimental data in Sec. 8.6, are the following:

- The lowest excitation mode at $q=0$ and $q=\pi, M_{\pi}^{\prime}$, which shows the gap closing at the critical value of the magnetic field, signaling the phase transition [see Fig. 8.5(a) and Fig. 8.5(c)]. We analyze later in detail the nature of this mode, above the transition it stems from the dynamics of a single mode in a staggered magnetic field.
- We observe $q=\pi / 2$ a mode softening as we increase the magnetic field, $M_{\pi / 2}^{\prime}$, but it maintains a finite gap. The frequency of the mode increases with the magnetic field above the transition [see Fig. 8.5(b)].
- Similarly, also the frequency of the mode $M_{\pi / 2}^{u}$ is increasing with the magnetic field above the phase transition, but under the threshold it seems to be independent of the value of the magnetic field [see Fig. 8.5(b)].
- For $q=0$ we see a mode, $M_{0}^{u}$, which exhibits a relatively smooth increase in frequency with the magnetic field across the phase transition. Close in frequency is the mode $D_{\pi}$ which has a similar behavior, but seems to be only visible up to the critical magnetic field [see Fig. 8.5(a) and Fig. 8.5(c)]. We will show that this mode corresponds to a two-magnon bound state.


Figure 8.4: The dynamical structure factor for different values of the external magnetic field as a function of momentum $q$ and frequency $\omega$. In each panel we normalized the maximum of $\mathcal{S}(q, \omega)$ to 1 . Above the horizontal yellow dashed line we multiplied $\mathcal{S}(q, \omega)$ with a factor of 10 in order to increase the visibility of the high-frequency modes. The results where obtained for the following parameters, $L=124$, $g_{1}=3.5, g_{2}=6.1, g_{3}=2.1, \theta=5^{\circ}, \epsilon=0.46, J=61 k_{B}$.
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Figure 8.5: (a)-(c) The numerical results for the dynamical structure factor $\mathcal{S}(q, \omega)$, Eq. (8.15), as a function of the magnetic field for three values of the momentum, $q \in\{0, \pi / 2, \pi\}$. We marked the modes that can be observed in the experimental results in Fig. 8.11 below. We normalized the maximum of $\mathcal{S}(q, \omega)$ to 1 for each considered value of the magnetic field. For $q=\pi / 2$, above the horizontal yellow dashed line we multiplied $\mathcal{S}(q, \omega)$ with a factor of 5 in order to increase the visibility of the highfrequency modes. The vertical red line marks the critical magnetic field. The results where obtained for the following parameters, $L=124, g_{1}=3.5, g_{2}=6.1, g_{3}=2.1, \theta=5^{\circ}, \epsilon=0.46, J=61 k_{B}$.

- We also capture the high-frequency modes $D_{\pi / 2}$ and $T_{\pi / 2}$, but they appear more faintly in the numerical data in comparison with the lower frequency features [see Fig. 8.5(b)].
Until now we observed that the model we consider, Eq. (8.2), has a complex excitation spectra, shown in Fig. 8.4 and Fig. 8.5. Thus, in the following, we want to understand the nature of the different excitations modes which we identified in our numerical tMPS simulations.


### 8.5 Analytical understanding of the excitations

In this section, we want to gain an analytical understanding of the nature of the features present in the dynamical structure factor which we computed in the previous section.

In Sec. 8.1 we have seen that for the parameters we consider the site dependent values in the unit cell of the $g$-factors are $g^{x x}=(3.52,2.1,3.52,2.1)$ and $g^{x z}=(0.23,0,-0.23,0)$. We can observe that the values corresponding to the $x$-direction are one order of magnitude higher than for the $z$-direction. This justifies the first approximation that we make by neglecting the magnetic field induced in the $z$-direction from Eq. (8.2) [see Fig. 8.1(c)]. The results obtained within this approximation are, in a wide region around the transition, in good agreement with our numerical results considering all terms of the Hamiltonian, Eq. (8.2). Thus, the Hamiltonian from Eq. (8.2) becomes

$$
\begin{equation*}
\tilde{H}=J \sum_{j}\left[S_{j}^{z} S_{j+1}^{z}+\epsilon\left(S_{j}^{x} S_{j+1}^{x}+S_{j}^{y} S_{j+1}^{y}\right)\right]-\sum_{j}\left[h_{u}+(-1)^{j} h_{s}\right] S_{j}^{x}, \tag{8.16}
\end{equation*}
$$

where we separated the uniform part of the magnetic field $h_{u}=\frac{h}{2}\left(g_{1}^{x x}+g_{2}^{x x}\right)$ from the stag-
gered contribution $h_{s}=\frac{h}{2}\left(g_{1}^{x x}-g_{2}^{x x}\right)$. The site dependence of the magnetic field in this case is sketched in Fig. 8.1(c). We checked that the numerically computed dynamical spin structure factor for this reduced Hamiltonian reproduces all the important features we observed in Sec. 8.4.

We begin our analysis by performing a rotation to the Hamiltonian given in Eq. (8.16), in order to simplify our calculations. This rotation aligns the new $z$-direction along the direction of the external magnetic field

$$
\begin{align*}
& S^{x} \rightarrow S^{z}  \tag{8.17}\\
& S^{y} \rightarrow S^{x} \\
& S^{z} \rightarrow S^{y}
\end{align*}
$$

Our Hamiltonian now reads

$$
\begin{equation*}
\tilde{H}=J \sum_{j}\left[S_{j}^{y} S_{j+1}^{y}+\epsilon\left(S_{j}^{z} S_{j+1}^{z}+S_{j}^{x} S_{j+1}^{x}\right)\right]-\sum_{j}\left[h_{u}+(-1)^{j} h_{s}\right] S_{j}^{z} \tag{8.18}
\end{equation*}
$$

### 8.5.1 Transverse-field Ising model

In a first approach, we aim to derive a model similar to the transverse-field Ising model [2], which one can solve exactly. This is justified by the fact that the phenomenology of the phase transition we described in Sec. 8.2 resembles the one found in the transverse-field Ising model. Thus, we expect that also the behavior of the excitations close to the transition might be well described. The main approximation that we make in this subsection is to neglect the interaction term $S_{j}^{z} S_{j+1}^{z}$ from Eq. (8.18). This leads to the following Hamiltonian

$$
\begin{equation*}
\tilde{H}_{\mathrm{TI}}=J \sum_{j}\left(\epsilon S_{j}^{x} S_{j+1}^{x}+S_{j}^{y} S_{j+1}^{y}\right)-\sum_{j}\left[h_{u}+(-1)^{j} h_{s}\right] S_{j}^{z}, \tag{8.19}
\end{equation*}
$$

which we are able to solve exactly. Compared to the usual transverse-field Ising model [2], we also consider the $S_{j}^{y} S_{j+1}^{y}$ term and the space dependence of the magnetic field, which will prove crucial in reproducing the features of the full model, given in Eq. (8.2). In order to find the exact spectrum of $\tilde{H}_{\text {TI }}$, Eq. (8.19), we employ the Jordan-Wigner transformation [2, 318, 319]. This maps our Hamiltonian to a quadratic model of spinless fermions, which we can diagonalize. More details regarding this calculation are found in Appendix D.

In Fig. 8.6 we compare the exact spectrum of the non-interacting Hamiltonian $\tilde{H}_{\mathrm{TI}}$, Eq. (8.19) and the dynamical structure factor, $\mathcal{S}(q, \omega)$, of the full Hamiltonian, Eq. (8.2), for several values of the magnetic field. We monitor the gap corresponding to the minimum of the first band of $\tilde{H}_{\text {TI }}$ and identify the critical magnetic field of the phase transition for which this gap closes. Due to the approximation we employ in the derivation of $\tilde{H}_{\text {TI }}$ we obtain a lower value of the critical field than we have in the full model. To correct for this deviation we shift the results for the spectrum of $\tilde{H}_{\text {TI }}$ presented in Fig. 8.6 by 16 T . We find that the behavior around the critical field is captured by $\tilde{H}_{\mathrm{TI}}$. We observe that away from the transition threshold for low values of the magnetic field, Fig. 8.6(a)-(b), $\tilde{H}_{\mathrm{TI}}$ only captures the behavior of the first band around $q=\pi$
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Figure 8.6: Comparison between the exact spectrum of the non-interacting Hamiltonian $\tilde{H}_{\mathrm{TI}}$, Eq. (8.19) depicted with magenta lines and the dynamical structure factor, $\mathcal{S}(q, \omega)$, of the full Hamiltonian, Eq. (8.2), for several values of the magnetic field. The spectrum of $\tilde{H}_{\mathrm{TI}}$ has been shifted with a field of 16 T in order to recover the critical field of the full model. The results where obtained for the following parameters, $L=124, g_{1}=3.5, g_{2}=6.1, g_{3}=2.1, \theta=5^{\circ}, \epsilon=0.46, J=61 k_{B}$.
and the second band for momenta close to $q=0$ and $q=\pi$. We attribute the discrepancies mainly to the interaction term $S_{j}^{z} S_{j+1}^{z}$ which we neglected in $\tilde{H}_{\mathrm{TI}}$. Close to critical field the spectra of $\tilde{H}_{\text {TI }}$ agrees well with the features of the dynamical structure factor of the full model [Fig. 8.6(c)-(d)], up to a small frequency shift in the second band. Moreover, the agreement remains if we increase the magnetic field to larger values, Fig. 8.6(e)-(f).

Thus, we have seen that in this approximation, neglecting the interactions in the field direction, Eq. (8.19), we can capture the behavior of the mode closing at the critical point and one of the high-energy modes present in the full calculation. In the transverse-field Ising model one can associate the excitations at low fields to domain walls in the antiferromagnetic state and at high fields to defects in the fully polarized state [2]. We expect that a similar interpretation is valid also in our case and that the two bands seen above the critical field would correspond
to the dynamics of a single magnon in the staggered magnetic field. However, we cannot find an analytical expression for the spectrum, only a numerical one. Thus, in order to gain more insights, we employ a different approximation in the following subsection to identify the nature of the excitations above the critical magnetic field.

### 8.5.2 Large magnetic field limit - magnon states

In the following, we focus on the regime above the phase transition threshold for large magnetic fields, $\mu_{0} H \geq 40 T$. In this case, the ground state of the system can be approximated well by a fully polarized state in the direction of the magnetic field, as we saw in Sec. 8.2. We rewrite Eq. (8.18) as

$$
\begin{align*}
\tilde{H}= & J \sum_{j}\left[\epsilon S_{j}^{z} S_{j+1}^{z}+\frac{1}{4}(\epsilon-1)\left(S_{j}^{+} S_{j+1}^{+}+S_{j}^{-} S_{j+1}^{-}\right)+\frac{1}{4}(\epsilon+1)\left(S_{j}^{+} S_{j+1}^{-}+S_{j}^{-} S_{j+1}^{+}\right)\right]  \tag{8.20}\\
& -\sum_{j}\left[h_{u}+(-1)^{j} h_{s}\right] S_{j}^{z},
\end{align*}
$$

where we used $S_{j}^{x}=\frac{1}{2}\left(S_{j}^{+}+S_{j}^{-}\right)$and $S_{j}^{y}=\frac{1}{2 i}\left(S_{j}^{+}-S_{j}^{-}\right)$. In the limit of large magnetic fields the ground state is approximated by the fully polarized state $|\uparrow \cdots \uparrow\rangle$ in the $z$-direction. In Sec. 8.3 we saw that the operators of interest in the dynamical correlations are the spin operators corresponding to the directions perpendicular on the magnetic field direction. The application of the operators $S^{y}$ or $S^{x}$ onto the fully polarized state will produce a spin flip defect

$$
\begin{equation*}
S_{i}^{y}|\uparrow \cdots \uparrow\rangle \propto|\uparrow \cdots \downarrow \cdots \uparrow\rangle . \tag{8.21}
\end{equation*}
$$

This also corresponds to having a magnon excitation on top of the fully polarized state. In our analysis of the transverse-field Ising model we have seen that in this regime we expect to be able to describe the excitations as magnons, but in the Hamiltonian given in Eq. (8.20) the term $\left(S_{j}^{+} S_{j+1}^{+}+S_{j}^{-} S_{j+1}^{-}\right)$does not conserve the number of defects on top of the fully polarized state. Thus, in order to restrict our analysis to sectors with well-defined numbers of defects, we neglect the term $\left(S_{j}^{+} S_{j+1}^{+}+S_{j}^{-} S_{j+1}^{-}\right)$from the Hamiltonian. This is the main approximation performed in this subsection, our Hamiltonian is now given by

$$
\begin{align*}
\tilde{H}_{\text {magnon }}= & J \sum_{j}\left[\epsilon S_{j}^{z} S_{j+1}^{z}+\frac{1}{4}(\epsilon+1)\left(S_{j}^{+} S_{j+1}^{-}+S_{j}^{-} S_{j+1}^{+}\right)\right]  \tag{8.22}\\
& -\sum_{j}\left[h_{u}+(-1)^{j} h_{s}\right] S_{j}^{z},
\end{align*}
$$

To consider the sectors with a fixed number of magnons it is convenient to write the Hamiltonian in terms of fermionic operator using the Jordan-Wigner transformation [2, 318, 319]

$$
\begin{equation*}
S_{j}^{z}=\frac{1}{2}-c_{j}^{\dagger} c_{j}, \tag{8.23}
\end{equation*}
$$
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$$
\begin{aligned}
& S_{j}^{+}=c_{j} e^{-i \pi \sum_{l=1}^{j-1} c_{l}^{\dagger} c_{l}}, \\
& S_{j}^{-}=e^{i \pi \sum_{l=1}^{j-1} c_{l}^{\dagger} c_{l}} c_{j}^{\dagger},
\end{aligned}
$$

where $c_{j}^{\dagger}$ and $c_{j}$ are fermionic operators which satisfy the anticommutation relations. Using this rewriting, a magnon, or defect, at site $j$ corresponds to the presence of a fermion at this site, and the fermionic Hamiltonian is given as

$$
\begin{align*}
\tilde{H}_{\text {magnon }}= & J \sum_{j}\left[\epsilon\left(\frac{1}{2}-c_{j}^{\dagger} c_{j}\right)\left(\frac{1}{2}-c_{j+1}^{\dagger} c_{j+1}\right)+\frac{1}{4}(\epsilon+1)\left(c_{j}^{\dagger} c_{j+1}+c_{j+1}^{\dagger} c_{j}\right)\right]  \tag{8.24}\\
& -\sum_{j}\left[h_{u}+(-1)^{j} h_{s}\right]\left(\frac{1}{2}-c_{j}^{\dagger} c_{j}\right) .
\end{align*}
$$

One magnon states: We first consider the case of a single magnon, corresponding to a single fermion in the Hamiltonian given in Eq. (8.24). In this case we look at how the dynamical spin structure factor captures the excitations from the ground state to the one-magnon sector

$$
\begin{equation*}
S_{j}^{\alpha, \beta}(q, \omega) \propto \sum_{e_{1 m}}\langle 0| S^{\alpha}(q)\left|e_{1 m}\right\rangle\left\langle e_{1 m}\right| S_{j}^{\beta}|0\rangle \delta\left(\omega+E_{0}-E_{1 m}\right) \tag{8.25}
\end{equation*}
$$

where $|0\rangle$ is the ground state with energy $E_{0},\left|e_{1 m}\right\rangle$ are the one-magnon eigenstates with the corresponding eigenenergies $E_{1 m}$, and $S^{\alpha}(q)=\frac{1}{\sqrt{L}} \sum_{l} e^{-i q l} S_{l}^{\alpha}$. The direction for which we can have the transition between the sectors are $\alpha, \beta \in\{x, y\}$, in the rotated basis, Eq. (8.17). The derivation of Eq. (8.25) for two arbitrary sectors is given in Appendix D. We can observe that $S_{j}^{\alpha, \beta}(q, \omega)$ can be non-zero only in the case in which $\omega+E_{0}-E_{1 m}=0$, and because $E_{0}$ is a constant, this implies that we can capture the structure of $S_{j}^{\alpha, \beta}(q, \omega)$ by computing the dispersion relation $E_{1 m}(k)$ of one magnon under the action of the Hamiltonian from Eq. (8.24).

We first compute the ground state energy of the Hamiltonian, Eq. (8.24), to obtain the energy shift. The ground state of the fermionic Hamiltonian is the state with zero fermions.

$$
\begin{equation*}
E_{0}=L \frac{J \epsilon}{4}-L \frac{h_{u}}{2} \tag{8.26}
\end{equation*}
$$

We can project $\tilde{H}_{\text {magnon }}$ to the subspace of a single fermion and obtain

$$
\begin{equation*}
\tilde{H}_{1 \text { magnon }}-E_{0}=h_{u}-J \epsilon+\sum_{j} \frac{J}{4}(\epsilon+1)\left(c_{j}^{\dagger} c_{j+1}+c_{j+1}^{\dagger} c_{j}\right)+\sum_{j}(-1)^{j} h_{s} c_{j}^{\dagger} c_{j} . \tag{8.27}
\end{equation*}
$$

The dispersion of this single particle Hamiltonian is given by

$$
\begin{equation*}
E_{1 m}^{ \pm}(k)=h_{u}-J \epsilon \pm \sqrt{\varepsilon^{0}(k)^{2}+h_{s}^{2}} \tag{8.28}
\end{equation*}
$$



Figure 8.7: Comparison between the numerical computation of the dynamical structure factor $\mathcal{S}(q, \omega)$, Eq. (8.15), for the full Hamiltonian, Eq. (8.2), the one magnon analytical dispersion (blue curves), Eq. (8.28), and the spectrum of the non-interacting Hamiltonian $\tilde{H}_{\text {TI }}$ (magenta curves), Eq. (8.19), for different values of the magnetic field. The spectrum of $\tilde{H}_{\mathrm{TI}}$ has been shifted with a field of 16 T in order to recover the critical field of the full model. The results where obtained in the ground state for the following parameters, $L=124, g_{1}=3.5, g_{2}=6.1, g_{3}=2.1, \theta=5^{\circ}, \epsilon=0.46, J=61 k_{B}$.

$$
=\frac{g_{1}^{x x}+g_{2}^{x x}}{2} h-J \epsilon \pm \sqrt{\left(\frac{J}{2}(1+\epsilon) \cos (k)\right)^{2}+\left(\frac{g_{1}^{x x}-g_{2}^{x x}}{2} h\right)^{2}}
$$

where the dispersion of the kinetic part is $\varepsilon^{0}(k)=\frac{J}{2}(1+\epsilon) \cos (k)$. We observe that we obtain two distinct bands due to the staggered contribution $h_{s}$ to the magnetic field.

In Fig. 8.7 we compare the numerical results of the dynamical structure factor $\mathcal{S}(q, \omega)$, Eq. (8.15), which we computed for the full Hamiltonian, Eq. (8.2), and the one magnon analytical dispersion, Eq. (8.28), computed for the reduced Hamiltonian, Eq. (8.22). We observe a very good agreement for both bands, for different values of the magnetic field. Our analytical expression for the dispersion $E_{1 m}^{-}(k)$ shows the gap at $k=0$ closing at the a critical field very close to our full calculations and the same scaling behavior as we increase the magnetic field. Thus, the very good agreement between the two approaches, once we go above the critical value of the magnetic field, implies that the two bands what we observe in our numerical results are indeed due to having one magnon delocalized in our system. In particular, we note the importance of having a staggered contribution to the magnetic field in order to obtain two distinct bands separated by a gap. The behavior of the single magnon in the staggered magnetic field is equivalent with the dynamics of a single particle in a staggered potential, as seen from Eq. (8.27).

In the regime of high magnetic field we can compare the two analytical approaches, in Fig. 8.7 we depict the dispersion of one magnon with blue curves, Eq. (8.28), and the shifted dispersion of the transverse-field Ising model with magenta curves, Eq. (8.19). We see a good agreement of the two approaches in the shape of the two bands and their dependence of the magnetic field. The small deviations present, the shift present of the second band and the devi-
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Figure 8.8: The two-magnon contribution to the dynamical structure factor, Eq. (8.29), for different magnetic fields and $l_{0} \in\{26,27\}$, we take $j=l_{0}+1$. The blue line corresponds to the single magnon dispersion, Eq. (8.28). We note that the color scale of the plotted points is logarithmic. The results where obtained for the following parameters, $L=52, g_{1}=3.5, g_{2}=6.1, g_{3}=2.1, \theta=5^{\circ}, \epsilon=0.46$, $J=61 k_{B}$.
ations around $q=\pi / 2$ for the lower band, we attribute to the fact that we neglected different terms in the two approaches compared to Eq. (8.18). Thus, for the transverse-field Ising model, Eq. (8.19), we neglected the interaction term $S_{j}^{z} S_{j+1}^{z}$, and for the single magnon dispersion we neglected the term $\left(S_{j}^{+} S_{j+1}^{+}+S_{j}^{-} S_{j+1}^{-}\right)$, whose contribution is most important around $q=\pi / 2$.

Two magnon states: In the experimental results presented in Sec. 8.6 beside the two bands we observe in the numerical results, which we identified as being due to the single magnon dynamics, a mode at even higher frequencies is present above the critical magnetic field. As the experiment is performed at a finite temperature, contributions from excited states are already contained in the thermal equilibrium. Thus, a reasonable candidate for this higher mode would include more than one magnon. One of the simplest cases to consider is to have one magnon in the initial state and to create a second magnon via the operator we apply at time $t=0$ in our dynamic correlation function, Eq. (8.25). This is the situation which we analyze in the following


Figure 8.9: (a) The average value of the distance between the two magnons for the computed twomagnon eigenstates in a semi-log plot. The black horizontal lines are a guide to the eye for distance $1,1.5$ and 2. The gray dashed vertical lines represent the bands identified in Fig. 8.9. (b)-(c) The contribution to the dynamical structure factor of eigenstates with an average distance between the magnon of (b) $1 \leq d<1.5$, (c) $1.5 \leq d<2$. The blue line corresponds to the single magnon dispersion, Eq. (8.28). We note that the color scale of the plotted points is logarithmic. The results where obtained for the following parameters $\mu_{0} H=54.5 \mathrm{~T}, L=52, g_{1}=3.5, g_{2}=6.1, g_{3}=2.1, \theta=5^{\circ}, \epsilon=0.46, J=61 k_{B}$.
and has a contribution to the dynamical structure factor of the form

$$
\begin{equation*}
S_{l_{0}, j}^{\alpha, \beta}(q, \omega)=\sum_{e_{1 m}} \sum_{e_{2 m}}\left\langle l_{0} \mid e_{1 m}\right\rangle\left\langle e_{1 m}\right| S^{\alpha}(q)\left|e_{2 m}\right\rangle\left\langle e_{2 m}\right| S_{j}^{\beta}\left|l_{0}\right\rangle \delta\left(\omega+E_{1 m}-E_{2 m}\right), \tag{8.29}
\end{equation*}
$$

where $\left|l_{0}\right\rangle$ is the initial state of a localized magnon at site $l_{0},\left|e_{1 m}\right\rangle$ are the one-magnon eigenstates with the corresponding eigenenergies $E_{1 m},\left|e_{2 m}\right\rangle$ are the two-magnon eigenstates with the corresponding eigenenergies $E_{2 m}$ and $S^{\alpha}(q)=\sum_{l} e^{-i q l} S_{l}^{\alpha}$. For the calculations presented in the following, we considered $\alpha=\beta=y$ in the rotated basis. We compute the eigenstates $\left|e_{1 m}\right\rangle$ and $\left|e_{2 m}\right\rangle$ numerically by performing exact diagonalization of the Hamiltonian $\tilde{H}_{\text {magnon }}$, Eq. (8.22), in the subspaces of one and two-magnons.

If two magnons in the fully polarized background are far away from each other we expect that their dynamics under the Hamiltonian $\tilde{H}_{\text {magnon }}$, Eq. (8.22), to be the same as for single magnons. Such that in the non-interacting limit, where in $\tilde{H}_{\text {magnon }}$ the interaction is given by the $S_{j}^{z} S_{j+1}^{z}$ term, the dispersion relation for two magnons would show three bands $E_{2 m} \in\left\{2 E_{1 m}^{-}, E_{1 m}^{-}+E_{1 m}^{+}, 2 E_{1 m}^{+}\right\}$. We note that the three bands exhibit gaps in between them only if the staggering in the magnetic field is strong enough, as the gap between $E_{1 m}^{-}$ and $E_{1 m}^{+}$depends on the staggering. Thus, without interaction, the main frequencies for which $S_{l_{0}, j}^{\alpha, \beta}(q, \omega)$, Eq. (8.29), is non-zero will be $\omega=E_{1 m}^{ \pm}$, meaning that the most important features seen in the dynamical structure factor are the same as for one magnon. This implies that $S_{j}^{z} S_{j+1}^{z}$ interaction term is necessary in order to observe higher mode in the dynamical structure factor beyond the single magnon bands. We would also expect this from the fact that two-magnon bound states exist at zero magnetic field on top of the ferromagnet in interacting spin chains [320].


Figure 8.10: (a) The energies of the two-magnon eigenstates, we can identify four distinct bands separated by gaps. The dashed vertical lines mark the boundaries between the two-magnon bands. (b) The behavior of the energy and the average distance between the magnons around the 3rd band. (c)-(f) The contribution to the dynamical structure factor of eigenstates from each of the four bands. The blue line corresponds to the single magnon dispersion, Eq. (8.28). We note that the color scale of the plotted points is logarithmic. The results where obtained for the following parameters $\mu_{0} H=54.5 \mathrm{~T}, L=52$, $g_{1}=3.5, g_{2}=6.1, g_{3}=2.1, \theta=5^{\circ}, \epsilon=0.46, J=61 k_{B}$.

In Fig. 8.8, we plot the two-magnon contribution to the dynamical structure factor for different values of the magnetic field. For the initial state, we choose the state of a localized defect at $l_{0}$, in Fig. 8.8(a)-(c) $l_{0}$ is even, corresponding to the minima of the staggered potential, and in Fig. 8.8(d)-(f) $l_{0}$ is odd, corresponding to the maxima of the staggered potential. As we want to analyze the effects of the interaction, we create the second magnon on the next site $j=l_{0}+1$. We can observe that beside the expected bands, which show the same behavior as the single magnon dispersion, depicted with blue in Fig. 8.8, we also obtain contributions at higher fre-
quencies, or in the gap between the single magnon bands. Since our aim is to understand the high frequency modes occurring in the experimental results, in the following, we focus on the characterization of the states which have a higher frequency than the second single magnon band and look in more detail at the results for $l_{0}=26$. In particular, we will see that the intensity peak occurring for $q=0$ or $\pi$ [at $\omega \sim 3 \mathrm{THz}$ for $\mu_{0} H=54.5 \mathrm{~T}$ in Fig. 8.8(b)], and at upper edge of the band for $q=\pi / 2$ [at $\omega \sim 3.5 \mathrm{THz}$ for $\mu_{0} H=54.5 \mathrm{~T}$ in Fig. 8.8(b)], agree well with the numerical results performed without approximations, as seen in Fig. 8.11.

In order to understand better the nature of the two magnon states of interest, in Fig. 8.9(a) we plot the average distance between the two magnons for each two-magnon eigenstates of $\tilde{H}_{\text {magnon }}$, Eq. (8.22). We observe that for most eigenstates the average distance is $d \sim L / 2=26$, showing that the magnons behave as non-interacting, but we also observe states for which the magnons are close to each other. In particular, we see that there are states for which the average distance, $d$ is close to one, signaling that the two magnons are next to each other, thus the interaction effects play an important role. In Fig. 8.9(b)-(c), we look at the contribution to the structure factor only considering the states for which the two magnons are close to each other, either $1<d<1.5$, or $1.5<d<2$. We observe that these states contribute mostly to the high frequency features of the dynamical structure factor. This implies that the peaks in the dynamical structure factor for frequencies larger than the single magnon energy are due to states for which the two magnon are confined next to each other.

In Fig. 8.10(a) we plot the eigenenergies of the two-magnon states. As stated above, without interactions we would expect three bands, but we observe four bands. In particular, the third band, which is separated by a small gap from the second band and contains the least number of states, has mostly states for which the average distance between the two magnons is small, $d<2$, as seen in Fig. 8.10(b). In Fig. 8.10(c)-(f) we compute the contributions of each band to the dynamical structure factor. We observe that the weight for the first and the fourth band is along the single magnon dispersions. We see that the interaction plays a role for the second band as peaks which are at a higher frequency than the single magnon bands are obtained. The third band is fully dominated by the confinement of the two magnons, as the features obtained are distinct from the single magnon bands.

We note that the staggering of the magnetic field plays a crucial role in the confining effects for the two magnons and in our ability to distinguish the high frequency band. If one would have a weaker $h_{s}$, see Eq. (8.22), the gaps we observed in Fig. 8.10 would close, we would have less states with a average distance $d<2$ and the weight of peaks of interest for $q=0, \pi / 2, \pi$ will be much lower. In contrast, for a larger value of $h_{s}$, the gaps in the two magnon bands are larger, we have more states for which the two magnons are confined and the high energy peaks become more prominent. We present additional data to support these claims in Appendix D.

### 8.6 Comparison between theoretical and experimental results

In the previous section we performed several analytical calculations in different limits. We show the comparison between the full numerical results and these different analytical limits in Fig. 8.11(a)-(c). Afterwards, we compare our results with experimental results obtained using terahertz spectroscopy in magnetic fields [112] [see Fig. 8.11(d)].


Figure 8.11: (a)-(c) Comparison between the numerical computation of the dynamical structure factor $\mathcal{S}(q, \omega)$, Eq. (8.15), for the full Hamiltonian, Eq. (8.2), and the exact spectrum of the Hamiltonian $\tilde{H}_{\mathrm{TI}}$, Eq. (8.19), (magenta curves), the one magnon analytical dispersion, Eq. (8.28), (blue curves), and the $q=\pi$ and $q=\pi / 2$ peaks of the two-magnon states contribution to the dynamical structure factor (green lines). The spectrum of $\tilde{H}_{\text {TI }}$ has been shifted with a field of 16 T in order to recover the critical field of the full model. The vertical red line represents the value of the critical magnetic field. For $q=\pi / 2$, above the horizontal yellow dashed line we multiplied $\mathcal{S}(q, \omega)$ with a factor of 5 in order to increase the visibility of the high-frequency modes. The results where obtained for the following parameters, $L=124, g_{1}=3.5$, $g_{2}=6.1, g_{3}=2.1, \theta=5^{\circ}, \epsilon=0.46, J=61 k_{B}$. (d) The experimental results obtained using terahertz spectroscopy for various magnetic fields [112]. The points represent the position of the absorption peaks and the error bars their width. The momenta attributed to the different observed modes, represented with different colors, is based on the comparison with the theoretical results. The vertical black dashed line marks the critical magnetic field.

The initial approximation made was to neglect the induced magnetic field in the $z$ direction, Eq. (8.16). From here we developed two different approaches. First, we neglected the interaction between neighboring spins in the direction of the magnetic field, in order to obtain an extension of the exactly solvable transverse-field Ising model, containing the staggered mag-
netic field, Eq. (8.19). We observe in Fig. 8.11(a)-(c) that this approach, depicted with magenta lines, captures the slopes around the closing of the gap at the critical value of the magnetic field for $q=0$ and $q=\pi$ and of the mode $M_{0}^{u}$. For $q=\pi / 2$ we see that the right behavior is captured only above the critical field.

In our second analytical approach, we make use of the fact that above the critical field the ground state of the system can be approximated by a fully polarized state in the direction of the external field. Thus, we derive a Hamiltonian which conserves the number of defects, or magnons, given in Eq. (8.22), but contains both the interaction between neighboring spins in the field direction and the staggering of the magnetic field. Within this approximation we could consider the contribution of the subspaces with a fixed number of magnons to the dynamical structure factor separately. We focused on the cases of one magnon and two magnons. In Fig. 8.11(a)-(c), we plot with blue lines the one magnon results and we see that they agree very well with all modes that can be identified in the full numerical calculation. A crucial ingredient in obtaining all the different modes is the presence of the staggered magnetic field. In the case of two magnons, we saw that, due to the interaction and field staggering, states in which the two magnons are confined next to each other are present. The contributions of these two-magnon bound states to the dynamical structure factor are depicted with green lines in Fig. 8.11(a)-(c). We see that they are in good agreement with high-frequency features of the numerical results.

Furthermore, we also compare our results with experimental results obtained using terahertz spectroscopy in magnetic fields on the $\mathrm{BaCo}_{2} \mathrm{~V}_{2} \mathrm{O}_{8}$ compound [112] , which are presented in Fig. 8.11(d). The high-field electron-spin-resonance spectroscopy in a pulsed magnetic field up to 61 T experiment was performed at Helmholtz Zentrum Dresden Rossendorf. Absorption spectra of quasi-monochromatic THz electromagnetic waves were measured as a function of the pulsed magnetic field for frequencies above 1.2 THz using a free electron laser and below 0.6 THz generated with THz transmitter sources [321, 322]. Additionaly, terahertz broad-band transmission measurements were performed for static magnetic fields up to 32 T using a Bitter electromagnet at the High Field Magnet Laboratory in Nijmegen.

We can see that all the modes observed in the experiment are very well captured by the theoretical results. We note that the attributed momenta to each mode in Fig. 8.5(a) is performed by comparison with the numerical results. For the modes present for both $q=0$ and $q=\pi$ we attribute the momenta for which the intensity of the dynamical structure factor is higher for that certain mode. For clarity, we repeat the interpretation of the modes observed in the experimental results:

- The lowest excitation mode at $q=0$ and $q=\pi, M_{\pi}^{\prime}$, exhibiting the closing of gap closing at the phase transition threshold, is well described by the shifted excitation spectrum of the transverse-field Ising model and the lower one-magnon band above the critical point.
- $M_{\pi / 2}^{\prime}$, which softens as we increase the magnetic field under the threshold, is continued by the lower one-magnon band for high magnetic fields.
- Above the critical magnetic field $M_{\pi / 2}^{u}$ corresponds to the second band of the one-magnon dispersion. Similarly, for $q=0, M_{0}^{u}$ is also described by the second band of the onemagnon dispersion.
- The two-magnon bound states correspond in the experimental data to the modes $D_{\pi}$ and
$D_{\pi / 2}$.
- We expect that the features at a even higher frequency for $q=\pi / 2$, marked with $T_{\pi / 2}$ in Fig. 8.11, are due to states with three confined magnons [112].
We note that in the experiment the multi-magnon states at high frequencies have a larger amplitude due to the finite temperature [112].


### 8.7 Short summary

In this chapter, we investigated the excitation spectrum of the $X X Z$-model in a transverse magnetic field with a four-fold periodicity, Eq. (8.2). We show that our numerical tMPS calculations of the dynamical structure factor agree well with experimental measurements of the $\mathrm{BaCo}_{2} \mathrm{~V}_{2} \mathrm{O}_{8}$ compound in a strong magnetic field [112]. Via the application of high magnetic fields $\mathrm{BaCo}_{2} \mathrm{~V}_{2} \mathrm{O}_{8}$ effectively becomes a one-dimensional system. As we increase the external magnetic field, we unveil the presence of a phase transition between antiferromagnetic ordering in the $z$-direction and ferromagnetic ordering in the field direction. By performing ground state calculations we determined that the phase transition seems to belong to the universality class of the one-dimensional Ising model. We note that for magnetic fields lower than the ones studies in this chapter, $\lesssim 20 \mathrm{~T}$, three-dimensional order is dominant and one needs to include the coupling between the different one-dimensional spin chains in the theoretical analysis [5, 7].

Furthermore, through the analytical approaches we showed the importance of the presence of the staggered term originating from the four-fold periodicity of the magnetic field for recovering the features seen in the experimental results [112]. We observed that for high magnetic fields, above the critical field, the low-frequency excitations are dominated by the dynamics of single magnons present in the system under the influence of the staggered field. For large frequencies we identified the contributions stemming from states of two confined magnons, arising from the interplay of interaction effects between the magnons and the staggering of the magnetic field, in contrast to previously studied two-magnon states [320]. The understanding gained in this work opens future possibilities of designing quantum magnets with sought-after excitations.

## Chapter

9

## Conclusion and Outlook

In this thesis, we investigated two classes of many-body quantum systems with external control. We showed that by the application of external fields, or by engineering a coupling with an external environment, one can steer the system towards interesting quantum phases and unveil quantum phase transitions.

The first class of many-body quantum system which we consider is that of bosonic atoms confined to low-dimensional optical lattices and globally coupled to the field of a dissipative optical cavity. Such systems show a self-organization phase transition to a non-trivial steady state protected by a dissipative attractor dynamics. Our results are obtained via two main methodological developments. We developed a time-dependent matrix product state method (tMPS) for the combined atom-cavity system. This is the first numerically exact method that can deal with a one-dimensional many-body interacting system globally coupled to a dissipative bosonic field and it is applicable to a wide class of models. It allowed us to numerically perform the full quantum evolution of ultracold interacting bosonic atoms on a chain and coupled to an optical cavity. Analytically, we extended the many-body adiabatic elimination framework to such atom-cavity systems. Within this approach, we can take into account the fluctuations of the coupling between the atoms and the photons. These two newly developed methods go beyond the extensively used mean field decoupling of the cavity and the atoms, allowing us to answer questions regarding the nature of the steady states and the phase transition. We showed that throughout the phase diagram, and, in particular, close to the phase transition threshold, the steady states have a mixed state character, in contrast to the pure steady states predicted by the often used mean field methods.

The newly developed methods made it possible to study the effects of a strong symmetry on the self-organization phase transition and the dynamics of the many-body open system of bosonic atoms coupled to the optical cavity. Multiple steady states appear due to the strong symmetry and in each symmetry sector the dissipative phase transition occurs at a different critical point. We showed that the phenomenon of dissipative freezing can occur, represented by the breaking of the conservation law at the level of individual quantum trajectories in the presence of the strong symmetry. An important contribution to the field of symmetries in open systems, which is still in its infancy, is our investigation of the dynamics of the system when a term that slightly breaks the strong symmetry is introduced. Such a symmetry breaking term
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implies that the system goes from multiple steady states to a unique steady state.
We demonstrated how the dissipative character can be used for the preparation of interesting quantum states. We engineer the coupling between a one-dimensional bosonic wire and the cavity field to realize a dynamically induced spin-orbit coupling. Due to the dissipative dynamics a Meissner superfluid phase is stabilized as a steady state in the system. This states exhibits a persistent chiral spin current, with atoms in different spin states propagating in opposite directions.

Many recent exciting developments are occurring in the field of ultracold atoms coupled to optical cavities [66], with several interesting research directions. In the following, we present a short outlook into the directions for which we believe that these newly developed theoretical methods could have a strong impact. In this thesis, we mainly analyzed the nature of steady states of atom-cavity coupled systems. Thus, a natural extension of the current work would be to analyze the stability of the exotic phases predicted at a mean field level, for example, the vortex and Meissner states occurring due to the cavity-induced gauge field, or spin-orbit coupling [83, 93]. However, the novel tMPS method performs the full quantum time evolution of the coupled system, such that it is a perfect tool for the characterization of the out-of-equilibrium dynamics of both the atoms and the photons. Also the many-body adiabatic elimination approaches we developed can be employed for capturing the long-time dynamics of the system towards the steady state. Steps in the understanding of the non-equilibrium dynamics have been taken both theoretically [169, 323,324] and in recent experimental realizations [72, 89, 197-200]. As we have seen, by coupling the atoms to a cavity mode, a global range interaction can be engineered. The atom-cavity interaction can be further controlled if one considers several cavity modes [325-327]. In such a multimode optical cavity a photon-mediated Peierls transition has been proposed [328], thus, it would be interesting to extend these results beyond mean field. The methodological developments presented here are not limited to bosonic degrees of freedom. Thus, they can be extended to consider fermionic atoms coupled to an optical cavity, as recently realized experimentally $[329,330]$, or towards solid-state systems of an electron gas coupled to THz cavities [14-16], or phononic modes.

The second many-body quantum system considered in this thesis is the one-dimensional $X X Z$ spin chain model with a spatially dependent magnetic field. We show that this model describes very well the $\mathrm{BaCo}_{2} \mathrm{~V}_{2} \mathrm{O}_{8}$ compound in the high-field regime, by comparing our theoretical results with experimental data. We identified a phase transition between antiferromagnetic ordering in the $z$-direction and ferromagnetic ordering in the field direction as we increase the strength of the magnetic field. We employed time-dependent matrix product states (tMPS) numerical simulations to investigate the excitation spectrum across the phase transition. Our understanding of the excitations was further strengthened by analytical approaches which helped us identify that above the critical field the low-energy sector is dominated by the dynamics of single magnons in a staggered magnetic field and that for higher energies one can find two-magnon bound states.

As a first perspective, the excitations in the low-field regime of the $\mathrm{BaCo}_{2} \mathrm{~V}_{2} \mathrm{O}_{8}$ compound would be of interest, as in our work we focused on magnetic field $\gtrsim 20 \mathrm{~T}$. However, in this regime one needs to go beyond the one-dimensional $X X Z$-model and include the effects of
the coupling between the different one-dimensional chains. Furthermore, our study of the excitations of the spin degrees of freedom can be seen as a step towards the understanding of the interplay between the spin, charge, and phononic degrees of freedom. The coupling or competition between various orders in such quantum materials presents an avenue for manipulating their properties by means of external perturbations. For example, the phononic modes of the lattice could be excited with the help of optical pulses [18, 19, 331]. In the case of the $\mathrm{BaCo}_{2} \mathrm{~V}_{2} \mathrm{O}_{8}$ compound, the activation of a phononic mode could modify the coupling between the different one-dimensional spin chains. This could offer the possibility of performing a dimensionality quench and to analyze its subsequent non-equilibrium dynamics. These situations can be envisioned due to recent developments in the field of ultrafast spectroscopic probes [332]. Such probes offer a platform for understanding the light-matter interaction at the shortest times and a way for the study of the dynamics of charges, spins, and atoms down to femtosecond and attosecond timescales.

## Appendix for Chapter 4

## A. 1 Explicit derivation of the equations of motion and steady state for perturbation in kinetic energy

In this section, we present the intermediate steps necessary to arrive at Eq. (4.16) from Eq. (4.8), as discussed in Sec. 4.2. We begin with a general state from the decoherence free subspace, $\rho=\left|\alpha(\Delta) ; n_{1}, \ldots, n_{L}\right\rangle\left\langle\alpha\left(\Delta^{\prime}\right) ; n_{1}^{\prime}, \ldots, n_{L}^{\prime}\right|$, Eq. (4.9), and we apply successively each operator of the second term of Eq. (4.8).

$$
\begin{align*}
& {\left[H_{\text {kin }}, \rho^{0}\right]=}  \tag{A.1}\\
&-J\left[\sum_{i \text { odd }}\right.\left(\sqrt{\left(n_{i}+1\right) n_{i+1}}\left|\alpha(\Delta) ; \ldots, n_{i-1}, n_{i}+1, n_{i+1}-1, \ldots\right\rangle\left\langle\alpha(\Delta) ; \ldots, n_{i}^{\prime}, \ldots\right|\right. \\
&+\sqrt{\left(n_{i}+1\right) n_{i-1}}\left|\alpha(\Delta) ; \ldots, n_{i-1}-1, n_{i}+1, n_{i+1}, \ldots\right\rangle\left\langle\alpha(\Delta) ; \ldots, n_{i}^{\prime}, \ldots\right| \\
&-\sqrt{\left(n_{i}^{\prime}+1\right) n_{i+1}^{\prime}}\left|\alpha(\Delta) ; \ldots, n_{i}, \ldots\right\rangle\left\langle\alpha(\Delta) ; \ldots, n_{i-1}^{\prime}, n_{i}^{\prime}+1, n_{i+1}^{\prime}-1, \ldots\right| \\
&\left.-\sqrt{\left(n_{i}^{\prime}+1\right) n_{i-1}^{\prime}}\left|\alpha(\Delta) ; \ldots, n_{i}, \ldots\right\rangle\left\langle\alpha(\Delta) ; \ldots, n_{i-1}^{\prime}-1, n_{i}^{\prime}+1, n_{i+1}^{\prime}, \ldots\right|\right) \\
&+\sum_{i \text { even }}\left(\sqrt{\left(n_{i}+1\right) n_{i+1}}\left|\alpha(\Delta) ; \ldots, n_{i-1}, n_{i}+1, n_{i+1}-1, \ldots\right\rangle\left\langle\alpha(\Delta) ; \ldots, n_{i}^{\prime}, \ldots\right|\right. \\
&+\sqrt{\left(n_{i}+1\right) n_{i-1}}\left|\alpha(\Delta) ; \ldots, n_{i-1}-1, n_{i}+1, n_{i+1}, \ldots\right\rangle\left\langle\alpha(\Delta) ; \ldots, n_{i}^{\prime}, \ldots\right| \\
&-\sqrt{\left(n_{i}^{\prime}+1\right) n_{i+1}^{\prime}}\left|\alpha(\Delta) ; \ldots, n_{i}, \ldots\right\rangle\left\langle\alpha(\Delta) ; \ldots, n_{i-1}^{\prime}, n_{i}^{\prime}+1, n_{i+1}^{\prime}-1, \ldots\right| \\
&\left.\left.-\sqrt{\left(n_{i}^{\prime}+1\right) n_{i-1}^{\prime}}\left|\alpha(\Delta) ; \ldots, n_{i}, \ldots\right\rangle\left\langle\alpha(\Delta) ; \ldots, n_{i-1}^{\prime}-1, n_{i}^{\prime}+1, n_{i+1}^{\prime}, \ldots\right|\right)\right],
\end{align*}
$$

$$
\begin{equation*}
P_{1}\left[H_{\mathrm{kin}}, \rho^{0}\right]=-J e^{-2\left|\alpha_{0}\right|^{2}}[ \tag{A.2}
\end{equation*}
$$

$$
\begin{align*}
& \sum_{i \text { odd }}\left(\sqrt{\left(n_{i}+1\right) n_{i+1}}\left|\alpha(\Delta-2) ; \ldots, n_{i-1}, n_{i}+1, n_{i+1}-1, \ldots\right\rangle\left\langle\alpha(\Delta) ; \ldots, n_{i}^{\prime}, \ldots\right|\right. \\
& +\sqrt{\left(n_{i}+1\right) n_{i-1}}\left|\alpha(\Delta-2) ; \ldots, n_{i-1}-1, n_{i}+1, n_{i+1}, \ldots\right\rangle\left\langle\alpha(\Delta) ; \ldots, n_{i}^{\prime}, \ldots\right| \\
& -\sqrt{\left(n_{i}^{\prime}+1\right) n_{i+1}^{\prime}}\left|\alpha(\Delta) ; \ldots, n_{i}, \ldots\right\rangle\left\langle\alpha(\Delta-2) ; \ldots, n_{i-1}^{\prime}, n_{i}^{\prime}+1, n_{i+1}^{\prime}-1, \ldots\right| \\
& \left.-\sqrt{\left(n_{i}^{\prime}+1\right) n_{i-1}^{\prime}}\left|\alpha(\Delta) ; \ldots, n_{i}, \ldots\right\rangle\left\langle\alpha(\Delta-2) ; \ldots, n_{i-1}^{\prime}-1, n_{i}^{\prime}+1, n_{i+1}^{\prime}, \ldots\right|\right) \\
& +\sum_{i \text { even }}\left(\sqrt{\left(n_{i}+1\right) n_{i+1}}\left|\alpha(\Delta+2) ; \ldots, n_{i-1}, n_{i}+1, n_{i+1}-1, \ldots\right\rangle\left\langle\alpha(\Delta) ; \ldots, n_{i}^{\prime}, \ldots\right|\right. \\
& +\sqrt{\left(n_{i}+1\right) n_{i-1}}\left|\alpha(\Delta+2) ; \ldots, n_{i-1}-1, n_{i}+1, n_{i+1}, \ldots\right\rangle\left\langle\alpha(\Delta) ; \ldots, n_{i}^{\prime}, \ldots\right| \\
& -\sqrt{\left(n_{i}^{\prime}+1\right) n_{i+1}^{\prime}}\left|\alpha(\Delta) ; \ldots, n_{i}, \ldots\right\rangle\left\langle\alpha(\Delta+2) ; \ldots, n_{i-1}^{\prime}, n_{i}^{\prime}+1, n_{i+1}^{\prime}-1, \ldots\right| \\
& \left.\left.-\sqrt{\left(n_{i}^{\prime}+1\right) n_{i-1}^{\prime}}\left|\alpha(\Delta) ; \ldots, n_{i}, \ldots\right\rangle\left\langle\alpha(\Delta+2) ; \ldots, n_{i-1}^{\prime}-1, n_{i}^{\prime}+1, n_{i+1}^{\prime}, \ldots\right|\right)\right] \text {, } \\
& \mathcal{L}_{0}^{-1} P_{1}\left[H_{\text {kin }}, \rho^{0}\right]=-J e^{-2\left|\alpha_{0}\right|^{2}}[  \tag{A.3}\\
& \sum_{i \text { odd }}\left(\frac{\sqrt{\left(n_{i}+1\right) n_{i+1}}}{\lambda\left(\Delta-2, u+U\left(n_{i}-n_{i+1}+1\right), \Delta, u^{\prime}\right)} \times\right. \\
& \left|\alpha(\Delta-2) ; \ldots, n_{i-1}, n_{i}+1, n_{i+1}-1, \ldots\right\rangle\left\langle\alpha(\Delta) ; \ldots, n_{i}^{\prime}, \ldots\right| \\
& +\frac{\sqrt{\left(n_{i}+1\right) n_{i-1}}}{\lambda\left(\Delta-2, u+U\left(n_{i}-n_{i-1}+1\right), \Delta, u^{\prime}\right)} \times \\
& \left|\alpha(\Delta-2) ; \ldots, n_{i-1}-1, n_{i}+1, n_{i+1}, \ldots\right\rangle\left\langle\alpha(\Delta) ; \ldots, n_{i}^{\prime}, \ldots\right| \\
& -\frac{\sqrt{\left(n_{i}^{\prime}+1\right) n_{i+1}^{\prime}}}{\lambda\left(\Delta, u, \Delta-2, u^{\prime}+U\left(n_{i}^{\prime}-n_{i+1}^{\prime}+1\right)\right)} \times \\
& \left|\alpha(\Delta) ; \ldots, n_{i}, \ldots\right\rangle\left\langle\alpha(\Delta-2) ; \ldots, n_{i-1}^{\prime}, n_{i}^{\prime}+1, n_{i+1}^{\prime}-1, \ldots\right| \\
& -\frac{\sqrt{\left(n_{i}^{\prime}+1\right) n_{i-1}^{\prime}}}{\lambda\left(\Delta, u, \Delta-2, u^{\prime}+U\left(n_{i}^{\prime}-n_{i-1}^{\prime}+1\right)\right)} \times \\
& \left.\left|\alpha(\Delta) ; \ldots, n_{i}, \ldots\right\rangle\left\langle\alpha(\Delta-2) ; \ldots, n_{i-1}^{\prime}-1, n_{i}^{\prime}+1, n_{i+1}^{\prime}, \ldots\right|\right) \\
& +\sum_{i \text { even }}\left(\frac{\sqrt{\left(n_{i}+1\right) n_{i+1}}}{\lambda\left(\Delta+2, u+U\left(n_{i}-n_{i+1}+1\right), \Delta, u^{\prime}\right)} \times\right. \\
& \left|\alpha(\Delta+2) ; \ldots, n_{i-1}, n_{i}+1, n_{i+1}-1, \ldots\right\rangle\left\langle\alpha(\Delta) ; \ldots, n_{i}^{\prime}, \ldots\right| \\
& +\frac{\sqrt{\left(n_{i}+1\right) n_{i-1}}}{\lambda\left(\Delta+2, u+U\left(n_{i}-n_{i-1}+1\right), \Delta, u^{\prime}\right)} \times \\
& \left|\alpha(\Delta+2) ; \ldots, n_{i-1}-1, n_{i}+1, n_{i+1}, \ldots\right\rangle\left\langle\alpha(\Delta) ; \ldots, n_{i}^{\prime}, \ldots\right|
\end{align*}
$$

A. 1 Explicit derivation of the equations of motion and steady state for perturbation in kinetic energy

$$
\begin{aligned}
& -\frac{\sqrt{\left(n_{i}^{\prime}+1\right) n_{i+1}^{\prime}}}{\lambda\left(\Delta, u, \Delta+2, u^{\prime}+U\left(n_{i}^{\prime}-n_{i+1}^{\prime}+1\right)\right)} \times \\
& \left|\alpha(\Delta) ; \ldots, n_{i}, \ldots\right\rangle\left\langle\alpha(\Delta+2) ; \ldots, n_{i-1}^{\prime}, n_{i}^{\prime}+1, n_{i+1}^{\prime}-1, \ldots\right| \\
& -\frac{\sqrt{\left(n_{i}^{\prime}+1\right) n_{i-1}^{\prime}}}{\lambda\left(\Delta, u, \Delta+2, u^{\prime}+U\left(n_{i}^{\prime}-n_{i-1}^{\prime}+1\right)\right)} \times \\
& \left.\left.\quad\left|\alpha(\Delta) ; \ldots, n_{i}, \ldots\right\rangle\left\langle\alpha(\Delta+2) ; \ldots, n_{i-1}^{\prime}-1, n_{i}^{\prime}+1, n_{i+1}^{\prime}, \ldots\right|\right)\right],
\end{aligned}
$$

$$
\begin{align*}
& P_{0}\left[H_{\mathrm{kin}}, \mathcal{L}_{0}^{-1} P_{1}\left[H_{\mathrm{kin}}, \rho^{0}\right]\right]=J^{2} e^{-4\left|\alpha_{0}\right|^{2}}\{  \tag{A.4}\\
& \sum_{i \text { odd } j \text { odd }} \sum\left[-\frac{\sqrt{\left(n_{i}+1\right) n_{i+1}}}{\lambda\left(\Delta-2, u+U\left(n_{i}-n_{i+1}+1\right), \Delta, u^{\prime}\right)} \times\right.
\end{align*}
$$

$$
\begin{aligned}
& \left(\sqrt{\left(n_{j}^{\prime}+1\right) n_{j+1}^{\prime}}\left|\alpha(\Delta-2) ; \ldots, n_{i}+1, n_{i+1}-1, \ldots\right\rangle\left\langle\alpha(\Delta-2) ; \ldots, n_{j}^{\prime}+1, n_{j+1}^{\prime}-1, \ldots\right|\right. \\
& \left.+\sqrt{\left(n_{j}^{\prime}+1\right) n_{j-1}^{\prime}}\left|\alpha(\Delta-2) ; \ldots, n_{i}+1, n_{i+1}-1, \ldots\right\rangle\left\langle\alpha(\Delta-2) ; \ldots, n_{j-1}^{\prime}-1, n_{j}^{\prime}+1, \ldots\right|\right)
\end{aligned}
$$

$$
-\frac{\sqrt{\left(n_{i}+1\right) n_{i-1}}}{\lambda\left(\Delta-2, u+U\left(n_{i}-n_{i-1}+1\right), \Delta, u^{\prime}\right)} \times
$$

$$
\left(\sqrt{\left(n_{j}^{\prime}+1\right) n_{j+1}^{\prime}}\left|\alpha(\Delta-2) ; \ldots, n_{i-1}-1, n_{i}+1, \ldots\right\rangle\left\langle\alpha(\Delta-2) ; \ldots, n_{j}^{\prime}+1, n_{j+1}^{\prime}-1, \ldots\right|\right.
$$

$$
\left.+\sqrt{\left(n_{j}^{\prime}+1\right) n_{j-1}^{\prime}}\left|\alpha(\Delta-2) ; \ldots, n_{i-1}-1, n_{i}+1, \ldots\right\rangle\left\langle\alpha(\Delta-2) ; \ldots, n_{j-1}^{\prime}-1, n_{j}^{\prime}+1, \ldots\right|\right)
$$

$$
-\frac{\sqrt{\left(n_{i}^{\prime}+1\right) n_{i+1}^{\prime}}}{\lambda\left(\Delta, u, \Delta-2, u^{\prime}+U\left(n_{i}^{\prime}-n_{i+1}^{\prime}+1\right)\right)} \times
$$

$$
\left(\sqrt{\left(n_{j}+1\right) n_{j+1}}\left|\alpha(\Delta-2) ; \ldots, n_{j}+1, n_{j+1}-1, \ldots\right\rangle\left\langle\alpha(\Delta-2) ; \ldots, n_{i}^{\prime}+1, n_{i+1}^{\prime}-1, \ldots\right|\right.
$$

$$
\left.+\sqrt{\left(n_{j}+1\right) n_{j-1}}\left|\alpha(\Delta-2) ; \ldots, n_{j+1}-1, n_{j}+1, \ldots\right\rangle\left\langle\alpha(\Delta-2) ; \ldots, n_{i}^{\prime}+1, n_{i+1}^{\prime}-1, \ldots\right|\right)
$$

$$
-\frac{\sqrt{\left(n_{i}^{\prime}+1\right) n_{i-1}^{\prime}}}{\lambda\left(\Delta, u, \Delta-2, u^{\prime}+U\left(n_{i}^{\prime}-n_{i-1}^{\prime}+1\right)\right)} \times
$$

$$
\left(\sqrt{\left(n_{j}+1\right) n_{j+1}}\left|\alpha(\Delta-2) ; \ldots, n_{j}+1, n_{j+1}-1, \ldots\right\rangle\left\langle\alpha(\Delta-2) ; \ldots, n_{i-1}^{\prime}-1, n_{i}^{\prime}+1, \ldots\right|\right.
$$

$$
\begin{aligned}
& \left.\left.+\sqrt{\left(n_{j}+1\right) n_{j-1}}\left|\alpha(\Delta-2) ; \ldots, n_{j+1}-1, n_{j}+1, \ldots\right\rangle\left\langle\alpha(\Delta-2) ; \ldots, n_{i-1}^{\prime}-1, n_{i}^{\prime}+1, \ldots\right|\right)\right] \\
& +\sum_{i \text { odd }} \sum_{j \text { even }}\left[\frac{\sqrt{\left(n_{i}+1\right) n_{i+1}}}{\lambda\left(\Delta-2, u+U\left(n_{i}-n_{i+1}+1\right), \Delta, u^{\prime}\right)} \times\right. \\
& \left(\sqrt{\left(n_{j}+1\right) n_{j+1}}\left|\alpha(\Delta) ; \ldots, n_{i}+1, n_{i+1}-1, \ldots, n_{j}+1, n_{j+1}-1, \ldots\right\rangle\left\langle\alpha(\Delta) ; \ldots, n_{i}^{\prime}, \ldots\right|\right. \\
& \left.+\sqrt{\left(n_{j}+1\right) n_{j-1}}\left|\alpha(\Delta) ; \ldots, n_{i}+1, n_{i+1}-1, \ldots, n_{j-1}-1, n_{j}+1, \ldots\right\rangle\left\langle\alpha(\Delta) ; \ldots, n_{i}^{\prime}, \ldots\right|\right) \\
& +\frac{\sqrt{\left(n_{i}+1\right) n_{i-1}}}{\lambda\left(\Delta-2, u+U\left(n_{i}-n_{i-1}+1\right), \Delta, u^{\prime}\right)} \times \\
& \left(\sqrt{\left(n_{j}+1\right) n_{j+1}}\left|\alpha(\Delta) ; \ldots, n_{i-1}-1, n_{i}+1, \ldots, n_{j}+1, n_{j+1}-1, \ldots\right\rangle\left\langle\alpha(\Delta) ; \ldots, n_{i}^{\prime}, \ldots\right|\right. \\
& \left.+\sqrt{\left(n_{j}+1\right) n_{j-1}}\left|\alpha(\Delta) ; \ldots, n_{i-1}-1, n_{i}+1, \ldots, n_{j-1}-1, n_{j}+1, \ldots\right\rangle\left\langle\alpha(\Delta) ; \ldots, n_{i}^{\prime}, \ldots\right|\right) \\
& +\frac{\sqrt{\left(n_{i}^{\prime}+1\right) n_{i+1}^{\prime}}}{\lambda\left(\Delta, u, \Delta-2, u^{\prime}+U\left(n_{i}^{\prime}-n_{i+1}^{\prime}+1\right)\right)} \times \\
& \left(\sqrt{\left(n_{j}^{\prime}+1\right) n_{j+1}^{\prime}}\left|\alpha(\Delta) ; \ldots, n_{i}, \ldots\right\rangle\left\langle\alpha(\Delta) ; \ldots, n_{i}^{\prime}+1, n_{i+1}^{\prime}-1, \ldots, n_{j}^{\prime}+1, n_{j+1}^{\prime}-1, \ldots\right|\right. \\
& \left.+\sqrt{\left(n_{j}^{\prime}+1\right) n_{j-1}^{\prime}}\left|\alpha(\Delta) ; \ldots, n_{i}, \ldots\right\rangle\left\langle\alpha(\Delta) ; \ldots, n_{i}^{\prime}+1, n_{i+1}^{\prime}-1, \ldots, n_{j-1}^{\prime}-1, n_{j}^{\prime}+1, \ldots\right|\right) \\
& +\frac{\sqrt{\left(n_{i}^{\prime}+1\right) n_{i-1}^{\prime}}}{\lambda\left(\Delta, u, \Delta-2, u^{\prime}+U\left(n_{i}^{\prime}-n_{i-1}^{\prime}+1\right)\right)} \times \\
& \left(\sqrt{\left(n_{j}^{\prime}+1\right) n_{j+1}^{\prime}}\left|\alpha(\Delta) ; \ldots, n_{i}, \ldots\right\rangle\left\langle\alpha(\Delta) ; \ldots, n_{i-1}^{\prime}-1, n_{i}^{\prime}+1, \ldots, n_{j}^{\prime}+1, n_{j+1}^{\prime}-1, \ldots\right|\right. \\
& \left.\left.+\sqrt{\left(n_{j}^{\prime}+1\right) n_{j-1}^{\prime}}\left|\alpha(\Delta) ; \ldots, n_{i}, \ldots\right\rangle\left\langle\alpha(\Delta) ; \ldots, n_{i-1}^{\prime}-1, n_{i}^{\prime}+1, \ldots, n_{j-1}^{\prime}-1, n_{j}^{\prime}+1, \ldots\right|\right)\right] \\
& +\sum_{i \text { even } j \text { odd }}\left[\frac{\sqrt{\left(n_{i}+1\right) n_{i+1}}}{\lambda\left(\Delta+2, u+U\left(n_{i}-n_{i+1}+1\right), \Delta, u^{\prime}\right)} \times\right. \\
& \left(\sqrt{\left(n_{j}+1\right) n_{j+1}}\left|\alpha(\Delta) ; \ldots, n_{i}+1, n_{i+1}-1, \ldots, n_{j}+1, n_{j+1}-1, \ldots\right\rangle\left\langle\alpha(\Delta) ; \ldots, n_{i}^{\prime}, \ldots\right|\right. \\
& \left.+\sqrt{\left(n_{j}+1\right) n_{j-1}}\left|\alpha(\Delta) ; \ldots, n_{i}+1, n_{i+1}-1, \ldots, n_{j-1}-1, n_{j}+1, \ldots\right\rangle\left\langle\alpha(\Delta) ; \ldots, n_{i}^{\prime}, \ldots\right|\right) \\
& +\frac{\sqrt{\left(n_{i}+1\right) n_{i-1}}}{\lambda\left(\Delta+2, u+U\left(n_{i}-n_{i-1}+1\right), \Delta, u^{\prime}\right)} \times
\end{aligned}
$$

A. 1 Explicit derivation of the equations of motion and steady state for perturbation in kinetic energy

$$
\begin{aligned}
& \left(\sqrt{\left(n_{j}+1\right) n_{j+1}}\left|\alpha(\Delta) ; \ldots, n_{i-1}-1, n_{i}+1, \ldots, n_{j}+1, n_{j+1}-1, \ldots\right\rangle\left\langle\alpha(\Delta) ; \ldots, n_{i}^{\prime}, \ldots\right|\right. \\
& \left.+\sqrt{\left(n_{j}+1\right) n_{j-1}}\left|\alpha(\Delta) ; \ldots, n_{i-1}-1, n_{i}+1, \ldots, n_{j-1}-1, n_{j}+1, \ldots\right\rangle\left\langle\alpha(\Delta) ; \ldots, n_{i}^{\prime}, \ldots\right|\right) \\
& +\frac{\sqrt{\left(n_{i}^{\prime}+1\right) n_{i+1}^{\prime}}}{\lambda\left(\Delta, u, \Delta+2, u^{\prime}+U\left(n_{i}^{\prime}-n_{i+1}^{\prime}+1\right)\right)} \times \\
& \left(\sqrt{\left(n_{j}^{\prime}+1\right) n_{j+1}^{\prime}}\left|\alpha(\Delta) ; \ldots, n_{i}, \ldots\right\rangle\left\langle\alpha(\Delta) ; \ldots, n_{i}^{\prime}+1, n_{i+1}^{\prime}-1, \ldots, n_{j}^{\prime}+1, n_{j+1}^{\prime}-1, \ldots\right|\right. \\
& \left.+\sqrt{\left(n_{j}^{\prime}+1\right) n_{j-1}^{\prime}}\left|\alpha(\Delta) ; \ldots, n_{i}, \ldots\right\rangle\left\langle\alpha(\Delta) ; \ldots, n_{i}^{\prime}+1, n_{i+1}^{\prime}-1, \ldots, n_{j-1}^{\prime}-1, n_{j}^{\prime}+1, \ldots\right|\right) \\
& +\frac{\sqrt{\left(n_{i}^{\prime}+1\right) n_{i-1}^{\prime}}}{\lambda\left(\Delta, u, \Delta+2, u^{\prime}+U\left(n_{i}^{\prime}-n_{i-1}^{\prime}+1\right)\right)} \times \\
& \left(\sqrt{\left(n_{j}^{\prime}+1\right) n_{j+1}^{\prime}}\left|\alpha(\Delta) ; \ldots, n_{i}, \ldots\right\rangle\left\langle\alpha(\Delta) ; \ldots, n_{i-1}^{\prime}-1, n_{i}^{\prime}+1, \ldots, n_{j}^{\prime}+1, n_{j+1}^{\prime}-1, \ldots\right|\right. \\
& \left.\left.+\sqrt{\left(n_{j}^{\prime}+1\right) n_{j-1}^{\prime}}\left|\alpha(\Delta) ; \ldots, n_{i}, \ldots\right\rangle\left\langle\alpha(\Delta) ; \ldots, n_{i-1}^{\prime}-1, n_{i}^{\prime}+1, \ldots, n_{j-1}^{\prime}-1, n_{j}^{\prime}+1, \ldots\right|\right)\right] \\
& +\sum_{i \text { even }} \sum_{\text {even }}\left[-\frac{\sqrt{\left(n_{i}+1\right) n_{i+1}}}{\lambda\left(\Delta+2, u+U\left(n_{i}-n_{i+1}+1\right), \Delta, u^{\prime}\right)} \times\right. \\
& \left(\sqrt{\left(n_{j}^{\prime}+1\right) n_{j+1}^{\prime}}\left|\alpha(\Delta+2) ; \ldots, n_{i}+1, n_{i+1}-1, \ldots\right\rangle\left\langle\alpha(\Delta+2) ; \ldots, n_{j}^{\prime}+1, n_{j+1}^{\prime}-1, \ldots\right|\right. \\
& \left.+\sqrt{\left(n_{j}^{\prime}+1\right) n_{j-1}^{\prime}}\left|\alpha(\Delta+2) ; \ldots, n_{i}+1, n_{i+1}-1, \ldots\right\rangle\left\langle\alpha(\Delta+2) ; \ldots, n_{j-1}^{\prime}-1, n_{j}^{\prime}+1, \ldots\right|\right) \\
& -\frac{\sqrt{\left(n_{i}+1\right) n_{i-1}}}{\lambda\left(\Delta+2, u+U\left(n_{i}-n_{i-1}+1\right), \Delta, u^{\prime}\right)} \times \\
& \left(\sqrt{\left(n_{j}^{\prime}+1\right) n_{j+1}^{\prime}}\left|\alpha(\Delta+2) ; \ldots, n_{i-1}-1, n_{i}+1, \ldots\right\rangle\left\langle\alpha(\Delta+2) ; \ldots, n_{j}^{\prime}+1, n_{j+1}^{\prime}-1, \ldots\right|\right. \\
& \left.+\sqrt{\left(n_{j}^{\prime}+1\right) n_{j-1}^{\prime}}\left|\alpha(\Delta+2) ; \ldots, n_{i-1}-1, n_{i}+1, \ldots\right\rangle\left\langle\alpha(\Delta+2) ; \ldots, n_{j-1}^{\prime}-1, n_{j}^{\prime}+1, \ldots\right|\right) \\
& -\frac{\sqrt{\left(n_{i}^{\prime}+1\right) n_{i+1}^{\prime}}}{\lambda\left(\Delta, u, \Delta+2, u^{\prime}+U\left(n_{i}^{\prime}-n_{i+1}^{\prime}+1\right)\right)} \times \\
& \left(\sqrt{\left(n_{j}+1\right) n_{j+1}}\left|\alpha(\Delta+2) ; \ldots, n_{j}+1, n_{j+1}-1, \ldots\right\rangle\left\langle\alpha(\Delta+2) ; \ldots, n_{i}^{\prime}+1, n_{i+1}^{\prime}-1, \ldots\right|\right.
\end{aligned}
$$

$$
\begin{aligned}
& \left.+\sqrt{\left(n_{j}+1\right) n_{j-1}}\left|\alpha(\Delta+2) ; \ldots, n_{j-1}-1, n_{j}+1, \ldots\right\rangle\left\langle\alpha(\Delta+2) ; \ldots, n_{i}^{\prime}+1, n_{i+1}^{\prime}-1, \ldots\right|\right) \\
- & \frac{\sqrt{\left(n_{i}^{\prime}+1\right) n_{i-1}^{\prime}}}{\lambda\left(\Delta, u, \Delta+2, u^{\prime}+U\left(n_{i}^{\prime}-n_{i-1}^{\prime}+1\right)\right)} \times \\
& \left(\sqrt{\left(n_{j}+1\right) n_{j+1}}\left|\alpha(\Delta+2) ; \ldots, n_{j}+1, n_{j+1}-1, \ldots\right\rangle\left\langle\alpha(\Delta+2) ; \ldots, n_{i-1}^{\prime}-1, n_{i}^{\prime}+1, \ldots\right|\right. \\
& \left.\left.\left.+\sqrt{\left(n_{j}+1\right) n_{j-1}}\left|\alpha(\Delta+2) ; \ldots, n_{j-1}-1, n_{j}+1, \ldots\right\rangle\left\langle\alpha(\Delta+2) ; \ldots, n_{i-1}^{\prime}-1, n_{i}^{\prime}+1, \ldots\right|\right)\right]\right\}
\end{aligned}
$$

from where Eq. (4.16) follows.
Finally, we want to check that the state given by Eq. (4.17) is the steady state of Eq. (4.16). In order to show this, we rewrite Eq. (4.16) by separating the diagonal states of the decoherence free subspace, $\rho^{0}=\left|\alpha(\Delta) ; n_{1}, \ldots, n_{L}\right\rangle\left\langle\alpha(\Delta) ; n_{1}, \ldots, n_{L}\right|$, from the rest.

$$
\begin{align*}
& \sum_{i \text { odd }}\left(-\frac{\left(n_{i}+1\right) n_{i+1}}{\lambda\left(\Delta-2, u+U\left(n_{i}-n_{i+1}+1\right), \Delta, u\right)} \times\right.  \tag{A.5}\\
& \left|\alpha(\Delta-2) ; \ldots, n_{i}+1, n_{i+1}-1, \ldots\right\rangle\left\langle\alpha(\Delta-2) ; \ldots, n_{i}+1, n_{i+1}-1, \ldots\right| \\
& -\frac{\left(n_{i}+1\right) n_{i-1}}{\lambda\left(\Delta-2, u+U\left(n_{i}-n_{i-1}+1\right), \Delta, u\right)} \times  \tag{A.6}\\
& \left|\alpha(\Delta-2) ; \ldots, n_{i-1}-1, n_{i}+1, \ldots\right\rangle\left\langle\alpha(\Delta-2) ; \ldots, n_{i-1}-1, n_{i}+1, \ldots\right| \\
& -\frac{\left(n_{i}+1\right) n_{i+1}}{\lambda\left(\Delta, u, \Delta-2, u+U\left(n_{i}-n_{i+1}+1\right)\right)} \times  \tag{A.7}\\
& \left|\alpha(\Delta-2) ; \ldots, n_{i}+1, n_{i+1}-1, \ldots\right\rangle\left\langle\alpha(\Delta-2) ; \ldots, n_{i}+1, n_{i+1}-1, \ldots\right| \\
& -\frac{\sqrt{\left(n_{i}+1\right) n_{i-1}}}{\lambda\left(\Delta, u, \Delta-2, u+U\left(n_{i}-n_{i-1}+1\right)\right)} \times  \tag{A.8}\\
& \left.\left|\alpha(\Delta-2) ; \ldots, n_{i+1}-1, n_{i}+1, \ldots\right\rangle\left\langle\alpha(\Delta-2) ; \ldots, n_{i-1}-1, n_{i}+1, \ldots\right|\right) \\
& +\sum_{i \text { odd }}\left(\frac{\left(n_{i}+1\right) n_{i+1}}{\lambda\left(\Delta-2, u+U\left(n_{i}-n_{i+1}+1\right), \Delta, u\right)} \times\right.  \tag{A.9}\\
& \left|\alpha(\Delta) ; \ldots, n_{i}, \ldots\right\rangle\left\langle\alpha(\Delta) ; \ldots, n_{i}, \ldots\right| \\
& +\frac{\left(n_{i}+1\right) n_{i-1}}{\lambda\left(\Delta-2, u+U\left(n_{i}-n_{i-1}+1\right), \Delta, u\right)} \times  \tag{A.10}\\
& \left|\alpha(\Delta) ; \ldots, n_{i}, \ldots\right\rangle\left\langle\alpha(\Delta) ; \ldots, n_{i}, \ldots\right| \\
& +\frac{\left(n_{i}+1\right) n_{i+1}}{\lambda\left(\Delta, u, \Delta-2, u+U\left(n_{i}-n_{i+1}+1\right)\right)} \times \tag{A.11}
\end{align*}
$$

A. 1 Explicit derivation of the equations of motion and steady state for perturbation in kinetic energy

$$
\begin{align*}
& \left|\alpha(\Delta) ; \ldots, n_{i}, \ldots\right\rangle\left\langle\alpha(\Delta) ; \ldots, n_{i}, \ldots\right| \\
& +\frac{\left(n_{i}+1\right) n_{i-1}}{\lambda\left(\Delta, u, \Delta-2, u+U\left(n_{i}-n_{i-1}+1\right)\right)} \times \\
& \left.\left|\alpha(\Delta) ; \ldots, n_{i}, \ldots\right\rangle\left\langle\alpha(\Delta) ; \ldots, n_{i}, \ldots\right|\right) \\
& +\sum_{i \text { even }}\left(\frac{\left(n_{i}+1\right) n_{i+1}}{\lambda\left(\Delta+2, u+U\left(n_{i}-n_{i+1}+1\right), \Delta, u\right)} \times\right. \\
& \left|\alpha(\Delta) ; \ldots, n_{i}, \ldots\right\rangle\left\langle\alpha(\Delta) ; \ldots, n_{i}, \ldots\right| \\
& +\frac{\left(n_{i}+1\right) n_{i-1}}{\lambda\left(\Delta+2, u+U\left(n_{i}-n_{i-1}+1\right), \Delta, u\right)} \times \\
& \left|\alpha(\Delta) ; \ldots, n_{i}, \ldots\right\rangle\left\langle\alpha(\Delta) ; \ldots, n_{i}, \ldots\right| \\
& +\frac{\left(n_{i}+1\right) n_{i+1}}{\lambda\left(\Delta, u, \Delta+2, u+U\left(n_{i}-n_{i+1}+1\right)\right)} \times \\
& \left|\alpha(\Delta) ; \ldots, n_{i}, \ldots\right\rangle\left\langle\alpha(\Delta) ; \ldots, n_{i}, \ldots\right| \\
& +\frac{\left(n_{i}+1\right) n_{i-1}}{\lambda\left(\Delta, u, \Delta+2, u+U\left(n_{i}-n_{i-1}+1\right)\right)} \times \\
& \left.\left|\alpha(\Delta) ; \ldots, n_{i}, \ldots\right\rangle\left\langle\alpha(\Delta) ; \ldots, n_{i}, \ldots\right|\right) \\
& +\sum_{i \text { even }}\left(-\frac{\left(n_{i}+1\right) n_{i+1}}{\lambda\left(\Delta+2, u+U\left(n_{i}-n_{i+1}+1\right), \Delta, u\right)} \times\right.  \tag{A.17}\\
& \left|\alpha(\Delta+2) ; \ldots, n_{i}+1, n_{i+1}-1, \ldots\right\rangle\left\langle\alpha(\Delta+2) ; \ldots, n_{i}+1, n_{i+1}-1, \ldots\right| \\
& -\frac{\left(n_{i}+1\right) n_{i-1}}{\lambda\left(\Delta+2, u+U\left(n_{i}-n_{i-1}+1\right), \Delta, u\right)} \times  \tag{A.18}\\
& \left|\alpha(\Delta+2) ; \ldots, n_{i-1}-1, n_{i}+1, \ldots\right\rangle\left\langle\alpha(\Delta+2) ; \ldots, n_{i-1}-1, n_{i}+1, \ldots\right| \\
& -\frac{\left(n_{i}+1\right) n_{i+1}}{\lambda\left(\Delta, u, \Delta+2, u+U\left(n_{i}-n_{i+1}+1\right)\right)} \times  \tag{A.19}\\
& \left|\alpha(\Delta+2) ; \ldots, n_{i}+1, n_{i+1}-1, \ldots\right\rangle\left\langle\alpha(\Delta+2) ; \ldots, n_{i}+1, n_{i+1}-1, \ldots\right| \\
& -\frac{\left(n_{i}+1\right) n_{i-1}}{\lambda\left(\Delta, u, \Delta+2, u+U\left(n_{i}-n_{i-1}+1\right)\right)} \times  \tag{A.20}\\
& \left.\left|\alpha(\Delta+2) ; \ldots, n_{i-1}-1, n_{i}+1, \ldots\right\rangle\left\langle\alpha(\Delta+2) ; \ldots, n_{i-1}-1, n_{i}+1, \ldots\right|\right) \\
& +(\text { off-diagonal terms })=0 .
\end{align*}
$$

One can observe that the coefficients are canceling in pairs, thus, (A.5) has the same value with opposite sign compared with (A.9), (A.6) with (A.10), (A.7) with (A.11), (A.8) with (A.12),
(A.13) with (A.17), (A.14) with (A.18), (A.15) with (A.19), and (A.16) with (A.20). This means that the state give by Eq. (4.17) has the eigenvalue zero and is indeed the steady state of our system.

## Appendix

## Appendix for Chapter 5

## B. 1 Characterizing the tMPS results with a finite temperature



Figure B.1: Extraction of the effective temperature from the tMPS data for the parameters $L=10$, $N=5, \hbar g / J=4.47, \hbar \delta / J=2, U / J=2, \hbar \Gamma / J \in\{5,10\}, t J=49.75 \hbar$. The lines in the $T-\lambda$ plane are for constant kinetic energy, (a) $E_{\text {kin }} / J=-1.85$ and (b) $E_{\text {kin }} / J=-1.56$, contrast of the density-density correlations, (a) $\frac{1}{L-2} \sum_{j}\left(\left\langle n_{j} n_{j+2}\right\rangle-\left\langle n_{j} n_{j+1}\right\rangle\right)=0.09$ and (b) $\frac{1}{L-2} \sum_{j}\left(\left\langle n_{j} n_{j+2}\right\rangle-\left\langle n_{j} n_{j+1}\right\rangle\right)=$ 0.03 , interaction energy, (a) $E_{\text {int }} / J=2.75$ and (b) $E_{\text {int }} / J=3.25$. Panel (a) is published in Ref. [110]

In order to the compare the values of the effective temperature obtained in the perturbation theory on top the mean field approach we need to extract an effective temperature that can describe the tMPS results, see Fig. 5.8(d) of Sec. 5.4. Thus, we try to find the temperature, $T$, and cavity field, $\lambda$, which determine the density matrix $\rho(T, \lambda) \sim|\alpha(\lambda)\rangle\langle\alpha(\lambda)| e^{-H_{b}(\lambda) / k_{B} T}$, by requiring the thermal density matrix to approximately describe the tMPS results. For this we employ the following procedure. We first compute the expectation values of three important observables of the atomic sector with tMPS, the kinetic energy, $E_{\text {kin }}=-J \sum_{j=1}^{L-1}\left\langle b_{j}^{\dagger} b_{j+1}+\right.$ $\left.b_{j+1}^{\dagger} b_{j}\right\rangle$, the contrast of the density-density correlations, $\frac{1}{L-2} \sum_{j=1}^{L-2}\left(\left\langle n_{j} n_{j+2}\right\rangle-\left\langle n_{j} n_{j+1}\right\rangle\right)$ and interaction energy, $E_{\text {int }}=\frac{U}{2} \sum_{j=1}^{L}\left\langle n_{j}\left(n_{j}-1\right)\right\rangle$.

In the next step we compute the expectation values of the mentioned observables using
$\rho(T, \lambda)$ and identify the points for which we obtain the same values as in tMPS. In Fig. B.1, we observe that in the $T-\lambda$ plane for each observable we find a curve along which the expectation value agrees with tMPS. Thus, by finding the intersection point of the three curves we obtain the values of $T$ and $\lambda$ for which $\rho(T, \lambda)$ approximates the tMPS state.

As we observe that these curves do not intersect each other in a unique point, but rather in three distinct ones, we define the area of the triangle as a measure the errors involved in the determination of the effective temperature, see Fig. B.1. Note that the cavity field $\lambda$ used as a parameter in this procedure does not agree with the tMPS photon number, as in the full quantum evolution the cavity field is not restricted to a coherent state. We note that for $\hbar \Gamma / J \lesssim 5$ this procedure gives unreliable results as the intersection points are far from each other.

## Appendix

## Appendix for Chapter 6

## C. 1 Open boundary conditions

In Chap. 6 the Liouvillian describing the system, given by Eqs.(6.4)-(6.5), was written in momentum space, the real space Hamiltonian is given in Sec. 2.1.

In our numerical simulations for finite size systems we used open boundary conditions. In the analytical many-body adiabatic elimination calculations, presented in Chap. 6 and this Appendix, we also use open boundary condition for a direct correspondence. In this case one uses the Fourier sine transform, defined by

$$
\begin{align*}
& b_{k}=\sqrt{\frac{2}{L+1}} \sum_{j=1}^{L} b_{j} \sin (k j),  \tag{C.1}\\
& b_{k}^{\dagger}=\sqrt{\frac{2}{L+1}} \sum_{j=1}^{L} b_{j}^{\dagger} \sin (k j),
\end{align*}
$$

and the unitless momenta are given by $k=\frac{\pi m}{L+1}$ and $m=1, \ldots, L$. In this case we also have $L / 2$ independent symmetry sectors for a single particle, but each is spanned by the momentum states $\left|k_{j}\right\rangle$ and $\left|\pi-k_{j}\right\rangle, j=1, \ldots, L / 2$. As the momenta $k_{j}$ are in the interval $[0, \pi]$, the values $\pi-k_{j}$ will always be inside the first Brillouin zone. We can write the symmetry generator as

$$
\begin{equation*}
\mathcal{O}_{k_{j}}=b_{k_{j}}^{\dagger} b_{k_{j}}+b_{\pi-k_{j}}^{\dagger} b_{\pi-k_{j}} . \tag{C.2}
\end{equation*}
$$

## C. 2 Explicit derivation of the steady states for the one and two particles cases for perturbation in kinetic energy

In the following we show explicitly how to compute the steady states with the procedure described in Sec. 6.2.2 for the single particle and two particle cases. In this section we take $\hbar=1$.

## C.2.1 The single particle case

For a single particle in the symmetry sector $K=\left(m_{k}=1\right)$ a general state in the dissipation free subspace which is restricted to this symmetry sector has the form

$$
\begin{align*}
\rho_{k}(b) & =\sum_{i, j \text { odd }}\left(\frac{1}{2}+b\right) \sin (k i) \sin (k j)|-\alpha ; i\rangle\langle-\alpha ; j|  \tag{C.3}\\
& +\sum_{i, j \text { even }}\left(\frac{1}{2}-b\right) \sin (k i) \sin (k j)|\alpha ; i\rangle\langle\alpha ; j|,
\end{align*}
$$

with $b$ a real parameter, $i$ and $j$ the positions of the particle, and $\alpha=\frac{\Omega}{\delta-i \Gamma / 2}$ the cavity field.
The equation of motion for a state $\rho_{0}=| \pm \alpha ; i\rangle\langle \pm \alpha ; j|$, with $i$ and $j$ both even or both odd, from the dissipation free subspace, obtained with the many-body adiabatic elimination is given by

$$
\begin{align*}
\frac{\partial}{\partial t}| \pm \alpha ; i\rangle\langle \pm \alpha ; j| & =P_{0}\left[H_{\text {kin }}, \mathcal{L}_{0}^{-1} P_{1}\left[H_{\text {kin }},| \pm \alpha ; i\rangle\langle \pm \alpha ; j|\right]\right]  \tag{С.4}\\
=\frac{J^{2}}{\lambda_{0}} e^{-4|\alpha|^{2}} & (4| \pm \alpha ; i\rangle\langle \pm \alpha ; j|-2|\mp \alpha ; i+1\rangle\langle\mp \alpha ; j+1|-2|\mp \alpha ; i+1\rangle\langle\mp \alpha ; j-1| \\
& -2|\mp \alpha ; i-1\rangle\langle\mp \alpha ; j+1|-2|\mp \alpha ; i-1\rangle\langle\mp \alpha ; j-1|+| \pm \alpha ; i+2\rangle\langle \pm \alpha ; j| \\
& +| \pm \alpha ; i-2\rangle\langle \pm \alpha ; j|+| \pm \alpha ; i\rangle\langle \pm \alpha ; j+2|+| \pm \alpha ; i\rangle\langle \pm \alpha ; j-2|)
\end{align*}
$$

with $\lambda_{0}=-\frac{2 \Omega^{2} \Gamma}{\delta^{2}+\Gamma^{2} / 4}$. This allows us to write the equation of motion for the state $\rho_{k}(b)$, from which we observe that for $b=0$ we obtain the steady state, $\frac{\partial}{\partial t} \rho_{k, \mathrm{st}}=0$, for the one particle case

$$
\begin{equation*}
\rho_{k, \mathrm{st}}=\sum_{i, j \text { odd }} \sin (k i) \sin (k j)|-\alpha ; i\rangle\langle-\alpha ; j|+\sum_{i, j \text { even }} \sin (k i) \sin (k j)|\alpha ; i\rangle\langle\alpha ; j| . \tag{С.5}
\end{equation*}
$$

One can see that this state has a fully mixed atomic sector in the momentum basis.

## C.2.2 The two particle case

We now consider two particles in the sector $K=\left(m_{k_{1}}=1, m_{k_{2}}=1\right)$. The basis in the dissipation free subspace in the considered symmetry sector is spanned by

$$
\begin{align*}
\sigma_{0} & =4\left(s_{3}-s_{4}-s_{5}+s_{6}\right),  \tag{C.6}\\
\sigma_{1} & =4\left(s_{1}+s_{2}-s_{3}+2 s_{4}+2 s_{5}-s_{6}\right), \\
\sigma_{2} & =4\left(s_{1}+s_{2}-s_{3}-s_{6}\right), \\
\sigma_{3} & =4\left(s_{1}-s_{2}+s_{4}-s_{5}\right), \\
\sigma_{4} & =4\left(-s_{3}-s_{4}+s_{5}+s_{6}\right), \\
\sigma_{5} & =4\left(s_{1}-s_{2}+s_{3}-s_{6}\right),
\end{align*}
$$

C. 2 Explicit derivation of the steady states for the one and two particles cases for perturbation in kinetic energy
where we defined the states

$$
\begin{aligned}
& s_{1}=\sum_{\substack{i_{1}, i_{2}, j_{1}, j_{2} \text { odd }}} \sin \left(k_{1} i_{1}\right) \sin \left(k_{1} j_{1}\right) \sin \left(k_{2} i_{2}\right) \sin \left(k_{2} j_{2}\right) \sqrt{n_{i_{1}} n_{j_{1}}}\left|-\alpha ; i_{1}, i_{2}\right\rangle\left\langle-\alpha ; j_{1}, j_{2}\right|, \\
& s_{2}=\sum_{\substack{i_{1}, i_{2}, j_{1}, j_{2}}} \sin \left(k_{1} i_{1}\right) \sin \left(k_{1} j_{1}\right) \sin \left(k_{2} i_{2}\right) \sin \left(k_{2} j_{2}\right) \sqrt{n_{i_{1}} n_{j_{1}}}\left|\alpha ; i_{1}, i_{2}\right\rangle\left\langle\alpha ; j_{1}, j_{2}\right|, \\
& s_{3}=\sum_{\substack{i_{1}, j_{1} \text { odd } \\
i_{2}, j_{2} \text { even }}} \sin \left(k_{1} i_{1}\right) \sin \left(k_{1} j_{1}\right) \sin \left(k_{2} i_{2}\right) \sin \left(k_{2} j_{2}\right) \sqrt{n_{i_{1}} n_{j_{1}}}\left|0 ; i_{1}, i_{2}\right\rangle\left\langle 0 ; j_{1}, j_{2}\right|, \\
& s_{4}=\sum_{\substack{i_{2}, j_{1} \text { odd } \\
i_{1}, j_{2} \text { even }}} \sin \left(k_{1} i_{1}\right) \sin \left(k_{1} j_{1}\right) \sin \left(k_{2} i_{2}\right) \sin \left(k_{2} j_{2}\right) \sqrt{n_{i_{1} n_{1}}}\left|0 ; i_{1}, i_{2}\right\rangle\left\langle 0 ; j_{1}, j_{2}\right|, \\
& s_{5}=\sum_{\substack{i_{1}, j_{2} \text { odd } \\
i_{2}, j_{1} \text { even }}} \sin \left(k_{1} i_{1}\right) \sin \left(k_{1} j_{1}\right) \sin \left(k_{2} i_{2}\right) \sin \left(k_{2} j_{2}\right) \sqrt{n_{i_{1}} n_{j_{1}}}\left|0 ; i_{1}, i_{2}\right\rangle\left\langle 0 ; j_{1}, j_{2}\right|, \\
& s_{6}=\sum_{\substack{i_{2}, j_{2} \text { odd } \\
i_{1}, j_{1} \text { even }}} \sin \left(k_{1} i_{1}\right) \sin \left(k_{1} j_{1}\right) \sin \left(k_{2} i_{2}\right) \sin \left(k_{2} j_{2}\right) \sqrt{n_{i_{1} n_{j_{1}}}}\left|0 ; i_{1}, i_{2}\right\rangle\left\langle 0 ; j_{1}, j_{2}\right|,
\end{aligned}
$$

with $i_{1}, i_{2}, j_{1}$ and $j_{2}$ the positions of the two particles, and $n_{i}$ the number of particles at site $i$, and the cavity field is $\alpha=\frac{2 \Omega}{\delta-i \Gamma / 2}$

In the following, we give the equations of motion for the states $\left| \pm \alpha ; i_{1}, i_{2}\right\rangle\left\langle \pm \alpha ; j_{1}, j_{2}\right|$ and $\left|0 ; i_{1}, i_{2}\right\rangle\left\langle 0 ; j_{1}, j_{2}\right|$ for two particles

$$
\begin{aligned}
& \frac{\partial}{\partial t}\left| \pm \alpha ; i_{1}, i_{2}\right\rangle\left\langle \pm \alpha ; j_{1}, j_{2}\right|=P_{0}\left[H_{\text {kin }}, \mathcal{L}_{0}^{-1} P_{1}\left[H_{\mathrm{kin}},\left| \pm \alpha ; i_{1}, i_{2}\right\rangle\left\langle \pm \alpha ; j_{1}, j_{2}\right|\right]\right] \\
& \begin{array}{r}
=J^{2} e^{-4\left|\alpha_{0}\right|^{2}}\left[\frac { \sqrt { ( n _ { i _ { 1 } + 1 } + 1 ) n _ { i _ { 1 } } } } { \lambda _ { 1 } ^ { * } } \left(\sqrt{n_{i_{1}}\left(n_{i_{1}+1}+1\right)}\left| \pm \alpha ; i_{1}, i_{2}\right\rangle\left\langle \pm \alpha ; j_{1}, j_{2}\right|\right.\right. \\
\\
\quad-\sqrt{\left(n_{j_{1}+1}+1\right) n_{j_{1}}}\left|0 ; i_{1}+1, i_{2}\right\rangle\left\langle 0 ; j_{1}+1, j_{2}\right| \\
\\
+\sqrt{\left(n_{i_{1}+2}+1\right)\left(n_{i_{1}+1}+1\right)}\left| \pm \alpha ; i_{1}+2, i_{2}\right\rangle\left\langle \pm \alpha ; j_{1}, j_{2}\right| \\
\\
\quad-\sqrt{\left(n_{j_{1}-1}+1\right) n_{j_{1}}}\left|0 ; i_{1}+1, i_{2}\right\rangle\left\langle 0 ; j_{1}-1, j_{2}\right| \\
\\
\quad-\sqrt{\left(n_{j_{2}+1}+1\right) n_{j_{2}}}\left|0 ; i_{1}+1, i_{2}\right\rangle\left\langle 0 ; j_{1}, j_{2}+1\right| \\
\\
\left.\quad-\sqrt{\left(n_{j_{2}-1}+1\right) n_{j_{2}}}\left|0 ; i_{1}+1, i_{2}\right\rangle\left\langle 0 ; j_{1}, j_{2}-1\right|\right) \\
+\frac{\sqrt{\left(n_{i_{1}-1}+1\right) n_{i_{1}}}}{\lambda_{1}^{*}}\left(\sqrt{n_{i_{1}}\left(n_{i_{1}-1}+1\right)}\left| \pm \alpha ; i_{1}, i_{2}\right\rangle\left\langle \pm \alpha ; j_{1}, j_{2}\right|\right. \\
\\
\quad-\sqrt{\left(n_{j_{1}+1}+1\right) n_{j_{1}}\left|0 ; i_{1}-1, i_{2}\right\rangle\left\langle 0 ; j_{1}+1, j_{2}\right|} \\
\quad+\sqrt{\left(n_{i_{1}-2}+1\right)\left(n_{i_{1}-1}+1\right)}\left| \pm \alpha ; i_{1}-2, i_{2}\right\rangle\left\langle \pm \alpha ; j_{1}, j_{2}\right| \\
\\
\quad-\sqrt{\left(n_{j_{1}-1}+1\right) n_{j_{1}}}\left|0 ; i_{1}-1, i_{2}\right\rangle\left\langle 0 ; j_{1}-1, j_{2}\right|
\end{array}
\end{aligned}
$$

$$
\begin{aligned}
& -\sqrt{\left(n_{j_{2}+1}+1\right) n_{j_{2}}}\left|0 ; i_{1}-1, i_{2}\right\rangle\left\langle 0 ; j_{1}, j_{2}+1\right| \\
& \left.-\sqrt{\left(n_{j_{2}-1}+1\right) n_{j_{2}}}\left|0 ; i_{1}-1, i_{2}\right\rangle\left\langle 0 ; j_{1}, j_{2}-1\right|\right) \\
& +\frac{\sqrt{\left(n_{i_{2}+1}+1\right) n_{i_{2}}}}{\lambda_{1}^{*}}\left(\sqrt{n_{i_{2}}\left(n_{i_{2}+1}+1\right)}\left| \pm \alpha ; i_{1}, i_{2}\right\rangle\left\langle \pm \alpha ; j_{1}, j_{2}\right|\right. \\
& -\sqrt{\left(n_{j_{1}+1}+1\right) n_{j_{1}}}\left|0 ; i_{1}, i_{2}+1\right\rangle\left\langle 0 ; j_{1}+1, j_{2}\right| \\
& +\sqrt{\left(n_{i_{2}+2}+1\right)\left(n_{i_{2}+1}+1\right)}\left| \pm \alpha ; i_{1}, i_{2}+2\right\rangle\left\langle \pm \alpha ; j_{1}, j_{2}\right| \\
& -\sqrt{\left(n_{j_{1}-1}+1\right) n_{j_{1}}}\left|0 ; i_{1}, i_{2}+1\right\rangle\left\langle 0 ; j_{1}-1, j_{2}\right| \\
& -\sqrt{\left(n_{j_{2}+1}+1\right) n_{j_{2}}}\left|0 ; i_{1}, i_{2}+1\right\rangle\left\langle 0 ; j_{1}, j_{2}+1\right| \\
& \left.-\sqrt{\left(n_{j_{2}-1}+1\right) n_{j_{2}}}\left|0 ; i_{1}, i_{2}+1\right\rangle\left\langle 0 ; j_{1}, j_{2}-1\right|\right) \\
& +\frac{\sqrt{\left(n_{i_{2}-1}+1\right) n_{i_{2}}}}{\lambda_{1}^{*}}\left(\sqrt{n_{i_{2}}\left(n_{i_{2}-1}+1\right)}\left| \pm \alpha ; i_{1}, i_{2}\right\rangle\left\langle \pm \alpha ; j_{1}, j_{2}\right|\right. \\
& -\sqrt{\left(n_{j_{1}+1}+1\right) n_{j_{1}}}\left|0 ; i_{1}, i_{2}-1\right\rangle\left\langle 0 ; j_{1}+1, j_{2}\right| \\
& +\sqrt{\left(n_{i_{2}-2}+1\right)\left(n_{i_{2}-1}+1\right)}\left| \pm \alpha ; i_{1}, i_{2}-2\right\rangle\left\langle \pm \alpha ; j_{1}, j_{2}\right| \\
& -\sqrt{\left(n_{j_{1}-1}+1\right) n_{j_{1}}}\left|0 ; i_{1}, i_{2}-1\right\rangle\left\langle 0 ; j_{1}-1, j_{2}\right| \\
& -\sqrt{\left(n_{j_{2}+1}+1\right) n_{j_{2}}}\left|0 ; i_{1}, i_{2}-1\right\rangle\left\langle 0 ; j_{1}, j_{2}-1\right| \\
& \left.-\sqrt{\left(n_{j_{2}-1}+1\right) n_{j_{2}}}\left|0 ; i_{1}, i_{2}-1\right\rangle\left\langle 0 ; j_{1}, j_{2}-1\right|\right) \\
& -\frac{\sqrt{\left(n_{j_{1}+1}+1\right) n_{j_{1}}}}{\lambda_{1}}\left(\sqrt{\left(n_{i_{1}+1}+1\right) n_{i_{1}}}\left|0 ; i_{1}+1, i_{2}\right\rangle\left\langle 0 ; j_{1}+1, j_{2}\right|\right. \\
& +\sqrt{\left(n_{i_{1}-1}+1\right) n_{i_{1}}}\left|0 ; i_{1}-1, i_{2}\right\rangle\left\langle 0 ; j_{1}+1, j_{2}\right| \\
& +\sqrt{\left(n_{i_{2}+1}+1\right) n_{i_{2}}}\left|0 ; i_{1}, i_{2}+1\right\rangle\left\langle 0 ; j_{1}+1, j_{2}\right| \\
& +\sqrt{\left(n_{i_{2}-1}+1\right) n_{i_{2}}}\left|0 ; i_{1}, i_{2}-1\right\rangle\left\langle 0 ; j_{1}+1, j_{2}\right| \\
& -\sqrt{n_{j_{1}}\left(n_{j_{1}+1}+1\right)}\left| \pm \alpha ; i_{1}, i_{2}\right\rangle\left\langle \pm \alpha ; j_{1}, j_{2}\right| \\
& \left.-\sqrt{\left(n_{j_{1}+2}+1\right)\left(n_{j_{1}+1}+1\right)}\left| \pm \alpha ; i_{1}, i_{2}\right\rangle\left\langle \pm \alpha ; j_{1}+2, j_{2}\right|\right) \\
& -\frac{\sqrt{\left(n_{j_{1}-1}+1\right) n_{j_{1}}}}{\lambda_{1}}\left(\sqrt{\left(n_{i_{1}+1}+1\right) n_{i_{1}}}\left|0 ; i_{1}+1, i_{2}\right\rangle\left\langle 0 ; j_{1}-1, j_{2}\right|\right. \\
& +\sqrt{\left(n_{i_{1}-1}+1\right) n_{i_{1}}}\left|0 ; i_{1}-1, i_{2}\right\rangle\left\langle 0 ; j_{1}-1, j_{2}\right| \\
& +\sqrt{\left(n_{i_{2}+1}+1\right) n_{i_{2}}}\left|0 ; i_{1}, i_{2}+1\right\rangle\left\langle 0 ; j_{1}-1, j_{2}\right| \\
& +\sqrt{\left(n_{i_{2}-1}+1\right) n_{i_{2}}}\left|0 ; i_{1}, i_{2}-1\right\rangle\left\langle 0 ; j_{1}-1, j_{2}\right| \\
& -\sqrt{n_{j_{1}}\left(n_{j_{1}-1}+1\right)}\left| \pm \alpha ; i_{1}, i_{2}\right\rangle\left\langle \pm \alpha ; j_{1}, j_{2}\right| \\
& \left.-\sqrt{\left(n_{j_{1}-2}+1\right)\left(n_{j_{1}-1}+1\right)}\left| \pm \alpha ; i_{1}, i_{2}\right\rangle\left\langle \pm \alpha ; j_{1}-2, j_{2}\right|\right)
\end{aligned}
$$

C. 2 Explicit derivation of the steady states for the one and two particles cases for perturbation in kinetic energy

$$
\begin{aligned}
& -\frac{\sqrt{\left(n_{j_{2}+1}+1\right) n_{j_{2}}}}{\lambda_{1}}\left(\sqrt{\left(n_{i_{1}+1}+1\right) n_{i_{1}}}\left|0 ; i_{1}+1, i_{2}\right\rangle\left\langle 0 ; j_{1}, j_{2}+1\right|\right. \\
& +\sqrt{\left(n_{i_{1}-1}+1\right) n_{i_{1}}}\left|0 ; i_{1}-1, i_{2}\right\rangle\left\langle 0 ; j_{1}, j_{2}+1\right| \\
& +\sqrt{\left(n_{i_{2}+1}+1\right) n_{i_{2}}}\left|0 ; i_{1}, i_{2}+1\right\rangle\left\langle 0 ; j_{1}, j_{2}+1\right| \\
& +\sqrt{\left(n_{i_{2}-1}+1\right) n_{i_{2}}}\left|0 ; i_{1}, i_{2}-1\right\rangle\left\langle 0 ; j_{1}, j_{2}+1\right| \\
& -\sqrt{n_{j_{2}}\left(n_{j_{2}+1}+1\right)}\left| \pm \alpha ; i_{1}, i_{2}\right\rangle\left\langle \pm \alpha ; j_{1}, j_{2}\right| \\
& \left.-\sqrt{\left(n_{j_{2}+2}+1\right)\left(n_{j_{2}+1}+1\right)}\left| \pm \alpha ; i_{1}, i_{2}\right\rangle\left\langle \pm \alpha ; j_{1}, j_{2}+2\right|\right) \\
& -\frac{\sqrt{\left(n_{j_{2}-1}+1\right) n_{j_{2}}}}{\lambda_{1}}\left(\sqrt{\left(n_{i_{1}+1}+1\right) n_{i_{1}}}\left|0 ; i_{1}+1, i_{2}\right\rangle\left\langle 0 ; j_{1}, j_{2}-1\right|\right. \\
& +\sqrt{\left(n_{i_{1}-1}+1\right) n_{i_{1}}}\left|0 ; i_{1}-1, i_{2}\right\rangle\left\langle 0 ; j_{1}, j_{2}-1\right| \\
& +\sqrt{\left(n_{i_{2}+1}+1\right) n_{i_{2}}}\left|0 ; i_{1}, i_{2}+1\right\rangle\left\langle 0 ; j_{1}, j_{2}-1\right| \\
& +\sqrt{\left(n_{i_{2}-1}+1\right) n_{i_{2}}}\left|0 ; i_{1}, i_{2}-1\right\rangle\left\langle 0 ; j_{1}, j_{2}-1\right| \\
& -\sqrt{n_{j_{2}}\left(n_{j_{2}-1}+1\right)}\left| \pm \alpha ; i_{1}, i_{2}\right\rangle\left\langle \pm \alpha ; j_{1}, j_{2}\right| \\
& \left.\left.-\sqrt{\left(n_{j_{2}-2}+1\right)\left(n_{j_{2}-1}+1\right)}\left| \pm \alpha ; i_{1}, i_{2}\right\rangle\left\langle \pm \alpha ; j_{1}, j_{2}-2\right|\right)\right], \\
& \frac{\partial}{\partial t}\left|0 ; i_{1}, i_{2}\right\rangle\left\langle 0 ; j_{1}, j_{2}\right|=P_{0}\left[H_{\text {kin }}, \mathcal{L}_{0}^{-1} P_{1}\left[H_{\text {kin }},\left|0 ; i_{1}, i_{2}\right\rangle\left\langle 0 ; j_{1}, j_{2}\right|\right]\right] \\
& =J^{2} e^{-4\left|\alpha_{0}\right|^{2}}\left[\frac { \sqrt { ( n _ { i _ { 1 } + 1 } + 1 ) n _ { i _ { 1 } } } } { \lambda _ { 1 } } \left(\sqrt{n_{i_{1}}\left(n_{i_{1}+1}+1\right)}\left|0 ; i_{1}, i_{2}\right\rangle\left\langle 0 ; j_{1}, j_{2}\right|\right.\right. \\
& +\sqrt{\left(n_{i_{1}+2}+1\right)\left(n_{i_{1}+1}+1\right)}\left|0 ; i_{1}+2, i_{2}\right\rangle\left\langle 0 ; j_{1}, j_{2}\right| \\
& +\sqrt{\left(n_{i_{2}+1}+1\right) n_{i_{2}}}\left|0 ; i_{1}+1, i_{2}+1\right\rangle\left\langle 0 ; j_{1}, j_{2}\right| \\
& +\sqrt{\left(n_{i_{2}-1}+1\right) n_{i_{2}}}\left|0 ; i_{1}+1, i_{2}-1\right\rangle\left\langle 0 ; j_{1}, j_{2}\right| \\
& -\sqrt{\left(n_{j_{1}+1}+1\right) n_{j_{1}}}\left|(-1)^{i_{1}+1} \alpha ; i_{1}+1, i_{2}\right\rangle\left\langle(-1)^{j_{1}+1} \alpha ; j_{1}+1, j_{2}\right| \\
& -\sqrt{\left(n_{j_{1}-1}+1\right) n_{j_{1}}}\left|(-1)^{i_{1}+1} \alpha ; i_{1}+1, i_{2}\right\rangle\left\langle(-1)^{j_{1}-1} \alpha ; j_{1}-1, j_{2}\right| \\
& -\sqrt{\left(n_{j_{2}+1}+1\right) n_{j_{2}}}\left|(-1)^{i_{1}+1} \alpha ; i_{1}+1, i_{2}\right\rangle\left\langle(-1)^{j_{2}+1} \alpha ; j_{1}, j_{2}+1\right| \\
& \left.-\sqrt{\left(n_{j_{2}-1}+1\right) n_{j_{2}}}\left|(-1)^{i_{1}+1} \alpha ; i_{1}+1, i_{2}\right\rangle\left\langle(-1)^{j_{2}-1} \alpha ; j_{1}, j_{2}-1\right|\right) \\
& +\frac{\sqrt{\left(n_{i_{1}-1}+1\right) n_{i_{1}}}}{\lambda_{1}}\left(\sqrt{n_{i_{1}}\left(n_{i_{1}-1}+1\right)}\left|0 ; i_{1}, i_{2}\right\rangle\left\langle 0 ; j_{1}, j_{2}\right|\right. \\
& +\sqrt{\left(n_{i_{1}-2}+1\right)\left(n_{i_{1}-1}+1\right)}\left|0 ; i_{1}-2, i_{2}\right\rangle\left\langle 0 ; j_{1}, j_{2}\right| \\
& +\sqrt{\left(n_{i_{2}+1}+1\right) n_{i_{2}}}\left|0 ; i_{1}-1, i_{2}+1\right\rangle\left\langle 0 ; j_{1}, j_{2}\right| \\
& +\sqrt{\left(n_{i_{2}-1}+1\right) n_{i_{2}}}\left|0 ; i_{1}-1, i_{2}-1\right\rangle\left\langle 0 ; j_{1}, j_{2}\right|
\end{aligned}
$$

$$
\begin{aligned}
& -\sqrt{\left(n_{j_{1}+1}+1\right) n_{j_{1}}}\left|(-1)^{i_{1}-1} \alpha ; i_{1}-1, i_{2}\right\rangle\left\langle(-1)^{j_{1}+1} \alpha ; j_{1}+1, j_{2}\right| \\
& -\sqrt{\left(n_{j_{1}-1}+1\right) n_{j_{1}}}\left|(-1)^{i_{1}-1} \alpha ; i_{1}-1, i_{2}\right\rangle\left\langle(-1)^{j_{1}-1} \alpha ; j_{1}-1, j_{2}\right| \\
& -\sqrt{\left(n_{j_{2}+1}+1\right) n_{j_{2}}}\left|(-1)^{i_{1}-1} \alpha ; i_{1}-1, i_{2}\right\rangle\left\langle(-1)^{j_{2}+1} \alpha ; j_{1}, j_{2}+1\right| \\
& \left.-\sqrt{\left(n_{j_{2}-1}+1\right) n_{j_{2}}}\left|(-1)^{i_{1}-1} \alpha ; i_{1}-1, i_{2}\right\rangle\left\langle(-1)^{j_{2}-1} \alpha ; j_{1}, j_{2}-1\right|\right) \\
& +\frac{\sqrt{\left(n_{i_{2}+1}+1\right) n_{i_{2}}}}{\lambda_{1}}\left(\sqrt{n_{i_{2}}\left(n_{i_{2}+1}+1\right)}\left|0 ; i_{1}, i_{2}\right\rangle\left\langle 0 ; j_{1}, j_{2}\right|\right. \\
& +\sqrt{\left(n_{i_{2}+2}+1\right)\left(n_{i_{2}+1}+1\right)}\left|0 ; i_{1}, i_{2}+2\right\rangle\left\langle 0 ; j_{1}, j_{2}\right| \\
& +\sqrt{\left(n_{i_{1}+1}+1\right) n_{i_{1}}}\left|0 ; i_{1}+1, i_{2}+1\right\rangle\left\langle 0 ; j_{1}, j_{2}\right| \\
& +\sqrt{\left(n_{i_{1}-1}+1\right) n_{i_{1}}}\left|0 ; i_{1}-1, i_{2}+1\right\rangle\left\langle 0 ; j_{1}, j_{2}\right| \\
& -\sqrt{\left(n_{j_{1}+1}+1\right) n_{j_{1}}}\left|(-1)^{i_{2}+1} \alpha ; i_{1}, i_{2}+1\right\rangle\left\langle(-1)^{j_{1}+1} \alpha ; j_{1}+1, j_{2}\right| \\
& -\sqrt{\left(n_{j_{1}-1}+1\right) n_{j_{1}}}\left|(-1)^{i_{2}+1} \alpha ; i_{1}, i_{2}+1\right\rangle\left\langle(-1)^{j_{1}-1} \alpha ; j_{1}-1, j_{2}\right| \\
& -\sqrt{\left(n_{j_{2}+1}+1\right) n_{j_{2}}}\left|(-1)^{i_{2}+1} \alpha ; i_{1}, i_{2}+1\right\rangle\left\langle(-1)^{j_{2}+1} \alpha ; j_{1}, j_{2}+1\right| \\
& \left.-\sqrt{\left(n_{j_{2}-1}+1\right) n_{j_{2}}}\left|(-1)^{i_{2}+1} \alpha ; i_{1}, i_{2}+1\right\rangle\left\langle(-1)^{j_{2}-1} \alpha ; j_{1}, j_{2}-1\right|\right) \\
& +\frac{\sqrt{\left(n_{i_{2}-1}+1\right) n_{i_{2}}}}{\lambda_{1}}\left(\sqrt{n_{i_{2}}\left(n_{i_{2}-1}+1\right)}\left|0 ; i_{1}, i_{2}\right\rangle\left\langle 0 ; j_{1}, j_{2}\right|\right. \\
& +\sqrt{\left(n_{i_{2}-2}+1\right)\left(n_{i_{2}-1}+1\right)}\left|0 ; i_{1}, i_{2}-2\right\rangle\left\langle 0 ; j_{1}, j_{2}\right| \\
& +\sqrt{\left(n_{i_{1}+1}+1\right) n_{i_{1}}}\left|0 ; i_{1}+1, i_{2}-1\right\rangle\left\langle 0 ; j_{1}, j_{2}\right| \\
& +\sqrt{\left(n_{i_{1}-1}+1\right) n_{i_{1}}}\left|0 ; i_{1}-1, i_{2}-1\right\rangle\left\langle 0 ; j_{1}, j_{2}\right| \\
& -\sqrt{\left(n_{j_{1}+1}+1\right) n_{j_{1}}}\left|(-1)^{i_{2}-1} \alpha ; i_{1}, i_{2}-1\right\rangle\left\langle(-1)^{j_{1}+1} \alpha ; j_{1}+1, j_{2}\right| \\
& -\sqrt{\left(n_{j_{1}-1}+1\right) n_{j_{1}}}\left|(-1)^{i_{2}-1} \alpha ; i_{1}, i_{2}-1\right\rangle\left\langle(-1)^{j_{1}-1} \alpha ; j_{1}-1, j_{2}\right| \\
& -\sqrt{\left(n_{j_{2}+1}+1\right) n_{j_{2}}}\left|(-1)^{i_{2}-1} \alpha ; i_{1}, i_{2}-1\right\rangle\left\langle(-1)^{j_{2}+1} \alpha ; j_{1}, j_{2}+1\right| \\
& \left.-\sqrt{\left(n_{j_{2}-1}+1\right) n_{j_{2}}}\left|(-1)^{i_{2}-1} \alpha ; i_{1}, i_{2}-1\right\rangle\left\langle(-1)^{j_{2}-1} \alpha ; j_{1}, j_{2}-1\right|\right) \\
& -\frac{\sqrt{\left(n_{j_{1}+1}+1\right) n_{j_{1}}}}{\lambda_{1}^{*}}\left(-\sqrt{n_{j_{1}}\left(n_{j_{1}+1}+1\right)}\left|0 ; i_{1}, i_{2}\right\rangle\left\langle 0 ; j_{1}, j_{2}\right|\right. \\
& -\sqrt{\left(n_{j_{1}+2}+1\right)\left(n_{j_{1}+1}+1\right)}\left|0 ; i_{1}, i_{2}\right\rangle\left\langle 0 ; j_{1}+2, j_{2}\right| \\
& -\sqrt{\left(n_{j_{2}+1}+1\right) n_{j_{2}}}\left|0 ; i_{1}, i_{2}\right\rangle\left\langle 0 ; j_{1}+1, j_{2}+1\right| \\
& -\sqrt{\left(n_{j_{2}-1}+1\right) n_{j_{2}}}\left|0 ; i_{1}, i_{2}\right\rangle\left\langle 0 ; j_{1}+1, j_{2}-1\right| \\
& +\sqrt{\left(n_{i_{1}+1}+1\right) n_{i_{1}}}\left|(-1)^{i_{1}+1} \alpha ; i_{1}+1, i_{2}\right\rangle\left\langle(-1)^{j_{1}+1} \alpha ; j_{1}+1, j_{2}\right| \\
& +\sqrt{\left(n_{i_{1}-1}+1\right) n_{i_{1}}}\left|(-1)^{i_{1}-1} \alpha ; i_{1}-1, i_{2}\right\rangle\left\langle(-1)^{j_{1}+1} \alpha ; j_{1}+1, j_{2}\right|
\end{aligned}
$$

C. 2 Explicit derivation of the steady states for the one and two particles cases for perturbation in kinetic energy

$$
\begin{aligned}
& +\sqrt{\left(n_{i_{2}+1}+1\right) n_{i_{2}}}\left|(-1)^{i_{2}+1} \alpha ; i_{1}, i_{2}+1\right\rangle\left\langle(-1)^{j_{1}+1} \alpha ; j_{1}+1, j_{2}\right| \\
& \left.+\sqrt{\left(n_{i_{2}-1}+1\right) n_{i_{2}}}\left|(-1)^{i_{2}-1} \alpha ; i_{1}, i_{2}-1\right\rangle\left\langle(-1)^{j_{1}+1} \alpha ; j_{1}+1, j_{2}\right|\right) \\
& -\frac{\sqrt{\left(n_{j_{1}-1}+1\right) n_{j_{1}}}}{\lambda_{1}^{*}}\left(-\sqrt{n_{j_{1}}\left(n_{j_{1}-1}+1\right)}\left|0 ; i_{1}, i_{2}\right\rangle\left\langle 0 ; j_{1}, j_{2}\right|\right. \\
& -\sqrt{\left(n_{j_{1}-2}+1\right)\left(n_{j_{1}-1}+1\right)}\left|0 ; i_{1}, i_{2}\right\rangle\left\langle 0 ; j_{1}-2, j_{2}\right| \\
& -\sqrt{\left(n_{j_{2}+1}+1\right) n_{j_{2}}}\left|0 ; i_{1}, i_{2}\right\rangle\left\langle 0 ; j_{1}-1, j_{2}+1\right| \\
& -\sqrt{\left(n_{j_{2}-1}+1\right) n_{j_{2}}}\left|0 ; i_{1}, i_{2}\right\rangle\left\langle 0 ; j_{1}-1, j_{2}-1\right| \\
& +\sqrt{\left(n_{i_{1}+1}+1\right) n_{i_{1}}}\left|(-1)^{i_{1}+1} \alpha ; i_{1}+1, i_{2}\right\rangle\left\langle(-1)^{j_{1}-1} \alpha ; j_{1}-1, j_{2}\right| \\
& +\sqrt{\left(n_{i_{1}-1}+1\right) n_{i_{1}}}\left|(-1)^{i_{1}-1} \alpha ; i_{1}-1, i_{2}\right\rangle\left\langle(-1)^{j_{1}-1} \alpha ; j_{1}-1, j_{2}\right| \\
& +\sqrt{\left(n_{i_{2}+1}+1\right) n_{i_{2}}}\left|(-1)^{i_{2}+1} \alpha ; i_{1}, i_{2}+1\right\rangle\left\langle(-1)^{j_{1}-1} \alpha ; j_{1}-1, j_{2}\right| \\
& \left.+\sqrt{\left(n_{i_{2}-1}+1\right) n_{i_{2}}}\left|(-1)^{i_{2}-1} \alpha ; i_{1}, i_{2}-1\right\rangle\left\langle(-1)^{j_{1}-1} \alpha ; j_{1}-1, j_{2}\right|\right) \\
& -\frac{\sqrt{\left(n_{j_{2}+1}+1\right) n_{j_{2}}}}{\lambda_{1}^{*}}\left(-\sqrt{n_{j_{2}}\left(n_{j_{2}+1}+1\right)}\left|0 ; i_{1}, i_{2}\right\rangle\left\langle 0 ; j_{1}, j_{2}\right|\right. \\
& -\sqrt{\left(n_{j_{2}+2}+1\right)\left(n_{j_{2}+1}+1\right)}\left|0 ; i_{1}, i_{2}\right\rangle\left\langle 0 ; j_{1}, j_{2}+2\right| \\
& -\sqrt{\left(n_{j_{1}+1}+1\right) n_{j_{1}}}\left|0 ; i_{1}, i_{2}\right\rangle\left\langle 0 ; j_{1}+1, j_{2}+1\right| \\
& -\sqrt{\left(n_{j_{1}-1}+1\right) n_{j_{1}}}\left|0 ; i_{1}, i_{2}\right\rangle\left\langle 0 ; j_{1}-1, j_{2}+1\right| \\
& +\sqrt{\left(n_{i_{1}+1}+1\right) n_{i_{1}}}\left|(-1)^{i_{1}+1} \alpha ; i_{1}+1, i_{2}\right\rangle\left\langle(-1)^{j_{2}+1} \alpha ; j_{1}, j_{2}+1\right| \\
& +\sqrt{\left(n_{i_{1}-1}+1\right) n_{i_{1}}}\left|(-1)^{i_{1}-1} \alpha ; i_{1}-1, i_{2}\right\rangle\left\langle(-1)^{j_{2}+1} \alpha ; j_{1}, j_{2}+1\right| \\
& +\sqrt{\left(n_{i_{2}+1}+1\right) n_{i_{2}}}\left|(-1)^{i_{2}+1} \alpha ; i_{1}, i_{2}+1\right\rangle\left\langle(-1)^{j_{2}+1} \alpha ; j_{1}, j_{2}+1\right| \\
& \left.+\sqrt{\left(n_{i_{2}-1}+1\right) n_{i_{2}}}\left|(-1)^{i_{2}-1} \alpha ; i_{1}, i_{2}-1\right\rangle\left\langle(-1)^{j_{2}+1} \alpha ; j_{1}, j_{2}+1\right|\right) \\
& -\frac{\sqrt{\left(n_{j_{2}-1}+1\right) n_{j_{2}}}}{\lambda_{1}^{*}}\left(-\sqrt{n_{j_{2}}\left(n_{j_{2}-1}+1\right)}\left|0 ; i_{1}, i_{2}\right\rangle\left\langle 0 ; j_{1}, j_{2}\right|\right. \\
& -\sqrt{\left(n_{j_{2}-2}+1\right)\left(n_{j_{2}-1}+1\right)}\left|0 ; i_{1}, i_{2}\right\rangle\left\langle 0 ; j_{1}, j_{2}-2\right| \\
& -\sqrt{\left(n_{j_{1}+1}+1\right) n_{j_{1}}}\left|0 ; i_{1}, i_{2}\right\rangle\left\langle 0 ; j_{1}+1, j_{2}-1\right| \\
& -\sqrt{\left(n_{j_{1}-1}+1\right) n_{j_{1}}}\left|0 ; i_{1}, i_{2}\right\rangle\left\langle 0 ; j_{1}-1, j_{2}-1\right| \\
& +\sqrt{\left(n_{i_{1}+1}+1\right) n_{i_{1}}}\left|(-1)^{i_{1}+1} \alpha ; i_{1}+1, i_{2}\right\rangle\left\langle(-1)^{j_{2}-1} \alpha ; j_{1}, j_{2}-1\right| \\
& +\sqrt{\left(n_{i_{1}-1}+1\right) n_{i_{1}}}\left|(-1)^{i_{1}-1} \alpha ; i_{1}-1, i_{2}\right\rangle\left\langle(-1)^{j_{2}-1} \alpha ; j_{1}, j_{2}-1\right| \\
& +\sqrt{\left(n_{i_{2}+1}+1\right) n_{i_{2}}}\left|(-1)^{i_{2}+1} \alpha ; i_{1}, i_{2}+1\right\rangle\left\langle(-1)^{j_{2}-1} \alpha ; j_{1}, j_{2}-1\right| \\
& \left.\left.+\sqrt{\left(n_{i_{2}-1}+1\right) n_{i_{2}}}\left|(-1)^{i_{2}-1} \alpha ; i_{1}, i_{2}-1\right\rangle\left\langle(-1)^{j_{2}-1} \alpha ; j_{1}, j_{2}-1\right|\right)\right] \text {, }
\end{aligned}
$$

where $\lambda_{1}=-\frac{2 \Omega^{2} \Gamma}{\delta^{2}+\Gamma^{2} / 4}+i \frac{4 \Omega^{2} \delta}{\delta^{2}+\Gamma^{2} / 4}$. The next step consists in deriving the equations of motion for the states $\sigma_{1}, \ldots, \sigma_{6}$. From this one can obtain the steady state solution to be

$$
\begin{align*}
\rho_{k_{1}, k_{2}, \text { st }}= & \frac{1}{2} \sigma_{0}+\frac{1}{4} \sigma_{1},  \tag{C.10}\\
= & \sum_{i_{1}, i_{2}, j_{1}, j_{2} \text { odd }} \sin \left(k_{1} i_{1}\right) \sin \left(k_{1} j_{1}\right) \sin \left(k_{2} i_{2}\right) \sin \left(k_{2} j_{2}\right) \sqrt{n_{i_{1}} n_{j_{1}}}\left|-\alpha ; i_{1}, i_{2}\right\rangle\left\langle-\alpha ; j_{1}, j_{2}\right| \\
& +\sum_{i_{1} \mid} \sin \left(k_{1} i_{1}\right) \sin \left(k_{1} j_{1}\right) \sin \left(k_{2} i_{2}\right) \sin \left(k_{2} j_{2}\right) \sqrt{n_{i_{1}} n_{j_{1}}}\left|\alpha ; i_{1}, i_{2}\right\rangle\left\langle\alpha ; j_{1}, j_{2}\right| \\
& +\sum_{\substack{i_{1}, j_{1} \text { odd } \\
i_{2}, j_{2} \\
\text { even }}} \sin \left(k_{1} i_{1}\right) \sin \left(k_{1} j_{1}\right) \sin \left(k_{2} i_{2}\right) \sin \left(k_{2} j_{2}\right) \sqrt{n_{i_{1} n_{j_{1}}}}\left|0 ; i_{1}, i_{2}\right\rangle\left\langle 0 ; j_{1}, j_{2}\right| \\
& +\sum_{\substack{i_{2}, j_{2} \text { odd } \\
i_{1}, j_{1} \text { even }}} \sin \left(k_{1} i_{1}\right) \sin \left(k_{1} j_{1}\right) \sin \left(k_{2} i_{2}\right) \sin \left(k_{2} j_{2}\right) \sqrt{n_{i_{1} n_{j_{1}}}}\left|0 ; i_{1}, i_{2}\right\rangle\left\langle 0 ; j_{1}, j_{2}\right| .
\end{align*}
$$

We observe that we obtain the same state as in Eq. (6.17) for $N=2$, which justifies our generalization. If we trace out the photon states we obtain a fully mixed atomic sector

$$
\begin{align*}
\operatorname{tr}_{\text {photons }} \rho_{k_{1}, k_{2}, \text { st }}= & \frac{1}{4}\left(\left|k_{1}, k_{2}\right\rangle\left\langle k_{1}, k_{2}\right|+\left|k_{1}, \pi-k_{2}\right\rangle\left\langle k_{1}, \pi-k_{2}\right|\right.  \tag{C.11}\\
& \left.+\left|\pi-k_{1}, k_{2}\right\rangle\left\langle\pi-k_{1}, k_{2}\right|+\left|\pi-k_{1}, \pi-k_{2}\right\rangle\left\langle\pi-k_{1}, \pi-k_{2}\right|\right) .
\end{align*}
$$

## C. 3 Further comparisons with the numerical exact tMPS

In Figs. C.1-C. 4 we present additional data complementing Fig. 6.3. We compare the manybody adiabatic elimination results taking the kinetic term as the perturbation and the numerical exact tMPS results at large dissipation strengths.

In Fig. C. 1 and Fig. C. 2 we show the time evolution of the scaled photon number, $\left\langle a^{\dagger} a\right\rangle / N$, and of the conserved quantities, $\left\langle\mathcal{O}_{k_{j}}\right\rangle$, for two additional symmetry sectors. The dissipation strength has been chosen large, $\hbar \Gamma / J=15$, such that we can compare to the results of the many body adiabatic elimination with the kinetic term as the perturbation. We see a similar behavior as for the symmetry sector presented in Fig. 6.3, such that, at finite interaction, the late time behavior is nicely described by an exponential decay towards the many-body adiabatic elimination state, $\rho_{\text {mix }}$, given in Eq. (6.15). We perform an exponential fit for $\left\langle\mathcal{O}_{k_{j}}\right\rangle-\left\langle\mathcal{O}_{k_{j}}\right\rangle_{\rho_{\text {mix }}}$, $\propto e^{-t / \tau}$. We observe that the fit works very well in most cases supporting the decay towards the steady state $\rho_{\text {mix }}$. The decay time $\tau$ gives the timescale for reaching the steady state. The deviations that we see in the curves for the strongest interaction are of the order of the statistical uncertainty of the Monte Carlo sampling of the different trajectories. The timescales corresponding to Fig. C. 1 are shown in Fig. 6.3, for the photon number, and in Fig. C.3, for the conserved quantities, and show the decay of $\tau \propto 1 / U^{2}$.

In Fig. C.4, we look at the finite time value at time $t J=49.75 \hbar$ of the scaled photon number, $\left\langle a^{\dagger} a\right\rangle / N$, and all conserved quantities, $\left\langle\mathcal{O}_{k_{j}}\right\rangle$, as a function of the interaction strength


Figure C.1: The time evolution of (a) the scaled photon number, $\left\langle a^{\dagger} a\right\rangle / N$, and $[(\mathrm{b})-(\mathrm{f})]$ the expectation value of $\mathcal{O}_{k_{j}}$ for different values of $U$. For finite $U$ we fit the time evolution with an exponential decay (black dashed lines) the difference between the tMPS data and the expected steady state value, obtained from many-body adiabatic elimination. The parameters are chosen to be $L=10, N=5, \hbar \Omega \sqrt{N} / J=$ $4.47, \hbar \delta / J=2, \Gamma / J=15$, and the symmetry sector $\left(m_{k_{1}}=5\right)$. Figure adapted from Ref. [111].
for different symmetry sectors. Part of the data presented is overlapping with the data in Fig. 6.3 (a) and (b), but here additional symmetry sectors are shown and all conserved quantities $\left\langle\mathcal{O}_{k_{j}}\right\rangle$.

In the presence of the strong symmetry, at $U=0$ (marked by a dashed vertical line in Fig. C.4), we compare the tMPS results with the expectations value computed with the state $\rho_{\mathrm{K}, \mathrm{st}}$, Eq. (6.17), and the obtained agreement is very good in all sectors. We note that we observe that for the state $\rho_{\mathrm{K}, s t}$ the expectation of the photon number depends only on the distribution of


Figure C.2: The time evolution of (a) the scaled photon number, $\left\langle a^{\dagger} a\right\rangle / N$, and $[(\mathrm{b})-(\mathrm{f})]$ the expectation value of $\mathcal{O}_{k_{j}}$ for different values of $U$. For finite $U$ we fit the time evolution with an exponential decay (black dashed lines) the difference between the tMPS data and the expected steady state value, obtained from many-body adiabatic elimination. The parameters are chosen to be $L=10, N=5, \hbar \Omega \sqrt{N} / J=$ $4.47, \hbar \delta / J=2, \Gamma / J=15$, and the symmetry sector ( $m_{k_{2}}=3, m_{k_{4}}=2$ ). Figure adapted from Ref. [111].
the particles in the single particle sectors and not the particular momentum values the particles have, i.e. the sectors $\left(m_{k_{1}}=5\right)$ and $\left(m_{k_{5}}=5\right)$ have the same photon number. If we look at finite interaction, we expect an agreement between the tMPS results and the state $\rho_{\text {mix }}$, Eq. (6.15), as we can see for $U / J \gtrsim 0.2$. The deviations at lower $U$ we attribute to the fact that the numerical results are taken at finite time and the steady state has not yet been reached, as we can observe

## C. 4 Dissipative freezing



Figure C.3: The timescales obtained from the exponential fits of $\mathcal{O}_{k_{j}}$ as a function of $U$, for the data presented in Fig. C.1. The lines represent a fit of the timescale dependence on the interaction with an algebraic decay $\propto U^{-\alpha}$, we obtain the following exponents: $j=1, \alpha=1.85 \pm 0.05 ; j=2$, $\alpha=1.84 \pm 0.07 ; j=3, \alpha=1.90 \pm 0.09 ; j=4, \alpha=1.97 \pm 0.06 ; j=1, \alpha=1.95 \pm 0.04$. The parameters are chosen to be $L=10, N=5, \hbar \Omega \sqrt{N} / J=4.47$, $\hbar \delta / J=2$, and $\Gamma / J=15$. Figure adapted from Ref. [111].
in Figs. C.1, C.2. This is a reasonable assumption since the exponential fit in Fig. C. 1 and Fig. C. 2 is approaching the correct steady state value.

## C. 4 Dissipative freezing

In Fig. C. 5 we extend the data presented in Fig. 6.2, by plotting the expectation value of all the generators of the strong symmetry, $\left\langle\mathcal{O}_{k_{j}}\right\rangle, j=1 . .5$, in time for 1000 single trajectories. We take as the initial state an equal superposition of a state from the sector $\left(m_{k_{1}}=5\right)$ and the sector ( $m_{k_{1}}=1, m_{k_{2}}=1, m_{k_{3}}=1, m_{k_{4}}=1, m_{k_{5}}=1$ ). We observe in the first column of Fig. C. 5 that the phenomenon of dissipative freezing can be identified in the evolution of each of the symmetry generators, as for times $t J \gtrsim 40 \hbar$, all trajectories evolved to one of the two symmetry sectors and the Monte Carlo average of the trajectories stays constant throughout the following time-evolution. By slightly turning on the interaction and breaking the strong symmetry, as seen second column of Fig. C. 5 for $U / J=0.01$, at short and intermediate time scales the behavior of the quantum trajectories is very similar to dissipative freezing. Thus we can infer that the approximate strong symmetry still affects the short-time dynamics. When we increase the interaction even further, $U / J \geq 0.05$, the mixing of the trajectories starts earlier and the dissipative freezing effects are washed out.


Figure C.4: The dependence on the interaction strength $U$ of (a) the scaled photon number, $\left\langle a^{\dagger} a\right\rangle / N$, and [(b)-(f)] the expectation value of $\mathcal{O}_{k_{j}}, j=1 . .5$ using tMPS at time $t J=49.75 \hbar$ and many-body adiabatic elimination (AE), for different symmetry sectors. The symbols identifying each symmetry sector are consistent in all panels. The parameters are chosen to be $L=10, N=5, \hbar \Omega \sqrt{N} / J=4.47$, $\hbar \delta / J=2$, and $\Gamma / J=15$. Figure adapted from Ref. [111].

## C. 4 Dissipative freezing



Figure C.5: Time evolution of $\mathcal{O}_{k}$ for the single quantum trajectories sampled in the Monte Carlo average for different interaction strengths $U$. The initial state consists in an equal superposition between states for the sectors $\left(m_{k_{1}}=5\right)$ and ( $m_{k_{1}}=1, m_{k_{2}}=1, m_{k_{3}}=1, m_{k_{4}}=1, m_{k_{5}}=1$ ). In each panel there are 1000 trajectories plotted, the black, or blue, curves represent the Monte Carlo average, either for the full set of trajectories, or averaged separately depending on the final value, we shade the interval of one standard deviation away from the average, with light blue for the full average and light gray for the separate averages. The parameters used are $L=10, N=5, \hbar \delta / J=2, \hbar \Omega \sqrt{N} / J=4.47$, and $\hbar \Gamma / J=15$. The standard deviation is defined as $\sigma\left(\mathcal{O}_{k}(t)\right)=\sqrt{\frac{1}{R} \sum_{r=1}^{R}\left(\left\langle\psi_{r}(t)\right| \mathcal{O}_{k}\left|\psi_{r}(t)\right\rangle-\left\langle\left\langle\mathcal{O}_{k}\right\rangle\right\rangle\right)^{2}}$, where $R$ is the total number of trajectories, $\left|\psi_{r}(t)\right\rangle$ the time-evolved wave function of the trajectory labeled by $r$ and $\left\langle\left\langle\mathcal{O}_{k}\right\rangle\right\rangle$ the statistical average over all trajectories. Figure adapted from Ref. [111].

## Appendix

## D

## Appendix for Chapter 8

## D. 1 Exact spectrum of the transverse-field Ising model

In this section, we want to find the exact spectrum of $\tilde{H}_{\mathrm{T}}$, Eq. (8.19). For this we employ the Jordan-Wigner transformation [2, 318, 319], which maps models with spin- $1 / 2$ degrees of freedom to spinless fermions. In order to do this, we first write $\tilde{H}_{\text {TI }}$ as

$$
\begin{align*}
\tilde{H}_{\mathrm{TI}}= & \frac{J}{4} \sum_{j}\left[(1+\epsilon)\left(S_{j}^{+} S_{j+1}^{-}+S_{j}^{-} S_{j+1}^{+}\right)-(1-\epsilon)\left(S_{j}^{+} S_{j+1}^{+}+S_{j}^{-} S_{j+1}^{-}\right)\right]  \tag{D.1}\\
& -\sum_{j}\left[h_{u}+(-1)^{j} h_{s}\right] S_{j}^{z},
\end{align*}
$$

where we used $S_{j}^{x}=\frac{1}{2}\left(S_{j}^{+}+S_{j}^{-}\right)$and $S_{j}^{y}=\frac{1}{2 i}\left(S_{j}^{+}-S_{j}^{-}\right)$. The Jordan-Wigner transformation is defined as

$$
\begin{align*}
S_{j}^{z} & =\frac{1}{2}-c_{j}^{\dagger} c_{j},  \tag{D.2}\\
S_{j}^{+} & =c_{j} e^{-i \pi \sum_{l=1}^{j-1} c_{l}^{\dagger} c_{l}}, \\
S_{j}^{-} & =e^{i \pi \sum_{l=1}^{j-1} c_{l}^{\dagger} c_{l}} c_{j}^{\dagger}
\end{align*}
$$

where $c_{j}^{\dagger}$ and $c_{j}$ are fermionic operators which satisfy the anticommutation rules $\left\{c_{l}, c_{j}^{\dagger}\right\}=\delta_{l, j}$ and $\left\{c_{l}^{\dagger}, c_{j}^{\dagger}\right\}=\left\{c_{l}, c_{j}\right\}=0$. Using this our Hamiltonian becomes a quadratic Hamiltonian in the fermionic operators

$$
\begin{align*}
\tilde{H}_{\mathrm{TI}}= & \frac{J}{4} \sum_{j}\left[(1+\epsilon)\left(c_{j}^{\dagger} c_{j+1}+c_{j+1}^{\dagger} c_{j}\right)-(1-\epsilon)\left(c_{j}^{\dagger} c_{j+1}^{\dagger}+c_{j+1} c_{j}\right)\right]  \tag{D.3}\\
& +\sum_{j}\left[h_{u}+(-1)^{j} h_{s}\right]\left(c_{j}^{\dagger} c_{j}-\frac{1}{2}\right) .
\end{align*}
$$

## D. 1 Exact spectrum of the transverse-field Ising model

We can observe that the fermionic Hamiltonian has terms as $c_{j}^{\dagger} c_{j+1}^{\dagger}$ that violate the conservation of the fermion number. This implies that the total magnetization in the field direction is not conserved. Spins can be flipped in pairs under the time evolution. Thus, the eigenstates of $\tilde{H}_{\text {TI }}$ will not have have a definite fermion number. But as the Hamiltonian is quadratic we can diagonalize it by going to momentum space and performing an unitary transformation. In momentum space the Hamiltonian is given by

$$
\begin{align*}
\tilde{H}_{\mathrm{TI}}= & \frac{J(1+\epsilon)}{4} \sum_{-\pi \leq k \leq \pi} \cos (k) c_{k}^{\dagger} c_{k}-\frac{J(1-\epsilon)}{4} \sum_{-\pi \leq k \leq \pi} i \sin (k)\left(c_{k}^{\dagger} c_{-k}^{\dagger}-c_{-k} c_{k}\right)  \tag{D.4}\\
& +h_{u} \sum_{-\pi \leq k \leq \pi} c_{k}^{\dagger} c_{k}+h_{s} \sum_{-\pi \leq k \leq \pi} c_{k}^{\dagger} c_{k-\pi},
\end{align*}
$$

where we used the transformation $c_{j}=\frac{1}{\sqrt{L}} \sum_{k} e^{i k j} c_{k}$ and the the values of the momenta are $k \in\left\{\left.-\pi+\frac{2 \pi j}{L} \right\rvert\, j=1 \ldots L-1\right\}$. In order to properly count the operators appearing in Eq. (D.4) we need to fold our Brillouin zone such that $0 \leq k \leq \pi / 2$,

$$
\begin{align*}
\tilde{H}_{\mathrm{TI}} & =\frac{J(1+\epsilon)}{2} \sum_{0 \leq k \leq \pi / 2} \cos (k)\left(c_{k}^{\dagger} c_{k}+c_{-k}^{\dagger} c_{-k}-c_{k-\pi}^{\dagger} c_{k-\pi}-c_{\pi-k}^{\dagger} c_{\pi-k}\right)  \tag{D.5}\\
& -\frac{J(1-\epsilon)}{4} \sum_{0 \leq k \leq \pi / 2} i \sin (k)\left(c_{k}^{\dagger} c_{-k}^{\dagger}-c_{-k}^{\dagger} c_{k}^{\dagger}-c_{k-\pi}^{\dagger} c_{\pi-k}^{\dagger}+c_{\pi-k}^{\dagger} c_{k-\pi}^{\dagger}\right) \\
& -\frac{J(1-\epsilon)}{4} \sum_{0 \leq k \leq \pi / 2} i \sin (k)\left(c_{k} c_{-k}-c_{-k} c_{k}-c_{k-\pi} c_{\pi-k}+c_{\pi-k} c_{k-\pi}\right) \\
& +h_{u} \sum_{0 \leq k \leq \pi / 2}\left(c_{k}^{\dagger} c_{k}+c_{-k}^{\dagger} c_{-k}+c_{k-\pi}^{\dagger} c_{k-\pi}+c_{\pi-k}^{\dagger} c_{\pi-k}\right) \\
& +h_{s} \sum_{0 \leq k \leq \pi / 2}\left(c_{k}^{\dagger} c_{k-\pi}+c_{-k}^{\dagger} c_{\pi-k}+c_{k-\pi}^{\dagger} c_{k}+c_{\pi-k}^{\dagger} c_{-k}\right) .
\end{align*}
$$

We can recast this Hamiltonian in a matrix form as

$$
\begin{equation*}
\tilde{H}_{\mathrm{TI}}=\sum_{0 \leq k \leq \pi / 2} \psi^{\dagger} M_{k} \psi \tag{D.6}
\end{equation*}
$$

with $\psi^{\dagger}=\left(c_{k}^{\dagger} c_{-k}^{\dagger} c_{k-\pi}^{\dagger} c_{\pi-k}^{\dagger} c_{k} c_{-k} c_{k-\pi} c_{\pi-k}\right)$ and the entries of the $8 \times 8$ matrix $M_{k}$ taken from Eq. (D.5). As the analytically determination the eigenvalues of $M_{k}$ is not an easy task, we numerically diagonalize $M_{k}$ in order to obtain the dispersion relations presented in Sec. 8.5.1.

## D. 2 Contributions to the dynamical structure factor from excitations contained in a symmetry sector

In this section, we want to determine the contributions to the dynamical structure factor given by the excitations contained in a symmetry sector of the Hamiltonian. For this we assume that the Hamiltonian has an underlying symmetry which constrains the dynamics to different symmetry sectors and that the operators considered in the correlation function can induce transitions between these sectors. In the following we consider two such sectors of the Hamiltonian, which we will denote by $s_{1}$ and $s_{2}$. We start from Eq. (8.8)

$$
\begin{align*}
S_{l_{0}, l}^{\alpha \beta}(q, \omega) & =\frac{1}{\sqrt{N_{t} L}} \sum_{t} \sum_{j} e^{i(\omega t-q j)}\left\langle l_{0}\right| e^{i t H} S_{j}^{\alpha} e^{-i t H} S_{l}^{\beta}\left|l_{0}\right\rangle  \tag{D.7}\\
& =\frac{1}{\sqrt{N_{t}}} \sum_{t} e^{i \omega t}\left\langle l_{0}\right| e^{i t H} S^{\alpha}(q) e^{-i t H} S_{l}^{\beta}\left|l_{0}\right\rangle,
\end{align*}
$$

where $\left|l_{0}\right\rangle$ is an initial state from sector $s_{1}$ and $S^{\alpha}(q)=\frac{1}{\sqrt{L}} \sum_{l} e^{-i q l} S_{l}^{\alpha}$. We make use of the Lehmann representation [333] by inserting the identity operators corresponding to each sector and write $S_{l_{0}, l}^{\alpha \beta}(q, \omega)$ as

$$
\begin{equation*}
S_{l_{0}, l}^{\alpha, \beta}(q, \omega)=\sum_{e_{s_{1}}} \sum_{e_{s_{2}}}\left\langle l_{0} \mid e_{s_{1}}\right\rangle\left\langle e_{s_{1}}\right| S^{\alpha}(q)\left|e_{s_{2}}\right\rangle\left\langle e_{s_{2}}\right| S_{l}^{\beta}\left|l_{0}\right\rangle \frac{1}{\sqrt{N_{t}}} \sum_{t} e^{i \omega t} e^{i t E_{s_{1}}} e^{i t E_{s_{2}}}, \tag{D.8}
\end{equation*}
$$

where $\left|e_{s_{1}}\right\rangle$ are the eigenstates from sector $s_{1}$, with the corresponding eigenenergies $E_{s_{1}},\left|e_{s_{2}}\right\rangle$ are the eigenstates from sector $s_{2}$, with the corresponding eigenenergies $E_{s_{2}}$. If we perform the sum over $t$ we obtain a $\delta$ function for the energy

$$
\begin{equation*}
S_{l_{0}, l}^{\alpha, \beta}(q, \omega)=\sum_{e_{s_{1}}} \sum_{e_{s_{2}}}\left\langle l_{0} \mid e_{s_{1}}\right\rangle\left\langle e_{s_{1}}\right| S^{\alpha}(q)\left|e_{s_{2}}\right\rangle\left\langle e_{s_{2}}\right| S_{l}^{\beta}\left|l_{0}\right\rangle \delta\left(\omega+E_{s_{1}}-E_{s_{2}}\right) . \tag{D.9}
\end{equation*}
$$

Thus, we arrive at the expression which we use in Sec. 8.5.2 giving the contributions to the structure factor for transition between two sectors $s_{1}$ and $s_{2}$.

## D. 3 Additional data for two-magnon states

In Fig. D. 1 we present result for a weaker staggering compared to the results presented in Sec. 8.5.2. We observe that no gaps can be distinguished in the two-magnon eigenenergies, Fig. D.1(e), and we have less states with a average distance $d<2$, see Fig. D.1(d). This leads to a reduced weight of peaks of interest for $q=0, \pi / 2, \pi$, Fig. D. 1 (a)-(c).

In contrast, in Fig. D. 2 we present result for a stronger staggering compared to the results presented in Sec. 8.5.2. We observe that larger gaps can be distinguished in the two-magnon eigenenergies, Fig. D.2(e), and we have more states with a average distance $d<2$, see Fig. D.2(d). This leads to an increased weight of the features present at high frequency in the dynamical structure factor.

In Fig. D. 3 we plot the the two-magnon contribution to the dynamical structure factor,


Figure D.1: (a) The two-magnon contribution to the dynamical structure factor for $l_{0}=26$ and $j=27$ in the case of less staggering, $g^{x x}=(3.09,2.53,3.09,2.53)$. (b)-(c) The contribution to the dynamical structure factor of eigenstates with an average distance between the magnon of (b) $1 \leq d<1.5$, (c) $1.5 \leq d<2$. The blue line corresponds to the single magnon dispersion, Eq. (8.28). We note that the color scale of the plotted points is logarithmic. (d) The average value of the distance between the two magnons for the computed two-magnon eigenstates in a semi-log plot. The black horizontal lines are a guide to the eye for distance $1,1.5$ and 2. (e) The energies of the two-magnon eigenstates, we can identify four distinct bands separated by gaps. (f) The behavior of the energy and the average distance between the magnons. The results where obtained in the ground state for the following parameters $\mu_{0} H=54.5 \mathrm{~T}, L=52, \epsilon=0.46, J=61 k_{B}$.


Figure D.2: (a) The two-magnon contribution to the dynamical structure factor for $l_{0}=26$ and $j=27$ in the case of stronger staggering, $g^{x x}=(4.21,1.4,4.21,1.4)$. (b)-(c) The contribution to the dynamical structure factor of eigenstates with an average distance between the magnon of (b) $1 \leq d<1.5$, (c) $1.5 \leq d<2$. The blue line corresponds to the single magnon dispersion, Eq. (8.28). We note that the color scale of the plotted points is logarithmic. (d) The average value of the distance between the two magnons for the computed two-magnon eigenstates in a semi-log plot. The black horizontal lines are a guide to the eye for distance $1,1.5$ and 2 . The dashed vertical lines mark the two-magnon bands separated by gaps. (e) The energies of the two-magnon eigenstates, we can identify four distinct bands separated by gaps. (f) The behavior of the energy and the average distance between the magnons around the third band. The results where obtained in the ground state for the following parameters $\mu_{0} H=54.5 \mathrm{~T}$, $L=52, \epsilon=0.46, J=61 k_{B}$.
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Figure D.3: The two-magnon contribution to the dynamical structure factor, Eq. (8.29), for $\mu_{0} H=$ 27.2 T and $l_{0} \in\{26,27\}$, we take $j=l_{0}+1$. The blue line corresponds to the single magnon dispersion, Eq. (8.28). We note that the color scale of the plotted points is logarithmic. The results where obtained in the ground state for the following parameters, $L=52, g_{1}=3.5, g_{2}=6.1, g_{3}=2.1, \theta=5^{\circ}, \epsilon=0.46$, $J=61 k_{B}$.

Eq. (8.29), for a magnetic field value $m_{0} H=27.2 \mathrm{~T}$, lower than the critical field. In this regime the approximations employed in the derivation of $\tilde{H}_{\text {magnon }}$, Eq. (8.22), are no longer justified. But as most high frequency modes in the numerical data for the full Hamiltonian, Eq (8.2), and in the experimental data seem to have a smooth behavior across the phase transition, we perform exact diagonalization in the subspaces with a fixed number of magnons also at lower field to extract the position of the high frequency peaks. We can see in Fig. D. 3 that the high frequency features resemble well the ones obtained in Fig. 8.8.
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