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## Abstract

We take advantage of recent improvements in the grand canonical Hybrid Monte Carlo (HMC) algorithm, to perform a precision study of the single-particle gap in the hexagonal Hubbard model, with on-site electron-electron interactions. After carefully controlled analyses of the Trotter error, the thermodynamic limit, and finite-size scaling with inverse temperature, we find a critical coupling of $U_{c} / \kappa=3.835(14)$ and the critical exponent $\nu=1.181(43)$ for the semimetalantiferromagnetic Mott insulator quantum phase transition in the hexagonal Hubbard Model. Based on these results, we provide a unified, comprehensive treatment of all operators that contribute to the anti-ferromagnetic, ferromagnetic, and charge-density-wave structure factors and order parameters of the hexagonal Hubbard Model. We expect our findings to improve the consistency of Monte Carlo determinations of critical exponents. We perform a data collapse analysis and determine the critical exponent $\beta=0.898(37)$. We consider our findings in view of the $S U(2)$ Gross-Neveu, or chiral Heisenberg, universality class. We also discuss the computational scaling of the HMC algorithm. Our methods are applicable to a wide range of lattice theories of strongly correlated electrons.

The Ising model, a simple statistical model for ferromagnetism, is one such theory. There are analytic solutions for low dimensions and very efficient Monte Carlo methods, such as cluster algorithms, for simulating this model in special cases. However most approaches do not generalise to arbitrary lattices and couplings. We present a formalism that allows one to apply HMC simulations to the Ising model, demonstrating how a system with discrete degrees of freedom can be simulated with continuous variables. Because of the flexibility of HMC, our formalism is easily generalizable to arbitrary modifications of the model, creating a route to leverage advanced algorithms such as shift preconditioners and multi-level methods, developed in conjunction with HMC.

We discuss the relation of a variety of different methods to determine energy levels in lattice field theory simulations: the generalised eigenvalue, the Prony, the generalised pencil of function and the Gardner methods. All three former methods can be understood as special cases of a generalised eigenvalue problem. We show analytically that the leading corrections to an energy $E_{l}$ in all three methods due to unresolved states decay asymptotically exponentially like $\exp \left(-\left(E_{n}-E_{l}\right) t\right)$. Using synthetic data we show that these corrections behave as expected also in practice. We propose a novel combination of the generalised eigenvalue and the Prony method, denoted as GEVM/PGEVM, which helps to increase the energy gap $E_{n}-E_{l}$. We illustrate its usage and performance using lattice QCD examples. The Gardner method on the other hand is found less applicable to realistic noisy data.
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## Chapter 1

## Introduction

How much life time did you waste waiting for your computer? Wouldn't it be loverly ${ }^{1}$ to have a computer two orders of magnitude faster than anything we have today? How about making this computer much more energy efficient for good measure?

There is reason to believe this hope might not remain science fiction. Nowadays computers are based on silicon transistors and their maximum clock has not improved beyond several GHz for the last decade with the world record 12 of approximately 8.4 GHz dating back to 2011. Roughly at the same time a new type of transistors based on graphene has been introduced and shown to reach clock rates of up to 100 GHz [13]. Since then graphene transistors have been continuously improved [14 with a first computer purely based on this technology built in 2013 and a first computer executing a 'Hello world' program demonstrated in 2019 [15, 16]. Clearly, graphene represents a highly interesting material and its experimental investigations have been honoured by the Nobel Prize in Physics in 2010. The theoretical understanding of graphene is therefore imperative. In the following we will explain what graphene is, which properties make it an ideal candidate for highly efficient computers and how this work contributes to a better understanding of these properties.


Figure 1.1: Honeycomb lattice of graphene. The red and the blue points form the two triangular sublattices respectively.

[^0]Graphene is the only known material consisting of a single atomic layer 17, 18. Carbon atoms form a honeycomb lattice consisting out of two triangular Bravais sublattices with each site's nearest neighbours belonging to the opposite sublattice as shown in fig. 1.1. This means that the lattice can be coloured using two alternating colours. Graphene and derived carbon nanostructures like nanotubes and fullerenes have unique physical properties including unrivalled mechanical strength [19] and extraordinary electromagnetic properties 20-23]. We are going to investigate the latter properties throughout this work.

In order to do so, we employ the so-called Hubbard model 24 which describes electronic interactions in a simple way. It is assumed that the carbon atoms composing graphene have fixed lattice positions and moreover most of the six electrons per atom are tightly bound to the atoms. On average only one electron per site is allowed to move and thus contribute to the electromagnetic properties of the material. These electrons are confined to the lattice points at any given time, but they can instantly hop from one lattice point to a nearest neighbour. The Pauli principle forbids two or more electrons of the same spin simultaneously at a site. Hence, exactly zero, one or two electrons (of opposite spin) can be at the same lattice point simultaneously. In addition, an on-site interaction $U$ models the repulsive force of the identically charged particles.

There are various extensions to the Hubbard model in this minimalistic form and we are going to comment on some of them later. For now we stick to this form as it will be used in the main part of this thesis. Let us add that we use a particle-hole basis, that is we count the present spin-up particles and the absent spin-down particles, therefore our Hamiltonian reads

$$
\begin{equation*}
H=-\kappa \sum_{\langle x, y\rangle}\left(p_{x}^{\dagger} p_{y}+h_{x}^{\dagger} h_{y}\right)+\frac{U}{2} \sum_{x} \rho_{x} \rho_{x}, \quad \rho_{x}=p_{x}^{\dagger} p_{x}-h_{x}^{\dagger} h_{x} \tag{1.1}
\end{equation*}
$$

where $\langle x, y\rangle$ denotes nearest neighbour tuples, $p$ and $h$ are fermionic particle and hole annihilation operators, $\kappa$ is the hopping amplitude and $\rho_{x}$ is the charge operator.

There are special cases in which the Hubbard model on the honeycomb lattice can be solved exactly. For instance the tight binding limit 25,26 with $U=0$ has an analytic solution that features two energy bands touching at the so called Dirac points with a linear (relativistic) dispersion relation 27 as depicted on the left in fig. 1.2 . Furthermore the density of states goes to zero at exactly this point. These two properties define a semimetal and they are in surprisingly good agreement with experimental measurements of graphene which is found to be a good electric conductor. In contrast to the hopping strength $\kappa \approx 2.7 \mathrm{eV}$ well determined experimentally for graphene 20, 21, the coupling $U$ is not known from experiment. Moreover the general Hubbard model with $U \neq 0$ has neither analytic nor perturbative solutions 28,29 and exact numerical solutions become unfeasible for physically interesting numbers of lattice sites because the dimension of the Fock space grows exponentially in size. This necessitates approximate solutions like the stochastic algorithm we introduce below.

By now it is well known that the Hubbard model on the honeycomb lattice undergoes a zerotemperature quantum phase transition at some critical coupling $U_{c} 3033$. For $U<U_{c}$ the system is in a conducting semi-metallic state, while above this critical coupling a band gap opens (visualised in the central column of fig. 1.2), so it becomes a Mott insulator. This is important because it allows one to switch between a conducting and an insulating state which is precisely what transistors do. The changes in $U$ required for this switching can in practice be induced by


Figure 1.2: Left: The two energy bands (in multiples of the hopping $\kappa$ ) of the non-interacting Hubbard model as a function of the momentum $k$ normalised by the lattice spacing $a$. Center: Inset showing the Dirac cones. A band gap $\Delta$ separating the bands opens in the phase transition, once a critical coupling $U_{c}$ is surpassed. The bottom figure is only a qualitative visualisation, not the exact result. Right: The sublattice symmetry is broken at the same critical coupling and the disordered state (a superposition of all possibilities) transitions to an antiferromagnetic order. We show in Chapter 5 that the transitions happen simultaneously.
external electrical field or by mechanical stress. In contrast to silicon transistors, no electrons have to be moved physically in order to perform the switching, thus graphene transistors respond much faster and require less energy. Experimentally, the value of $U$ in graphene can be confined to the region $U<U_{c}$ without Mott gap [22, 23, 34], the value of $U_{c}$ however cannot be measured. $U_{c}$ therefore has to be determined by theoretical or numerical investigations of the Hubbard model as we do in this work.

It has also been established for some time that an antiferromagnetic (AFM) order is formed in the insulating state (see fig. 1.2 , right) and it has been conjectured that both, insulating and AFM, transitions happen simultaneously. In this thesis we show unambiguously that this indeed is the case. Figure 1.3 shows order parameters of both transitions, the single particle gap $\Delta_{0}$ and the staggered magnetisation $m_{s}$ which measures the difference between the two sublattices' magnetisations. In the zero-temperature limit they obtain non-zero values at precisely the same critical coupling $U_{c} / \kappa=3.835(14)$. Hence in total we observe a semimetal-antiferromagnetic Mott insulator (SM-AFMI) transition [4]. We also present a high precision analysis of $U_{c}$ and the critical exponents $\nu$ and $\beta[3,4]$ of the phase transition. All these results are presented in Chapters 4 and 5 of this thesis. In particular table 4.1 provides an overview of the values of $U_{c}, \nu$ and $\beta$ found in the literature to date.

The arguably most prominent extension to the Hubbard model is the addition of long range interactions and all these considerations would significantly loose importance if long range interactions were required in order to describe graphene realistically. It has been found however, at least for a Coulomb potential, that such a change does not crucially influence the physics 35]. Though the critical parameters and, more generally, the universality class of the phase transition change, its SM-AFMI nature remains.

The transition to AFM order features spontaneous symmetry breaking (SSB) which means


Figure 1.3: All quantities in units of $\kappa$ and after the thermodynamic and continuum limit extrapolations. $\beta$ is the inverse temperature. The single-particle gap $\Delta_{0}(U, \beta)$ (left) and the AFMI order parameter (staggered magnetization) $m_{s}$ (right). We also show $\Delta_{0}(U, \beta=\infty)$ and $m_{s}(U, \beta=\infty)$ as solid black lines with error band (see Section 4.4.1). The legend from the left plot applies to both.
that the system has to choose one option from a set of equivalent possibilities. In other words, the ground state solution has a lower symmetry than the original problem. This is illustrated on the bottom right of fig. 1.2. SSB is ubiquitous in nature. We do not even have to go to the quantum world to find examples of SSB. For instance, recently in [6] we explained the flight of rotating discs like beer mats and, in particular, why they always end up with backspin. Not only is this insight indispensable for any pub visit, fascinating ${ }^{2}$ physicists and the layman alike. It also features SSB of different kinds. For backspin to be the preferred direction, a twofold SSB is required. First of all gravity breaks the $S O(3)$ rotational symmetry to an $S O(2)$ residual symmetry confining the stable rotation axes. In addition, more subtly, the existence of air maximally breaks the $\mathbb{R}^{3}$ Galilean (or Lorentzian) invariance under boosts defining a direction of flight and thus allowing to distinguish back- and topspin.

The SM-AFMI phase transition is of second order and falls into the $S U(2)$ Gross-Neveu "chiral Heisenberg" universality class [36, 37]. This means that the model undergoes an SSB from the original $\mathbb{Z}_{2} \times S U(2)_{\mathrm{sp}} \times U(1)_{\mathrm{ch}} \times U(1)_{\chi}$ symmetry group down to a remaining $U(1)_{\mathrm{sp}} \times U(1)_{\mathrm{ch}} \times$ $U(1)_{\chi}$. Here the $\mathbb{Z}_{2}$ symmetry comes from the discrete reflection or sublattice symmetry of the honeycomb lattice, $S U(2)_{\mathrm{sp}}$ and $U(1)_{\mathrm{sp}}$ are the respective unbroken and residual spin rotation symmetries, $U(1)_{\mathrm{ch}}$ is related to charge conservation and $U(1)_{\chi}$ is the so called chiral symmetry stemming from translational invariance in real space or, interpreted in momentum space, from a duplication of the $U(1)_{\text {ch }}$ due to the independence of both Dirac cones. The Gross-Neveu model is itself worth studying as it is an important tool in particle physics and especially its $S U(2)$ (chiral Heisenberg) version is not well understood yet. Therefore it is of broad interest to develop algorithms for efficient simulations of the Hubbard model and through it the Gross-Neveu model.

Numerous approaches have been utilised to solve the Hubbard model. A particularly broad overview of numerical algorithms can be found in 38] (though the review does not deal with the honeycomb lattice) while [39] provides a very recent and well readable (though not very

[^1]detailed) overview. The list of algorithms includes functional renormalisation group 40 and tensor network [5, 41] techniques, just to name a few. However, the majority of algorithms dealing with the Hubbard model, including this work, belong to the class of quantum Monte Carlo (QMC) simulations. Stochastic simulations arise naturally from the probabilistic nature of quantum mechanics and they have proven to be very successful. We further subdivide the QMC algorithms into local and global update methods. Historically, first simulations successfully predicting the SM-AFMI phase transition relied on local update algorithms $\sqrt[30]{ }, 42$ whereas global update methods recently bridged the gap between numerics and experiment by simulating lattices of physical size $[3,4,43]$.

In this work we use the hybrid Monte Carld ${ }^{3}$ (HMC) algorithm [44], a Markov-chain Monte Carlo (MCMC) method with global updates on continuous fields. Brower, Rebbi and Schaich (BRS) originally proposed to use the HMC algorithm for simulations of graphene 45. Their formalism stands in stark contrast to the widespread local Blankenbecler-Sugar-Scalapino (BSS) 46 algorithm. The main advantage of the HMC over local update schemes like the BSS algorithm is its superior scaling with volume $\mathcal{O}\left(V^{5 / 4}\right) 47$ whereas most alternative schemes scale as volume cubed $\mathcal{O}\left(V^{3}\right)$. In practice BSS usually outperforms BRS on small systems where it is less noisy, but the HMC (i.e. BRS) gains the upper hand on large lattices which are essential for approaching the thermodynamic limit. In addition, the HMC has been heavily optimised, in particular in lattice quantum chromodynamics (QCD) 48 52, and we utilised many of these improvements for our condensed matter simulations 11. Notable optimisations of the HMC that are not compatible with our ansatz have been developed in 35,53 .

By the time this work started, HMC simulations of the Hubbard model had been well established [11, 45, 54, 56], so that a reliable and efficient implementation could be used to extract the variety of physical results presented in Chapters 4 and 5 . Our optimised methods allowed for the largest lattices simulated to date $(20,808$ lattice sites) enabling us to perform the first thorough analysis and elimination of all finite size and discretisation effects.

In Chapter 2 the HMC algorithm is discussed in more detail and applied to the Ising model, a discrete statistical spin system [57, 58]. We will not discuss physical properties of the Ising model in this work. Such properties can be found in numerous books and reviews, for example in Ref. 5962 . Instead we use it as a show case for important concepts of numerical simulations, in particular the HMC. Nevertheless this discussion is not only interesting for pedagogical reasons. In section 2.2 we introduce a transformation that allows one to extend the applicability of the HMC to arbitrary Ising-like models, although the HMC originally has been designed for the application to continuous systems only.

A notable limitation of the HMC algorithm (and any other stochastic method) is posed by the fermionic sign problem ${ }^{4}$ which is caused by the terms usually defining the probability density obtaining values of varying sign or phase. The sign problem is one of the central problems of computational physics, not only in condensed matter. It appears in the Hubbard model for instance through a non-zero chemical potential or non-bipartite lattice structure. Recently, we have made substantial progress alleviating the sign problem with the help of machine learning $\mathbf{7}$ and tensor networks [5] and we continue our research on these topics. In this thesis however we

[^2]only consider the Hubbard model at half filling, that is without chemical potential, and on the bipartite honeycomb lattice. Thus no sign problem emerges and we can exploit the advantages of the HMC at its best.

As we pointed out earlier, our HMC simulations profit greatly from developments in lattice QCD. But the benefits do not end there. We also face another challenge well known from lattice QCD, namely that energy levels have to be extracted from correlation functions. Though some exotic algorithms like the Gardner method 63] use a completely different ansatz, most approaches to this challenge like the generalised eigenvalue method (GEVM) 64 66 or Prony's method 6769] ultimately reduce the correlator to a set of effective masses. These effective masses are again time dependent functions approximating the lowest few energy levels and ideally featuring clear plateaus at the corresponding energies.

Plateau fits seem to be very easy at first glance. The simplest possible function, a constant, is fitted to some scaling region of data that presumably features only statistical fluctuations and no systematic tendency. In reality it turns out however that it can be extremely difficult to find the best fitting region or, in particularly nasty cases, decide that no plateau can be identified. The crucial problem is to find a balance between statistical and systematic errors. The first is minimised by maximizing the length of the fit range while the latter is very difficult to determine and increases with every point outside the scaling region added to the fit. A variety of different approaches to solve this problem has been developed in the recent past. Thus far none have proven to be the ultimate solution. To name a few examples, to date neural networks could not be trained to reliably identify plateau regions 70 and the usage of MCMC sampling of different regions based on Bayesian statistics seemed very promising up to the point of taking correlations of the data into account 71.

Our novel method presented in Chapter 3 now combines the GEVM and Prony's method (PGEVM) with the main result being sharper plateaus that start much earlier in time. This significantly simplifies the identification of the scaling region and thus substantially improves the systematic error. Figure 3.9 in section 3.4 .2 illustrates this advantage particularly well.

To put it in a nutshell, we developed and implemented a powerful numerical simulation and analysis framework that allowed us to thoroughly characterise the SM-AFMI transition of the Hubbard model on the honeycomb lattice which underlies the usage of graphene as a transistor. Our highly optimised HMC algorithm allows for simulations of physical size systems and can easily be augmented to different geometries or modifications of the Hubbard model.

This cumulative thesis is organised as follows: In Chapter 2 (based on 11) we present a method to apply the HMC algorithm to the Ising model. Next, in Chapter 3 (based on $\sqrt[2]{2}$ ) we develop the PGEVM. Chapters 4 and 5 (based on 3 3 and (4) both deal with the quantum phase transition of the Hubbard model, Chapter 4 determining the critical coupling $U_{c}$ and the critical exponent $\nu$, complemented by the determination of the critical exponent $\beta$ in Chapter 5.

## Chapter 2

# The Ising Model with Hybrid Monte Carlo 

Based on [1] by J. Ostmeyer, E. Berkowitz, T. Luu, M. Petschlies and F. Pittler

This chapter can be seen as introduction to many concepts that will become important later on using the Ising model as a simple example. We explain the Hubbard-Stratonovich transformation, critical slowing down and most importantly hybrid Monte Carlo simulations. Alternatively, the reader might consider the chapter a curiosity featuring a model with discrete degrees of freedom solved by an algorithm developed for continuous fields.

### 2.1 Introduction

The Ising model is a simple model of ferromagnetism and exhibits a phase transition in dimensions $d \geq 2$. Analytic solutions determining the critical temperature and magnetization are known for $d=1$ and 2 [58], and in large dimensions the model serves as an exemplary test bed for application of mean-field techniques. It is also a popular starting point for the discussion of the renormalization group and calculation of critical exponents.

In many cases systems that are seemingly disparate can be mapped into the Ising model with slight modification. Examples include certain neural networks 72, 73, percolation 74.76, ice melt ponds in the arctic [77], financial markets 78 , 80], and population segregation in urban areas 81 , 82, to name a few. In short, the applicability of the Ising model goes well beyond its intended goal of describing ferromagnetic behavior. Furthermore, it serves as an important pedagogical tool-any serious student of statistical/condensed matter physics as well as field theory should be well versed in the Ising model.

The pedagogical utility of the Ising model extends into numerics as well. Stochastic lattice methods and the Markov-chain Monte-Carlo (MCMC) concept are routinely introduced via application to the Ising model. Examples range from the simple Metropolis-Hastings algorithm to more advanced cluster routines, such as Swendsen-Wang 83 and Wolff 84 and the worm algorithm of Prokof'ev and Svistunov 85. Because so much is known of the Ising model, it also serves as a
standard test bed for novel algorithms. Machine learning (ML) techniques were recently applied to the Ising model to aid in identification of phase transitions and order parameters $86 \times 0$.

A common feature of the algorithms mentioned above is that they are well suited for systems with discrete internal spaces, which of course includes the Ising model. For continuous degrees of freedom the hybrid Monte Carlo (HMC) algorithm [44] is instead the standard workhorse. Lattice quantum chromodynamics (LQCD) calculations, for example, rely strongly on HMC. Certain applications in condensed matter physics now also routinely use HMC [11, 55, 56]. Furthermore, algorithms related to preconditioning and multi-level integration have greatly extended the efficacy and utility of HMC. With the need to sample posterior distributions in so-called big data applications, HMC has become widespread even beyond scientific applications.

It is natural to ask, then, how to apply the numerically-efficient HMC to the broadly-applicable Ising model. At first glance, the Ising model's discrete variables pose an obstacle for smoothly integrating the Hamiltonian equations of motion to arrive at a new proposal. However, in Ref. [91] a modified version of HMC was introduced where sampling was done over a mixture of binary and continuous distributions and successfully benchmarked to the Ising model in 1D and 2D. In our work, we describe how to transform the Ising model to a completely continuous space in arbitrary dimensions and with arbitrary couplings between spins (and not just nearest neighbor couplings). Some of these results have already been published in Ref. [92] without our knowledge and have thus been 'rediscovered' by us. Yet, we propose a novel, more efficient approach for the transformation and we perform a thorough analysis of said efficiency and the best choice of the tunable parameter.

Furthermore, we hope this paper serves a pedagogical function, as a nice platform for introducing both HMC and the Ising model, and a clarifying function, demonstrating how HMC can be leveraged for models with discrete internal spaces. So, for pedagogical reasons, our implementation of HMC is the simplest 'vanilla' version. As such, it does not compete well, in the numerical sense, with the more advanced cluster algorithms mentioned above. However, it seems likely that by leveraging the structure of the Ising model one could find a competitive HMC-based algorithm, but we leave such investigations for the future.

This paper is organized as follows. In Section 2.2 we review the Ising model. We describe how one can transform the Ising model, which resides in a discrete spin space, into a model residing in a continuous space by introducing an auxiliary field and integrating out the spin degrees of freedom. The numerical stability of such a transformation is not trivia $I$, and we describe the conditions for maintaining stability. With our continuous space defined, we show in Section 2.3 how to simulate the system with HMC. Such a discussion of course includes a cursory description of the HMC algorithm. In Section 2.4 we show how to calculate observables within this continuous space, since quantities such as magnetization or average energy are originally defined in terms of spin degrees of freedom which are no longer present. We also provide numerical results of key observables, demonstrating proof-of-principle. We conclude in Section 2.5.

[^3]
### 2.2 Formalism

The Ising model on a lattice with $N$ sites is described by the Hamiltonian

$$
\begin{align*}
H & =-J \sum_{\langle i, j\rangle} s_{i} s_{j}-\sum_{i} h_{i} s_{i}  \tag{2.1}\\
& =-\frac{1}{2} J s^{\top} K s-h \cdot s \tag{2.2}
\end{align*}
$$

where $s_{i}= \pm 1$ are the spins on sites $i=1, \ldots, N, J$ the coupling between neighbouring spins (denoted by $\langle i, j\rangle$ ), $h_{i}$ is the local external magnetic field, and the ${ }^{\top}$ superscript denotes the transpose. We also define the symmetric connectivity matrix $K$ containing the information about the nearest neighbour couplings. The factor $\frac{1}{2}$ on the nearest-neighbor term 2.2 accounts for the double counting of neighbour pairs that arises from making $K$ symmetric. If $h$ is constant across all sites we write

$$
h=h_{0}\left(\begin{array}{c}
1  \tag{2.3}\\
1 \\
\vdots \\
1
\end{array}\right)
$$

We assume a constant coupling $J$ for simplicity in this work. The same formalism developed here can however be applied for site-dependent couplings as well. In this case we simply have to replace the matrix $J K$ by the full coupling matrix.

The partition sum over all spin configurations $\left\{s_{i}\right\} \equiv\left\{s_{i} \mid i=1, \ldots, N\right\}$

$$
\begin{equation*}
Z=\sum_{\left\{s_{i}\right\}= \pm 1} \mathrm{e}^{-\beta H} \tag{2.4}
\end{equation*}
$$

with the inverse temperature $\beta$ is impractical to compute directly for large lattices because the number of terms increases exponentially, providing the motivation for Monte Carlo methods. Our goal is to rewrite $Z$ in terms of a continuous variable so that molecular dynamics (MD) becomes applicable. The usual way to eliminate the discrete degrees of freedom and replace them by continuous ones is via the Hubbard-Stratonovich (HS) transformation. For a positive definite matrix $A \in \mathbb{R}^{N \times N}$ and some vector $v \in \mathbb{R}^{N}$, the HS relation reads

$$
\begin{equation*}
\mathrm{e}^{\frac{1}{2} v^{\top} A v}=\frac{1}{\sqrt{\operatorname{det} A(2 \pi)^{N}}} \int_{-\infty}^{\infty}\left[\prod_{i=1}^{N} \mathrm{~d} \phi_{i}\right] \mathrm{e}^{-\frac{1}{2} \phi^{\top} A^{-1} \phi+v \cdot \phi} \tag{2.5}
\end{equation*}
$$

where we integrate over an auxiliary field $\phi$. The argument of the exponent has been linearized in $v$. In our case the matrix $J^{\prime} K$ with

$$
\begin{equation*}
J^{\prime}:=\beta J \tag{2.6}
\end{equation*}
$$

takes the place of $A$ in the expression above. However, $J^{\prime} K$ is not positive definite in general, nor
is $-J^{\prime} K$. The eigenvalues $\lambda$ of $K$ are distributed in the interval

$$
\begin{equation*}
\lambda \in[-n, n] \tag{2.7}
\end{equation*}
$$

where $n$ is the maximal number of nearest neighbours a site can have. In the thermodynamic limit $N \rightarrow \infty$ the spectrum becomes continuous and all values in the interval are reached. Thus the HS transformation is not stable: the Gaussian integral with negative eigenvalues does not converge.

We have to modify the connectivity matrix in such a way that we can apply the HS transformation. Therefore we introduce a constant shift $C$ to the $K$ matrix,

$$
\begin{equation*}
\tilde{K}:=K+C \mathbb{1}, \tag{2.8}
\end{equation*}
$$

where $C$ has to have the same sign as $J^{\prime}$, by adding and subtracting the corresponding term in the Hamiltonian. Now $\tilde{K}$ has the same eigenspectrum as $K$, but shifted by $C$. Thus if we choose $|C|>n, J^{\prime} \tilde{K}$ is positive definite. We will take such a choice for granted from now on. For variable coupling the interval 2.7 might have to be adjusted, but the eigenspectrum remains bounded from below, so $C$ can be chosen large enough to make $J^{\prime} \tilde{K}$ positive definite.

Now we can apply the HS transformation to the partition sum

$$
\begin{align*}
Z & =\sum_{\left\{s_{i}\right\}= \pm 1} \mathrm{e}^{\frac{1}{2} \beta J s^{\top} \tilde{K} s-\frac{1}{2} \beta J C s^{2}+\beta h \cdot s}  \tag{2.9}\\
& =\mathrm{e}^{-\frac{1}{2} J^{\prime} C N} \sum_{\left\{s_{i}\right\}= \pm 1} \mathrm{e}^{\frac{1}{2} J^{\prime} s^{\top} \tilde{K} s+h^{\prime} \cdot s}  \tag{2.10}\\
& =\mathrm{e}^{-\frac{1}{2} J^{\prime} C N} \sum_{\left\{s_{i}\right\}= \pm 1} \frac{1}{\sqrt{\operatorname{det} \tilde{K}\left(2 \pi J^{\prime}\right)^{N}}} \int_{-\infty}^{\infty}\left[\prod_{i=1}^{N} \mathrm{~d} \phi_{i}\right] \mathrm{e}^{-\frac{1}{2 J^{\prime}} \phi^{\top} \tilde{K}^{-1} \phi+\left(h^{\prime}+\phi\right) \cdot s}  \tag{2.11}\\
& =\frac{\mathrm{e}^{-\frac{1}{2} J^{\prime} C N}}{\sqrt{\operatorname{det} \tilde{K}\left(2 \pi J^{\prime}\right)^{N}}} \int_{-\infty}^{\infty}\left[\prod_{i=1}^{N} \mathrm{~d} \phi_{i}\right] \mathrm{e}^{-\frac{1}{2 J^{\prime}} \phi^{\top} \tilde{K}^{-1} \phi}\left[\prod_{i=1}^{N} 2 \cosh \left(h_{i}^{\prime}+\phi_{i}\right)\right]  \tag{2.12}\\
& =2^{N} \frac{\mathrm{e}^{-\frac{1}{2} J^{\prime} C N}}{\sqrt{\operatorname{det} \tilde{K}\left(2 \pi J^{\prime}\right)^{N}}} \int_{-\infty}^{\infty}\left[\prod_{i=1}^{N} \mathrm{~d} \phi_{i}\right] \mathrm{e}^{-\frac{1}{2 J^{\prime}} \phi^{\top} \tilde{K}^{-1} \phi+\sum_{i} \log \cosh \left(h_{i}^{\prime}+\phi_{i}\right)} \tag{2.13}
\end{align*}
$$

where we used in 2.10 that $s_{i}^{2}=1$ for all $i$ and defined $h^{\prime}:=\beta h$ in analogy with 2.6. In 2.11 we performed the HS transformation and in 2.12 we explicitly evaluated the sum over all the now-independent $s_{i}$, thereby integrating out the spins. After rewriting the cosh term in 2.13 we are left with an effective action that can be used to perform HMC calculations. However, we do not recommend using this form directly, as it needs a matrix inversion.

Instead, let us perform the substitution

$$
\begin{equation*}
\phi=\sqrt{J^{\prime}} \tilde{K} \psi-h^{\prime} \tag{2.14}
\end{equation*}
$$

with the functional determinant $\sqrt[J^{\prime}]{ }{ }^{N}$ det $\tilde{K}$. This substitution is going to bring a significant speed up and has not been considered in Ref. 92. It allows us to get rid of the inverse of $\tilde{K}$ in
the variable part of the partition sum

$$
\begin{equation*}
Z=\sqrt{\left(\frac{2}{\pi}\right)^{N} \operatorname{det} \tilde{K}} \mathrm{e}^{-\frac{1}{2} J^{\prime} C N} \int_{-\infty}^{\infty}\left[\prod_{i=1}^{N} \mathrm{~d} \psi_{i}\right] \mathrm{e}^{-\frac{1}{2} \psi^{\top} \tilde{K} \psi+\frac{1}{\sqrt{J}} \psi \cdot h^{\prime}-\frac{1}{2 J^{\prime}} h^{\top \top} \tilde{K}^{-1} h^{\prime}+\sum_{i} \log \cosh \left(\sqrt{J^{\prime}}(\tilde{K} \psi)_{i}\right)} . \tag{2.15}
\end{equation*}
$$

The only left over term involving an inversion remains in the constant $h^{\prime \top} \tilde{K}^{-1} h^{\prime}$. Fortunately this does not need to be calculated during HMC simulations. We do need it, however, for the calculation of some observables, such as the magnetisation 2.28, and for this purpose it can be calculated once without any need for updates. Let us also remark that the inverse $\tilde{K}^{-1}$ does not have to be calculated exactly. Instead it suffices to solve the system of linear equations $\tilde{K} x=h^{\prime}$ for $x$ which can be done very efficiently with iterative solvers, such as the conjugate gradient (CG) method 93.

A further simplification can be achieved when the magnetic field is constant (2.3) and every lattice site has the same number of nearest neighbours $n_{0}$. Then we find that

$$
\begin{equation*}
\tilde{K} h^{\prime}=\left(n_{0}+C\right) h^{\prime} \tag{2.16}
\end{equation*}
$$

and thus

$$
\begin{equation*}
h^{\prime \top} \tilde{K}^{-1} h^{\prime}=h^{\prime \top} \frac{1}{n_{0}+C} h^{\prime}=\frac{N}{n_{0}+C} h_{0}^{\prime 2} . \tag{2.17}
\end{equation*}
$$

### 2.3 HMC

Hybrid Monte Carld ${ }^{2}$ (HMC) 44] requires introducing a fictitious molecular dynamics time and conjugate momenta, integrating current field configurations according to Hamiltonian equations of motion to make a Metropolis proposal. We multiply the partition sum $Z 2.15$ by unity, using the Gaussian identity

$$
\begin{equation*}
\frac{1}{(2 \pi)^{N / 2}} \int_{-\infty}^{+\infty}\left[\prod_{i=1}^{N} \mathrm{~d} p_{i}\right] \mathrm{e}^{-\frac{1}{2} p_{i}^{2}}=1 \tag{2.18}
\end{equation*}
$$

where we have one conjugate momentum $p$ for each field variable $\psi$ in $Z$, and we sample configurations of fields and momenta from this combined distribution. The conceptual advantage of introducing these momenta is that we can evolve the auxiliary fields $\psi$ with the HMC Hamiltonian $\mathcal{H}$,

$$
\begin{equation*}
\mathcal{H}=\frac{1}{2} p^{2}+\frac{1}{2} \psi^{\top} \tilde{K} \psi-\frac{1}{\sqrt{J^{\prime}}} \psi \cdot h^{\prime}-\sum_{i} \log \cosh \left(\sqrt{J^{\prime}}(\tilde{K} \psi)_{i}\right) \tag{2.19}
\end{equation*}
$$

by integrating the equations of motion (EOM)

$$
\begin{align*}
\dot{\psi} & =+\frac{\partial \mathcal{H}}{\partial p}=p  \tag{2.20}\\
\dot{p} & =-\frac{\partial \mathcal{H}}{\partial \psi}=-\tilde{K} \psi+\frac{1}{\sqrt{J^{\prime}}} h^{\prime}+\sqrt{J^{\prime}} \tilde{K} \tanh \left(\sqrt{J^{\prime}} \tilde{K} \psi\right) \tag{2.21}
\end{align*}
$$

[^4]where the tanh is understood element-wise.
Thus one can employ the Hybrid Monte Carlo algorithm to generate an ensemble of field configurations by a Markov chain. Starting with some initial configuration $\psi$, the momentum $p$ is sampled according to a Gaussian distribution 2.18. The EOM are integrated to update all the field variables at once. The integration of the differential equations, or the molecular dynamics, is performed by a (volume-preserving) symmetric symplectic integrator (we use leap-frog here, but more efficient schemes can be applied $[48,94)$ to ensure an unbiased update. The equations of motion are integrated one molecular dynamics time unit, which is held fixed for each ensemble, to produce one trajectory through the configuration space; the end of the trajectory is proposed as the next step in the Markov chain. If the molecular dynamics time unit is very short, the new proposal will be very correlated with the current configuration. If the molecular dynamics time unit is too long, it will be very expensive to perform an update.

The proposal is accepted with the Boltzmann probability min $\left(1, \mathrm{e}^{-\Delta \mathcal{H}}\right)$ where the energy splitting $\Delta \mathcal{H}=\mathcal{H}_{\text {new }}-\mathcal{H}_{\text {old }}$ is the energy difference between the proposed configuration and the current configuration. If our integration algorithm were exact, $\Delta \mathcal{H}$ would vanish and we would always accept the new proposal, by conservation of energy. The Metropolis-Hastings accept/reject step guarantees that we get the correct distribution despite inexact numerical integration. So, if we integrate with time steps that are too coarse we will reject more often. Finer integration ensures a greater acceptance rate, all else being equal.

If the proposal is not accepted as the next step of our Markov chain, it is rejected and the previous configuration repeats. After each accepted or rejected proposal the momenta are refreshed according to the Gaussian distribution 2.18) and molecular dynamics integration resumes, to produce the next proposal.

If the very first configuration is not a good representative of configurations with large weight, the Markov chain will need to be thermalized-driven towards a representative place - by running the algorithm for some number of updates. Then, production begins. An ensemble of $N_{\mathrm{cf}}$ configurations $\left\{\psi^{n}\right\}$ is drawn from the Markov chain and the estimator of any observable $O(\psi)$

$$
\begin{equation*}
\bar{O}=\frac{1}{N_{\mathrm{cf}}} \sum_{n=1}^{N_{\mathrm{cf}}} O\left(\psi^{n}\right) \tag{2.22}
\end{equation*}
$$

converges to the expectation value
$\langle O\rangle=\frac{1}{Z} \sqrt{\left(\frac{2}{\pi}\right)^{N} \operatorname{det} \tilde{K}} \mathrm{e}^{-\frac{1}{2} J^{\prime} C N} \int_{-\infty}^{\infty}\left[\prod_{i=1}^{N} \mathrm{~d} \psi_{i}\right] O(\psi) \mathrm{e}^{-\frac{1}{2} \psi^{\top} \tilde{K} \psi+\frac{1}{\sqrt{J^{\prime}}} \psi \cdot h^{\prime}-\frac{1}{2 J^{\prime}} h^{\prime \top} \tilde{K}^{-1} h^{\prime}+\sum_{i} \log \cosh \left(\sqrt{J^{\prime}}(\tilde{K} \psi)_{i}\right)}$
as the ensemble size $N_{\mathrm{cf}} \rightarrow \infty$, with uncertainties on the scale of $N_{\mathrm{cf}}^{-1 / 2}$ as long as the configurations are not noticeably correlated-if their autocorrelation time (in Markov chain steps) is short enough.

Not much time has been spent on the tuning of $C$ during this work. We expect that the choice of $C$ can influence the speed of the simulations. Clearly $|C|$ must not be chosen too large because in the limit $|C| \rightarrow \infty$ the Hamiltonian can be approximated by

$$
\begin{equation*}
\frac{1}{C} \mathcal{H}=\frac{1}{2} \psi^{2}-\sqrt{J^{\prime}} \sum_{i}\left|\psi_{i}\right|+\mathcal{O}\left(C^{-1}\right) \tag{2.24}
\end{equation*}
$$

with the minima

$$
\begin{equation*}
\psi_{i}= \pm \sqrt{J^{\prime}} \tag{2.25}
\end{equation*}
$$

Any deviation from a minimum is enhanced by the factor of $C$ and is thus frozen out for large $|C|$. This reproduces the original discrete Ising model up to normalisation factors. Plainly the HMC breaks down in this case. As the limit is approached, the values for the $\psi_{i}$ become confined to smaller and smaller regions. The result is that HMC simulations can get stuck in local minima and the time series is no longer ergodic-it cannot explore all the states of the Markov chain-which may yield incorrect or biased results. From now on we use $|C|=n+10^{-5}$; we later show the effect of changing $C$ in Figure 2.3

A large coupling (or low temperature) $J^{\prime}$ introduces an ergodicity problem as well: as we expect to be in a magnetized phase, all the spins should be aligned and flipping even one spin is energetically disfavored even while flipping them all may again yield a likely configuration. This case however is less problematic because there are only two regions with a domain wall between them; the region with all $\psi_{i}>0$ and the region with all $\psi_{i}<0$. The ergodicity issue is alleviated by proposing a global sign flip and performing a Metropolis accept/reject step every few trajectories, similar to that proposed in Ref. 56].

### 2.4 Results

Let us again assume constant external field with strength $h_{0}(2.3)$. Then the expectation value of the average magnetisation and energy per site read

$$
\begin{align*}
\langle m\rangle & =\frac{1}{N Z} \frac{\partial Z}{\partial h^{\prime}}  \tag{2.26}\\
& =\frac{1}{N}\left\langle\frac{1}{\sqrt{J^{\prime}}} \sum_{i} \psi_{i}-\frac{N}{n_{0}+C} \frac{h_{0}^{\prime}}{J^{\prime}}\right\rangle  \tag{2.27}\\
& =\frac{\langle\psi\rangle}{\sqrt{J^{\prime}}}-\frac{1}{n_{0}+C} \frac{h_{0}^{\prime}}{J^{\prime}}  \tag{2.28}\\
\langle\beta \varepsilon\rangle & =-\frac{\beta}{N Z} \frac{\partial Z}{\partial \beta}  \tag{2.29}\\
& =\frac{1}{2} C J^{\prime}+\frac{1}{n_{0}+C} \frac{h_{0}^{\prime 2}}{2 J^{\prime}}-\frac{h_{0}^{\prime}}{2 \sqrt{J^{\prime}}}\langle\psi\rangle-\frac{\sqrt{J^{\prime}}}{2 N}\left\langle(\tilde{K} \psi) \cdot \tanh \left(\sqrt{J^{\prime}} \tilde{K} \psi\right)\right\rangle \tag{2.30}
\end{align*}
$$

where $\langle\psi\rangle=\left\langle\psi_{i}\right\rangle$ for any site $i$ due to translation invariance. Any other physical observables can be derived in the same way. For example, higher-point correlation functions like spin-spin correlators may be derived by functionally differentiating with respect to a site-dependent $h_{i}$ (without the simplification of constant external field 2.17). We stress here that, although $C$ appears in observables (as in the magnetization 2.28) and energy density (2.30), the results are independent of $C$-its value only influences the convergence rate.

In Figure 2.1 we demonstrate that the HMC algorithm ${ }^{3}$ indeed produces correct results. The left panel shows the average energy per site at the critical point [58] of the two-dimensional square

[^5]

Figure 2.1: Expectation value of the energy per site for the two dimensional periodic square lattice (left) and the lattice with all-to-all coupling (right) for the HMC and the Metropolis-Hastings algorithms at critical coupling and $h=0$ with lattice sizes $N$.
lattice with periodic boundary conditions. We choose to scale the number of integration steps per trajectory with the lattice volume as $N_{\text {step }}=\lfloor\log N\rfloor$, which empirically leads to acceptance rates between $70 \%$ and $80 \%$ for a broad range of lattice sizes and dimensions. The results from the HMC simulations are compared to the results obtained via the local Metropolis-Hastings algorithm with the same number $N_{\text {cf }}$ of sweeps (a sweep consists of $N$ spin flip proposals). In addition we show the leading order analytic results $95\langle\beta \varepsilon\rangle \approx-\log (1+\sqrt{2})\left(\frac{\sqrt{2}}{2}+\frac{1}{3 \sqrt{N}}\right)+\mathcal{O}\left(N^{-1}\right)$. We not only find that the results are compatible, but also that the errors of both stochastic methods are comparable. The right panel shows the average energy per site in the case where the coupling is no longer nearest neighbor, but the extreme opposite with all-to-all couplings. The Hamiltonian we use in this case is, up to an overall constant, the "infinite-range" Ising model [96]. This model has analytic solutions for physical observables as a function of the number of lattice sites $N$ which we show for the case of the average energy (black line). We provide a description of this model, as a well as a derivation of the exact solution for the average energy, in 2.A. Our numerical results agree very well with the exact result.


Figure 2.2: Integrated autocorrelation time of $|m|$ for the HMC and the Metropolis-Hastings algorithms at critical coupling and $h=0$ for the $d=2$ (left) and $d=3$ (right) dimensional periodic square lattice with size $N$. The lines are fits of the form $\tau_{\text {int }}=\alpha N^{\frac{2}{d}}$ for $N>10$.

Since it is not the aim of this work to present physical results, but rather to introduce an alternative formulation for simulating the Ising model and generalizations thereof, we do not
compute other observables explicitly, nor do we investigate their dependence on other parameters. On the other hand it is not sufficient that the algorithm in principle produces correct results-we must also investigate its efficiency. A good measure for the efficiency is the severity of critical slowing down-that the integrated autocorrelation tim ${ }^{4} \tau_{\text {int }}$ diverges at the critical point as some power $\gamma$ of the system size $\tau_{\text {int }} \propto N^{\gamma}$. One could expect that, being a global update algorithm, the HMC does not suffer as much from critical slowing down as Metropolis-Hastings. Figure 2.2 however shows that both algorithms have dynamic exponent $z \equiv d \gamma \approx 2$ in $d=2$ and $d=3$ dimensions (see Ref. 98 and references within for a discussion of the critical coupling and exponents in $d=3$ ). Still one has to keep in mind that a Metropolis-Hastings sweep takes less time than an HMC trajectory and the HMC trajectories become logarithmically longer as $N$ grows. In our implementation we find the proportionality

$$
\begin{equation*}
T_{\mathrm{HMC}} \approx 4 N_{\mathrm{step}} T_{\mathrm{MH}} \tag{2.31}
\end{equation*}
$$

where $T_{\mathrm{HMC}}$ is the time required for one HMC trajectory and $T_{\mathrm{MH}}$ the time required for one Metropolis-Hastings sweep.

Last but not least let us study the impact of the shift parameter $C$ on the efficiency of the algorithm by means of the autocorrelation for the absolute magnetization $|m|$. As explained earlier, when $C$ becomes very large the potential becomes very steep around the local minima 2.25 . When this localization becomes important we expect the autocorrelation to increase with $C$, as transitions from one local minimum to another become less likely. This behaviour can be seen in Figure 2.3. We find that the autocorrelation is constant within errors below some critical value, in this case $C_{\text {crit }} \approx n+1$, and increases rapidly for larger $C$. So, as long as the potential is not too deep HMC can explore the whole configuration space. A very large $C$ causes wells from which it is difficult to escape, while $C$ s just large enough to ensure stability yield very flat, smooth potentials. We see in Fig. 2.3 that as long as the shift is small $|C|-n \ll 1$ its specific value is irrelevant and does not need to be tuned.


Figure 2.3: Integrated autocorrelation time of $|m|$ for the HMC algorithm at critical coupling and $h=0$ for the $d=2$ dimensional periodic square lattice with size $N=15^{2}$ against the shift $C$ reduced by the number of nearest neighbours $n$.
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### 2.5 Conclusion

In this paper we showed how to apply the HMC algorithm to the Ising model, successfully applying an algorithm that uses only continuous state variables to a system with discrete degrees of freedom. We find that the HMC algorithm generalises the Ising model very well to arbitrary geometries without much effort. It has been presented here in the most simple form. In this simple form the HMC is an extremely inefficient algorithm if applied to the Ising model. Although more flexible than the most efficient methods, such as cluster algorithms, it loses as compared even to the Metropolis-Hastings algorithm. The coefficient by which the Metropolis-Hastings algorithm surpasses the HMC decreases with dimension, so that HMC might be preferable in case of an extremely high number of nearest neighbours - in the case of less local coupling, for example.

Moreover, for physical systems that suffer from sign problems, one may hope to leverage complex Langevin, Lefschetz thimble, or other contour-optimizing methods (for a dramatically incomplete set of examples, consider, respectively, Ref. 99, 100, Refs. 101-103, and Refs. 104 106 and references therein). The formulation in terms of continuous variables presented here is well-suited for these methods, while the methods that deal directly with the original discrete variables such as the Metropolis-Hastings, cluster, and worm algorithms, for example, are nonstarters. In that sense, our exact reformulation and HMC method can be seen as the first step towards solving otherwise-intractable problems.

The HMC algorithm could be optimised by more efficient integrators and different choices of $C$, just to name the most obvious possibilities. Many more methods have been developed to improve HMC performance and it is expected that some of them could also speed up the Ising model.
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## 2.A The "infinite-range Ising model"

For the calculations shown on the right panel of Figure 2.1 we used the following Hamiltonian,

$$
\begin{align*}
H(s) & =-\frac{1}{2} \frac{J}{N} \sum_{i \neq j} s_{i} s_{j}-h \sum_{i} s_{i}  \tag{2.32}\\
& =\frac{1}{2} J-\frac{1}{2} \frac{J}{N} \sum_{i, j} s_{i} s_{j}-h \sum_{i} s_{i} \tag{2.33}
\end{align*}
$$

where in the second line we used the fact that $s_{i}^{2}=1 \forall i$ and there is no restriction in the sum over spin couplings. With the exception of the self-energy term $\frac{1}{2} J$ in the second line above, the remaining terms constitute the "infinite-range Ising model" 96 . From now on we assume that $J>0$, but a similar calculation can be done for $J<0$.

The partition function for this Hamiltonian can be exactly determined. Applying the HS transformation as described in the equations leading up to the partition sum 2.13) one obtains

$$
\begin{equation*}
Z=e^{\frac{1}{2} \beta J} \int_{-\infty}^{\infty} \frac{d \phi}{\sqrt{2 \pi \beta \hat{J}}} e^{-\frac{\phi^{2}}{2 \beta \hat{J}}}[2 \cosh (\beta h \pm \phi)]^{N}, \tag{2.34}
\end{equation*}
$$

where we define $\hat{J}=J / N$. Expanding the cosh terms into exponentials allows one to formally integrate over the HS fields, obtaining

$$
\begin{equation*}
Z=e^{\frac{1}{2} \beta J} \sum_{n=0}^{N}\binom{N}{n} f(\beta \hat{J}, \beta h, N-2 n) \tag{2.35}
\end{equation*}
$$

and

$$
\begin{equation*}
f(\beta \hat{J}, \beta h, x) \equiv e^{\frac{1}{2} \beta \hat{J} x^{2}+\beta h x} \tag{2.36}
\end{equation*}
$$

Using the definition of the energy density (2.29) with the partition sum 2.35 gives our analytic expression for the internal energy,

$$
\begin{equation*}
\langle\beta \varepsilon\rangle=\frac{1}{2} \beta \hat{J}-\frac{\beta}{N Z} \sum_{n=0}^{N}\binom{N}{n}\left[\frac{1}{2} \hat{J}(N-2 n)^{2}+h(N-2 n)\right] f(\beta \hat{J}, \beta h, N-2 n) . \tag{2.37}
\end{equation*}
$$

Note the relative sign difference between the terms on the right hand side above. For sufficiently small $N$ the self-energy term wins out, otherwise the second term dominates.

An analogous calculation for the magnetisation with an extrapolation of $N \rightarrow \infty$ leads to the critical point $\beta J=1$. We used this value in Figure 2.1.

## Chapter 3

# On the generalised eigenvalue method and its relation to Prony and generalised pencil of function methods 

Based on [2] by M. Fischer, B. Kostrzewa, J. Ostmeyer, K. Ottnad, M. Ueding and C. Urbach

The Ising model, as discussed in the previous chapter, makes a good introduction to Monte Carlo simulations for many reasons. One such reason is that many results are readily obtained without any sophisticated analysis. The energy for instance can be calculated by a single sum over local contributions. In contrast, lattice field theories like QCD and our formulation of the Hubbard model (see Chapters 4 and 5) usually do not allow for such a simplistic treatment. Instead, the canonical way to proceed in these cases is the calculation of non-local correlators. These correlators in principle encode the full energy spectrum. In practice however noise and limited data allow only for the extraction of the ground state energy ${ }^{11}$ and possibly several low-lying excited state energies. In this chapter we present a method specifically designed to extract the largest possible amount of information from a given set of correlators.

### 3.1 Introduction

In lattice field theories one is often confronted with the task to extract energy levels from noisy Monte Carlo data for Euclidean correlation functions, which have the theoretical form

$$
\begin{equation*}
C(t)=\sum_{k=0}^{\infty} c_{k} e^{-E_{k} t} \tag{3.1}
\end{equation*}
$$

[^7]with real and distinct energy levels $E_{k+1}>E_{k}$ and real coefficients $c_{k}$. It is well known that this task represents an ill-posed problem because the exponential functions do not form an orthogonal system of functions.

Still, as long as one is only interested in the ground state $E_{0}$ and the statistical accuracy is high enough to be able to work at large enough values of $t$, the task can be accomplished by making use of the fact that

$$
\begin{equation*}
\lim _{t \rightarrow \infty} C(t) \approx c_{0} e^{-E_{0} t} \tag{3.2}
\end{equation*}
$$

with corrections exponentially suppressed with increasing $t$ due to ground state dominance. However, in lattice quantum chromodynamics, the non-perturbative approach to quantum chromodynamics (QCD), the signal to noise ratio for $C(t)$ deteriorates exponentially with increasing $t$ 107]. Moreover, at large Euclidean times there can be so-called thermal pollutions (see e.g. Ref. [108]) to the correlation functions, which, if not accounted for, render the data at large $t$ useless. And, once one is interested in excited energy levels $E_{k}, k>0$, alternatives to the ground state dominance principle need to be found.

The latter problem can be tackled applying the so-called generalised eigenvalue method (GEVM) - originally proposed in Ref. 64 and further developed in Ref. 65. It is by now well established in lattice QCD applications and allows one to estimate ground and excited states for the price that a correlator matrix needs to be computed instead of a single correlation function. Moreover, the systematics of this method are well understood 65, 66.

An alternative method, originally proposed by de Prony [67], represents an algebraic method to determine in principle all the energy levels from a single correlation function. However, it is well known that the Prony method can become unstable in the presence of noise. The Prony method was first used for lattice QCD in Refs. 68, 69. For more recent references see Refs. 109111 and also Appendix 3.A For an application of the Prony method in real time dynamics with Tensor networks see Ref. 112.

In this paper we discuss the relation among generalised eigenvalue, Prony and generalised pencil of function (GPOF) methods and trace them all back to a generalised eigenvalue problem. This allows us to derive the systematic effects due to so-called excited state contributions for the Prony and GPOF methods using perturbation theory invented for the GEVM [66]. In addition, we propose a combination of the GEVM and the Prony method, the latter of which we also formulate as a generalised eigenvalue method and denote it as Prony GEVM (PGEVM). The combination we propose is to apply first the GEVM to a correlator matrix and extract the socalled principal correlators, which are again of the form Eq. 3.1. Then we apply the PGEVM to the principal correlators and extract the energy levels. In essence: the GEVM is used to separate the contributing exponentials in distinct principal correlators with reduced pollutions compared to the original correlators. Then the PGEVM is applied only to obtain the ground state in each principal correlator, the case where it works best.

By means of synthetic data we verify that the PGEVM works as expected and that the systematic corrections are of the expected form. Moreover, we demonstrate that with the combination GEVM/PGEVM example data from lattice QCD simulations can be analysed: we study the pion first, where we are in the situation that the ground state can be determined with other methods with high confidence. Thereafter we also look at the $\eta$-meson and $I=1, \pi=\pi$ scattering, both
of which require the usage of the GEVM in the first place, but where also noise is significant.
The paper is organised as follows: in the next section we introduce the GEVM and PGEVM and discuss the systematic errors of PGEVM. After briefly explaining possible numerical implementations, we present example applications using both synthetic data and data obtained from lattice QCD simulations. In the end we discuss the advantages and disadvantages of our new method, also giving an insight into when it is most useful.

### 3.2 Methods

Maybe the most straightforward approach to analysing the correlation function Eq. 3.1) for the ground state energy $E_{0}$ is to use the so-called effective mass defined as

$$
\begin{equation*}
M_{\mathrm{eff}}\left(t_{0}, \delta t\right)=-\frac{1}{\delta t} \log \left(\frac{C\left(t_{0}+\delta t\right)}{C\left(t_{0}\right)}\right) \tag{3.3}
\end{equation*}
$$

In the limit of large $t_{0}$ and fixed $\delta t, M_{\text {eff }}$ converges to $E_{0}$. The correction due to the first excited state $E_{1}$ is readily computed:

$$
\begin{align*}
M_{\mathrm{eff}}\left(t_{0}, \delta t\right) \approx & E_{0}+\frac{c_{1}}{c_{0}} e^{-\left(E_{1}-E_{0}\right) t_{0}} \\
& \times\left(1-e^{-\left(E_{1}-E_{0}\right) \delta t}\right) \frac{1}{\delta t} \tag{3.4}
\end{align*}
$$

It is exponentially suppressed in $t_{0}$ and the energy difference between first excited and ground state. It is also clear from this formula that taking the limit $\delta t \rightarrow \infty$ while keeping $t_{0}$ fixed leads to a worse convergence behaviour than keeping $\delta t$ fixed and changing $t_{0}$. In this section we will discuss how both of the two above equations generalise.

### 3.2.1 The generalised eigenvalue method (GEVM)

We first introduce the GEVM. The method is important for being able to determine ground and excited energy levels in a given channel. Moreover, it helps to reduce excited state contaminations to low lying energy levels.

Using the notation of Ref. [66], one considers correlator matrices of the form

$$
\begin{equation*}
C_{i j}(t)=\left\langle\hat{O}_{i}\left(t^{\prime}\right) \hat{O}_{j}^{\dagger}\left(t^{\prime}+t\right)\right\rangle=\sum_{k=0}^{\infty} e^{-E_{k} t} \psi_{k i}^{*} \psi_{k j} \tag{3.5}
\end{equation*}
$$

with energy levels $E_{k}>0$ and $E_{k+1}>E_{k}$ for all values of $k$. The $\psi_{k i}=\langle 0| \hat{O}_{i}|k\rangle$ are matrix elements of $n$ suitably chosen operators $\hat{O}_{i}$ with $i=0, \ldots, n-1$. Then, the eigenvalues or so-called principal correlators $\lambda\left(t, t_{0}\right)$ of the generalised eigenvalue problem (GEVP)

$$
\begin{equation*}
C(t) v_{k}\left(t, t_{0}\right)=\lambda_{k}^{0}\left(t, t_{0}\right) C\left(t_{0}\right) v_{k}\left(t, t_{0}\right), \tag{3.6}
\end{equation*}
$$

can be shown to read

$$
\begin{equation*}
\lambda_{k}^{0}\left(t, t_{0}\right)=e^{-E_{k}\left(t-t_{0}\right)} \tag{3.7}
\end{equation*}
$$

for $t_{0}$ fixed and $t \rightarrow \infty$. Clearly, the correlator matrix $C(t)$ will for every practical application always be square but finite with dimension $n$. This will induce corrections to Eq. (3.7). The corresponding corrections were derived in Ref. [65, 66] and read to leading order

$$
\begin{equation*}
\lambda_{k}\left(t, t_{0}\right)=b_{k} \lambda_{k}^{0}\left(1+\mathcal{O}\left(e^{-\Delta E_{k} t}\right)\right) \tag{3.8}
\end{equation*}
$$

with $b_{k}>0$ and

$$
\begin{equation*}
\Delta E_{k}=\min _{l \neq k}\left|E_{l}-E_{k}\right| \tag{3.9}
\end{equation*}
$$

Most notably, the principal correlators $\lambda_{k}\left(t_{0}, t\right)$ are at fixed $t_{0}$ again a sum of exponentials. As was shown in Ref. [66], for $t_{0}>t / 2$ the leading corrections are different compared to Eq. 3.8], namely of order

$$
\begin{equation*}
\exp \left[-\left(E_{n}-E_{k}\right) t\right] \tag{3.10}
\end{equation*}
$$

### 3.2.2 The Prony method

For the original Prony method [67], we restrict ourselves first to a finite number $n$ of exponentials in an Euclidean correlation function $C^{0}$

$$
\begin{equation*}
C^{0}(t)=\sum_{k=0}^{n-1} c_{k} e^{-E_{k} t} \tag{3.11}
\end{equation*}
$$

The $c_{k}$ are real, but not necessarily positive constants and $t$ is integer-valued. Thus, we focus on one matrix element of the correlator matrix Eq. 3.5 from above or other correlators with the appropriate form. We assume now $E_{k} \neq 0$ for all $k \in\{0, \ldots, n-1\}$ and that all the $E_{k}$ are distinct. Moreover, we assume the order $E_{k+1}>E_{k}$ for all $k$. Then, Prony's method is a generalisation of the effective mass Eq. (3.3) in the form of a matrix equation

$$
\begin{equation*}
H \cdot x=0 \tag{3.12}
\end{equation*}
$$

with an $n \times(n+1)$ Hankel matrix $H$

$$
H=\left(\begin{array}{cccc}
C^{0}(t) & C^{0}(t+1) & \ldots & C^{0}(t+n) \\
C^{0}(t+1) & C^{0}(t+2) & \ldots & C^{0}(t+n+1) \\
\vdots & \vdots & \ddots & \vdots \\
C^{0}(t+n-1) & C^{0}(t+n) & \ldots & C^{0}(t+2 n-1)
\end{array}\right)
$$

and a coefficient vector $x=\left(x_{0}, \ldots, x_{n-1}, 1\right)$ of length $n+1$. After solving for $x$, the exponentials are obtained from $x$ by the roots of

$$
x_{0}+x_{1}\left(e^{-E_{l}}\right)+x_{2}\left(e^{-E_{l}}\right)^{2}+\ldots+\left(e^{-E_{l}}\right)^{n}=0
$$

For a further generalisation see Ref. [69 and references therein.

### 3.2.3 The Prony GEVM (PGEVM)

Next we formulate Prony's method Eq. (3.12) as a generalised eigenvalue problem (see also Ref. 113). Let $H^{0}(t)$ be a $n \times n$ Hankel matrix for $i, j=0,1,2, \ldots, n-1$ defined by

$$
\begin{align*}
H_{i j}^{0}(t) & =C^{0}(t+i \Delta+j \Delta) \\
& =\sum_{k=0}^{n-1} e^{-E_{k} t} e^{-E_{k} i \Delta} e^{-E_{k} j \Delta} c_{k} \tag{3.13}
\end{align*}
$$

with integer $\Delta>0$. $H^{0}(t)$ is symmetric, but not necessarily positive definite. We are going to show that the energies $E_{0}, \ldots, E_{n-1}$ can be determined from the generalised eigenvalue problem

$$
\begin{equation*}
H^{0}(t) v_{l}=\Lambda_{l}^{0}\left(t, \tau_{0}\right) H^{0}\left(\tau_{0}\right) v_{l} \tag{3.14}
\end{equation*}
$$

The following is completely analogous to the corresponding proof of the GEVM in Ref. [66]. Define a square matrix

$$
\begin{equation*}
\chi_{k i}=e^{-E_{k} i \Delta} \tag{3.15}
\end{equation*}
$$

and re-write $H^{0}(t)$ as

$$
H_{i j}^{0}(t)=\sum_{k=0}^{n-1} c_{k} e^{-E_{k} t} \chi_{k i} \chi_{k j}
$$

Note that $\chi$ is a square Vandermonde matrix

$$
\chi=\left(\begin{array}{ccccc}
1 & e^{-E_{0} \Delta} & e^{-2 E_{0} \Delta} & \ldots & e^{-(n-1) E_{0} \Delta} \\
1 & e^{-E_{1} \Delta} & e^{-2 E_{1} \Delta} & \ldots & e^{-(n-1) E_{1} \Delta} \\
\vdots & \vdots & \vdots & \ldots & \vdots \\
1 & e^{-E_{n-1} \Delta} & e^{-2 E_{n-1} \Delta} & \ldots & e^{-(n-1) E_{n-1} \Delta}
\end{array}\right)
$$

with all coefficients distinct and, thus, invertible. Now, like in Ref. [66], introduce the dual vectors $u_{k}$ with

$$
\left(u_{k}, \chi_{l}\right)=\sum_{i=0}^{n-1}\left(u_{k}^{*}\right)_{i} \chi_{l i}=\delta_{k l}
$$

for $k, l \in\{0, \ldots, n-1\}$. With these we can write

$$
\begin{align*}
H^{0}(t) u_{l} & =\sum_{k=0}^{n-1} c_{k} e^{-E_{k} t} \chi_{k} \chi_{k}^{*} u_{l}=c_{l} e^{-E_{l} t} \chi_{l} \\
& =e^{-E_{l}\left(t-\tau_{0}\right)} c_{l} e^{-E_{l} \tau_{0}} \chi_{l}  \tag{3.16}\\
& =e^{-E_{l}\left(t-\tau_{0}\right)} H^{0}\left(\tau_{0}\right) u_{l}
\end{align*}
$$

Thus, the GEVP Eq. (3.14) is solved by

$$
\begin{equation*}
\Lambda_{k}^{0}\left(t, \tau_{0}\right)=e^{-E_{k}\left(t-\tau_{0}\right)}, \quad v_{k} \propto u_{k} \tag{3.17}
\end{equation*}
$$

Moreover, much like in the case of the GEVM we get the orthogonality

$$
\begin{equation*}
\left(u_{l}, H^{0}(t) u_{k}\right)=c_{l} e^{-E_{l} t} \delta_{l k}, \quad k, l \in\{0, \ldots, n-1\} \tag{3.18}
\end{equation*}
$$

for all $t$-values, because $H^{0}(t) u_{k} \propto \chi_{k}$.

## Global PGEVM

In practice, there are two distinct ways to solve the GEVP Eq. 3.14 : one can fix $\tau_{0}$ and determine $\Lambda_{k}^{0}\left(\tau_{0}, t\right)$ as a function of $t$. In this case the solution Eq. 3.17) indicates that for each $k$ the eigenvalues decay exponentially in time. On the other hand, one can fix $\delta t=t-\tau_{0}$ and determine $\Lambda_{k}^{0}\left(\tau_{0}, \delta t\right)$ as a function of $\tau_{0}$. In this case the solution Eq. 3.17) reads

$$
\Lambda_{k}^{0}\left(\tau_{0}, \delta t\right)=e^{-E_{k} \delta t}=\mathrm{const}
$$

because $\delta t$ is fixed.
The latter approach allows to formulate a global PGEVM. Observing that the matrices $\chi$ do not depend on $\tau_{0}$, one can reformulate the GEVP Eq. (3.14) as follows

$$
\begin{equation*}
\sum_{\tau_{0}} H^{0}\left(\tau_{0}+\delta t\right) v_{l}=\Lambda_{l}^{0}(\delta t) \sum_{\tau_{0}} H^{0}\left(\tau_{0}\right) v_{l} \tag{3.19}
\end{equation*}
$$

since $\Lambda_{k}^{0}$ does not depend on $\tau_{0}$. However, this works only as long as there are only $n$ states contributing and all these $n$ states are resolved by the PGEVM, as will become clear below. If this is not the case, pollutions and resolved states will change roles at some intermediate $\tau_{0}$-value.

## Effects of Additional States

Next, we ask the question what corrections to the above result we expect if there are more than $n$ states contributing, i.e. a correction term

$$
\begin{equation*}
C^{1}(t)=\sum_{k=n}^{\infty} c_{k} e^{-E_{k} t} \tag{3.20}
\end{equation*}
$$

to the correlator and a corresponding correction to the Hankel matrix

$$
\epsilon H_{i j}^{1}(t)=\sum_{k=n}^{\infty} C^{1}(t+i+j)
$$

(We have set $\Delta=1$ for simplicity.) We assume that we work at large enough $t$ such that these corrections can be considered as a small perturbation. Then it turns out that the results of Refs. 65, 66 apply directly to the PGEVM and all systematics are identical (Eq. (3.8) or Eq. (3.10).

However, there is one key difference between GEVM and PGEVM. The GEVM with periodic boundary conditions is not able to distinguish the forward and backward propagating terms in

$$
c\left(e^{-E t} \pm e^{-E(T-t)}\right)
$$

as long as they come with the same amplitude. In fact, the eigenvalue $\lambda^{0}$ will in this case also be a cosh or sinh 114. In contrast, the PGEVM can distinguish these two terms. As a consequence, the backward propagating part needs to be treated as a perturbation like excited states and $\Lambda^{0}$ is no longer expected to have a cosh or sinh functional form in the presence of periodic boundary conditions.

This might seem to be a disadvantage at first sight. However, we will see that this does not necessarily need to be the case.

Concerning the size of corrections there are two regimes to consider [66]: when $\tau_{0}$ is fixed at small or moderately large values and $\Lambda$ is studied as a function of $t \rightarrow \infty$ the corrections of the form Eq. 3.8 apply 65. When, on the other hand, $\tau_{0}$ is fixed but $\tau_{0} \geq t / 2$ is chosen and the effective masses Eq. (3.3) of the eigenvalues are studied, corrections are reduced to $\mathcal{O}\left(e^{-\Delta E_{n, l} t}\right)$ with $\Delta E_{m, n}=E_{m}-E_{n} 66$.
$\tau_{0} \geq t / 2$ is certainly fulfilled if we fix $\delta t$ to some (small) value. However, for this case $\Lambda^{0}\left(t, \tau_{0}\right)$ is expected to be independent of both, $t$ and $\tau_{0}$ when ground state dominance is reached and $M_{\text {eff }}$ is, thus, not applicable. Therefore, we define alternative effective masses

$$
\begin{equation*}
\tilde{M}_{\mathrm{eff}, l}\left(\delta t, \tau_{0}\right)=-\frac{\log \left(\Lambda_{l}\left(\delta t, \tau_{0}\right)\right)}{\delta t} \tag{3.21}
\end{equation*}
$$

and apply the framework from Ref. 66 to determine deviations of $\tilde{M}_{\text {eff }, l}$ from the true $E_{l}$. The authors of Ref. 66] define $\epsilon=e^{-\left(E_{n}-E_{n-1}\right) \tau_{0}}$ and expand

$$
\begin{equation*}
\Lambda_{l}=\Lambda_{l}^{0}+\epsilon \Lambda_{l}^{1}+\epsilon^{2} \Lambda_{l}^{2}+\ldots \tag{3.22}
\end{equation*}
$$

where we denote the eigenvalues of the full problem as $\Lambda\left(t, \tau_{0}\right)$. Already from here it is clear that in the situation with $\delta t$ fixed and $\tau_{0} \rightarrow \infty$ the expansion parameter $\epsilon$ becomes arbitrarily small. Simultaneously with $\tau_{0}$ also $t \rightarrow \infty$. The first order correction (which is dominant for $\tau_{0} \geq t / 2$ ) to $\Lambda_{l}$ reads

$$
\begin{align*}
\Lambda_{l}\left(\delta t, \tau_{0}\right)=e^{-E_{l} \delta t} & +\frac{c_{n}}{c_{l}} e^{-\left(\Delta E_{n, l}\right) \tau_{0}}  \tag{3.23}\\
& \times\left(e^{-\Delta E_{n, l} \delta t}-1\right) c_{l, n}
\end{align*}
$$

with the definition of $\Delta E_{m, n}$ from above and constant coefficients

$$
c_{l, n}=\left(v_{l}^{0}, \chi_{n}\right)\left(\chi_{n}, v_{l}^{0}\right)
$$

These corrections are decaying exponentially in $\tau_{0}$ with a decay rate determined by $\Delta E_{n, l}$ as expected from Ref. [66]. For the effective energies we find

$$
\begin{align*}
\tilde{M}_{\mathrm{eff}, l}\left(\delta t, \tau_{0}\right) \approx E_{l} & +\frac{c_{n}}{c_{l}} e^{-\left(\Delta E_{n, l}\right) \tau_{0}}  \tag{3.24}\\
& \times\left(e^{E_{l} \delta t}-e^{-E_{n} \delta t}\right) \frac{c_{l, n}}{\delta t}
\end{align*}
$$

likewise with corrections decaying exponentially in $\tau_{0}$, again with a rate set by $\Delta E_{n, l}$.

### 3.2.4 Combining GEVM and PGEVM

There is one straightforward way to combine GEVM and PGEVM: we noted already above that the principal correlators of the GEVM are again a sum of exponentials, and, hence, the PGEVM can be applied to them. This means a sequential application of first the GEVM with a correlator matrix of size $n_{0}$ to determine principal correlators $\lambda_{k}$ and then of the PGEVM with size $n_{1}$ and the $\lambda_{k}$ 's as input, which we denote as GEVM/PGEVM. This combination allows us to work with two relatively small matrices, which might help to stabilise the method numerically. Moreover, the PGEVM is applied only for the respective ground states in the principal correlators and only relatively small values of $n_{1}$ are needed.

An additional advantage lies in the fact that $\lambda_{k}$ is a sum of exponentials with only positive coefficients, because it represents a correlation function with identical operators at source and sink. As a consequence, the Hankel matrix $H^{0}$ is positive definite.

### 3.2.5 Generalised Pencil of Function (GPOF)

For certain cases, the PGEVM can actually be understood as a special case of the generalised pencil-of-function (GPOF) method, see Refs. $115-118$ and references therein. Making use of the time evolution operator, we can define a new operator

$$
\begin{equation*}
\hat{O}_{\Delta t}\left(t^{\prime}\right) \equiv \hat{O}\left(t^{\prime}+\Delta t\right)=\exp (H \Delta t) \hat{O}\left(t^{\prime}\right) \exp (-H \Delta t) \tag{3.25}
\end{equation*}
$$

This allows us to write

$$
\begin{equation*}
\left\langle\hat{O}_{i}\left(t^{\prime}\right) \hat{O}_{j}^{\dagger}\left(t^{\prime}+t+\Delta t\right)\right\rangle=\left\langle\hat{O}_{i}\left(t^{\prime}\right) \hat{O}_{\Delta t, j}^{\dagger}\left(t^{\prime}+t\right)\right\rangle \tag{3.26}
\end{equation*}
$$

which is the same as $C_{i j}(t+\Delta t)$. Using $i=j$ and the operators $O_{i}, O_{\Delta t, i}, O_{2 \Delta t, i}, \ldots$ one defines the PGEVM based on a single correlation function. Note, however, that the PGEVM is more general as it is also applicable to sum of exponentials not stemming from a two-point function.

The generalisation is now straightforward by combining $\hat{O}_{i}$ and $\hat{O}_{m \Delta t, i}$ for $i=0, \ldots, n_{0}-1$ and $m=0, \ldots, n_{1}-1$. These operators define a Hankel matrix $\mathcal{H}^{0}$ with size $n_{1}$ of correlator matrices of size $n_{0}$ as follows ( $\Delta=1$ for simplicity)

$$
\begin{equation*}
\mathcal{H}_{\alpha \beta}^{0}=\sum_{k=0}^{n^{\prime}-1} e^{-E_{k} t} \eta_{k \alpha} \eta_{k \beta}^{*}, \tag{3.27}
\end{equation*}
$$

with

$$
\begin{equation*}
\left(\eta_{k}\right)_{i n_{0}+j}=e^{-E_{k} i} \psi_{k j} \tag{3.28}
\end{equation*}
$$

for $j=0, \ldots, n_{0}-1$ and $i=0, \ldots, n_{1}-1$. Then $n^{\prime}=n_{0} \cdot n_{1}$ is the number of energies that can be resolved. $\mathcal{H}$ is hermitian, positive definite and the same derivation as the one from the previous subsection leads to the GEVP

$$
\mathcal{H}^{0}(t) v_{k}=\Lambda_{k}\left(t, \tau_{0}\right) \mathcal{H}^{0}\left(\tau_{0}\right) v_{k}
$$

with solutions

$$
\Lambda_{k}^{0}\left(t, \tau_{0}\right)=e^{-E_{k}\left(t-\tau_{0}\right)}
$$

In this case the matrix $\mathcal{H}^{0}$ is positive definite, but potentially large, which might lead to numerical instabilities. This can be alleviated by using only for a limited subset of operators $\hat{O}_{i}$ their shifted versions $\hat{O}_{m \Delta t, i}$, preferably for those $\hat{O}_{i}$ contributing the least noise.

Note that with $\Delta t=0$ GPOF defines the GEVM. Therefore, GPOF is a generalisation of both, GEVM and PGEVM. We also remark that without noise, GEVM/PGEVM with $n_{0}$ and $n_{1}$ is exactly equivalent to GPOF with $n^{\prime}=n_{0} \cdot n_{1}$. However, with noise this is no longer the case.

### 3.3 Numerical Implementation

In case the Hankel matrix $H^{0}$ is positive definite, one can compute the Cholesky decomposition $C\left(t_{0}\right)=L \cdot L^{T}$. Then one solves the ordinary eigenvalue problem

$$
L^{-1} C(t) L^{-T} w_{k}=\lambda_{k} w_{k}
$$

with $w_{k}=L^{T} v_{k}$.
If this is not the case, the numerical solution of the PGEVM can proceed along two lines. The first is to compute the inverse of $H^{0}\left(\tau_{0}\right)$ for instance using a QR-decomposition and then solve the ordinary eigenvalue problem for the matrix $A=H^{0}\left(\tau_{0}\right)^{-1} H^{0}(t)$. Alternatively, one may take advantage of the symmetry of both $H^{0}(t)$ and $H^{0}\left(\tau_{0}\right)$. One diagonalises both $H^{0}(t)$ and $H^{0}\left(\tau_{0}\right)$ with diagonal eigenvalue matrices $\Lambda_{t}$ and $\Lambda_{\tau_{0}}$ and orthogonal eigenvector matrices $U_{t}$ and $U_{\tau_{0}}$. Then, the eigenvectors of the generalised problem are given by the matrix

$$
U=U_{\tau_{0}} \Lambda_{\tau_{0}}^{-1 / 2} U_{t}
$$

and the generalised eigenvalues read

$$
\Lambda=U^{T} H^{0}(t) U
$$

Note that $U$ is in contrast to $U_{t}$ and $U_{\tau_{0}}$ not orthogonal.

### 3.3.1 Algorithms for sorting GEVP states

Solving the generalized eigenvalue problem in Eq. (3.6) for an $n \times n$ correlation function matrix $C(t)$ (or Hankel matrix $H$ ) with $t>t_{0}$, results in an a priori unsorted set $\left\{s_{k}(t) \mid k \in[0, \ldots, n-1]\right\}$ of states $s_{k}(t)=\left(\lambda_{k}\left(t, t_{0}\right), v_{k}\left(t, t_{0}\right)\right)$ on each timeslice $t$ defined by an eigenvalue $\lambda_{k}\left(t, t_{0}\right)$ and an eigenvector $v_{k}\left(t, t_{0}\right)$. In the following discussion we assume that the initial order of states is always fixed on the very first timeslice $t_{0}+1$ by sorting the states by eigenvalues, i.e. choosing the label $n$ by requiring $\lambda_{0}\left(t_{0}+1, t_{0}\right)>\lambda_{1}\left(t_{0}+1, t_{0}\right)>\ldots>\lambda_{n-1}\left(t_{0}+1, t_{0}\right)$, s.t. the vector of states reads $\left(s_{0}\left(t_{0}+1\right), \ldots, s_{n-1}\left(t_{0}+1\right)\right)$.

After defining the initial ordering of states, there are many different possibilities to sort the remaining states for $t>t_{0}$. In general, this requires a prescription that for any unsorted vector of states $\left(s_{(k=0)}(t), \ldots, s_{(k=n-1)}(t)\right)$ yields a re-ordering $s_{\epsilon(k)}(t)$ of its elements. The permutation
$\epsilon(k)$ may depend on some set of reference states $\left(s_{0}(\tilde{t}), \ldots, s_{n-1}(\tilde{t})\right)$ at time $\tilde{t}$ which we assume to be in the desired order. However, for the algorithms discussed here, such explicit dependence on a previously determined ordering at a reference time $\tilde{t}$ is only required for eigenvector-based sorting algorithms. Moreover, $\tilde{t}$ does not necessarily have to equal $t_{0}+1$. In fact, the algorithms discussed below are in practice often more stable for choosing e.g. the previous timeslice $t-1$ to determine the order of states at $t$ while moving through the available set of timeslices in increasing order.

## Sorting by eigenvalues

This is arguably the most basic way of sorting states; it simply consists of repeating the ordering by eigenvalues that is done at $t_{0}$ for all other values of $t$, i.e. one chooses $\epsilon(k)$ independent of any reference state and ignoring any information encoded in the eigenvectors, s.t.

$$
\begin{equation*}
\lambda_{0}\left(t, t_{0}\right)>\lambda_{1}\left(t, t_{0}\right)>\ldots>\lambda_{n-1}\left(t, t_{0}\right) \tag{3.29}
\end{equation*}
$$

The obvious advantage of this method is that it is computationally fast and trivial to implement. However, it is not stable under noise which can lead to a rather large bias and errors in the large- $t$ tail of the correlator due to incorrect tracking of states. This is an issue for systems with a strong exponential signal-to-noise problem (e.g. the $\eta, \eta^{\prime}$-system) as well as for large system sizes $n$. Moreover, the algorithm fails by design to correctly track crossing states, which causes a flipping of states at least in an unsupervised setup and tends to give large point errors around their crossing point in $t$.

## Simple sorting by eigenvectors

Sorting algorithms relying on eigenvectors instead of eigenvalues generally make use of orthogonality properties. A simple method is based on computing the scalar product

$$
\begin{equation*}
c_{k l}=\left\langle v_{l}(\tilde{t}), v_{k}(t)\right\rangle \tag{3.30}
\end{equation*}
$$

where $v_{l}(\tilde{t})$ denote eigenvectors of some (sorted) reference states $s_{l}(\tilde{t})$ at $\tilde{t}<t$ and $v_{k}(t)$ belongs to a state $s_{k}(t)$ that is part of the set which is to be sorted. For all values of $k$ one assigns $k \rightarrow \epsilon(k)$, s.t. $\left|c_{k l}\right| \stackrel{!}{=} \max$. If the resulting map $\epsilon(k)$ is a permutation the state indexing at $t$ is assigned according to $s_{k}(t) \rightarrow s_{\epsilon(k)}(t)$. Otherwise sorting by eigenvalues is used as a fallback.

This method has some advantages over eigenvalue-based sorting methods: It can in principle track crossing states and flipping or mixing of states in the presence of noise are less likely to occur. The latter is especially an issue for resampling (e.g. bootstrap or jackknife), i.e. if state assignment fails only on a subset of samples for some value(s) of $t$, leading to large point errors and potentially introducing a bias. On the downside, the resulting order of states from this method is in general not unambiguous for systems with $n>2$ and the algorithm is not even guaranteed to yield a valid permutation $\epsilon(k)$ for such systems in the presence of noise, hence requiring a fallback.

## Exact sorting by eigenvectors

Any of the shortcomings of the aforementioned methods are readily avoided by an approach that uses volume elements instead of scalar products. This allows to obtain an unambiguous state
assignment based on (globally) maximized orthogonality. The idea is to consider the set of all possible permutations $\{\epsilon(k)\}$ for a given $n \times n$ problem and compute

$$
\begin{align*}
& c_{\epsilon}=\prod_{k} \mid \operatorname{det}\left(v_{\epsilon(0)}(\tilde{t}), \ldots, v_{\epsilon(k-1)}(\tilde{t})\right.  \tag{3.31}\\
&\left.\quad v_{k}(t), v_{\epsilon(k+1)}(\tilde{t}), \ldots, v_{\epsilon(n-1)}(\tilde{t})\right) \mid
\end{align*}
$$

for each $\epsilon$. This can be understood as assigning a score for how well each individual vector $v_{k}(t)$ fits into the set of vectors at the reference timeslice $\tilde{t}$ at a chosen position $\epsilon(k)$ and computing a global score for the current permutation $\epsilon$ by taking the product of the individual scores for all vectors $v_{k}(t)$. The final permutation is then chosen s.t. $c_{\epsilon} \stackrel{!}{=} \max$.

Unlike the method using the scalar product, this method is guaranteed to always give a unique solution, which is optimal in the sense that it tests all possible permutations and picks the global optimum. Therefore, the algorithm is most stable under noise and well suited for systems with crossing states. Empirically, this results in e.g. the smallest bootstrap bias at larger values of $t$ compared to any other method described here. A minor drawback of the approach is that it is numerically more expensive due to the required evaluations of (products of) volume elements instead of simple scalar products. However, this becomes only an issue for large system sizes and a large number of bootstrap (jackknife) samples.

We remark that another, numerically cheaper method leading to a definite state assignment can be obtained by replacing the score function in Eq. (3.31) by

$$
\begin{equation*}
c_{\epsilon}=\prod_{k}\left|\left(v_{k}(\tilde{t}) \cdot v_{\epsilon(k)}(t)\right)\right| . \tag{3.32}
\end{equation*}
$$

For a $2 \times 2$ problem both methods give identical results. However, for the general $n \times n$ case with $n>2$ they are no longer equivalent. This is because the method based on Eq. 3.31 uses more information, i.e. the individual score for each $\epsilon(k)$ entering the product on the r.h.s. is computed against $(n-1)$ vectors on the reference time-slice instead of just a single vector as it is the case for the method based on the scalar product.

## Sorting by minimal distance

While the methods discussed above work all fine for the standard case where the GEVP is solved with fixed time $t_{0}$ (or $\tau_{0}$ ) and $\delta t$ is varied, the situation is different for $\tilde{M}_{\text {eff }}$ with $\delta t$ fixed: there are $t$-values for which it is numerically not easy to separate wanted states from pollutions, because they are of very similar size in the elements of the sum of exponentials entering at these specific $t$-values. However, when looking at the bootstrap histogram of all eigenvalues, there is usually a quite clear peak at the expected energy value for all $t$-values with not too much noise.

Therefore, we implemented an alternative sorting for this situation which goes by specifying a target value $\xi$. Then we chose among all eigenvalues for a bootstrap replicate the one which is closest to $\xi$. The error is computed from half of the $16 \%$ to $84 \%$ quantile distance of the bootstrap distribution and the central value as the mean of $16 \%$ and $84 \%$ quantiles. For the central value one could also use the median, however, we made the above choice to have symmetric errors.

This procedure is much less susceptible to large outliers in the bootstrap distribution, which
appear because of the problem discussed at the beginning of this sub-section.
For the numerical experiments shown below we found little to no difference in between sorting by eigenvalues and any of the sorting by vectors. Thus, we will work with sorting by eigenvalues for all cases where we study $\Lambda_{l}\left(t, \tau_{0}\right)$ with $\tau_{0}$ fixed. On the other hand, specifying a target value $\xi$ and sort by minimal distance turns out to be very useful for the case $\Lambda_{l}\left(\delta t, \tau_{0}\right)$ with $\delta t$ fixed. As it works much more reliably than the other two approaches, we use this sorting by minimal distance for the $\delta t$ fixed case throughout this paper.

The methods used in this paper are fully implemented in a R package called hadron [9], which is freely available software.

### 3.4 Numerical Experiments



Figure 3.1: Effective energies from the PGEVM with $n=2$ applied to synthetic data containing three states with $\Delta=1$. Open symbols correspond to $\tilde{M}_{\text {eff }}$ Eq. 3.21) of the Prony principal correlator with $\tau_{0}$ fixed, while filled symbols are for $\delta t$ fixed. In the left panel we show the ground state with $k=0$, in the right one the first excited state, both for different choices of $\tau_{0}$.

In this section we first apply the PGEVM to synthetic data. With this we investigate whether additional states not accounted for by the size of the Prony GEVP lead to the expected distortions in the principal correlators and effective masses. At this stage the energy levels and amplitudes are not necessarily chosen realistically, because we would first like to understand the systematics.

In a next step we apply the combination of GEVM and PGEVM to correlator matrices from lattice QCD simulations. After applying the framework to the pion, we have chosen two realistic examples, the $\eta$-meson and the $\rho$-meson.

### 3.4.1 Synthetic Data

As a first test we apply the PGEVM alone to synthetic data. We generate a correlator

$$
\begin{equation*}
C_{s}(t)=\sum_{k=0}^{2} c_{k} e^{-E_{k} t} \tag{3.33}
\end{equation*}
$$



Figure 3.2: Effective $E$ minus the exact ground state energy $E_{0}=0.125$ for $k=0$ and $E_{1}=0.3$ for $k=1$ as a function of $t$ on a logarithmic scale for $\Delta=1$. Filled symbols correspond to $\tilde{M}_{\text {eff }}$ Eq. (3.21) with $\delta t=1$ fixed, open symbols to $M_{\text {eff }}$ Eq. (3.3) for $\tau_{0}=10$ fixed.
containing three states with $E_{k}=(0.125,0.3,0.5), k=0,1,2$ and $t \in\{0, \ldots, 48\}$. The amplitudes $c_{k}$ have been chosen all equal to 1 .

We apply the PGEVM to this correlator $C_{s}$ with $n=2$. This allows us to resolve only two states and we would like to see how much the third state affects the two extracted states. The result is plotted in Figure 3.1. We plot $\tilde{M}_{\text {eff }}$ of Eq. 3.21) as a function of $t$, filled symbols correspond to $\delta t=1$ fixed. Open symbols correspond to $\tau_{0}$ fixed with values $\tau_{0}=1,5$ and $\tau_{0}=10$. In the left panel we show the ground state $k=0$, in the right one the second state $k=1$ resolved by the PGEVM. The solid lines represent the input values for $E_{0}$ and $E_{1}$, respectively.

One observes that the third state not resolved by the PGEVM leads to pollutions at small values of $t$. These pollutions are clearly larger for the case of fixed $\tau_{0}$, as expected from our discussion in section 3.2 The relative size of the pollutions is much larger in the second state with $k=1$ than in the state with $k=0$, which is also in line with the expected pollution.

We remark in passing that the not shown values for $M_{\text {eff }}$ of Eq. (3.3) of the eigenvalue $\Lambda_{k}\left(t, \tau_{0}\right)$ at fixed $\tau_{0}$ are almost indistinguishable on the scale of Figure 3.1 from $\tilde{M}_{\text {eff }}$ with $\delta t$ fixed. For the tiny differences and the influence of $\tau_{0}$ thereon see Figures 3.2 and 3.3 .

In Eq. 3.24 we have discussed that we expect corrections in $\tilde{M}_{\text {eff }}$ and $M_{\text {eff }}$ to decay exponentially in $t=\delta t+\tau_{0}$. We can test this by subtracting the exactly known energy $E_{k}$ from the PGEVM results. Therefore, we plot in Figure 3.2 effective masses minus the exact $E_{k}$ values as a function of $t$. Filled symbols correspond to $\tilde{M}_{\text {eff }}$ with $\delta t=1$ and open symbols (only $k=0$ ) to $M_{\text {eff }}$ with $\tau_{0}=10$. The asymptotically exponential convergence in $t$ is nicely visible for both effective mass definitions and also for $k=0$ and $k=1$. For $\tilde{M}_{\text {eff }}$ the decay rate is to a good approximation $E_{2}-E_{0}$ for $k=0$ and $E_{2}-E_{1}$ for $k=1$, respectively, as expected from Eq. (3.24). For $M_{\text {eff }}$ the asymptotic logarithmic decay rate is approximately $E_{1}-E_{0}$ and, thus, worse as expected from Eq. (3.8).

So far we have worked solely with $\Delta=1$. In Figure 3.3 we investigate the dependence of $\tilde{M}_{\text {eff }}$ and $M_{\text {eff }}$ on $\Delta$ : we plot $E-E_{0}$ on a logarithmic scale as a function of $t$ for $\Delta=1$ and $\Delta=4$. While $\Delta$ has no influence on the convergence rate, it reduces the amplitude of the pollution for


Figure 3.3: $E-E_{0}$ for $k=0$ on a logarithmic scale as a function of $t$ for different values of $\Delta$. Filled symbols correspond to $\tilde{M}_{\text {eff }}$ with $\delta t=1$ fixed, open symbols to $M_{\text {eff }}$ for $\tau_{0}=1$ fixed.
both $\tilde{M}_{\text {eff }}$ and $M_{\text {eff }}$ by shifting the data points to the left. The reason is that a larger $\Delta$ allows to reach larger times in the Hankel matrices at the same $t$. A smaller $\Delta$ on the other hand allows to go to larger $t$, thus the advantage of increased $\Delta$ is negligible.

In order to see the effect of so-called back-propagating states, we next investigate a correlator

$$
\begin{equation*}
C_{s}(t)=\sum_{k=0}^{2} c_{k}\left(e^{-E_{k} t}+\delta_{k 0} e^{-E_{k}(T-t)}\right) \tag{3.34}
\end{equation*}
$$

with a back-propagating contribution to the ground state $E_{0}$ only (see also Ref. 119 ). Energies are chosen as $E_{i}=(0.45,0.6,0.8)$ and the amplitudes are $c_{i}=(1,0.1,0.01)$ with $T=96$. The result for the ground state effective energy determined from the PGEVM principal correlator is shown in Figure 3.4 We show $M_{\text {eff }}$ from the principal correlator for $\tau_{0}=10$ fixed as open red symbols. The filled symbols correspond to $\tilde{M}_{\text {eff }}$ for $k=0$ and $k=1$ with $\delta t=1$ fixed. Both is again for $\Delta=1$.

One observes a downward bending of the two $k=0$ effective masses starting around $t=28$. The difference between $\tau_{0}$ fixed and $\delta t$ fixed is only visible in the $t$-range where the bending becomes significant. Obviously, in this region the contribution of the forward and backward propagating states becomes comparable in size, while the state with $k=2$ becomes negligible. Interestingly, for $\delta t=1$ fixed the state of interest is then contained in the $k=1$ state while the $k=0$ states drop to the state with energy $-E_{0}$ (not visible in the figure). The (not fully shown) state with $k=1$ decays from a value 0.65 towards 0.6 in the time range from 0 to about 30 , after which it abruptly drops to a value of about 0.45 , which is visible in the figure.

It becomes clear that there is an intermediate region in $t$, in this case from $t=28$ to $t=38$, where the different contributions to the correlator cannot be clearly distinguished by the PGEVM using $\tilde{M}_{\text {eff }}$. Around $t=28$ contributions by the $k=2$ state have become negligible, while the backward propagating state becomes important. At this point the state with $k=1$ becomes the pollution and the PGEVM resolves forward and backward propagating states. This transition will also be visible for the lattice QCD examples discussed next.


Figure 3.4: Effective energies as a function of $t$ for synthetic data including a backpropagating state for the $k=0$ ground state obtained by the PGEVM with $\Delta=1$. Filled symbols correspond to $\tilde{M}_{\text {eff }}$ with $\delta t=1$ fixed and open symbols to $M_{\text {eff }}$ with $\tau_{0}=10$ fixed.

### 3.4.2 Lattice QCD Examples

As a first lattice QCD example we start with the charged pion, which gives rise to one of the cleanest signals in any correlation function extracted from lattice QCD simulations. In particular, the signal to noise ratio is independent of $t$. From now on quantities are given in units of the lattice spacing $a$, i.e. $a E, a M, t / a, \ldots$ are dimensionless real numbers. However, for simplicity we set $a=1$.

The example we consider is the B55.32 ensemble generated with $N_{f}=2+1+1$ dynamical quark flavours by ETMC [120] at a pion mass of about 350 MeV . For details on the ensemble we refer to Ref. [120]. The correlation functions for the pion have been computed with the so-called one-end-trick and spin dilution, see Ref. 121 on 4996 gauge configurations. The time extent is $T=64$ lattice points, the spatial one $L=T / 2$.

## Pion

We look at the single pion two-point correlation function $C_{\pi}^{l l}(t)$ computed with local sink and local source using the standard operator $\bar{u} i \gamma_{5} d$ projected to zero momentum. Since the pion is relatively light, the backpropagating state due to periodic boundary conditions is important. For this reason, we compute the cosh effective mass from the ratio

$$
\begin{equation*}
\frac{C_{\pi}^{l l}(t+1)}{C_{\pi}^{l l}(t)}=\frac{e^{-E_{\pi}(t+1)}+e^{-E_{\pi}(T-(t+1))}}{e^{-E_{\pi} t}+e^{-E_{\pi}(T-t)}} \tag{3.35}
\end{equation*}
$$

by solving numerically for $E_{\pi}$. The corresponding result is shown as red circles in Figure 3.5 as a function of $t$. The effective masses $M_{\text {eff }}$ computed from the PGEVM principal correlator with $\tau_{0}=2, n=2$ and $\Delta=1$ fixed are shown as blue squares. One observes that excited states are reduced but the pollution by the backward propagating state ruins the plateau. As green diamonds we show the $\tilde{M}_{\text {eff }}$ for the principal correlator with $\delta t=1, n=2$ and $\Delta=2$ fixed. Here, we used a target value $\xi=0.16$ - chosen by eye - to identify the appropriate state during


Figure 3.5: Effective energies $a E$ as a function of $t$ computed from the local-local two-point pion correlation function on ensemble B55.32. The red circles represent the cosh effective masses Eq. 3.35) computed from the single twopoint correlator directly. The blue squares are the effective masses $M_{\text {eff }}$ computed from the PGEVM principal correlator with $\tau_{0}=2$ and $n=2$ fixed. The green diamonds represent $\tilde{M}_{\text {eff }}$ computed from the PGEVM principal correlator with $\delta t=1$ and $n=2$ fixed. The dashed line represents the mean value of a fit with a two parameter cosh model to the original correlator.
resampling, see section 3.3.1 The plateau starts as early as $t=5$, there is an intermediate region where forward and backward propagating states contribute similarly, and there is a region for large $t$, where again the ground state is identified. The apparent jump in the data at $t=11$ is related to coupling to a different state than on previous timeslices and is accompanied by a large error because the sorting of states is performed for each bootstrap sample. Coupling to a different state is allowed for the method with fixed $\delta t$ as the $\tau_{0}$ of the GEVP changes for every timeslice. In fact, this feature is a key difference to the methods with fixed $\tau_{0}$ for which the set of states is unambiguously determined by the initial choice of $\tau_{0}$, see the discussion in section 3.3.1.


Figure 3.6: Effective energies $a E$ as a function of $t$ computed from the local-local twopoint pion correlation function on ensemble B55.32. We show effective masses $M_{\text {eff }}$ of the PGEVM principal correlators with $k=0$ and $k=1$ and $\tau_{0}=17$ and $n=2$ fixed.

Once all the excited states have become negligible, the PGEVM can also resolve both forward and backward propagating states (see also Ref. [117]). For the example at hand this is shown in Figure 3.6 with $\tau_{0}=17$ and $n=2$ fixed. For this to work it is important to chose $\tau_{0}$ large enough, such that excited states have decayed sufficiently. Interestingly, the noise is mainly projected into the state with negative energy.


Figure 3.7: Like Figure 3.5, but starting with a GEVM principal correlator.
In Figure 3.7 we visualise the improvement realised by combining GEVM with PGEVM. Starting with a $2 \times 2$ correlator matrix built from local and fuzzed operators, we determine the GEVM principal correlator $\lambda_{0}(t)$ using $t_{0}=1$. The cosh effective mass of $\lambda_{0}$ is shown as red circles in Figure 3.7. In green we show $\tilde{M}_{\text {eff }}$ of the PGEVM principal correlator $\Lambda_{0}$ obtained with $\delta t=1$, $n_{1}=2$ and $\Delta=2$ fixed.


Figure 3.8: Density of bootstrap replicates for $\tilde{M}_{\text {eff }}$ at different $t$-values for the data of Figure 3.7

Compared to Figure 3.7, the plateau in $\tilde{M}_{\text {eff }}$ starts as early as $t=3$. However, in particular at larger $t$-values the noise is also increased compared to the PGEVM directly applied to the original correlator. It should be clear that the pion is not the target system for an analysis combining GEVM and PGEVM, because its energy levels can be extracted without much systematic un-

|  | $t_{1}$ | $t_{2}$ | $\Delta$ | $M_{\pi}$ | $\chi_{\text {red }}^{2}$ |
| :--- | ---: | ---: | ---: | ---: | ---: |
| $M_{\text {eff }}$ of $C_{\pi}^{l l}$ | 15 | 30 | - | $0.15567(12)$ | 1.17 |
| $\tilde{M}_{\text {eff }}$ of PGEVM | 4 | 20 | 1 | $0.15539(25)$ | 1.00 |
| $\tilde{M}_{\text {eff }}$ of GEVM/PGEVM | 3 | 20 | 2 | $0.15569(25)$ | 0.66 |

Table 3.1: Results for $M_{\pi}$ of fits to various pion effective energies, see red circles and green diamonds of Figure 3.5 for the first two rows and green diamonds of Figure 3.6 for the third row. The fit ranges are $\left[t_{1}, t_{2}\right]$.
certainty directly from the original correlator. However, it serves as a useful benchmark system, where one can also easily check for correctness.

In Figure 3.8 we plot the (interpolated) bootstrap sample densities of $\tilde{M}_{\text {eff }}$ for three $t$-values: $t=4, t=10$ and $t=15$. They correspond to the green diamonds in Figure 3.7. One observes that at $t=4$ the distribution is approximately Gaussian. At $t=15$ the situation is similar, just that the distribution is a bit skew towards larger $\tilde{M}_{\text {eff }}$-values. In the intermediate region with $t=10$ there is a two peak structure visible, which is responsible for the large error. It is explained - see above - by the inability of the method with $\delta t=1$ to distinguish the different exponentials contributing to $\lambda_{0}$.

In Table 3.1 we have compiled fit results obtained for the pion: the first row corresponds to a fit to the effective mass of the correlator $C_{\pi}^{l l}$ in the fit range indicated by $t_{1}, t_{2}$, which was chosen by eye. The second row represents the fit to $\tilde{M}_{\text {eff }}$ with $\delta t=1$ fixed obtained with PGEVM on $C_{\pi}^{l l}$ directly (green diamonds in Figure 3.5). The last row is the same, but for the combination of GEVM/PGEVM (green diamonds in Figure 3.7). The agreement is very good, even though the PGEVM and GEVM/PGEVM errors are larger than the ones obtained from the correlator directly. In the last column we give the value of the correlated $\chi_{\text {red }}^{2}=\chi^{2} /$ dof, where one observes that the fits are roughly comparable in terms of fit quality.

## $\eta$-meson



Figure 3.9: Effective energies for the $\eta$-meson as a function of $t$ for the GEVM principal correlator $\lambda_{0}$ and from the GEVM/PGEVM principal correlator $\Lambda_{0}$ with $n_{1}=2$ and $n_{1}=3$, respectively. The data is for the B55.32 ETMC ensemble. The dashed horizontal line represents the result quoted in Ref. 122.

|  | $t_{1}$ | $t_{2}$ | $\Delta$ | $M_{\eta}$ | $\chi_{\text {red }}^{2}$ |
| :--- | ---: | ---: | ---: | ---: | ---: |
| $M_{\text {eff }}$ of $\lambda_{0}$ | 10 | 16 | - | $0.2467(29)$ | 0.40 |
| $M_{\text {eff }}$ of $\Lambda_{0}, t_{0}=1$ | 7 | 14 | 1 | $0.2425(38)$ | 0.10 |
| $\tilde{M}_{\text {eff }}$ of $\Lambda_{0}, \delta t=1$ | 1 | 15 | 1 | $0.2504(36)$ | 0.29 |
| Ref. 122 | - | - | - | $0.2481(08)$ |  |

Table 3.2: Results of fits to effective $\eta$ energies, see Figure 3.9. The fitrange is given by $\left[t_{1}, t_{2}\right]$.

As a next example we study the $\eta / \eta^{\prime}$ system, where due to mixing of flavour singlet and octet states the GEVM cannot be avoided in the first place. In addition, due to large contributions by fermionic disconnected diagrams the correlators are noisy making the extraction of energy levels at late Euclidean times difficult. The $\eta / \eta^{\prime}$ analysis on the B55.32 ensemble was first carried out in Refs. 122124 using a powerful method to subtract excited states we can compare to. However, this excited state subtraction method is based on some (well founded) assumptions.

The starting point is a $3 \times 3$ correlator matrix $C_{i j}^{\eta}(t)$ with light, strange and charm flavour singlet operators and local operators only. We apply the GEVM with $t_{0}=1$ and extract the first principal correlator $\lambda_{0}(t)$ corresponding to the $\eta$-state, which is then input to the PGEVM.

In Figure 3.9 we show the effective mass of the $\eta$-meson for this GEVM principal correlator $\lambda_{0}(t)$ as black circles. In addition we show as red squares the effective masses of $\Lambda_{0}$ obtained from the PGEVM applied to this principal correlator with $n_{1}=2, \tau_{0}=1$ and $\Delta=1$. The blue diamonds represent $\tilde{M}_{\text {eff }}$ of $\Lambda_{0}$ obtained with $n_{1}=3, \delta t=1$ and $\Delta=1$ fixed. The dashed horizontal line indicates the results obtained using excited state subtraction 122 . For better legibility we show the effective masses for each of the three cases only up to a certain $t_{\text {max }}$ after which errors become too large. Moreover, the two PGEVM results are slightly displaced horizontally. Note that $\tilde{M}_{\text {eff }}$ with $n_{1}=2$ is in between $\tilde{M}_{\text {eff }}$ with $n_{1}=3$ and $M_{\text {eff }}$ with $n_{1}=2$. We did not attemt a comparison here, but wanted to show the potential of the method.

One observes two things: excited state pollutions are significantly reduced by the application of the PGEVM to the GEVM principal correlator $\lambda_{0}$. However, also noise increases. But, since in the effective masses of $\lambda_{0}$ there are only 5 points which can be interpreted as a plateau, the usage of PGEVM can increase the confidence in the analysis.

In the corresponding $\eta^{\prime}$ principal correlator the noise is too large to be able to identify a plateau for any of the cases studied for the $\eta$.

In Table 3.2 we present fit results to the different $\eta$ effective masses from Figure 3.9 . The agreement among the different definitions, but also with the literature value is reasonable within errors.

## $I=1, \pi-\pi$-scattering

Finally, we investigate correlator matrices for the $I=1, \pi-\pi$-scattering. The corresponding correlator matrices were determined as part of a Lüscher analysis including moving frames and all relevant lattice irreducible representations (irreps). A detailed discussion of the framework and the theory can be found in Ref. 125. Here we use the $N_{f}=2$ flavour ensemble cA2.30.48 generated by ETMC [126, 127], to which we apply in Ref. [128] the same methodology as discussed in Ref. 125.

The first example corresponds to the ground state in the $A_{1}$ irreducible representation with


Figure 3.10: Effective energies for $I=1, \pi-\pi$-scattering as a function of $t$. Left: $A_{1}$ irrep with total momentum square equal to 1 in lattice units. Right: $T_{1 u}$ irrep with total zero momentum. In both cases the ground state energy level is shown. The dashed horizontal lines represent the fit results to $M_{\text {eff }}$ of $\lambda_{0}$, see Tables 3.3 and 3.4 .

|  | $t_{1}$ | $t_{2}$ | $a W_{\rho}$ | $\chi_{\text {red }}^{2}$ |
| :--- | ---: | ---: | ---: | ---: |
| $M_{\text {eff }}$ of $\lambda_{0}$ | 9 | 20 | $0.28411(26)$ | 0.89 |
| $M_{\text {eff }}$ of $\Lambda_{0}$ with $t_{0}=3$ | 3 | 15 | $0.28446(50)$ | 1.16 |
| $\tilde{M}_{\text {eff }}$ of $\Lambda_{0}$ with $\delta t=1$ | 1 | 20 | $0.2838(10)$ | 0.95 |

Table 3.3: Results of fits to effective energy levels for $I=1, \pi-\pi$-scattering for the $A_{1}$ irrep, see left panel of Figure 3.10 .
total squared momentum equal to 1 in units of $4 \pi^{2} / L^{2}$, for which the results are shown in the left panel of Figure 3.10. In this case the effective mass computed from the GEVM principal correlator $\lambda_{0}$ shows a reasonable plateau (black circles). The red squares show $M_{\text {eff }}$ of $\Lambda_{0}$ with $n_{1}=2, \tau_{0}=1$ and $\Delta=2$ fixed. Even though the plateau starts at earlier times, noise is increasing quickly. Actually, we no longer display the energies from $t>17$ due to too large error bars for better legibility. When using $\tilde{M}_{\text {eff }}$ with $n_{1}=3, \delta t=1$ and $\Delta=1$, a plateau can be identified from $t=1$ on and with a very reasonable signal to noise ratio.

Fit results to the effective masses for the $A_{1}$ irrep are compiled in Table 3.3. Here one notices that, despite the visually much longer plateau range, the error on the fitted mass is significantly larger for $\tilde{M}_{\text {eff }}$ than for the other two methods. The overall agreement is very good, though.

The same can be observed in the right panel of Figure 3.10 for the $T_{1 u}$ irrep. However, this time it is not straightforward to identify a plateau in $M_{\text {eff }}$ of $\lambda_{0}$ shown as black circles. Using $\tilde{M}_{\text {eff }}$ instead with $n_{1}=3, \delta t=1$ and $\Delta=1$ fixed improves significantly over the traditional effective masses.

|  | $t_{1}$ | $t_{2}$ | $a W_{\rho}$ | $\chi_{\text {red }}^{2}$ |
| :--- | ---: | ---: | ---: | ---: |
| $M_{\text {eff }}$ of $\lambda_{0}$ | 9 | 20 | $0.33680(67)$ | 2.03 |
| $\tilde{M}_{\text {eff }}$ of $\Lambda_{0}$ with $\delta t=1$ | 2 | 20 | $0.3377(16)$ | 0.86 |

Table 3.4: Results of fits to effective energy levels for $I=1, \pi-\pi$-scattering for the $T_{1 u}$ irrep, see right panel of Figure 3.10

Fit results for the $T_{1 u}$ irrep are compiled in Table 3.4. The conclusion is similar to the one from the $A_{1}$ irrep.

### 3.4.3 GPOF versus GEVM/PGEVM

As discussed in section 3.2, the sequential application of GEVM/PGEVM is equivalent to GPOF when applied to noise-free data. For data with noise, however, we experienced an advantage of GEVM/PGEVM over GPOF, which becomes larger with increasing matrix size.

While a systematic comparison is beyond the scope of this article, we show in Figure 3.11 a comparison of GPOF versus GEVM/PGEVM for the case of the $\eta$-meson. We compare $M_{\text {eff }}$ for GEVM/PGEVM with $n_{0}=3$ and $n_{1}=2$ and GPOF with $n^{\prime}=6$. For small $t$-values the agreement is very good. From $t=12$ onwards, however, the errors of GPOF are significantly larger than the ones from GEVM/PGEVM and from $t=15$ on the mean values start to differ significantly.


Figure 3.11: $M_{\text {eff }}$ of GPOF and GEVM/PGEVM compared for the $\eta$ state, see text for details.

When doubling the matrix size, the difference becomes more pronounced: while the GEVM/PGEVM effective mass stays almost unchanged compared to Figure 3.11. GPOF shows large statistical uncertainties and fluctuating mean values from small $t$-values on.

### 3.5 Discussion

In this paper we have first discussed the relation among the generalised eigenvalue, the Prony and the generalised pencil of function methods: they are all special cases of a generalised eigenvalue method. This fact allows one to discuss systematic effects stemming from finite matrix sizes used to resolve the infinite tower of states. The results previously derived for the generalised eigenvalue method 65, 66] can be transferred and generalised to the other methods. In particular, pollutions due to unresolved states decay exponentially in time.

At the beginning of the previous section we have demonstrated with synthetic data that the PGEVM works as expected. In particular, we could confirm that pollutions due to unresolved excited states vanish exponentially in $t$. This exponential convergence to the wanted state is faster
if $\tilde{M}_{\text {eff }}$ Eq. 3.21 with $\delta t$ fixed is used, as expected from the perturbative description. Increasing the footprint of the Hankel matrix by increasing the parameter $\Delta$ helps in reducing the amplitude of the polluting terms.

Still using synthetic data, we have shown that backward propagating states affect PGEVM effective energies at large times. But, PGEVM makes it also possible to distinguish forward from backward propagating states.

As a first example for data with noise we have looked at the pion. There are three important conclusions to be drawn here: first, the PGEVM can also resolve forward and backward propagating states in the presence of noise. Second, $\tilde{M}_{\text {eff }}$ computed for fixed $\delta t$ is advantageous compared to $M_{\text {eff }}$ at fixed $t_{0}$, because in this case strong effects from the backward propagating pion can be avoided. And finally, combining GEVM and PGEVM sequentially leads to a reduction of excited state contributions.

The next two QCD examples are for the $\eta$ meson and the $\rho$ meson where one must rely on the variational method. Moreover, the signal to noise ratio decays exponentially such that excited state reduction is imperative.

For the case of the $\eta$ meson the combined GEVM/PGEVM leads to increased confidence in the extracted energy levels. For the $I=1, \pi-\pi$-scattering a strong improvement is visible. The latter is likely due to the large input correlator matrix to the GEVM. This leads to a large gap relevant for the corrections due to excited states and, therefore, to small excited states in the PGEVM principal correlator.

Interestingly, for the $\rho$-meson example studied here also the signal to noise ratio in the PGEVM principal correlator at fixed $\delta t$ is competitive if not favourable compared to the effective mass of the GEVM principal correlator.

We have also introduced sorting by minimal distance, requiring an input parameter value $\xi$. It is important to have in mind that the choice of $\xi$ will influence the result and potentially introduce a bias. Moreover, this sorting is, like sorting by value, susceptible to misidentifications during resampling procedures.

Last but not least let us emphasise that the novel method presented here is not always advantageous and many other methods have been developed for the analysis of multi-exponential signals, each with their own strengths and weaknesses. We are especially referring to the recent developments of techniques based on the use of ordinary differential equations [129] and the Gardner method 63 , for the latter see appendix 3.A. Both methods are in principle capable of extracting the full energy spectrum. However, the Gardner method becomes unreliable in the case of insufficient data and precision, while we have not tested the ODE method here. But the results in Ref. 129 look promising.

### 3.6 Summary

In this paper we have clarified the relation among different methods for the extraction of energy levels in lattice QCD available in the literature. We have proposed and tested a new combination of generalised eigenvalue and Prony method (GEVM/PGEVM), which helps to reduce excited state contaminations.

We have first discussed the systematic effects in the Prony GEVM stemming from states
not resolved by the method. They decay exponentially fast in time with $\exp \left(-\Delta E_{n, l} t_{0}\right)$ with $\Delta E_{n, l}=E_{n}-E_{l}$ the difference of the first not resolved energy level $E_{n}$ and the level of interest $E_{l}$. Using synthetic data we have shown that this is indeed the leading correction.

Next we have applied the method to a pion system and discussed its ability to also determine backward propagating states, given high enough statistical accuracy, see also Ref. 117]. Together with the results from the synthetic data we could also conclude that working at fixed $\delta t$ is clearly advantageous compared to working at fixed $t_{0}$, at least for data with little noise.

Finally, looking at lattice QCD examples for the $\eta$-meson and the $\rho$-meson, we find that excited state contaminations can be reduced significantly by using the combined GEVM/PGEVM. While it is not clear whether also the statistical precision can be improved, GEVM/PGEVM can significantly improve the confidence in the extraction of energy levels, because plateaus start early enough in Euclidean time. This is very much in line with the findings for the Prony method in the version applied by the NPLQCD collaboration 69].

The GEVM/PGEVM works particularly well, if in the first step the GEVM removes as many intermediate states as possible and, thus, the gap $\Delta E_{n, l}$ becomes as large as possible in the PGEVM with moderately small $n$. The latter is important to avoid numerical instabilities in the PGEVM.
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## 3.A The Gardner method

The Gardner method is a tool for the analysis of multicomponent exponential decays. It completely avoids fits and uses Fourier transformations instead. This global approach makes it extremely powerful, but also unstable. In this section we discuss why we do not find the Gardner method applicable to correlator analysis of lattice theories.

## 3.A. 1 The algorithm

The most general form of a multicomponent exponential decaying function $f(t)$ is

$$
\begin{equation*}
f(t)=\int_{0}^{\infty} g(\lambda) \mathrm{e}^{-\lambda t} \mathrm{~d} \lambda \tag{3.36}
\end{equation*}
$$

with some integrable function $g(\lambda)$ and $t$ bound from below, WLOG $t \geq 0$. In the common discrete case we get

$$
\begin{equation*}
g(\lambda)=\sum_{i=0}^{\infty} A_{i} \delta\left(\lambda-E_{i}\right) \tag{3.37}
\end{equation*}
$$

where the $A_{i} \in \mathbb{R}$ are the amplitudes, the $E_{i}$ are the decay constants, often identified with energy levels, and $\delta$ denotes the Dirac-Delta distribution. Gardner et al. 63 proposed to multiply equation (3.36) by $t=\exp (x)$ and substitute $\lambda=\exp (-y)$ in order to obtain the convolution

$$
\begin{equation*}
\mathrm{e}^{x} f\left(\mathrm{e}^{x}\right)=\int_{-\infty}^{\infty} g\left(\mathrm{e}^{-y}\right) \exp \left(-\mathrm{e}^{x-y}\right) \mathrm{e}^{x-y} \mathrm{~d} y \tag{3.38}
\end{equation*}
$$

This equation can now easily be solved for $g(\lambda)$ using Fourier transformations. We define

$$
\begin{align*}
F(\mu) & :=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} \mathrm{e}^{x} f\left(\mathrm{e}^{x}\right) \mathrm{e}^{\mathrm{i} \mu x} \mathrm{~d} x  \tag{3.39}\\
K(\mu) & :=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} \exp \left(-\mathrm{e}^{x}\right) \mathrm{e}^{x} \mathrm{e}^{\mathrm{i} \mu x} \mathrm{~d} x  \tag{3.40}\\
& =\frac{1}{\sqrt{2 \pi}} \Gamma(1+\mathrm{i} \mu) \tag{3.41}
\end{align*}
$$

and obtain

$$
\begin{equation*}
g\left(\mathrm{e}^{-y}\right)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \frac{F(\mu)}{K(\mu)} \mathrm{e}^{-\mathrm{i} y \mu} \mathrm{~d} \mu \tag{3.42}
\end{equation*}
$$

The Fourier transformation in equation (3.40 has been solved analytically, yielding the complex Gamma function $\Gamma$.

The peaks of $g\left(\mathrm{e}^{-y}\right)$ indicate the values of the $E_{i}$ by their positions and the normalised amplitudes $A_{i} E_{i}$ by their heights. The normalisation is due to the substitution $g(\lambda) \mapsto \mathrm{e}^{-y} g\left(\mathrm{e}^{-y}\right)$.

## 3.A. 2 Numerical Precision

The Fourier integrals (3.39) and (3.42) have to be solved numerically. We used the extremely efficient algorithms double exponential formulas [140] for low frequencies $\leq 2 \pi$ and double exponential transformation for Fourier-type integrals 141 for high frequencies $\geq 2 \pi$.

These techniques allow to achieve machine precision of floating point double precision arithmetics with $\lesssim 100$ function evaluations. This however can only work as long as the result of the integral has the same order of magnitude as the maximum of the integrated function. It turns out that this is not the case for the given integrals. $F(\mu)$ decays exponentially in $\mathcal{O}\left(\exp \left(-\frac{\pi}{2}|\mu|\right)\right)$ (at the same rate as $K(\mu)$ ) if $f(t)$ follows equation 3.36). Thus, as $|\mu|$ grows, the sum of values $\mathrm{e}^{x} f\left(\mathrm{e}^{x}\right) \in \mathcal{O}(1)$ approaches zero more and more, loosing significant digits. To avoid this effect one would have to employ higher precision arithmetic.

With double precision arithmetics the values of $F(\mu)$ become completely unreliable in the region $|\mu| \gtrsim 20$ where $F(\mu)$ approaches machine precision. In practice we find that only $F(|\mu| \lesssim 10)$ is precise enough to be trusted.


Figure 3.12: Gardner method applied to $f(t)=\mathrm{e}^{-0.1 t}+2 \mathrm{e}^{-0.5 t}$. Lines are cubic splines between the calculated points and guides to the eye only. The black circles are obtained via a cubic spline to the discrete set $\{\log (f(t)) \mid t \in\{0, \ldots, 20\}\}$ with $f(t>20)=0$. The blue triangles are obtained using the exact functional form.

## 3.A. 3 Limited data

In the case relevant for this work the data is limited to a noisy time series $f(t)+\nu(t), t \in\{0, \ldots, n\}$, where $\nu(t)$ is an error. Thus we have to deal with three difficulties, namely a discrete set, a finite range and noise. Additional problems are the aforementioned limitation in precision for high frequencies and possible small gaps between decay constants $E_{i}$ that cannot be resolved. Ref. [142 summarises a large number of improvements to the Gardner method and we are going to mention the relevant ones explicitly below.

Limited precision of $F(\mu)$ at high frequencies leads to a divergence of $\frac{F(\mu)}{K(\mu)}$ and thus to a divergent integral in equation (3.42). If one does not have or want to spend the resources for arbitrary precision arithmetics, one is therefore forced to dampen the integrand in $(3.42)$. Gardner et al. 63 originally proposed to simply introduce a cut off to the integral. It turns out that this cut off leads to sinc-like oscillations of $g\left(\mathrm{e}^{-y}\right)$, i.e. a high number of slowly decaying spurious peaks. These oscillations can be removed by introducing a convergence factor of the form $\exp \left(-\frac{\mu^{2}}{2 w^{2}}\right)$ instead of the cut off [143]. The effective convolution of the exact result $g\left(\mathrm{e}^{-y}\right)$ with a Gaussian only smoothes $g\left(\mathrm{e}^{-y}\right)$ but does not introduce oscillations. We chose $w=2$ for our test runs. This choice does not always yield optimal results, but it is very stable.

Discrete data is probably easiest to compensate. The exponential of a cubic spline of $\log (f(t))$ yields a very precise interpolation of the data. Typically for test functions the relative error is less than $10^{-4}$. Usually this is far below noise level.

Finite time range is a much more severe problem. The exponential tail of $f(t)$ for $t \rightarrow \infty$ carries a lot of information, especially about the lowest decay modes. Thus extrapolation of the data essentially fixes the ground state energy which we are usually most interested in. An extrapolation of some kind is necessary, as a cut off completely obscures the result (see Figure 3.12).


Figure 3.13: Gardner method applied to $f(t)=\mathrm{e}^{-0.1 t}+2 \mathrm{e}^{-0.5 t}$. Lines are cubic splines between the calculated points and guides to the eye only. The black circles are obtained via a cubic spline to the discrete set $\left\{\log \left(f(t) \mathrm{e}^{0.05 t}\right) \mid t \in\{0, \ldots, 20\}\right\}$ with linear extrapolation. The blue triangles are obtained using the exact functional form.

For a proper extrapolation one would need to know at least the smallest $E_{i}$ in advance, removing the necessity to apply the Gardner method in the first place. In our test runs we used a linear extrapolation of the splines to the log-data.

Provencher [144] proposes to multiply the complete time series by a damping term of the form $t^{\alpha} \mathrm{e}^{-\beta t}$ with $\alpha, \beta>0$ instead of $t$. This leads to a suppression of the region beyond the data range, but it also moves the peaks of $g\left(\mathrm{e}^{-y}\right)$ closer together, thus decreasing the resolution. Still, Provencher does not remove the necessity of an extrapolation completely. In addition the method introduces two parameters that have to be tuned.

Let us remark here that, given a reliable extrapolation or very long measurement, the inverse of Provencher's method can be used to improve resolution: choose $\beta$ with $\min \left(E_{i}\right)<\beta<0$ and so separate the lowest lying peak from the others. We show the advantage of such a shift of the decay constants in Figure 3.13 .

Noisy data is not a significant problem by itself, as long as the magnitude is known. Fluctuations can be captured by the bootstrap or other error propagating methods. Severe problems arise if noise is combined with the aforementioned finite range. Then extrapolations based on the last few points (e.g. with the spline method) become very unreliable. We show this effect in Figure 3.14 where we slightly increased the value of the very last data point.

## 3.A. 4 Applicability in practice

We applied the method to some data obtained from lattice QCD simulations. With some fine tuning of $\beta$ and a sensible truncation of the data (we removed points below noise level and regions not falling monotonously) one can obtain very good results. Note especially the high resolution of the ground state in Figure 3.15, but the relevant exited states can be resolved as well.

Nevertheless we have to conclude that the Gardner method is not broadly applicable to real data commonly obtained from lattice simulations. One reason is that it requires fine tuning of


Figure 3.14: Gardner method applied to $f(t)=\mathrm{e}^{-0.1 t}+2 \mathrm{e}^{-0.5 t}$. Lines are cubic splines between the calculated points and guides to the eye only. The black circles are obtained via a cubic spline to the discrete set $\{\log (f(t)) \mid t \in\{0, \ldots, 19\}\} \cup\left\{\log \left(\frac{f(19)+f(20)}{2}\right)\right\}$ with linear extrapolation. The blue triangles are obtained using the exact functional form.
several parameters to obtain good results. The main problem however is the absence of a reliable extrapolation of noisy data from the limited time range. The algorithm does not fail gracefully, i.e. there is no obvious check whether the result for $g\left(\mathrm{e}^{-y}\right)$ is correct or not. Thus even though the Gardner method can yield very precise results, one cannot automatise it and rely on the correctness of the output.

As a last remark we would like to add that the Gardner method is also orders of magnitude costlier in terms of computing resources than simpler methods like $\chi^{2}$-fits.


Figure 3.15: Gardner method with cubic spline inter- and extrapolation and $\beta=-0.2$ applied to the principal correlator obtained from a GEVP and the single particle correlator of a pion. Lines are cubic splines between the calculated points and guides to the eye only. The vertical line at $\lambda=0.353$ shows the ground state obtained from the principal correlator via to state $\chi^{2}$-fit.

## Chapter 4

# The Semimetal-Mott Insulator Quantum Phase Transition of the Hubbard Model on the Honeycomb Lattice 

Based on $\sqrt[3]{ }]$ by J. Ostmeyer, E. Berkowitz, S. Krieg, T. A. Lähde, T. Luu and C. Urbach

Now that the simulation and analysis techniques are understood, we can investigate the central topic of this thesis, namely the Hubbard model on the honeycomb lattice and its quantum phase transition. In this chapter we focus on the electrical properties of the Hubbard model. They are determined via the single particle gap, which is a measure for conductivity. It has been determined using plateau fits, though the complete machinery developed in Chapter 3 could not be utilised for two reasons. As we are only interested in the ground state here, we calculated only one correlator deeming a GEVP obsolete. We also encounter a very significant back propagating part and therefore have to use a cosh-ansatz instead of a purely exponential one. Nevertheless the thorough analysis of plateau fits culminating in [2] (Chapter 3) had many useful by-products. One of them (not included in the original publication [3]) is a possible bias introduced through direct plateau fits as described in section 4.C.

In this chapter we determine the critical coupling $U_{c}$ and the critical exponent $\nu$. Our preliminary results for the critical exponent $\beta$ on the other hand have been found inaccurate and corrected in Chapter 5. Table 4.1 summarising all the results has been updated accordingly.

### 4.1 Introduction

Monte Carlo (MC) simulations of strongly correlated electrons in carbon nano-materials 18,20 , 23] is an emerging topic in both the condensed matter $37,145,146$ and nuclear physics communities 147, 148. The basis of such studies is the Hubbard model, a Hamiltonian approach which reduces, at weak electron-electron coupling, to the tight-binding description of atomic orbitals in a
lattice of carbon ions $21,149,150$. The properties of the Hubbard model on a honeycomb lattice are thought to resemble those of graphene. MC simulations of the Hubbard model are closely related to problems of current interest in atomic and nuclear physics, such as the unitary Fermi gas $151-154$ and nuclear lattice effective field theory $155-158$.

Our objective is to take advantage of this recent algorithmic development and perform, for the first time, a precision calculation of the single-particle gap $\Delta$ of the hexagonal Hubbard model, in the grand canonical ensemble. Whether such a gap exists or not, is determined by the relative strength of the on-site electron-electron coupling $U$, and the nearest-neighbor hopping amplitude $\kappa$. Prior MC work in the canonical ensemble has established the existence of a second-order transition into a gapped, anti-ferromagnetic, Mott insulating (AFMI) phase at a critical coupling of $U_{c} / \kappa \simeq 3.8$ 30 33]. The existence of an intermediate spin-liquid (SL) phase 30] at couplings slightly below $U_{c}$, appears to now be disfavored [33. Long-range interactions in graphene 54, 159 are thought to frustrate the AFMI transition, as these favor charge-density wave (CDW) symmetry breaking [160, 161 over AFMI. The critical exponents of the AFMI transition should fall into the $S U(2)$ Gross-Neveu (GN), or chiral Heisenberg, universality class [36, 37.

The observability of the AFMI transition in graphene is of interest for fundamental as well as applied physics. While $\kappa$ is well constrained from density functional theory (DFT) and experiment [20], the on-site coupling $U$ is more difficult to determine theoretically for graphene [150], although the physical value of $U / \kappa$ is commonly believed to be insufficient to trigger the AFMI phase in samples of suspended graphene or with application of biaxial strain [149, 150]. The AFMI phase may be more easily observed in the presence of external magnetic fields 162,163 , and the Fermi velocity at the Dirac point may still be strongly renormalized due to interaction effects [150]. The reduced dimensionality of fullerenes and carbon nanotubes may increase the importance of electron-electron interactions in such systems 55.

Let us summarize the layout of our paper. Our lattice fermion operator and Hybrid Monte Carlo (HMC) algorithm is introduced in Section 4.2. We describe in Section 4.3 how correlation functions and $\Delta$ are computed from MC simulations in the grand canonical ensemble. We also give details on our extrapolation in the temporal lattice spacing (or Trotter error) $\delta$ and system (lattice) size $L$, and provide results for $\Delta$ as a function of $U / \kappa$ and inverse temperature $\beta$. In Section 4.4, we analyze these results using finite-size scaling in $\beta$, and provide our best estimate $U_{c} / \kappa=3.834(14)$ for the critical coupling at which $\Delta$ becomes non-zero. We also provide a preliminary estimate of the critical exponent of the AFMI order parameter, under the assumption that the opening of the gap coincides with the AFMI transition. In Section 4.5, we compare our results with other studies of the Hubbard model and the chiral Heisenberg universality class, and discuss possible extensions of our work to carbon nanotubes, fullerenes and topological insulators.

### 4.2 Formalism

The Hubbard model is a theory of interacting fermions, that can hop between nearest-neighbor sites. We focus on the two-dimensional honeycomb lattice, which is bipartite in terms of $A$ sites
and $B$ sites. The Hamiltonian is given by

$$
\begin{equation*}
H:=-\sum_{x y}\left(a_{x}^{\dagger} h_{x y} a_{y}+b_{x}^{\dagger} h_{x y} b_{y}\right)+\frac{1}{2} \sum_{x y} \rho_{x} V_{x y} \rho_{y} \tag{4.1}
\end{equation*}
$$

where we have applied a particle-hole transformation to a theory of spin $\uparrow$ and spin $\downarrow$ electrons. Here, $a^{\dagger}$ and $a$ are creation and annihilation operators for particles (spin-up electrons), and $b^{\dagger}$ and $b$ are similarly for holes (spin-down electrons). As usual, the signs of the $b$ operators have been switched for $B$ sites. The matrix $h_{x y}:=\kappa \delta_{\langle x, y\rangle}$ describes nearest-neighbor hopping, while $V_{x y}$ is the potential between particles on different sites, and $\rho_{x}:=b_{x}^{\dagger} b_{x}-a_{x}^{\dagger} a_{x}$ is the charge operator. In this work, we study the Hubbard model with on-site interactions only, such that $V_{x y}=U \delta_{x y}$; the ratio $U / \kappa$ determines whether we are in a strongly or weakly coupled regime.

Hamiltonian theories such as 4.1 have for a long time been studied with lattice MC methods 164, 165, as this allows for a fully ab initio stochastic evaluation of the thermal trace, or Grassmann path integral. There is a large freedom of choice in the construction of lattice MC algorithms, including the discretization of the theory, the choice of Hubbard-Stratonovich (or auxiliary field) transformation, and the algorithm used to update the auxiliary field variables. This freedom can be exploited to optimize the algorithm with respect to a particular computational feature. These pertain to the scaling of the computational effort with system (lattice) size $L$, inverse temperature $\beta$, number of time slices $N_{t}=\beta / \delta$, interaction strength $U / \kappa$, and electron number density (for simulations away from half filling). Hamiltonian theories are often simulated with an exponential (or compact) form of both the kinetic and potential energy contributions to the partition function (or Euclidean time projection amplitude), and with random Metropolis updates of the auxiliary fields (which may be either discrete or continuous). In condensed matter and atomic physics, such methods are referred to as the Blankenbecler-Sugar-Scalapino (BSS) algorithm 46].

In Lattice Quantum Chromodynamics (QCD), the high dimensionality of the theory and the need to precisely approach the continuum limit have led to the development of specialized algorithms which optimize the computational scaling with $L$. These efforts have culminated in the HMC algorithm, which combines elements of the Langevin, Molecular Dynamics (MD), and Metropolis algorithms 44. The application of HMC to the Hubbard model 4.1) has proven to be surprisingly difficult, due to problems related to ergodicity, symmetries of the Hamiltonian, and the correct approach to the (temporal) continuum limit. For a thorough treatment of these from the point of view of HMC, see Refs. 55, 56, 166. In order to realize the expected $\sim V^{5 / 4}$ computational scaling (where $V=2 L^{2}$ ), a suitable conjugate gradient (CG) method has to be found for the numerical integration of the MD equations of motion. The Hasenbusch preconditioner 50 from Lattice QCD has recently been found to work for the Hubbard model as well 11. The resulting combination of HMC with the Hubbard model is referred to as the Brower-Rebbi-Schaich (BRS) algorithm 45, 167, which is closely related to the BSS algorithm. The main differences are the linearized kinetic energy (or nearest-neighbor hopping) term, and the purely imaginary auxiliary field, which is updated using HMC moves in the BRS algorithm.

The BSS algorithm has preferentially been used within the canonical ensemble 30, 31, 33]. This entails a projection Monte Carlo (PMC) calculation, where particle number is conserved and one is restricted to specific many-body Hilbert spaces. PMC is highly efficient at accessing zero-
temperature (or ground state) properties, especially when the number of particles is constant, for instance the $A$ nucleons in an atomic nucleus. For the Hubbard model on the honeycomb lattice at half-filling, the fully anti-symmetric trial wave function encodes a basis of $2 L^{2}$ electrons to be propagated in Euclidean time. Due to this scaling of the number of trial wave functions, PMC and grand canonical versions of the BSS algorithm both exhibit $\sim V^{3}$ scaling (with random, local Metropolis updates). In contrast to PMC, the grand canonical formalism resides in the full Fock space, and no trial wave function is used. Instead, Boltzmann-weighted thermal expectation values of observables are extracted. At low temperatures and large Euclidean times, spectral observables are measured relative to the ground state of the Fock space, which is the half-filling state (an explicit example is given in Section 4.3). With HMC updates, such an algorithm has been found to scale as $\sim V^{5 / 4}$ 11, 47. A drawback of the grand canonical ensemble is the explicit inverse temperature $\beta$. Thus, the limit $\beta \rightarrow \infty$ is taken by extrapolation, or more specifically by finitesize scaling. This $\beta$-dependence may be considerable, though observable-dependent. While PMC simulations are not free of similar effects (due to contamination from excited state contributions), they are typically less severe due to the absence of backwards-propagating states in Euclidean time.

For a number of reasons, HMC updates have proven difficult for the BSS algorithm. First, the exponential form of the fermion operator $M$ causes $\operatorname{det} M$ to factorize into regions of positive and negative sign. Though this does not imply a sign problem at half filling (the action $\left.S \sim \log |\operatorname{det} M|^{2}\right)$, it does introduce boundaries in the energy landscape of the theory, which HMC trajectories in general cannot cross without special and computationally very expensive methods 168,169 . For $\beta \rightarrow \infty$, this fragmentation effect increases dramatically, and causes an ergodicity problem with HMC. Second, while this problem can be circumvented by a complexvalued auxiliary field, the resulting "complexified" HMC algorithm shows poor (roughly cubic) scaling with $V$ [165]. It is interesting to note how the BRS algorithm avoids this ergodicity problem. Due to the linearization of the hopping term in the fermion operator (with imaginary auxiliary field), the boundaries impassable to HMC are reduced in dimension and can be avoided [56]. Naturally, the BSS and BRS formulations become equivalent in the temporal continuum limit. Then, the ergodicity problem would eventually be recovered when $\delta \rightarrow 0$ (where MC simulations are in any case not practical). A drawback specific to BRS is that spin symmetry is explicitly broken for $\delta \neq 0$, due to the linearization of the hopping term 160 . Hence, the choice of BSS versus BRS represents a tradeoff between the retention of more symmetries at finite $\delta$, and faster convergence to the continuum limit (BSS), or improved ergodicity and computational scaling with $V$ (BRS).

Here, we apply the BRS algorithm with HMC updates to the Hubbard model 4.1. This entails the stochastic evaluation of a path integral over a Hubbard-Stratonovich field $\phi$. The exact form of the fermion operator $M$ depends on the choice of discretization for time derivatives. We adopt the conventions of Ref. [55], which used a "mixed differencing" operator, with forward differencing in time for $A$ sites, and backward for $B$ sites. For reference, we note that this scheme does not introduce a fermion doubling problem. For the non-interacting theory, mixed differencing gives $\mathcal{O}\left(\delta^{2}\right)$ discretization errors (per time step). Numerically, mixed differencing has been shown to approach the limit $\delta \rightarrow 0$ faster than pure forward or backward differencing when $U>0$. The
explicit form of $M$ is

$$
\begin{align*}
& M_{(x, t)\left(y, t^{\prime}\right)}^{A A}=\delta_{x y}\left(\delta_{t+1, t^{\prime}}-\delta_{t, t^{\prime}} \exp \left(-i \tilde{\phi}_{x, t}\right)\right), \\
& M_{(x, t)\left(y, t^{\prime}\right)}^{B B}=\delta_{x y}\left(\delta_{t, t^{\prime}}-\delta_{t-1, t^{\prime}} \exp \left(-i \tilde{\phi}_{x, t}\right)\right),  \tag{4.2}\\
& M_{(x, t)\left(y, t^{\prime}\right)}^{A B}=M_{(x, t)\left(y, t^{\prime}\right)}^{B A}=-\tilde{\kappa} \delta_{\langle x, y\rangle} \delta_{t, t^{\prime}},
\end{align*}
$$

where the dependence on $A$ and $B$ sites has been written out. All quantities multiplied by $\delta$ have been denoted by a tilde. While the hopping term in Eq. (4.2) has been linearized, the auxiliary field $\tilde{\phi}$ enters through exponential "gauge links" familiar from Lattice QCD. As first discussed in Refs. 45, 167, such gauge links contain a "seagull term", which needs to be correctly handled in order to recover the physical $\delta \rightarrow 0$ limit. This condition is satisfied by Eq. 4.2, and further details are given in Appendix 4.A.

### 4.3 The gap

### 4.3.1 The single-particle correlator

We shall now describe the procedure of obtaining the single-particle gap $\Delta$ as a function of $U / \kappa$ and $\beta$, from a given ensemble of auxiliary-field configurations. We recall that $a$ and $a^{\dagger}$ are annihilation and creation operators for quasiparticles, and similarly $b$ and $b^{\dagger}$ for (quasi-)holes. For instance, by creating and destroying quasiparticles at different locations and times, we obtain the correlator

$$
\begin{equation*}
C_{x y}(t):=\left\langle a_{x, t} a_{y, 0}^{\dagger}\right\rangle=\frac{1}{\mathcal{Z}} \int \mathcal{D} \phi M[\phi]_{(x, t),(y, 0)}^{-1} \exp (-S[\phi])=\left\langle M[\phi]_{(x, t),(y, 0)}^{-1}\right\rangle \tag{4.3}
\end{equation*}
$$

as an ensemble average, where $S[\phi]$ is the Euclidean action and $\mathcal{Z}$ is the partition function-the integral without $M$. We have used Wick contraction to replace the operators with the fermion propagator.

We now move to the Heisenberg picture and express the correlator as a thermal trace

$$
\begin{equation*}
C_{x y}(t)=\left\langle a_{x, t} a_{y, 0}^{\dagger}\right\rangle=\frac{1}{\mathcal{Z}} \operatorname{Tr}\left\{a_{x, t} a_{y, 0}^{\dagger} \exp (-\beta H)\right\}=\frac{1}{\mathcal{Z}} \operatorname{Tr}\left\{\exp (-H(\beta-t)) a_{x} \exp (-H t) a_{y}^{\dagger}\right\}, \tag{4.4}
\end{equation*}
$$

and by inserting the identity (resolved in the interacting basis), we find the spectral decomposition

$$
\begin{align*}
C_{x y}(t)=\left\langle a_{x, t} a_{y, 0}^{\dagger}\right\rangle & =\frac{1}{\sum_{i} \exp \left(-\beta E_{i}\right)} \sum_{m, n} \exp \left(-\beta E_{m}\right) \exp \left(-\left(E_{n}-E_{m}\right) t\right) z_{m x n} z_{m y n}^{*}  \tag{4.5}\\
z_{m x n} & :=\langle m| a_{x}|n\rangle \tag{4.6}
\end{align*}
$$

where the summation indices $m$ and $n$ denote interacting eigenstates with energies $E_{m}$ and $E_{n}$, respectively, and the $z_{i j k}$ are referred to as "overlap factors". At large $\beta$ and in the limit of large Euclidean time, the correlator decays exponentially,

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \lim _{\beta \rightarrow \infty} C_{x y}(t) \simeq \exp \left(-\left(E_{1}-E_{0}\right) t\right) z_{0 x 1} z_{0 y 1}^{*} \tag{4.7}
\end{equation*}
$$

where the energy $E_{1}$ is measured relative to the energy $E_{0}$ of ground state of the Fock space, assuming that the associated overlap factors are non-zero.

To continue it is convenient to Fourier transform the fermion propagator, which is a function of the lattice coordinates $x$ and $y$, to a function of the (lattice) momenta $k$ and $\chi^{1}$.

$$
\begin{equation*}
C_{k p}(t)=\frac{1}{L^{4}} \sum_{x, y} \exp (-i k x-i p y) C_{x y}(t) \tag{4.8}
\end{equation*}
$$

Repetition of this procedure yields an ensemble of "measurements", the average of which is our MC estimate of $C_{k p}(t)$. As there are two Dirac points $K$ and $K^{\prime}$, by symmetry we have ${ }^{2}$

$$
\begin{equation*}
C_{K K}(t)=C_{K^{\prime} K^{\prime}}(t), \tag{4.9}
\end{equation*}
$$

which holds for the expectation values, but not on a configuration-by-configuration basis. By choosing to Fourier transform $x$ and $y$ to the Dirac momenta $K$ or $K^{\prime}$, we adjust the overlap factors so that we can take $E_{1}$ to refer to the energy at the Dirac point. We define the "effective mass"

$$
\begin{equation*}
m_{\mathrm{eff}}:=E_{1}-E_{0} \tag{4.10}
\end{equation*}
$$

which can be extracted from the correlator according to

$$
\begin{equation*}
m_{\mathrm{eff}}(t)=-\lim _{\beta \rightarrow \infty} \partial_{t} \ln C_{K K}(t), \quad m_{\mathrm{eff}}=\lim _{t \rightarrow \infty} m_{\mathrm{eff}}(t) \tag{4.11}
\end{equation*}
$$

such that the single-particle gap is given by

$$
\begin{equation*}
\Delta=2 m_{\mathrm{eff}} \tag{4.12}
\end{equation*}
$$

for a specific value of $L$ and $\delta$. We discuss the extrapolations in these variables in Section 4.3.4.
By symmetry, the two Dirac points are indistinguishable, and the correlator expectation values are symmetric in time around $\beta / 2$ (or $N_{t} / 2$ in units of $\tau=t / \delta$ ). We therefore average and fold the correlator according to

$$
\begin{equation*}
C(t):=\frac{1}{4}\left(C_{K K}(t)+C_{K^{\prime} K^{\prime}}(t)+C_{K K}(\beta-t)+C_{K^{\prime} K^{\prime}}(\beta-t)\right) \tag{4.13}
\end{equation*}
$$

on a configuration-by-configuration basis, which increases our numerical precision without the need for generating additional MC configurations. In most cases, thermal effects due to backwardspropagating states cannot be completely neglected, and the isolation of an unambiguous exponential decay is difficult. Instead of obtaining $\Delta$ from

$$
\begin{equation*}
m_{\mathrm{eff}}(\tau) \delta=\ln \frac{C(\tau)}{C(\tau+1)} \tag{4.14}
\end{equation*}
$$
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Figure 4.1: Examples of effective mass determinations from the single-particle correlators, extracted from ensembles of auxiliary field configurations. The blue line with error band gives $m_{\text {eff }}$ with statistical error, obtained from a hyperbolic cosine effective mass 4.15. The length of the blue band indicates the fitting region. For comparison, a constant fit to the effective mass (4.11) is shown by the dashed orange line. The dot-dashed red line shows the estimation of the systematic error, as explained in Appendix 4.B. Note that the red and orange lines have been extended outside of the fitting region, for clearer visibility. Left panel: $\kappa \beta=8, L=15, N_{t}=64, U / \kappa=3.5$. Right panel: $\kappa \beta=12, L=6, N_{t}=72, U / \kappa=3.85$. The timeslice index $\tau$ is integer-valued. The effective mass $m_{\text {eff }}$ is given in units of $\kappa$.
we use the symmetry of the correlator at the Dirac point about $\tau=\beta / 2$ and calculate

$$
\begin{equation*}
m_{\mathrm{eff}}(\tau) \delta=\cosh ^{-1}\left(\frac{C(\tau+1)+C(\tau-1)}{2 C(\tau)}\right) \tag{4.15}
\end{equation*}
$$

where $C(\tau)$ is the folded and symmetrized correlator 4.13. This hyperbolic cosine form 4.15) is found to be more accurate than the exponential form 4.14), as the quasiparticle masses are rather small, and the backward-propagating contributions non-negligible (due to the finite extent in $\beta$ ). Once the optimal region from which to extract the effective mass has been found (for details, see Appendix 4.B, we fit the correlator in this region to the form

$$
\begin{equation*}
C(\tau)=a \cosh \left(m_{\mathrm{eff}} \delta\left(\tau-N_{t} / 2\right)\right), \tag{4.16}
\end{equation*}
$$

with $a$ and $m_{\text {eff }}$ as fit parameters. In Figure 4.1. we show the difference between the hyperbolic cosine fit and a direct fit of $m_{\mathrm{eff}}(\tau)$. The former is shown by a blue line and band (statistical error), and the latter by an orange dashed line. While the results are in general agreement, the direct fit of $m_{\text {eff }}(\tau)$ tends to overestimate the gap for small effective masses and high statistical noise levels. The estimated systematic error due to the choice of the fit range (as explained in Appendix 4.B) is shown by the red dot-dashed line. The statistical errors are obtained by a bootstrap procedure, and the total error has been estimated by adding the statistical and systematic uncertainties in quadrature. The data analysis described in this and the following sections has mostly been performed in the R language (170], in particular using the hadron package [9].

### 4.3.2 Lattice artifacts

Once we have determined the single-particle gap $\Delta$, we still need to consider the limits $\delta \rightarrow 0$, $L \rightarrow \infty$, and $\beta \rightarrow \infty$. We shall discuss the first two limits here, and return to the issue of finite-size scaling in $\beta$ later.

In general, grand canonical MC simulations of the Hubbard model are expected to show very mild finite-size effects which vanish exponentially with $L$, as found by Ref. 171. This situation is more favourable than in canonical simulations, where observables typically scale as a power-law in $L^{-1} 171$. Let us briefly consider the findings of other recent MC studies. For the extrapolation in $L$, Refs. 30, 31 (for $\Delta$ and the squared staggered magnetic moment $m_{s}^{2}$ ), Ref. 33 (for $m_{s}^{2}$ ) and Ref. [161 (for the square of the total spin per sublattice), find a power-law dependence of the form $a+b L^{-1}+c L^{-2}$. On the other hand, Ref. 172 found little or no dependence on $L$ for the conductivity. A side effect of a polynomial dependence on $L^{-1}$ is that (manifestly positive) extrapolated quantities may become negative in the limit $L \rightarrow \infty$.

The continuous time limit $\delta \rightarrow 0$ was taken very carefully in Ref. [33], by simulations at successively smaller $\delta$ until the numerical results stabilized. With the exponential (or compact) kinetic energy term used in Ref. 33], the Trotter error of observables should scale as $\mathcal{O}\left(\delta^{2}\right)$. As shown, for instance in Ref. [56], discretization errors of observables for our linearised kinetic energy operator are in general of $\mathcal{O}(\delta)$. Even with an exponential kinetic energy operator, some extrapolation in $\delta$ is usually required [56]. For further details concerning the limit $\delta \rightarrow 0$, see Appendix 4.A.

In Appendix 4.D, we argue that the residual modification of $\Delta$ due to the finite lattice extent $L$ should be proportional to $L^{-3}$. This is not expected for all observables, but only for those that satisfy two conditions. First, the observable should not (for single MC configurations) have errors proportional to $L^{-2}$, which are not cancelled by an ensemble average. This condition is satisfied by the correlation functions at the Dirac points, but not in general for (squared) magnetic or other locally defined quantities. For example, $m_{s}^{2}$ exhibits $\sim L^{-2}$ fluctuations which are positive for every MC configuration. As the average of these positive contributions does not vanish, the error is effectively proportional to $L^{-2}$. Second, the correlation length $\xi$ has to fulfil $\xi \ll L$, such that the error contribution $\sim \exp (-L / \xi)$ as in Ref. 171 remains suppressed. While we expect $L^{-3}$ scaling to hold far from phase transitions, this may break down close to criticality, where $\xi \rightarrow \infty$. We find that deviations from inverse cubic scaling are small when

$$
\begin{equation*}
L \gg \frac{\kappa \beta}{\pi} \tag{4.17}
\end{equation*}
$$

where $\pi / \beta$ is the minimum Matsubara frequency dominating the correlation length ( $\kappa \beta / \pi \gtrsim \xi$ ). We employed $\kappa \beta \leq 12$ implying the requirement $L \gg 4$. Numerically, we find that for $L \geq 9$ our observed dependence on $L$ is entirely governed by inverse cubic scaling (see Figures 4.2 and 4.7).

### 4.3.3 Extrapolation method

In this study, we have chosen to perform a simultaneous extrapolation in $\delta$ and $L$, by a twodimensional chi-square minimization. We use the extrapolation formula

$$
\begin{equation*}
\mathfrak{O}\left(L, N_{t}\right)=\mathfrak{O}+a_{1} L^{-3}+a_{2} N_{t}^{-2}, \tag{4.18}
\end{equation*}
$$

where $\mathfrak{O}$ is an observable with expected Trotter error of $\mathcal{O}\left(\delta^{2}\right)$, and $a_{1}, a_{2}$ are fit parameters. This is similar to the procedure of Ref. [173] for expectation values of the Hamiltonian. Before we describe our fitting procedure in detail, let us note some advantages of Eq. 4.18 relative to a method where observables are extracted at fixed $(U, \beta)$ by first taking the temporal continuum limit $\delta \rightarrow 0$,

$$
\begin{equation*}
\mathfrak{O}\left(L, N_{t}\right)=\mathfrak{O}(L)+a_{2}(L) N_{t}^{-2} \tag{4.19}
\end{equation*}
$$

where each value of $\mathfrak{O}(L)$ and $a_{2}(L)$ is obtained from a separate chi-square fit, where $L$ is held fixed. This is followed by

$$
\begin{equation*}
\mathfrak{O}(L)=\mathfrak{O}+a_{1} L^{-3} \tag{4.20}
\end{equation*}
$$

as the final step. Clearly, a two-dimensional chi-square fit using Eq. 4.18) involves a much larger number of degrees of freedom relative to the number of adjustable parameters. This feature makes it easier to judge the quality of the fit and to identify outliers, which is especially significant when the fit is to be used for extrapolation. While we have presented arguments for the expected scaling of $\Delta$ as a function of $L$ and $\delta$, in general the true functional dependence on these variables is not $a$ priori known. Thus, the only unbiased check on the extrapolation is the quality of each individual fit. This criterion is less stringent, if the data for each value of $L$ is individually extrapolated to $\delta \rightarrow 0$.

The uncertainties of the fitted parameters have been calculated via parametric bootstrap, which means that the bootstrap samples have been generated by drawing from independent normal distributions, defined by every single value of $\Delta\left(L, N_{t}\right)$ and its individual error.

### 4.3.4 Results

Given the fermion operator described in Section 4.2, we have used Hasenbusch-accelerated HMC [11, 50] to generate a large number of ensembles at different values of $L, U / \kappa, \kappa \beta$, and $\kappa \delta=\kappa \beta / N_{t}$. We have used six inverse temperatures $\kappa \beta \in\{3,4,6,8,10,12\}^{3}$ and a number of couplings in the range $U / \kappa \in[1.0,5.5]$, which is expected to bracket the critical coupling $U_{c} / \kappa$ of the AFMI transition. For each temperature and coupling, we scanned a large range in $L$ and $\kappa \delta$, to provide reliable extrapolations to the physical limits. These are $L \in[3,102]{ }^{4}$ and $\kappa \delta$ from $1 / 4$ down to $1 / 40$. Our values of $L$ were chosen to be $0(\bmod 3)$ so that the non-interacting dispersion has momentum
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Figure 4.2: Simultaneous two-dimensional fit of $\Delta\left(N_{t}, L\right)$ (in units of $\kappa$ ) using Eq. 4.21), for $\kappa \beta=8$ and $U / \kappa=3.5$. Note that Eq. 4.21) only incorporates effects of $\mathcal{O}\left(L^{-3}\right)$ and $\mathcal{O}\left(N_{t}^{-2}\right)$. Data points for $L<9$ have been omitted from the fit, but not from the plot. Very small lattices lead to large values of $\Delta$, which are not visible on the scale of the plot. This fit has $\chi^{2} /$ d.o.f. $\simeq 1.1$, corresponding to a p-value of $\simeq 0.34$.
modes exactly at the Dirac points. In other words, we select the lattice geometry to ensure that $E_{1}-E_{0}=0$ in the absence of an interaction-induced (Mott) gap.

Let us briefly summarize our procedure for computing $\Delta$. We have calculated the singleparticle correlator $C(t)$ as an expectation value of the inverse fermion matrix, at both independent Dirac-points $K, K^{\prime}$, and averaged over them to increase our statistics. For each set of parameters simulated, those correlators have been fitted with an effective mass in order to extract $\Delta$. We are then in a position to take the limits $\delta \rightarrow 0$ and $L \rightarrow \infty$, which we accomplish by a simultaneous fit to the functional form

$$
\begin{equation*}
\Delta^{2}\left(L, N_{t}\right)=\Delta_{0}^{2}+c_{0} N_{t}^{-2}+c_{1} L^{-3} \tag{4.21}
\end{equation*}
$$

where the fitted quantities are the (infinite-volume, temporal continuum) gap $\Delta_{0}$, and the leading corrections proportional to $c_{0}$ and $c_{1}$. Around $\delta=0$, we find the leading $L$-dependence

$$
\begin{equation*}
\Delta(L)=\Delta_{0}+\frac{c_{1}}{2 \Delta_{0}} L^{-3}+\mathcal{O}\left(L^{-6}\right) \tag{4.22}
\end{equation*}
$$

where $c_{1}$ is numerically found to be very small. Also, around $L=\infty$, we have

$$
\begin{equation*}
\Delta\left(N_{t}\right)=\Delta_{0}+\frac{c_{0}}{2 \Delta_{0}} N_{t}^{-2}+\mathcal{O}\left(N_{t}^{-4}\right) \tag{4.23}
\end{equation*}
$$

It should be noted that inclusion of a term of order $N_{t}^{-1}$ did not improve the quality of the fit. This observation can be justified by the expected suppression of the linear term due to our mixed differencing scheme. Though the term of $\mathcal{O}(\delta)$ is not removed analytically, it appears small enough to be numerically unresolvable.

An example of such a fit is shown in Figure 4.2. We find that Eq. 4.21) describes our data well with only a minimal set of parameters for large $L$ and small $\delta$. Lattices with $L \leq 6$ have been


Figure 4.3: The single-particle gap $\Delta_{0}(U, \beta)$, with all quantities in units of $\kappa$, after the thermodynamic and continuum limit extrapolations. We also show $\Delta_{0}(U, \beta \rightarrow \infty)$ as a solid black line with error band (see Section 4.4.1). For $U<U_{c} \simeq 3.834(14)$ the zero-temperature gap vanishes.
omitted from the fit, as such data does not always lie in the scaling region where the data shows $\mathcal{O}\left(L^{-3}\right)$ convergence, as explained in Section 4.3.2. Our results for $\Delta_{0}$ are shown in Figure 4.3 for all values of $U / \kappa$ and $\kappa \beta$, along with an extrapolation (with error band) to zero temperature $(\beta \rightarrow \infty)$. For details as to the zero-temperature gap, see Section 4.4

### 4.4 Analysis

We now analyze the single-particle gap $\Delta_{0}$ as a function of coupling $U-U_{c}$ and inverse temperature $\beta$, in order to determine the critical coupling $U_{c} / \kappa$ of the quantum (AFMI) phase transition, along with some of the associated critical exponents. Our MC results for $\Delta_{0}$ as a function of $U$ are shown in Figure 4.3. We make use of the standard finite-size scaling (FSS) method 175-177], whereby a given observable $\mathfrak{O}$ is described by

$$
\begin{equation*}
\mathfrak{O}=\left(U-U_{c}\right)^{q} \mathcal{F}_{\mathfrak{O}}\left(L / \xi, \beta / \xi_{t}\right) \tag{4.24}
\end{equation*}
$$

in the vicinity of $U_{c}$, where $q$ is the relevant critical exponent. The scaling function $\mathcal{F}$ accounts for the effects of finite spatial system size $L$ and inverse temperature $\beta$. The spatial and temporal correlation lengths $\xi$ and $\xi_{t}$ are

$$
\begin{equation*}
\xi \sim\left(U-U_{c}\right)^{-\nu}, \quad \xi_{t} \sim\left(U-U_{c}\right)^{-\nu_{t}}=\left(U-U_{c}\right)^{-z \nu} \sim \xi^{z} \tag{4.25}
\end{equation*}
$$

such that in the thermodynamic limit we can express the FSS relation as

$$
\begin{equation*}
\mathfrak{O}=\beta^{-q /(z \nu)} F_{\mathfrak{O}}\left(\beta^{1 /(z \nu)}\left(U-U_{c}\right)\right), \tag{4.26}
\end{equation*}
$$

which is analogous to Refs. [31, 33], apart from the scaling argument here being $\beta$ instead of $L$, and the correlation length exponent $z \nu$ picked up a factor of the dynamical exponent $z$.

We assume the standard scaling behavior 178 for the single-particle gap

$$
\begin{equation*}
\Delta_{0} \sim \xi_{t}^{-1} \sim\left(U-U_{c}\right)^{z \nu} \tag{4.27}
\end{equation*}
$$

as extracted from the asymptotic behavior of the correlator $C(t)$. Therefore, Eq. 4.26) gives

$$
\begin{equation*}
\Delta_{0}=\beta^{-1} F\left(\beta^{1 /(z \nu)}\left(U-U_{c}\right)\right) \tag{4.28}
\end{equation*}
$$

as the FSS relation for $\Delta_{0}$. Our treatment of Eq. 4.28 is similar to the data-collapsing procedure of Refs. 179,180 . We define a universal (not explicitly $\beta$-dependent), smooth function $F$ such that

$$
\begin{align*}
& u:=\beta^{\mu}\left(U-U_{c}\right), \quad \mu:=1 /(z \nu),  \tag{4.29}\\
& f:=\beta \Delta_{0}  \tag{4.30}\\
& f \stackrel{!}{=} F(u) \tag{4.31}
\end{align*}
$$

and by adjusting the parameters $\mu$ and $U_{c}$, we seek to minimize the dependence of the observable $\Delta_{0}$ on the system size 180,181 , in our case the inverse temperature $\beta$. In practice, these parameters are determined such that all points of the (appropriately scaled) gap $\Delta_{0}$ lie on a single line in a $u$ - $f$ plot.

In this work, we have not computed the AFMI order parameter (staggered magnetization) $m_{s}$. However, we can make use of the findings of Ref. 31 to provide a first estimate of the associated critical exponent $\beta$ (which we denote by $\tilde{\beta}$, to avoid confusion with the inverse temperature $\beta$ ). Specifically, Ref. 31 found that describing $\Delta_{0} / U$ according to the FSS relation

$$
\begin{equation*}
\Delta_{0} / U=\beta^{-\tilde{\beta} /(z \nu)} G\left(\beta^{1 /(z \nu)}\left(U-U_{c}\right)\right) \tag{4.32}
\end{equation*}
$$

produced a scaling function $G$ which was indistinguishable from the true scaling function for $m_{s}$, in spite of the ansatz $m_{s} \sim \Delta / U$ being a mean-field result. In our notation, this corresponds to

$$
\begin{equation*}
g:=\beta^{\zeta} \Delta_{0} / U \stackrel{!}{=} G(u), \quad \zeta:=\tilde{\beta} /(z \nu) \tag{4.33}
\end{equation*}
$$

similarly to Eq. 4.31.
It should be noted that Refs. 33,182 also considered sub-leading corrections to the FSS relation for $m_{s}$. Here, data points outside of the scaling region have been omitted instead. When taken together with additional fit parameters, they do not increase the significance of the fit. On the contrary, they reduce its stability. As a cutoff, we take $\beta U<8$ for Eq. 4.31) and $\beta U<10$ for Eq. 4.33). The reason for this limited scaling region can be understood as follows. The gap
vanishes at $U=0$ regardless of $\beta$, thus $\Delta_{0}\left(u=-\beta^{\mu} U_{c}\right)=0$, and therefore data points with small $\beta$ and $U$ no longer collapse onto $F(u)$. Similarly, as we show in Appendix 4.D, for $U \ll U_{c}$ we have $\Delta_{0} \sim U \beta^{-2}$, which implies $g \sim \beta^{\zeta-2} \approx \beta^{-1}$, and represents a strong deviation from the expected scaling. With decreasing $\beta$, the effect increases and materialises at larger $U$. We shall revisit the issue of sub-leading corrections in a future MC study of $m_{s}$.


Figure 4.4: $f=\beta \Delta_{0}$ (left panel) and $g=\beta^{\zeta} \Delta_{0} / U$ (right panel) as a function of $u=\beta^{\mu}\left(U-U_{c}\right)$ according to Eqs. 4.31) and 4.33, respectively. All quantities are plotted with the parameters for optimal data collapse, and expressed in units of $\kappa$.

We perform the data-collapse analysis by first interpolating the data using a smoothed cubic spline for each value of $\beta$. Next we calculate the squared differences between the interpolations for each pair of two different temperatures and integrate over these squared differences. Last the sum over all the integrals is minimised. The resulting optimal data collapse plots are shown in Figure 4.4. The optimization of Eq. 4.31) is performed first (see Figure 4.4, left panel). This yields $\mu=0.844(31)$, therefore $z \nu=1.185(43)$, and $U_{c} / \kappa=3.834(14)$, where the errors have been determined using parametric bootstrap. Second, the data collapse is performed for Eq. 4.33) (see Figure 4.4 , right panel) which gives $\zeta=0.924(17)$, such that $\tilde{\beta}=1.095(37)$. While the $u$ - $f$ collapse is satisfactory, the $u-g$ collapse does not materialize for $u \ll 0$. This is not surprising, because our scaling ansatz does not account for the thermal gap, which we discuss in Appendix 4.D. Moreover, these findings are consistent with the notion that the AFMI state predicted by mean-field theory is destroyed by quantum fluctuations at weak coupling, at which point the relation $m_{s} \sim \Delta / U$ ceases to be valid. Also, note that in Ref. [31] the plot corresponding to our Figure 4.4 starts at $u=-2$, a region where our $u-g$ collapse works out as well (for sufficiently large $\beta$ ).

We briefly describe our method for determining the errors of the fitted quantities and their correlation matrix. We use a mixed error propagation scheme, consisting of a parametric bootstrap part as before, and an additional influence due to a direct propagation of the bootstrap samples of $\mu$ and $U_{c}$. For every $\left(\mu, U_{c}\right)$-sample we generate a new data set, following the parametric sampling system. Then, the variation of the composite samples should mirror the total uncertainty of the
results. The correlation matrix 5

$$
\operatorname{corr}\left(U_{c}, z \nu, \tilde{\beta}\right)=\left(\begin{array}{rrr}
1.0000 & -0.0199 & -0.2331  \tag{4.34}\\
-0.0199 & 1.0000 & 0.8650 \\
-0.2331 & 0.8650 & 1.0000
\end{array}\right)
$$

clearly shows a strong correlation between $z \nu$ and $\tilde{\beta}$ (due to the influence of $\mu$ on both of them), whereas $U_{c}$ is weakly correlated.

From the definitions of the scaling functions $F$ and $G$, one finds that they become independent of $\beta$ at $U=U_{c}$. Therefore, all lines in a $U-f$ and $U-g$ plot should cross at $U=U_{c}$. The average of all the crossing points (between pairs of lines with different $\beta$ ) yields an estimate of $U_{c}$ as well. We obtain $U_{c}^{f} / \kappa=3.877(46)$ from the crossings in the $U$ - $f$ plot (see Figure 4.5. left panel) and $U_{c}^{g} / \kappa=3.876(79)$ from the $U-g$ plot (see Figure 4.5 right panel). The errors are estimated from the standard deviation of all the crossings $\sigma_{c}$ and the number of crossings $n_{c}$ as $\sigma_{c} / \sqrt{n_{c}}$. We find that all three results for $U_{c}$ are compatible within errors. However, the result from the data collapse analysis is much more precise than the crossing analysis because the data collapse analysis performs a global fit over all the MC data points, not just the points in the immediate vicinity of $U_{c}$.


Figure 4.5: Single-particle gap $\Delta_{0}$ scaled by $\beta$ (left panel) and by $\beta^{\zeta} / U$ (right panel), as a function of $U$. Note that $\Delta_{0}$ has been extrapolated to infinite volume and $\delta \rightarrow 0$ (continuum limit). Each line represents a given inverse temperature $\beta$. Here, $\zeta=0.924(17)$ as obtained from the data collapse fit. The averages of all the crossing points $U_{c}^{f}$ and $U_{c}^{g}$ have been marked by vertical lines. For $U_{c}^{g}$, data with $\beta \leq 4$ have been omitted due to the thermal gap discussed in Appendix 4.D. All quantities are given in units of $\kappa$.

[^10]
### 4.4.1 Zero temperature extrapolation

Let us first consider the scaling properties as a function of $\beta$ for $U=U_{c}$. As the scaling function reduces to a constant, we have

$$
\begin{equation*}
\Delta_{0} \propto \beta^{-1} \tag{4.35}
\end{equation*}
$$

For $U>U_{c}$ and $\beta \rightarrow \infty$, we have $\mathfrak{O} \sim\left(U-U_{c}\right)^{q}$ by construction and therefore

$$
\Delta_{0}= \begin{cases}0 & U \leq U_{c}  \tag{4.36}\\ c_{U}\left(U-U_{c}\right)^{z \nu} & U>U_{c}\end{cases}
$$

where $c_{U}$ is a constant of proportionality.
We are now in a position to perform a simple extrapolation of $\Delta_{0}$ to $\beta \rightarrow \infty$, in order to visualize the quantum phase transition. Let us assume that the scaling in Eq. 4.35 holds approximately for $U$ slightly above $U_{c}$, up to a constant shift $\Delta_{0}^{\infty}$, the zero-temperature gap. Thus we fit

$$
\begin{equation*}
\Delta_{0}=\Delta_{0}^{\infty}+c_{\beta} \beta^{-1} \tag{4.37}
\end{equation*}
$$

at a chosen value of $U / \kappa=4$. The resulting value of $\Delta_{0}^{\infty} / \kappa=0.057(11)$ then allows us to determine the coefficient $c_{U}=0.479$ (93) (in units of $\kappa$ ) of Eq. 4.36. This allows us to plot the solid black line with error bands in Figure 4.3. Such an extrapolation should be regarded as valid only in the immediate vicinity of the phase transition. For $U \gg U_{c}$ the data seem to approach the mean-field result $\tilde{\beta}=1 / 2183$. Furthermore, we note that an inflection point has been observed in Ref. 31 at $U / \kappa \approx 4.1$, though this effect is thought to be an artifact of the extrapolation of the MC data in the Trotter error $\delta$. The error estimation for the extrapolation $\beta \rightarrow \infty$ follows the same scheme as the one for the $u-g$ data collapse. We obtain the error band in Figure 4.3 as the area enclosed by the two lines corresponding to the lower bound of $U_{c}$ and the upper bound of $z \nu$ (on the left) and vice versa (on the right). This method conservatively captures any correlation between the different parameters.

### 4.5 Conclusions

Our work represents the first instance where the grand canonical BRS algorithm has been applied to the hexagonal Hubbard model (beyond mere proofs of principle), and we have found highly promising results. We emphasize that previously encountered issues related to the computational scaling and ergodicity of the HMC updates have been solved 56. We have primarily investigated the single-particle gap $\Delta$ (which we assume to be due to the semimetal-AFMI transition) as a function of $U / \kappa$, along with a comprehensive analysis of the temporal continuum, thermodynamic and zero-temperature limits. The favorable scaling of the HMC enabled us to simulate lattices with $L>100$ and to perform a highly systematic treatment of all three limits. The latter limit was taken by means of a finite-size scaling analysis, which determines the critical coupling $U_{c} / \kappa=$ $3.834(14)$ and the critical exponent $z \nu=1.185(43)$. While we have not yet performed a direct MC calculation of the AFMI order parameter $m_{s}$, our scaling analysis of $\Delta / U$ has enabled an estimate

Table 4.1: Summary of critical couplings $U_{c} / \kappa$ and critical exponents $\nu$ and $\beta$ (called $\tilde{\beta}$ in the rest of this chapter) obtained by recent MC calculations of various Hubbard models in the GrossNeveu (GN) Heisenberg universality class, and with other methods for direct calculations of the GN Heisenberg model. We include brief comments of special features of each calculation. Note the abbreviations HMC (Hybrid Monte Carlo), AF (Auxiliary Field), BSS (Blankenbecler-SugarScalapino) and BRS (Brower-Rebbi-Schaich). These concepts are explained in the main text. Furthermore, we denote FRG (Functional Renormalization Group). Our value of $\nu(\dagger)$ is given for $z=1$ [184]. Our first estimate of $\beta$ from [3] is based on the mean-field result $m_{s} \sim \Delta / U(\ddagger)$ (31]. The asterisk $\left(^{*}\right)$ indicates that the $4-\epsilon$ exponents of Ref. 185] were used as input in the MC calculation of $U_{c}$ in Ref. 31. Also, note the ambiguities [33] as to the correct number of fermion components in the $4-\epsilon$ expansion of Ref. 186.
The table has been updated by our most recent results (4), see chapter 5 for details.

| Method | $U_{c} / \kappa$ | $\nu$ | $\beta$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Grand canonical BRS HMC ( $[\overline{3}]$, present chapter) | 3.834(14) | $1.185(43)$ |  | 1.095(37) | $\ddagger$ |
| Grand canonical BRS HMC ( 4 4, chapter 5 ) | $3.835(14)$ | 1.181(43) | $\dagger$ | 0.898(37) |  |
| Grand canonical BSS HMC, complex AF 161 | 3.90(5) | 1.162 |  | 1.08(2) |  |
| Grand canonical BSS QMC 35 | 3.94 | 0.93 |  | 0.75 |  |
| Projection BSS QMC [33] | 3.85(2) | 1.02(1) |  | 0.76(2) |  |
| Projection BSS QMC, $d$-wave pairing field 187 |  | 1.05(5) |  |  |  |
| Projection BSS QMC 182 | 3.80(1) | 0.84(4) |  | 0.71(8) |  |
| Projection BSS QMC, spin-Hall transition 188 |  | 0.88(7) |  |  |  |
| Projection BSS QMC, pinning field 31] | 3.78 | 0.882 | * | 0.794 | * |
| GN $4-\epsilon$ expansion, 1st order 33,185 |  | 0.882 | * | 0.794 |  |
| GN $4-\epsilon$ expansion, 1st order 33,186 |  | 0.851 |  | 0.824 |  |
| GN $4-\epsilon$ expansion, 2nd order 33,186 |  | 1.01 |  | 0.995 |  |
| GN $4-\epsilon$ expansion, $\nu$ 2nd order 37, 186 |  | 1.08 |  | 1.06 |  |
| GN $4-\epsilon$ expansion, $1 / \nu$ 2nd order 37, 186 |  | 1.20 |  | 1.17 |  |
| GN $4-\epsilon$ expansion, $\nu$ 4th order 189 |  | 1.2352 |  |  |  |
| GN $4-\epsilon$ expansion, $1 / \nu$ th order 189] |  | 1.5511 |  |  |  |
| GN FRG 37] |  | 1.31 |  | 1.32 |  |
| GN FRG $\overline{190}$ |  | 1.26 |  |  |  |
| GN Large $N$ 191] |  | 1.1823 |  |  |  |

of the critical exponent $\tilde{\beta}=1.095(37)$. Depending on which symmetry is broken, the critical exponents of the hexagonal Hubbard model are expected to fall into one of the Gross-Neveu (GN) universality classes 184 . The semimetal-AFMI transition should fall into the GN-Heisenberg $S U(2)$ universality class, as $m_{s}$ is described by a vector with three components.

The GN-Heisenberg critical exponents have been studied by means of PMC simulations of the hexagonal Hubbard model, by the $d=4-\epsilon$ expansion around the upper critical dimension $d$, by large $N$ calculations, and by functional renormalization group (FRG) methods. In Table 4.1, we give an up-to-date comparison with our results. Our value for $U_{c} / \kappa$ is in overall agreement with previous MC simulations. For the critical exponents $\nu$ and $\tilde{\beta}$, the situation is less clear. Our results for $\nu$ (assuming $z=1$ due to Lorentz invariance 184 ) and $\tilde{\beta}$ agree best with the HMC calculation (in the BSS formulation) of Ref. [161, followed by the FRG and large $N$ calculations. On the other hand, our critical exponents are systematically larger than most PMC calculations and first-order $4-\epsilon$ expansion results. The agreement appears to be significantly improved when the $4-\epsilon$ expansion is taken to higher orders, although the discrepancy between expansions for $\nu$ and $1 / \nu$ persists.

Our results show that the BRS algorithm is now applicable to problems of a realistic size in the field of carbon-based nano-materials. There are several future directions in which our present work can be developed. For instance, while the AFMI phase may not be directly observable in graphene, we note that tentative empirical evidence for such a phase exists in carbon nanotubes [192], along with preliminary theoretical evidence from MC simulations presented in Ref. [55]. The MC calculation of the single-particle Mott gap in a (metallic) carbon nanotube is expected to be much easier, since the lattice dimension $L$ is determined by the physical nanotube radius used in the experiment (and by the number of unit cells in the longitudinal direction of the tube). As electron-electron interaction (or correlation) effects are expected to be more pronounced in the (1-dimensional) nanotubes, the treatment of flat graphene as the limiting case of an infiniteradius nanotube would be especially interesting. Strong correlation effects could be even more pronounced in the ( 0 -dimensional) carbon fullerenes (buckyballs), where we are also faced with a fermion sign problem due to the admixture of pentagons into the otherwise-bipartite honeycomb structure [7]. This sign problem has the unusual property of vanishing as the system size becomes large, as the number of pentagons in a buckyball is fixed by its Euler characteristic to be exactly 12, independent of the number of hexagons. The mild scaling of HMC with system size gives access to very large physical systems ( $\sim 10^{4}$ sites or more), so it may be plausible to put a particular experimental system (a nanotube, a graphene patch, or a topological insulator, for instance) into software, for a direct, first-principles Hubbard model calculation.
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## 4.A Subtleties of the mixed differencing scheme

As in Ref. [55], we have used a mixed-differencing scheme for the $A$ and $B$ sublattices, which was first suggested by Brower et al. in Ref. [45]. While mixed differencing does not cancel the linear Trotter error completely, it does diminish it significantly, as shown in Ref. 55. We shall now discuss some fine points related to the correct continuum limit when mixed differencing is used.

## 4.A. 1 Seagull term

Let us consider the forward differencing used in Ref. [55] for the $A A$ contribution to fermion operator,

$$
\begin{equation*}
M_{(x, t)\left(y, t^{\prime}\right)}^{A A}=\delta_{x y}\left\{-\delta_{t, t^{\prime}}+\left[\exp \left(i \tilde{\phi}_{x, t}\right)-\tilde{m}_{s}\right] \delta_{t+1, t^{\prime}}\right\} \tag{4.38}
\end{equation*}
$$

with the gauge links and an explicit staggered mass $\tilde{m}_{s}$ (not to be confused with the AFMI order parameter) on the time-off-diagonal. We recall that a tilde means that the corresponding quantity is multiplied by $\delta=\beta / N_{t}$. An expansion in $\delta$ gives

$$
\begin{align*}
M_{(x, t)\left(y, t^{\prime}\right)}^{A A} & =\delta_{x y}\left\{-\delta_{t, t^{\prime}}+\left[1+i \tilde{\phi}_{x, t}-\frac{\tilde{\phi}_{x, t}^{2}}{2}-\tilde{m}_{s}\right] \delta_{t+1, t^{\prime}}\right\}+\mathcal{O}\left(\delta^{3}\right)  \tag{4.39}\\
& =\delta_{x y}\left\{\delta_{t+1, t^{\prime}}-\delta_{t, t^{\prime}}+\left[i \tilde{\phi}_{x, t}-\frac{\tilde{\phi}_{x, t}^{2}}{2}-\tilde{m}_{s}\right] \delta_{t+1, t^{\prime}}\right\}+\mathcal{O}\left(\delta^{3}\right)  \tag{4.40}\\
& =\delta_{x y}\left\{\delta \partial_{t}+\frac{\delta^{2} \partial_{t}^{2}}{2}+\left[i \tilde{\phi}_{x, t}-\frac{\tilde{\phi}_{x, t}^{2}}{2}-\tilde{m}_{s}\right]\left(\delta_{t, t^{\prime}}+\delta \partial_{t}\right)\right\}+\mathcal{O}\left(\delta^{3}\right)  \tag{4.41}\\
& =\delta_{x y}\left\{\delta \partial_{t}+\left(i \tilde{\phi}_{x, t}-\tilde{m}_{s}^{\prime}\right) \delta_{t, t^{\prime}}-\delta \tilde{m}_{s} \partial_{t}\right\}+\mathcal{O}\left(\delta^{3}\right) \tag{4.42}
\end{align*}
$$

where terms proportional to $\delta$ persist in the continuum limit. In the last step we defined

$$
\begin{equation*}
\tilde{m}_{s}^{\prime}:=\tilde{m}_{s}+\frac{\tilde{\phi}_{x, t}^{2}}{2}-\frac{\delta^{2} \partial_{t}^{2}}{2}-i \delta \tilde{\phi}_{x, t} \partial_{t} \tag{4.43}
\end{equation*}
$$

as the "effective" staggered mass at finite $\delta$. The same calculation can be performed for the $B B$ contribution of Ref. [55. This gives

$$
\begin{equation*}
M_{(x, t)\left(y, t^{\prime}\right)}^{B B}=\delta_{x y}\left\{\delta \partial_{t}+\left(i \tilde{\phi}_{x, t}+\tilde{m}_{s}^{\prime}\right) \delta_{t, t^{\prime}}-\delta \tilde{m}_{s} \partial_{t}\right\}+\mathcal{O}\left(\delta^{3}\right) \tag{4.44}
\end{equation*}
$$

where the effective staggered mass has the opposite sign, as expected.
Let us discuss the behavior of $\tilde{m}_{s}^{\prime}$ when $m_{s} \rightarrow 0$ and $\delta \rightarrow 0$. First, $\partial_{t}^{2}$ is negative semi-definite, $\tilde{\phi}_{x, t}^{2}$ is positive semi-definite, and $i \tilde{\phi}_{x, t} \partial_{t}$ is indefinite, but one typically finds that $\tilde{m}_{s}^{\prime} \geq \tilde{m}_{s}$. For a vanishing bare staggered mass $\tilde{m}_{s} \rightarrow 0$, this creates a non-vanishing bias between the sublattices at $\delta \neq 0$, which is due to the mixed differencing scheme. Numerically, we find that this effect prefers $\left\langle m_{A}-m_{B}\right\rangle>0$. Second, the "seagull term" $\tilde{\phi}_{x, t}^{2}$ is not suppressed in the continuum limit, as first noted in Ref. [45]. This happens because, in the vicinity of continuum limit, the Gaussian part of the action becomes narrow, and $\tilde{\phi}$ is approximately distributed as $\tilde{\phi} \sim \mathcal{N}(0, \sqrt{\delta U})$. Because $\tilde{\phi}$ scales as $\sqrt{\delta}$, the seagull term is not in $\mathcal{O}\left(\delta^{2}\right)$ but effectively linear in $\delta$, denoted as $\mathcal{O}_{\mathrm{e}}(\delta)$. The seagull term contains important physics, and should be correctly generated by the gauge links.

## 4.A. 2 Field redefinition

Following Brower et al. in Ref. [45], the seagull term can be absorbed by means of a redefinition of the Hubbard-Stratonovich field, at the price of generating the so-called "normal-ordering term" of Ref. [45], which is of physical significance. Let us briefly consider how this works in our case. The field redefinition of Ref. 45] is

$$
\begin{equation*}
\phi_{x}:=\varphi_{x}-\frac{\delta}{2} V_{x y} \varphi_{y} \psi_{y}^{*} \psi_{y} \tag{4.45}
\end{equation*}
$$

in terms of the field $\psi$ on which the fermion matrix $M$ acts. For backward differencing of $M$, the full Hamiltonian includes the terms

$$
\begin{align*}
& \frac{1}{2} \sum_{t} \tilde{\phi}_{x, t} \tilde{V}_{x y}^{-1} \tilde{\phi}_{y, t}+\sum_{t, t^{\prime}} \psi_{x, t}^{*}\left[\delta_{t, t^{\prime}}-\exp \left(-i \tilde{\phi}_{x, t}\right) \delta_{t-1, t^{\prime}}+\tilde{m} \delta_{t-1, t^{\prime}}\right] \psi_{x, t^{\prime}} \\
& \quad=\frac{1}{2} \int d t \phi_{x} V_{x y}^{-1} \phi_{y}+\int d t \psi_{x}^{*} \partial_{t} \psi_{x}+i \int d t \psi_{x}^{*} \phi_{x} \psi_{x}+m \int d t \psi_{x}^{*} \psi_{x}+\frac{\delta}{2} \int d t \psi_{x}^{*} \phi_{x}^{2} \psi_{x}+\mathcal{O}_{\mathrm{e}}(\delta) \tag{4.46}
\end{align*}
$$

where the Gaussian term generated by the Hubbard-Stratonovich transformation is included, and $\tilde{m}$ is left unspecified for the moment. If we apply the redefinition 4.45 to the Gaussian term, we find

$$
\begin{align*}
\frac{1}{2} \int d t \phi_{x} V_{x y}^{-1} \phi_{y} & =\frac{1}{2} \int d t \varphi_{x} V_{x y}^{-1} \varphi_{y}-\frac{\delta}{2} \int d t \varphi_{x} V_{x z}^{-1} V_{z y} \varphi_{y} \psi_{y}^{*} \psi_{y}+\mathcal{O}_{\mathrm{e}}(\delta) \\
& =\frac{1}{2} \int d t \varphi_{x} V_{x y}^{-1} \varphi_{y}-\frac{\delta}{2} \int d t \psi_{x}^{*} \varphi_{x}^{2} \psi_{x}+\mathcal{O}_{\mathrm{e}}(\delta) \tag{4.47}
\end{align*}
$$

and along the lines of Ref. [45], we note that the $\varphi_{x}^{2}$ seagull term cancels the $\phi_{x}^{2}$ seagull term of Eq. 4.46 to leading order in $\delta$. As we are performing a path integral over the HubbardStratonovich field, we need to account for the Jacobian of the field redefinition, which is

$$
\begin{align*}
\int \mathcal{D} \tilde{\phi}=\int \mathcal{D} \tilde{\varphi} \operatorname{det}\left[\frac{\partial \tilde{\phi}_{x, t}}{\partial \tilde{\varphi}_{y, t^{\prime}}}\right] & =\int \mathcal{D} \tilde{\varphi} \exp \left[\operatorname{Tr} \log \left(\delta_{x y} \delta_{t, t^{\prime}}-\frac{\delta}{2} V_{x y} \psi_{y, t}^{*} \psi_{y, t} \delta_{t, t^{\prime}}\right)\right] \\
& \simeq \int \mathcal{D} \varphi \exp \left(-\frac{1}{2} \int d t V_{x x} \psi_{x}^{*} \psi_{x}\right) \tag{4.48}
\end{align*}
$$

where in the last step we used $\log (1+\delta z)=\delta z+\mathcal{O}\left(\delta^{2}\right)$ before taking the continuum limit. We conclude that the seagull term in the expansion of the gauge links has the correspondence

$$
\begin{equation*}
\frac{\delta}{2} \int d t \psi_{x}^{*} \phi_{x}^{2} \psi_{x} \longleftrightarrow \frac{1}{2} \int d t V_{x x} \psi_{x}^{*} \psi_{x} \tag{4.49}
\end{equation*}
$$

which is exactly the normal-ordering term proportional to $V_{x x} / 2$ of Ref. [54. Hence, as argued in Ref. [45], the normal-ordering term should be omitted when gauge links are used, as an equivalent term is dynamically generated by the gauge links. This statement is valid when backward differencing is used for both sublattices. In Appendix 4.A.3, we discuss how this argument carries over to the case of forward and mixed differencing.

## 4.A. 3 Alternative forward difference

In case the backward differencing of Eq. 4.46) is used for both sublattices as in Ref. [54, then simply taking the usual staggered mass term

$$
\begin{equation*}
\tilde{m}=\tilde{m}_{s} \quad(x \in A), \quad \tilde{m}=-\tilde{m}_{s} \quad(x \in B) \tag{4.50}
\end{equation*}
$$

suffices to get the correct Hubbard Hamiltonian, as both sublattices receive a dynamically generated normal-ordering term with coefficient $V_{x x} / 2$. However, the mixed-difference lattice action in

Ref. 55 produces a "staggered" normal-ordering term, with $-V_{x x} / 2$ for sublattice $A$ and $V_{x x} / 2$ for sublattice $B$. Hence, with the mixed-difference operator of Ref. 55 (forward for sublattice $A$, backward for sublattice $B$ ), we should instead take

$$
\begin{equation*}
\tilde{m}=\tilde{V}_{00}+\tilde{m}_{s} \quad(x \in A), \quad \tilde{m}=-\tilde{m}_{s} \quad(x \in B), \tag{4.51}
\end{equation*}
$$

in order to again obtain the physical Hubbard Hamiltonian with normal-ordering and staggered mass terms. Therefore, in our current work we adopt the alternative forward differencing

$$
\begin{equation*}
M_{(x, t)\left(y, t^{\prime}\right)}^{A A}=\delta_{x y}\left\{\delta_{t+1, t^{\prime}}-\left[\exp \left(-i \tilde{\phi}_{x, t}\right)+\tilde{m}_{s}\right] \delta_{t, t^{\prime}}\right\} \tag{4.52}
\end{equation*}
$$

instead of Eq. 4.38, which again yields a normal-ordering term $V_{x x} / 2$ for sublattice $A$. As in Ref. [54], we thus retain the desirable feature of a completely dynamically generated normalordering term. In our actual numerical simulations, we set the bare staggered mass $\tilde{m}_{s}=0$. In our CG solver with Hasenbusch preconditioning, we work with finite $\tilde{m}_{s}[50$. The spectrum of the operator 4.52 lacks conjugate reciprocity, which causes an ergodicity problem [56].

## 4.B Finding a plateau

Here we present an automatized, deterministic method that reliably finds the optimal plateau in a given data set (such as the effective mass $m(\tau)$ ). Specifically, our method finds the region of least slope and fluctuations, and checks whether this region is a genuine plateau without significant drift. If a given time series does not exhibit an acceptable plateau, our method returns an explicit error message.

Apart from the time series $m(\tau)$ expected to exhibit a plateau, the algorithm requires two parameters to be chosen in advance. The first is the minimal length $\lambda$ a plateau should have. The second is an "analysis window" of width $\mu \leq \lambda$. This controls how many data points are considered in the analysis of local fluctuations. We find that

$$
\begin{align*}
\lambda & =\frac{N_{t}}{6}  \tag{4.53}\\
\mu & =\log _{2}\left(N_{t}\right) \tag{4.54}
\end{align*}
$$

are in most cases good choices.
Algorithm 1 describes the procedure in detail. The idea is to find a balance between least statistical and systematic fluctuations. Statistical fluctuations decrease with increasing plateau length. This is why we seek to choose the plateau as long as possible, without running into a region with large systematic deviations. This property can also be used to our advantage. If we calculate the mean from a given time $\tau_{2}$ to all the previous times, the influence of another point compatible with the mean will decrease with the distance from $\tau_{2}$. Thus the local fluctuation of the running mean decreases, until it reaches a point with significant systematic deviation. This local fluctuation minimum marks the optimal $\tau_{1}$. The plateau then ranges from $\tau_{1}$ to $\tau_{2}$. We check that it does not exhibit significant drift, by fitting a linear function and checking if the first order term deviates from zero within twice its error. By repeating the analysis for all possible values of
$\tau_{2}$, the globally best plateau can be found, as determined by least local fluctuations of the running mean.

```
Algorithm 1: Finding a fit range for a plateau in a time series.
    input : \(N_{t}, m\left[0, \ldots, N_{t}-1\right], \lambda, \mu\)
    output: \(\tau_{1}, \tau_{2}\)
    for \(\tau^{\prime}=\mu-1, \ldots, N_{t}-1\) do
        for \(\tau=0, \ldots, \tau^{\prime}\) do
            \(\bar{m}\left[\tau ; \tau^{\prime}\right]=\operatorname{mean}\left(m\left[\tau, \ldots, \tau^{\prime}\right]\right) ;\)
        end
        for \(\tau=0, \ldots, \tau^{\prime}-\mu+1\) do
            \(\sigma\left[\tau ; \tau^{\prime}\right]=\operatorname{sd}\left(\bar{m}\left[\tau, \ldots, \tau+\mu-1 ; \tau^{\prime}\right]\right) ;\)
        end
        \(\tau_{1}^{*}\left[\tau^{\prime}\right]=\underset{\tau \in\left\{0, \ldots, \tau^{\prime}-\mu\right\}}{\operatorname{argmin}}\left(\sigma\left[\tau ; \tau^{\prime}\right]\right) ;\)
    end
    \(\Lambda=\left\{\left(\tau, \tau^{\prime}\right) \mid \tau=\tau_{1}^{*}\left[\tau^{\prime}\right], \tau^{\prime}-\tau \geq \lambda\right\} ;\)
    \(\Lambda_{0}=\left\{\left(\tau, \tau^{\prime}\right) \in \Lambda \mid m\left[\tau, \ldots, \tau^{\prime}\right]\right.\) has no significant drift \(\} ;\)
    if \(\Lambda_{0} \neq \varnothing\) then
        \(\left(\tau_{1}, \tau_{2}\right)=\underset{\left(\tau, \tau^{\prime}\right) \in \Lambda_{0}}{\operatorname{argmin}}\left(\sigma\left[\tau ; \tau^{\prime}\right]\right) ;\)
    else
        No acceptable plateau of requested length found.
    end
```

As every range in the set $\Lambda_{0}$ from Algorithm 1 is a valid plateau, it allows us to estimate the systematic error due to the choice of plateau. We simply repeat the calculation of the relevant observable for all ranges in $\Lambda_{0}$, and interpret the standard deviation of the resulting set of values as a systematic uncertainty.

## 4.C Possible bias of direct plateau fits

The correlators obtained by simulations in euclidean space-time decay exponentially and one can assume that after some imaginary time higher energy contributions are negligible. So the ground state dominates and the decay constant, the effective mass, can directly be extracted.

Let us distinguish two scenarios. In the first case the correlator shows strict exponential decay in the region of relevance. We then write

$$
\begin{equation*}
C_{\mathrm{e}}(t, x) \propto \mathrm{e}^{-m t}(1+x) \tag{4.55}
\end{equation*}
$$

where $m$ is the effective mass, $t$ the euclidean time and $x$ some (statistical) noise. It turns out that this ansatz is not universally applicable. If the back-propagating part of the correlator is significant, we have to choose

$$
\begin{equation*}
C_{\mathrm{c}}\left(t, t_{0}, x\right) \propto \cosh \left(m\left(t-t_{0}\right)\right)(1+x) \tag{4.56}
\end{equation*}
$$

for the correlator.

## 4.C. 1 The exponential case

The effective mass can locally be estimated, using e.g. the "log" method in the hadron library [9], by

$$
\begin{align*}
\hat{m} & =\log \left(\frac{C_{\mathrm{e}}(t, x)}{C_{\mathrm{e}}(t+1, y)}\right)  \tag{4.57}\\
& =m+\log (1+x)-\log (1+y)  \tag{4.58}\\
& =m+x-y+\mathcal{O}\left(x^{2}\right)+\mathcal{O}\left(y^{2}\right) . \tag{4.59}
\end{align*}
$$

This means that, as long as $x$ and $y$ are identically distributed, the estimator is unbiased. Even in the case of different distributions of $x$ and $y$ we obtain the bias

$$
\begin{align*}
\langle\hat{m}-m\rangle & =\langle x\rangle-\langle y\rangle+\mathcal{O}\left(\left\langle x^{2}\right\rangle\right)+\mathcal{O}\left(\left\langle y^{2}\right\rangle\right)  \tag{4.60}\\
& =\mathcal{O}\left(\sigma_{x}^{2}\right)+\mathcal{O}\left(\sigma_{y}^{2}\right) \tag{4.61}
\end{align*}
$$

with vanishing first order contribution. Plainly correlation between $x$ and $y$ reduces any bias. Here we denote the standard deviation of $x$ and $y$ by $\sigma_{x}$ and $\sigma_{y}$ respectively. We also used that the noise itself has to be unbiased (i.e. $\langle x\rangle=\langle y\rangle=0$ ) because any systematic bias would have been absorbed in the mean of the correlator by this point anyway.

The only exclusion from this rule would be if $x$ or $y$ had a significant probability to be smaller than -1 . This would however mean that a significant part of the correlators would be negative, so that the complete analysis would be very much in doubt. In addition in this case one would have to consider higher order terms as the linear approximation of the logarithm would be very inaccurate.

All in all one can safely assume that this estimator of the effective mass does not suffer from bias in any practically relevant case.

## 4.C. 2 The cosh case

There are several approaches to estimate the effective mass locally in the cosh case. To our knowledge the numerical solution of

$$
\begin{equation*}
\frac{\cosh \left(\hat{m}\left(t-t_{0}\right)\right)}{\cosh \left(\hat{m}\left(t+1-t_{0}\right)\right)}=\frac{C_{\mathrm{c}}\left(t, t_{0}, x\right)}{C_{\mathrm{c}}\left(t+1, t_{0}, y\right)} \tag{4.62}
\end{equation*}
$$

yields the most accurate results. The method is called "solve" in the hadron library. This equation cannot be investigated analytically for a bias, thus we use the alternative method, called "acosh" in hadron,

$$
\begin{align*}
\hat{m} & =\operatorname{acosh}\left(\frac{C_{\mathrm{c}}\left(t-1, t_{0}, x\right)+C_{\mathrm{c}}\left(t+1, t_{0}, x\right)}{2 C_{\mathrm{c}}\left(t, t_{0}, y\right)}\right)  \tag{4.63}\\
& =\operatorname{acosh}\left(\cosh m \frac{1+x}{1+y}\right)  \tag{4.64}\\
& =m+x \operatorname{coth} m-y \operatorname{coth} m+x y \frac{\cosh m}{\sinh ^{3} m}+\mathcal{O}\left(x^{2}\right)+\mathcal{O}\left(y^{2}\right), \tag{4.65}
\end{align*}
$$

where we summarised the noise in the numerator into a single term. One would naively assume that with the same argument as above the first order noise contributions have to vanish in the expectation value. In fact this is the case if $x$ and $y$ are strongly correlated or $\sigma_{x}$ and $\sigma_{y}$ are very small. In this context small means that the probability of $\cosh m \frac{1+x}{1+y}<1$ is negligible. Otherwise one has to consider in the calculation of the expectation value that tuples $(x, y)$ fulfilling the upper condition are dropped from the analysis. If $x$ and $y$ are distributed according to the probability density functions (pdf) $\rho_{\mathrm{X}}(x)$ and $\rho_{\mathrm{Y}}(y)$ respectively, we find that the expectation value of some function $f(x, y)$ is given by

$$
\begin{align*}
\langle f\rangle & =\frac{1}{Z} \int_{-\infty}^{\infty} \mathrm{d} y \int_{(1+y) / \cosh m-1}^{\infty} \mathrm{d} x f(x, y) \rho_{\mathrm{X}}(x) \rho_{\mathrm{Y}}(y)  \tag{4.66}\\
Z & =\int_{-\infty}^{\infty} \mathrm{d} y \int_{(1+y) / \cosh m-1}^{\infty} \mathrm{d} x \rho_{\mathrm{X}}(x) \rho_{\mathrm{Y}}(y) \tag{4.67}
\end{align*}
$$

The lower bound of the inner integral approaches $y$ as $m \rightarrow 0$ independently of the distributions of $x$ and $y$. This is very different from the exponential case where the integration area would only be confined for broadly distributed noise.

The integral in equation 4.67) is (to our knowledge) not solvable analytically even for the normal distribution, but we can confine its value to

$$
\begin{equation*}
\frac{1}{2} \leq Z \leq 1 \tag{4.68}
\end{equation*}
$$

because the pdfs are assumed to be normalised and the area integrated over cannot be reduced to less than half.

We can however solve the integral 4.66 for the relevant linear functions if we take $x$ and $y$ to be normally distributed. The expectation values

$$
\begin{align*}
\langle x\rangle & =\frac{\sigma_{x}^{2} \exp \left(-\frac{(\operatorname{sech} m-1)^{2}}{2\left(\sigma_{y}^{2}\left(\operatorname{sech}^{2} m\right)+\sigma_{x}^{2}\right)}\right)}{\sqrt{2 \pi} \sqrt{\sigma_{y}^{2}\left(\operatorname{sech}^{2} m\right)+\sigma_{x}^{2}}}  \tag{4.69}\\
\langle y\rangle & =-\frac{\sigma_{y}^{2} \exp \left(-\frac{2\left(\sinh ^{4}\left(\frac{m}{2}\right)\right)}{\sigma_{x}^{2}\left(\cosh ^{2} m\right)+\sigma_{y}^{2}}\right)}{\sqrt{2 \pi} \sqrt{\sigma_{x}^{2}\left(\cosh ^{2} m\right)+\sigma_{y}^{2}}}  \tag{4.70}\\
\langle x y\rangle & =-\frac{\sigma_{x}^{2} \sigma_{y}^{2}(\operatorname{sech} m-1)(\operatorname{sech} m) \exp \left(-\frac{(\operatorname{sech} m-1)^{2}}{2\left(\sigma_{y}^{2}\left(\operatorname{sech}^{2} m\right)+\sigma_{x}^{2}\right)}\right)}{\sqrt{2 \pi}\left(\sigma_{y}^{2}\left(\operatorname{sech}^{2} m\right)+\sigma_{x}^{2}\right)^{3 / 2}} \tag{4.71}
\end{align*}
$$

can be expanded together with the prefactors from equation 4.65 about $m=0$ because this is the interesting limit. In addition we set $\sigma_{x}=\sigma_{y}=\sigma$ for simplicity. This yields a first order bias

$$
\begin{equation*}
\hat{m}-m=\frac{9 \sigma}{8 \sqrt{\pi} m}+\mathcal{O}(m)+\mathcal{O}\left(\sigma^{2}\right) \tag{4.72}
\end{equation*}
$$

Thus for $\sigma$ in the order of $m^{2}$ or larger we get a significant relative bias with positive sign.
We learn from this estimator that one can only trust the values of the effective mass if all
samples produced numeric values and none failed. In this case the linear order bias vanishes. In any other case the effective mass will have a bias.

## 4.D Thermal gap

It is useful to consider the influence of the inverse temperature $\beta$ on the single-particle gap, in order to provide a better understanding of the scaling of $\Delta$ with $\beta$. Naturally, we are not able to solve the entire problem analytically, so we shall consider small perturbations in the coupling $U$, and assume that the dispersion relation of graphene is not significantly perturbed by the interaction (which is expected to be the case when $U$ is small). Let us now compute the expectation value of the number of electrons excited from the ground state. As we consider exclusively the conduction band, we assume that the particle density follows Fermi-Dirac statistics. We take the positive-energy part of

$$
\begin{equation*}
\omega_{k}:=\kappa \sqrt{\tilde{\omega}_{k}^{2}}, \quad \tilde{\omega}_{k}^{2}=3+4 \cos \left(3 a k_{x} / 2\right) \cos \left(\sqrt{3} a k_{y} / 2\right)+2 \cos \left(\sqrt{3} a k_{y}\right) \tag{4.73}
\end{equation*}
$$

where $a \simeq 1.42$ angstrom is the nearest-neighbor lattice spacing and we assume that every excited electron contributes an energy $E(U)$ to a "thermal gap" $\Delta(\beta)$. These considerations yield the gap equation

$$
\begin{equation*}
\Delta(\beta)=E(U) a^{2} f_{\mathrm{BZ}} \int_{k \in \mathrm{BZ}} \frac{d^{2} k}{(2 \pi)^{2}} \frac{1}{1+\exp \left(\beta \omega_{k}\right)}, \quad f_{\mathrm{BZ}}:=\frac{3 \sqrt{3}}{2}, \tag{4.74}
\end{equation*}
$$

where the factor $f_{\mathrm{BZ}}$ is due to the hexagonal geometry of the first Brillouin zone (BZ). It should be emphasized that the thermal gap is not the interaction-driven Mott gap we are studying here, even though it is not numerically distinguishable from the latter. A thermal gap can occur even if the conduction and valence bands touch or overlap. The physical interpretation of the thermal gap (as explained above) is a measure of the degree of excitation above the ground state, based on the number of excited states that are already occupied in thermal equilibrium.

## 4.D. 1 Finite temperature

Let us evaluate Eq. 4.74 under the assumption that $\beta$ is large. Then, the integrand only contributes in the region where $\omega_{k} \approx 0$, in other words near the Dirac points $K$ and $K^{\prime}$ located at momenta $k_{D}$. In the vicinity of a Dirac point, the dispersion relation reduced to the well-known Dirac cone

$$
\begin{equation*}
\omega_{k} \simeq v_{F}\left|k-k_{D}\right|, \quad v_{F}:=3 \kappa a / 2, \tag{4.75}
\end{equation*}
$$

with Fermi velocity $v_{F}$. Within this approximation, we may sum over the two Dirac points and perform the angular integral, which gives

$$
\begin{align*}
\Delta(\beta) & \approx 2 E(U) a^{2} f_{\mathrm{BZ}} \int_{k \in \mathbb{R}^{2}} \frac{d^{2} k}{(2 \pi)^{2}} \frac{1}{1+\exp \left(\beta v_{F}|k|\right)}=E(U) a^{2} f_{\mathrm{BZ}} \int_{0}^{\infty} \frac{d k}{\pi} \frac{k}{1+\exp \left(\beta v_{F} k\right)},  \tag{4.76}\\
& =E(U) a^{2} f_{\mathrm{BZ}} \times \frac{\pi}{12}\left(\beta v_{F}\right)^{-2}=\frac{\sqrt{3} \pi}{18} E(U)(\beta \kappa)^{-2} \approx 0.3023 E(U)(\beta \kappa)^{-2}, \tag{4.77}
\end{align*}
$$

where the Fermi-Dirac integral has been evaluated in terms of the polylogarithm function. We expect the error of this approximation to be exponentially suppressed in $\beta$.


Figure 4.6: Illustration of the thermal gap in the weakly coupled regime, as given by Eq. 4.77). Our MC data for the single-particle gap $\Delta$ from Figure 4.3 is shown multiplied by $\beta^{2}$. All quantities are expressed in appropriate units of $\kappa$.

In Figure 4.6, we validate Eq. 4.77 using our data for $\Delta$ shown in Figure 4.3. We find that the prediction of quadratic scaling in $\beta$ and the linear approximation in $U$ are quite accurate. A fit of Eq. 4.77) to our MC data for $\Delta$ in the weak-coupling regime $U / \kappa \leq 2$ gives

$$
\begin{equation*}
E(U)=5.95(15) U \tag{4.78}
\end{equation*}
$$

under the (perturbative) assumption $E(U) \propto U$. This fit is shown in Figure 4.6, where we plot $\beta^{2} \Delta$ as a function of $U$ (in proper units of $\kappa$ ). In the weakly coupled regime, the MC data for $\beta^{2} \Delta$ coincide and fall on a straight line. Once the critical coupling $U_{c}$ is approached, the points for various $\beta$ separate. As expected, the linear dependence on $U$ persists longest for small $\beta$, as temperature effects are dominant over interaction effects. The quadratic scaling with $\beta$ is most accurate for large $\beta$, which is in line with the expected exponential convergence stated above.

## 4.D. 2 Finite lattice size

Let us also consider the leading correction to the thermal gap due to finite lattice size $L$. The discretized form of Eq. 4.74 is

$$
\begin{equation*}
\Delta(L, \beta)=\frac{E(U)}{L^{2}} \sum_{k \in \mathrm{BZ}} \frac{1}{1+\exp \left(\beta \omega_{k}\right)} \tag{4.79}
\end{equation*}
$$

which in general has a very complicated convergence behavior. Because of periodic boundary conditions, Eq. 4.79) is an effective trapezoidal approximation to Eq. 4.74, thus the convergence
is a priori expected to scale as $\mathcal{O}\left(L^{-2}\right)$.
We shall now obtain a precise leading-order error estimation. Let us discretize the first BZ into a regular triangular lattice, with lattice spacing $h \propto L^{-1}$. We integrate a function $f(x, y)$ over a single triangle, spanned by the coordinates $( \pm h / 2,0)$ and $(0, \sqrt{3} h / 2)$,

$$
\begin{equation*}
I:=\int_{-h / 2}^{h / 2} d x \int_{0}^{b(x)} d y f(x, y), \quad b(x):=\sqrt{3} h / 2-\sqrt{3}|x|, \tag{4.80}
\end{equation*}
$$

and subtract the average of $f(x, y)$ over the corner points multiplied by the area of the triangle,

$$
\begin{equation*}
\hat{I}:=\frac{\sqrt{3} h^{2}}{4} \times \frac{1}{3}[f(-h / 2,0)+f(h / 2,0)+f(0, \sqrt{3} h / 2)], \tag{4.81}
\end{equation*}
$$

which gives the (local) error

$$
\begin{equation*}
\delta I:=I-\hat{I}=-\frac{\sqrt{3}}{64}\left[\frac{\partial^{2} f}{\partial x^{2}}(0)+\frac{\partial^{2} f}{\partial y^{2}}(0)\right] h^{4}+\mathcal{O}\left(h^{5}\right) \tag{4.82}
\end{equation*}
$$

due to discretization. The global error is obtained by summing over the complete BZ,

$$
\begin{align*}
\sum_{k \in \mathrm{BZ}} \delta I(k) & =-\frac{\sqrt{3}}{64} \sum_{k \in \mathrm{BZ}}\left[\frac{\partial^{2} f}{\partial x^{2}}(k)+\frac{\partial^{2} f}{\partial y^{2}}(k)\right] h^{4}+\mathcal{O}\left(L^{2} h^{5}\right)  \tag{4.83}\\
& \propto \frac{1}{L^{4}} \sum_{k \in \mathrm{BZ}}\left[\frac{\partial^{2} f}{\partial x^{2}}(k)+\frac{\partial^{2} f}{\partial y^{2}}(k)\right]+\mathcal{O}\left(L^{-3}\right)  \tag{4.84}\\
& \propto \frac{1}{L^{2}} \int_{k \in \mathrm{BZ}} d^{2} k\left[\frac{\partial^{2} f}{\partial x^{2}}(k)+\frac{\partial^{2} f}{\partial y^{2}}(k)\right]+\mathcal{O}\left(L^{-3}\right) \tag{4.85}
\end{align*}
$$

which equals

$$
\begin{align*}
\sum_{k \in \mathrm{BZ}} \delta I(k) & \propto \frac{1}{L^{2}} \oint_{k \in \partial \mathrm{BZ}} \nabla f(k) \cdot d \vec{k}+\mathcal{O}\left(L^{-3}\right)  \tag{4.86}\\
& \propto \mathcal{O}\left(L^{-3}\right) \tag{4.87}
\end{align*}
$$

where Gauss's theorem has been applied in Eq. 4.86. Hence, the projection of $\nabla f$ onto the normal of the BZ is integrated over the boundary of the BZ. As every momentum-periodic function takes the same values on the opposite edges of the BZ, the result sums up to zero. Surprisingly, one then finds that the second order error term in $L$ vanishes. For the special case of $f(k) \propto$ $1 /\left(1+\exp \left(\beta \omega_{k}\right)\right)$, the gradient in BZ-normal direction vanishes everywhere on the boundary, and the integral in Eq. (4.86) is trivially zero.

Higher orders in $U$ influencing the thermal gap are not as easy to calculate, but can in principle be dealt with using diagrammatic techniques in a finite-temperature Matsubara formalism [194]. As an example, we know from Ref. 28] that $v_{F}$ is influenced (at weak coupling) only at $\mathcal{O}\left(U^{2}\right)$. Let us finally provide some further numerical evidence for the expected cubic finite-size effects in L. In Figure 4.2, we have already shown that cubic finite-size effects are a good approximation for $U<U_{c}$, as expected for states with small correlation lengths. In Figure 4.7, we show that the cubic behavior in $L$ still holds for $U \simeq U_{c}$ and $U>U_{c}$.


Figure 4.7: Simultaneous two-dimensional fit of $\Delta\left(N_{t}, L\right)$ (in units of $\kappa$ ) using Eq. (4.21), for $\kappa \beta=$ 10 and $U / \kappa=3.9$ (left panel) and $\kappa \beta=4$ and $U / \kappa=5.0$ (right panel). Only the extrapolations in $L$ are shown. Data points for $L<9$ have been omitted from the fits, but not from the plots. These fits have $\chi^{2} /$ d.o.f. $\simeq 0.83$ and p-value of $\simeq 0.62$ (left panel), and $\chi^{2} /$ d.o.f. $\simeq 1.1$ and p-value of $\simeq 0.36$ (right panel).

## Chapter 5

# The Antiferromagnetic Character of the Quantum Phase Transition in the Hubbard Model on the Honeycomb Lattice 

Based on $|4|$ by J. Ostmeyer, E. Berkowitz, S. Krieg, T. A. Lähde, T. Luu and C. Urbach

Without further ado, let us resolve any ambiguity left in the previous Chapter 4 concerning the magnetic nature of the phase transition and determine a reliable value for the critical exponent $\beta$.

The Fermi-Hubbard model-a prototypical model of electrons hopping between lattice sites [24]has a rich phenomenology of strongly-correlated electrons, requiring nonperturbative treatment 173. On a honeycomb lattice, where it provides a basis for studying electronic properties of carbon nanosystems like graphene and nanotubes, the Hubbard model is expected to exhibit a secondorder quantum phase transition between a (weakly coupled) semi-metallic (SM) state and an antiferromagnetic Mott insulating (AFMI) state as a function of the electron-electron coupling [164].

It is noteworthy that a fully-controlled $a b$ initio characterization of the SM-AFMI transition has not yet appeared; Monte Carlo (MC) calculations have not provided unique, generally accepted values for the critical exponents [3, 33]. Such discrepancies are primarily attributed to the adverse scaling of MC algorithms with spatial system size $L$ and inverse temperature $\beta$. The resulting systematic error is magnified by an incomplete understanding of the extrapolation of operator expectation values to the thermodynamic and temporal continuum limits.

Lattice Monte Carlo (LMC) simulation of Hamiltonian and Lagrangian theories of interacting fermions is a mature field of study, which is seeing tremendous progress in the areas of novel computer hardware, algorithms, and theoretical developments. Efficient Hybrid Monte Carlo (HMC) algorithms [44, 50 designed for theories with dynamical fermions, coupled with GPUaccelerated supercomputing [137], now allow for the direct simulation of systems of the same size as those used in realistic condensed-matter experiments and applications 43].

While much of the focus of LMC efforts continues to be on Lattice QCD, the algorithms and methods so developed are now rapidly finding their place among the large variety of Hamiltonian theories in condensed matter physics. Recently, preliminary studies of nanotubes 55,195 have appeared and treatments of the fermion sign problem based on formal developments 101 , 196 have made promising progress towards first-principles treatments of fullerenes 7 and doped systems 197. Moreover, our understanding of these algorithms' ergodicity properties [56] and computational scaling [11, 165 has also recently been placed on a firm footing.

In this Letter we seek to remove, using Lattice Monte Carlo (LMC) techniques, the systematic uncertainties which affect determinations of the critical exponents of the SM-AFMI transition in the honeycomb Hubbard model. We present a unified, comprehensive, and systematically controlled treatment of the anti-ferromagnetic (AFM), ferromagnetic (FM), and charge-densitywave (CDW) order parameters, and confirm the AFM nature of the transition from first principles. Building on our determination of the Mott gap [3] we find that the critical coupling $U_{c} / \kappa=$ $3.835(14)$ and the critical exponents - expected to be the exponents of the $\mathrm{SU}(2)$ Gross-Neveu, or chiral Heisenberg, universality class [36, 37]-to be $\nu=1.181(43)$ and $\beta=0.898(37)$.

Method: We formulate the grand canonical Hubbard model at half filling in the particle-hole basis and without a bare staggered mass. Its Hamiltonian reads

$$
\begin{equation*}
H=-\kappa \sum_{\langle x, y\rangle}\left(p_{x}^{\dagger} p_{y}+h_{x}^{\dagger} h_{y}\right)+\frac{U}{2} \sum_{x} \rho_{x} \rho_{x}, \tag{5.1}
\end{equation*}
$$

where $p$ and $h$ are fermionic particle and hole annihilation operators, $\kappa$ is the hopping amplitude, $U$ the on-site interaction, and

$$
\begin{equation*}
\rho_{x}=p_{x}^{\dagger} p_{x}-h_{x}^{\dagger} h_{x} \tag{5.2}
\end{equation*}
$$

is the charge operator. Using Hasenbusch-accelerated [11, 50] HMC [44] with the BRS formulation 45,167 and a mixed time differencing $[3,45,55$ which has favorable computational scaling and ergodicity properties [56], we generate ensembles of auxiliary field configurations for different linear spatial extents $L$ with a maximum of $L=102$ corresponding to 20,808 lattice sites, interaction strengths $U$ (with fixed hopping $\kappa$ ), inverse temperatures $\beta=1 / T$, and $N_{t}$ Trotter steps $\square^{1}$ See Ref. [3] for full details.

We have used these ensembles to compute the Mott gap $\Delta$ as a function of $U$ and $\beta$ to locate a quantum critical point (QCP) at $T=0$ [3 using finite-size scaling (FSS) 175 177]. The single-particle gap $\Delta$ was found to open at $U / \kappa=3.834(14)$. Though this is widely expected to coincide with a semimetal-AFMI transition, we did not characterize the nature of the transition in Ref. [3]. Instead, we found the correlation length exponent $\nu=1.185(43)$ from first principles, and estimated the critical exponent $\beta=1.095(37)$ for the staggered magnetization $m_{s}$ under the AFMI assumption and the (mean-field) expectation $m_{s} \sim \Delta / U$ 31]. In this work we forgo these assumptions and confirm the AFMI character of the transition, finding $\beta=0.898(37)$ in terms of a FSS analysis in the inverse temperature $\beta$.

At half-filling, we compute expectation values of one-point and two-point functions of bilinear

[^11]local operators, the spins
\[

$$
\begin{equation*}
S_{x}^{i}=\frac{1}{2}\left(p_{x}^{\dagger},(-1)^{x} h_{x}\right) \sigma^{i}\left(p_{x},(-1)^{x} h_{x}^{\dagger}\right)^{\top} \tag{5.3}
\end{equation*}
$$

\]

and the charge (5.2) where the $\sigma^{i}$ are Pauli matrices and $(-1)^{x}$ provides a minus sign depending on the triangular sublattice of the honeycomb to which the site $x$ belongs; the sign originates from the particle-hole transformation. For operators, we consider the uniform magnetization

$$
\begin{equation*}
S_{+}^{i}=\sum_{x} S_{x}^{i} \tag{5.4}
\end{equation*}
$$

where spins are summed coherently, and the staggered magnetization

$$
\begin{equation*}
S_{-}^{i}=\sum_{x}(-1)^{x} S_{x}^{i} \tag{5.5}
\end{equation*}
$$

which computes the difference between the sublattices. We expect the extensive one-point functions, the ferromagnetic magnetization $\left\langle S_{+}^{i}\right\rangle$, antiferromagnetic magnetization $\left\langle S_{-}^{i}\right\rangle$, the total charge $\left\langle\rho_{+}\right\rangle$, and the charge separation $\left\langle\rho_{-}\right\rangle$(and their respective intensive one-point functions) to vanish by symmetry at half-filling for all $\beta$ and $U$. However, the two-point functions

$$
\begin{equation*}
S_{ \pm \pm}^{i i}=\left\langle\left\langle S_{ \pm}^{i} S_{ \pm}^{i}\right\rangle\right\rangle, \tag{5.6}
\end{equation*}
$$

and

$$
\begin{equation*}
Q^{2}=\left\langle\left\langle\rho_{+} \rho_{+}\right\rangle\right\rangle, \quad Q_{-}^{2}=\left\langle\left\langle\rho_{-} \rho_{-}\right\rangle\right\rangle, \tag{5.7}
\end{equation*}
$$

need not vanish at half-filling. The double-bracket notation indicates the connected correlator,

$$
\begin{equation*}
\left\langle\left\langle\mathcal{O}_{1} \mathcal{O}_{2}\right\rangle\right\rangle=\left\langle\mathcal{O}_{1} \mathcal{O}_{2}\right\rangle-\left\langle\mathcal{O}_{1}\right\rangle\left\langle\mathcal{O}_{2}\right\rangle \tag{5.8}
\end{equation*}
$$

These quantities scale quadratically with the spatial volum ${ }^{2} V$ which must be divided out to compute their respective intensive partners, which we denote with lower case letters. For example, $s_{ \pm \pm}^{i i}=S_{ \pm \pm}^{i i} / V^{2}$ and similarly for $q^{2}$ and $q_{-}^{2}$. A finite non-vanishing $s_{++}^{i i}\left(s_{--}^{i i}\right)$ indicates ferromagnetic (antiferromagnetic) order, while a non-vanishing $q_{-}^{2}$ indicates CDW order ${ }^{3}$

On the other hand, at very low temperatures, any finite non-zero value of $s_{++}^{i i}, s_{--}^{i i}$, or $q_{-}^{2}$ corresponds to an extensive ferromagnetic spin structure factor $S_{F}=S_{++}^{i i} / V$, antiferromagnetic spin structure factor $S_{A F}=S_{--}^{i i} / V$, or staggered charge structure factor $S_{\mathrm{CDW}}=Q_{-}^{2} / V$, respectively, diverging linearly with the spatial volume. The finite temperatures we use, however, provide a natural infrared cutoff for the correlation length, allowing different domains to cancel against one another. Because the dynamical exponent $z=1$ [184] we can obtain intensive order parameters at any finite temperature by taking the thermodynamic limit of these extensive quantities and dividing them by $\beta^{2}$, rather than the spatial volume $V$. Finally, we use finite-size scaling in $\beta$ to remove the infrared regulator and determine zero-temperature properties.

We decompose the observables of interest into a set of operators with zero, one, or two fermion

[^12]

Figure 5.1: Left: Data collapse plot with the optimal parameters of $U_{c}, \nu$, and $\beta$ obtained from a simultaneous collapse fit to the gap $\Delta$ and the order parameter $m_{s}$. Note that the "outliers" are due to particularly small $\beta$ and are excluded from the analysis. For $U<U_{c} \simeq 3.835(14)$ the order parameter vanishes. Right: The AFMI order parameter (staggered magnetization) $m_{s}$, with all quantities in units of $\kappa$, after the thermodynamic and continuum limit extrapolations. We also show $m_{s}(U, \beta=\infty)$ as a solid black line with error band (calculated as in Ref. $\left.[3]\right)$. The legend from the left plot applies to both.
bilinears, each on a definite sublattice, and evaluate each separately. This decomposition makes it easy to test the operators' individual behaviors in both non-interacting $U \rightarrow 0$ and non-hopping $\kappa \rightarrow 0$ limits, which are analytically known. We can also verify their expected scaling behaviors in Trotter error and volume. We reconstruct the operators of physical interest by taking the appropriate linear combination. We provide a detailed discussion and list of these operators in Table 5.1 of section 5.A of the supplemental material.

Measurements and Extrapolation: By inverting the fermion matrix on stochastic Fourier sources (see section 5.D we can compute fermion propagators and use Wick's theorem to contract the propagators into the relevant observables of interest (see Table 5.2 in section 5.A). Our structure factors measure two-point correlations between two bilinear operators at equal time; to fully exploit each configuration we leverage time-translation invariance and average measurements on many timeslices. Finally, the average of all measurements across the configurations within an ensemble with fixed $U, \beta$, Trotter discretization $N_{t}$, and spatial extent $L$ gives an estimator for each observable.

We find that for both the anti- and ferromagnetic spin operators the $i=1$ and 3 components for $\left\langle\left\langle S^{i} S^{i}\right\rangle\right\rangle$ give different results configuration-by-configuration and ensemble-averaged ${ }^{4}$. This is expected since our discretization breaks chiral symmetry which would have otherwise ensured their equality 160 . However, the mixed differencing of our discretization mitigates this breaking, compared to a purely-forward or purely-backward differencing. Furthermore, in the continuum limit this symmetry is restored. Indeed, we observe that after continuum limit extrapolation, the
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Figure 5.2: Ferromagnetic (left) and charge-density-wave (right) order parameters at different couplings, with all quantities in units of $\kappa$, after the thermodynamic and continuum limit extrapolations. The legend from the left plot applies to both.
different components agree up to uncertainties. We therefore directly take

$$
\begin{equation*}
m_{s}^{2}=\frac{\sum_{i} S_{--}^{i i}}{V(\kappa \beta)^{2}}=\frac{2 S_{--}^{11}+S_{--}^{33}}{V(\kappa \beta)^{2}} \tag{5.9}
\end{equation*}
$$

as the staggered magnetization (and AFMI order parameter), simplifying the subsequent analysis.

For each $U$ and $\beta$, we perform a simultaneous continuum- and infinite-spatial-volume extrapolation. For numerical tractability, we extrapolate extensive quantities, for example $S_{A F}$, which is kept finite by the IR regulation provided by the finite temperature. See section 5.B of the supplementary material for an example of our extrapolations and a more detailed explanation of our extrapolation procedures. As in Ref. [3], we use FSS relations to perform a simultaneous data-collapse of $m_{s}$ and the gap $\Delta$ and thus remove the dependence on $\beta$ in each of these quantities. The collapse for $m_{s}$ is depicted in the left panel of Figure 5.1 Note that the data points below the transition, i.e. $U-U_{c}<0$, collapse to a single curve, whereas above the transition the points for different $\beta$ start to deviate because of the infrared cutoff imposed by our finite $\beta$ calculations. This effect has regularly been observed before, see - for example -Fig. 7 in Ref. 173 and Fig. 3 in Ref. [161. For larger $\beta$ the collapse of the curve persists for a wider range above the transition. Points with an obvious deviation from the global curve have been excluded from the fit so that a bias is avoided. Since the collapse fit in $\Delta$, as done independently in Ref. [3 yielding $U_{c} / \kappa=3.834(14)$ and $\nu=1.185(43)$, requires only two free parameters $U_{c}$ and $\nu$, it is more stable and statistically more significant than the collapse fit of $m_{s}$ with the three free parameters $U_{c}, \nu$, and $\beta$. We therefore performed the simultaneous collapse fit of both $\Delta$ and $m_{s}$ giving the $\Delta$-fit a
higher weight. We find

$$
\begin{align*}
\beta & =0.898(37), \\
\nu & =1.181(43), \\
\beta / \nu & =0.761(5),  \tag{5.10}\\
U_{c} / \kappa & =3.835(14) .
\end{align*}
$$

For the full correlation matrix and further details see section5.C. The critical coupling is essentially unchanged from our previous result 3].

We have also considered the inclusion of sub-leading corrections to the FSS analysis, along the lines of Ref. 33], where an additional factor $1+c_{L} L^{-\omega}$ was introduced into the scaling relation for $m_{s}$. While the FSS analysis in $L$ of Ref. [33] found a clear signal for $c_{L} \neq 0$, an FSS analysis of our MC data with an additional factor $1+c_{\beta} \beta^{-\omega^{\prime}}$ turned out consistent with $c_{\beta}=0$. For any choice of $\omega^{\prime}$, we found that assuming $c_{\beta} \neq 0$ worsened the uncertainties of the extracted parameters, though these remained consistent with the values quoted for $c_{\beta}=0$. We thus conclude that our MC data does not support the scenario of sizable sub-leading corrections to the scaling in $\beta$, at least within the statistical accuracy and range of temperatures covered by our present set of ensembles. As the (expected) Lorentz-invariance should only emerge in the vicinity of the QCP, this apparent difference in the sub-leading corrections may reflect the underlying structure of the Hubbard Hamiltonian.

The zero-temperature AFMI order parameter $m_{s}(\beta=\infty)$ is also given in the right panel of Figure 5.1. This has been determined from MC data extrapolated to infinite volume and the continuum limit, using the same strategy as for the zero-temperature single-particle gap in Ref. [3]. We have extrapolated the $U / \kappa=4$ values to $\beta=\infty$ and used that result to constrain the overall scale of $m_{s}$ (given the critical exponents we have already fixed from FSS). Note that $m_{s}(\beta=\infty)$ so determined is expected to be strictly valid only in the vicinity of the QCP.

In Figure 5.2 , we show our continuum and thermodynamic limit extrapolations of the FM ( $s_{++}^{i i}$ ) and CDW ( $q_{-}^{2}$ ) order parameters. While $q_{-}^{2}$ is a strictly semi-positive observable, we find that several individual values of $q_{i}^{2}$ are slightly negative (though with large error bars), in particular for large $U / \kappa$. This effect appears to be a consequence of residual extrapolation uncertainties, as our extrapolation does not enforce semi-positivity. Still, we observe that both $s_{++}^{i i}$ and $q_{-}^{2}$ clearly vanish in the zero-temperature $(\beta \rightarrow \infty)$ limit for all $U / \kappa$. This behavior is in contrast to that of $m_{s}$, which remains non-zero for large $U / \kappa$, and confirms the AFM character of the QCP.

Discussion: We have presented the first fully systematic, high-precision treatment of all operators that contribute to the AFM, FM, and CDW order parameters of the Hubbard Model on a honeycomb lattice, followed by an FSS analysis of the SM-AFMI transition in the inverse temperature $\beta$, culminating in our results 5.10 . Within the accuracy of our MC data, we find that the QCP associated with the SM-AFMI transition coincides with the opening of the single-particle gap $\Delta$, which disfavors the possibility of other exotic phenomena (such as an intermediate spinliquid phase 30,42 ) in the vicinity of the critical coupling where the AFMI order parameter $m_{s}$ appears. Also, the vanishing of the FM and CDW order parameters throughout this transition strengthens the notion that the QCP is purely antiferromagnetic in character.

In addition to an unambiguous classification of the character of the QCP of the honeycomb

## 5.A. CONSTRUCTING SPIN STRUCTURE FACTORS FROM FUNDAMENTAL OPERATORS79

Hubbard model, our results demonstrate the ability to perform high-precision calculations of strongly correlated electronic systems using lattice stochastic methods. A central component of our calculations is the Hasenbusch-accelerated HMC algorithm, as well as other state-of-the-art techniques originally developed for lattice QCD. This has allowed us to push our calculations to system sizes which are, to date, still the largest that have been performed, up to $102 \times 102$ unit cells (or 20,808 lattice sites).

Our progress sets the stage for future high-precision calculations of additional observables of the Hubbard model and its extensions, as well as other Hamiltonian theories of strongly correlated electrons [198-200]. We anticipate the continued advancement of calculations with ever increasing system sizes, through the leveraging of additional state-of-the-art techniques from lattice QCD, such as multigrid solvers on GPU-accelerated architectures. We are actively pursuing research along these lines.
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## 5.A Constructing spin structure factors from fundamental operators

For a fully systematic treatment of the different spin operators, we express these in terms of 15 operators $O_{0 \ldots 14}$ of one or two bilinear operators. Our basis of operators is complete for translationally-invariant equal-time observables (the generalization is straightforward) and we can express the observables of physical interest as linear combinations of the operators in our basis.

Our basis fixes one position on a sublattice. We choose the operators with odd (even) index to act on $x \in A(B)$. As we do not break the sublattice symmetry explicitly, we can always consider these pairs of operators simultaneously. An overview of the $O_{i}$ based on the fermion matrix from 3]

$$
\begin{align*}
M_{(x, t)\left(y, t^{\prime}\right)}^{A A} & =\delta_{x y}\left(\delta_{t+1, t^{\prime}}-\delta_{t, t^{\prime}} \exp \left(-i \tilde{\phi}_{x, t}\right)\right), \\
& M_{(x, t)\left(y, t^{\prime}\right)}^{B B}=\delta_{x y}\left(\delta_{t, t^{\prime}}-\delta_{t-1, t^{\prime}} \exp \left(-i \tilde{\phi}_{x, t}\right)\right),  \tag{5.11}\\
M_{(x, t)\left(y, t^{\prime}\right)}^{A B}= & M_{(x, t)\left(y, t^{\prime}\right)}^{B A}=-\tilde{\kappa} \delta_{\langle x, y\rangle} \delta_{t, t^{\prime}},
\end{align*}
$$

is given in Tab. 5.1, and the various order parameters and structure factors are given in terms of the $O_{i}$ in Tab. 5.2, along with the exact values of the physical observables in the $\kappa=0$ and $U=0$ limits and their leading error terms. It should be noted that maximal ordering is not reached for
$\beta<\infty$, thus the observables for $\kappa=0$ are limited by the temporal correlation length (the largest inverse Matsubara frequency $\beta / \pi$ ).

Table 5.1: Extensive operators $O_{i}$. Spin comes with a factor $1 / 2$, therefore the linear operators $O_{1,2}$ have to be divided by 2 and the quadratic ones $O_{3, \ldots, 14}$ by 4 . Sums over repeated indices are implicit, so is the addition of the term with $p \leftrightarrow h$. The two sites $x$ and $y$ are on the same lattice if $x \sim y$. We define $\operatorname{Ti}_{x} M:=\operatorname{Tr}_{S} M^{-1}$ and $\operatorname{Rt}_{x} M:=\operatorname{Re}_{S} M^{-1}$ where $S$ is the sublattice containing $x$. Analogously $\mathbb{P}_{x}$ is the projector onto the sublattice containing $x$. The error estimation comes from an exact calculation of $\mathrm{Rt}_{x} M$ at finite temperature and discretization in the non-interacting limit. The exact values in the two limits $U=0$ and $\kappa=0$ are given for zero temperature. We use the Bachmann-Landau notation to denote that an error in $\Theta(x)$ scales exactly as $x$, an error in $\mathcal{O}(x)$ scales maximally as $x$, and an error in $o(x)$ is asymptotically smaller than $x$.

| $O_{i}$ | Lattice | Operator/Implementation | $U=0$ | $\kappa=0$ | Error | Diagram |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 |  | 1 | V | V | 0 | $\longrightarrow$ |
| 1,2 |  | $\begin{gathered} p_{x} p_{x}^{\dagger} \\ \operatorname{Rt}_{x} M \end{gathered}$ | V | V | $\Theta(V \delta)$ |  |
| 3,4 | $x \sim y$ | $\begin{aligned} & p_{x} p_{x}^{\dagger} h_{y} h_{y}^{\dagger} \\ & \frac{2}{V}\left\|\mathrm{Ti}_{x} M\right\|^{2} \end{aligned}$ | V/2 | V | $\Theta\left(V \delta^{2}\right)$ |  |
| 5,6 | $x \nsim y$ | $\begin{gathered} p_{x} p_{x}^{\dagger} h_{y} h_{y}^{\dagger} \\ \frac{2}{V}{\operatorname{Re~} \mathrm{Ti}_{x} M \mathrm{Ti}_{y}}^{M^{\dagger}} \end{gathered}$ | V/2 | 0 | $\mathcal{O}\left(V \delta^{2}\right)$ |  |
| 7,8 | $x \sim y$ | $\begin{gathered} p_{x}^{\dagger} h_{x}^{\dagger} h_{y} p_{y} \\ 1-\frac{2}{V}\left(\mathrm{Rt}_{x} M+\mathrm{Ti}_{x} M \mathbb{P}_{y} M^{\dagger}\right) \end{gathered}$ | $1 / 2$ | V | $\Theta(\delta)$ |  |
| 9,10 | $x \nsim y$ | $\begin{gathered} p_{x}^{\dagger} h_{x}^{\dagger} h_{y} p_{y} \\ \frac{1}{V}\left(\mathrm{Ti}_{x} M \mathbb{P}_{y} M^{\dagger}+\mathrm{Ti}_{y} M \mathbb{P}_{x} M^{\dagger}\right) \end{gathered}$ | $1 / 2$ | V | $\mathcal{O}(\delta)$ |  |
| 11,12 | $x \sim y$ | $\begin{gathered} p_{x} p_{x}^{\dagger} p_{y} p_{y}^{\dagger} \\ \frac{2}{V}\left(\operatorname{Rt}_{x} M+\operatorname{Re}\left(\mathrm{Ti}_{x} M\right)^{2}-\operatorname{Ti}_{x} M \mathrm{P}_{x} M\right) \end{gathered}$ | $(V+1) / 2$ | V | $\Theta\left(V \delta^{2}\right)$ |  |
| 13,14 | $x \nsim y$ | $\begin{gathered} p_{x} p_{x}^{\dagger} p_{y} p_{y}^{\dagger} \\ \frac{2}{V}\left(\operatorname{ReTi}_{x} M \operatorname{Ti}_{y} M-\operatorname{Re}^{2} M \mathbb{T}_{x} M\right) \end{gathered}$ | $(V-1) / 2$ | 0 | $\mathcal{O}\left(V \delta^{2}\right)$ |  |

Let us consider the limits of no interaction $(U=0)$ and no hopping $(\kappa=0)$, for which the various observables can be exactly calculated for $T=0(\beta \rightarrow \infty)$. We start with the particle/hole number ( $i=1$, 2 in Tab. 5.1 which simply equals the number of unit cells $V$ at half-filling. Next, we consider the correlator between a particle and a hole $(i=3-6$ in Tab 5.1). For $U=0$, a particle does not see the holes. Therefore it is equally likely to encounter a hole on the same sublattice as a given particle, as it is to find a hole on the other sublattice. As there are $V$ holes in total, we find $V / 2$ for each sublattice combination. For $\kappa=0$, the lattice is frozen in a state of single up- or down-electrons per site with alternating sign. In terms of particles and holes, this translates to every $A$ site having a particle and a hole, and every $B$ site having neither (or vice-versa). Thus, a particle on a given site is perfectly correlated with all the holes on the same sublattice.

Table 5.2: Summary of physical observables (linear magnetizations and structure factors). The prime indicates that a given value can vary significantly due to finite temperature. In particular $0^{\prime}$ only goes to zero at $\beta \rightarrow \infty$ and $V^{\prime} \approx \min \left(V,(\kappa \beta / \pi)^{2}\right)$. We use the Bachmann-Landau notation to denote that an error in $\Theta(x)$ scales exactly as $x$, an error in $\mathcal{O}(x)$ scales maximally as $x$, and an error in $o(x)$ is asymptotically smaller than $x$.

| Observable | Definition | $U=0$ | $\kappa=0$ | Error |
| ---: | :---: | :---: | :---: | ---: |
| $\left\langle s_{-}^{3}\right\rangle$ | $\frac{1}{2}\left\langle O_{1}-O_{2}\right\rangle / V$ | 0 | 0 | $o(\delta)$ |
| $\left\langle s_{+}^{3}\right\rangle$ | $1-\frac{1}{2}\left\langle O_{1}+O_{2}\right\rangle / V$ | 0 | 0 | $\Theta(\delta)$ |
| $S_{-}^{11} / V$ | $\frac{1}{4}\left\langle O_{7}+O_{8}+O_{9}+O_{10}\right\rangle$ | $1 / 2$ | $V^{\prime}$ | $\Theta(\delta)$ |
| $S_{-}^{33} / V$ | $\frac{1}{4}\left\langle O_{3}+O_{4}-O_{5}-O_{6}+O_{11}+O_{12}-O_{13}-O_{14}\right\rangle$ | $1 / 2$ | $V^{\prime}$ | $o\left(V \delta^{2}\right)$ |
| $S_{++}^{1-} / V$ | $\frac{1}{4}\left\langle O_{7}+O_{8}-O_{9}-O_{10}\right\rangle$ | $0^{\prime}$ | $0^{\prime}$ | $\mathcal{O}(\delta)$ |
| $\left\langle S_{+}^{3} S_{+}^{3}\right\rangle / V$ | $V-\left\langle O_{1}+O_{2}\right\rangle+\frac{1}{4} \sum_{i \in\{3 \ldots 6,11 \ldots 14\}}\left\langle O_{i}\right\rangle$ | $0^{\prime}$ | $0^{\prime}$ | $\Theta\left(V \delta^{2}\right)$ |
| $S_{++}^{33} / V$ | $\left\langle S_{+}^{3} S_{+}^{3}\right\rangle-V\left\langle s_{+}^{3}\right\rangle^{2}$ | $0^{\prime}$ | $0^{\prime}$ | $o\left(V \delta^{2}\right)$ |
| $Q_{-}^{2} / V$ | $\frac{1}{4}\left\langle-O_{3}-O_{4}+O_{5}+O_{6}+O_{11}+O_{12}-O_{13}-O_{14}\right\rangle$ | $1 / 2$ | $0^{\prime}$ | $o\left(V \delta^{2}\right)$ |

The coexistence of a particle and a hole as a pair in an exciton-like state ( $i=7-10$ in Tab. 5.1) can be understood by a very similar consideration. At $U=0$ a particle is (due to charge conservation), only responsible for the existence of a single hole which can be on the same or the other sublattice yielding a correlator of $1 / 2 . \kappa=0$ on the other hand leads to a maximal correlation between particles and holes as they can only coexist in pairs.

It remains to consider correlations between particles ( $i=11-14$ in Tab. 5.1) which behave completely similarly to the particle-hole correlation but for the difference of self-correlation. This is not relevant in the case without hopping because it is maximally correlated anyway. In the noninteracting case however there are on average $(V+1) / 2$ particles on the sublattice that contains the given particle and $(V-1) / 2$ particles on the other sublattice.

## 5.B Extrapolation formulae

The formulae used for the simultaneous thermodynamic and continuum limit extrapolation differ depending on the particular observable. There are however several rules applying to all of them. First of all the leading order error in the time discretisation is exactly linear $\Theta(\delta)$, though the coefficient is significantly reduced by our mixed differencing scheme. Next, in Ref. [3] we showed that the spatial leading order error has to be $\Theta\left(L^{-3}\right)$ with the exception of observables prone to ensemble-wise positive (or negative) definite deviations. These observables cannot average out local errors over the Monte Carlo history and end up with an error in $\Theta\left(L^{-2}\right)$. Unfortunately the quadratic observables $S_{--}^{i i}$ and $m_{s}$ (eqs. 5.13 and 5.14 ) fall into this category.

From this starting point we derived the fit functions for all the magnetic observables by minor modifications. These modifications had to be made either because the leading order terms did not describe the data well enough (eq. 55.15), or because the in principle leading coefficient in $\delta$ (eq. 5.16) or $L$ (eqs. 5.17 and 5.18) could not be resolved numerically. A summary of the extrapolation formulae looks as follows:

$$
\begin{align*}
\left\langle s_{+}^{3}\right\rangle & =s_{+, 0}^{3}+c_{0}^{s_{+}^{3}} \delta+c_{1}^{s_{+}^{3}} \delta L^{-3}  \tag{5.12}\\
S_{A F} & =S_{A F, 0}+c_{0}^{S_{A F}} \delta+c_{1}^{S_{A F}} L^{-2} \tag{5.13}
\end{align*}
$$

$$
\begin{align*}
\kappa \beta m_{s} & =\kappa \beta m_{s, 0}+c_{0}^{m_{s}} \delta+c_{1}^{m_{s}} L^{-2}  \tag{5.14}\\
S_{F}^{11} & =S_{F, 0}^{11}+c_{0}^{S_{F}^{11}} \delta+c_{1}^{S_{F}^{11}} \delta^{2}+c_{2}^{S_{F}^{11}} L^{-3}+c_{3}^{S_{F}^{11}} \delta L^{-3}  \tag{5.15}\\
\left\langle S_{+}^{3} S_{+}^{3}\right\rangle / V & =S_{F, 0}^{33}+c_{0}^{S_{F}^{33}} \delta^{2} L^{2}  \tag{5.16}\\
S_{F}^{33} & =S_{F, 0}^{33}+c_{1}^{S_{F}^{33}} \delta  \tag{5.17}\\
S_{\mathrm{CDW}} & =S_{\mathrm{CDW}, 0}+c_{0}^{S_{\mathrm{CDW}}} \delta \tag{5.18}
\end{align*}
$$

There are two notable exceptions from the approach explained above. Firstly equation 5 for $\left\langle s_{+}^{3}\right\rangle$ can be derived analytically in the non-interacting limit. It turns out that the equation captures the leading order contributions very well even at finite coupling. $\left\langle s_{-}^{3}\right\rangle$ on the other hand is always compatible with zero, even at finite $\delta$ and $L$, and is therefore not extrapolated at all.


Figure 5.3: Simultaneous two-dimensional fit of $m_{s}$ using the extrapolation formula (5.14) for $\beta=12$ and $U=1$ (left) and $\left\langle S_{+}^{3} S_{+}^{3}\right\rangle$ using the extrapolation formula 5.16 for $\beta=8$ and $U=3.5$ (right). All quantities are in units of $\kappa$. The fits are performed for $L \geq 9$ and $N_{t} / \beta \geq 6$. The fit on the left (right) has $\chi^{2} /$ d.o.f. $\simeq 1.6\left(\chi^{2} /\right.$ d.o.f. $\left.\simeq 1.1\right)$, corresponding to a p-value of $\simeq 0.08$ $(\simeq 0.38)$. Note the double-logarithmic scale in the right panel.

We provide two examples for the simultaneous extrapolations in Figure 5.3. In the left panel we demonstrate the agreement of the data for the order parameter $m_{s}$ with the employed fit function (5.14) even in the case of very small statistical errors. Let us, with a look at the right panel, stress the importance of considering when to use the simple average $\left\langle\mathcal{O}_{1} \mathcal{O}_{2}\right\rangle$ and when the connected version $\left\langle\left\langle\mathcal{O}_{1} \mathcal{O}_{2}\right\rangle\right\rangle$. In the plot we clearly see the divergence of $\left\langle S_{+}^{3} S_{+}^{3}\right\rangle$ in spatial volume as predicted in equation 5.16). This divergence foils any attempt of a statistically significant extrapolation, though the continuum limit would in principle yield the correct result. Should a thermodynamic limit extrapolation be attempted before the continuum limit extrapolation, one would even end up with infinite values. It is therefore of crucial importance in this case to use $S_{++}^{33}=\left\langle\left\langle S_{+}^{3} S_{+}^{3}\right\rangle\right\rangle$ which is well behaved. On the other hand it makes sense to use $\left\langle\mathcal{O}_{1} \mathcal{O}_{2}\right\rangle$ whenever $\left\langle\mathcal{O}_{1}\right\rangle\left\langle\mathcal{O}_{2}\right\rangle$ is known analytically to minimise noise. In particular $\left\langle S_{-}^{i}\right\rangle$ and $\left\langle S_{+}^{1}\right\rangle$ both vanish, which is why the subtraction need only be performed for $S_{++}^{33}$.

## 5.C Correlation matrix of the combined collapse fit

The correlation matrix

$$
\operatorname{corr}\left(U_{c}, \nu, \beta\right)=\left(\begin{array}{rrr}
1.0000 & -0.0395 & -0.1197  \tag{5.19}\\
-0.0395 & 1.0000 & 0.9944 \\
-0.1197 & 0.9944 & 1.0000
\end{array}\right)
$$

clearly shows a strong correlation between $\nu$ and $\beta$, whereas $U_{c}$ is weakly correlated. Put differently, the ratio $\beta / \nu=0.761(5)$ can be determined with extremely high precision. We give enough digits to yield percent-level matching to our full numerical results when inverting the correlation matrix.

## 5.D Stochastic Fourier Sources

We can estimate the trace of any matrix $D$ with dimension $d$ over a subset $I_{0}$ of the indices $I$ using the established method of noisy estimators 201, 202 as follows. Sample a vector $\chi$ randomly with all the elements $\chi_{i}$ independent and identically distributed ${ }^{5}$ (iid), such that

$$
\begin{align*}
\langle\chi\rangle & =0,  \tag{5.20}\\
\left\langle\chi_{i}^{*} \chi_{j}\right\rangle & =\delta_{i j} \quad \text { if } i, j \in I_{0},  \tag{5.21}\\
\chi_{i} & =0 \quad \text { if } i \in I \backslash I_{0} . \tag{5.22}
\end{align*}
$$

Then the expectation value of $\chi^{\dagger} D \chi$, obtained by repeated calculation, yields the desired trace

$$
\begin{equation*}
\operatorname{Tr}_{I_{0}} D=\left\langle\chi^{\dagger} D \chi\right\rangle \tag{5.23}
\end{equation*}
$$

## 5.D. 1 Comparison of different sources

Ref. 202 gives an overview over the advantages and drawbacks of various distributions that can be employed for noisy trace estimation and also provides rigorous upper limits on the number of sources required to obtain a precision $\varepsilon$ with a probability of at least $1-\delta$. This upper bound in principle prefers Gaussian noise, but it is extremely loose and therefore not useful in practise. This is why we will not go into detail about these bounds. It suffices to know that such a bound exists and that the error on the trace estimation is proven to converge with $1 / \sqrt{n}$ (as one would expect for a stochastic calculation) where $n$ is the number of noisy sources.

The approach presented in Ref. 201 gives a guideline how to identify efficient distributions that is far more useful. We present it here in a slightly modified form, but the conclusions are identical. Let us for now define $\chi^{r}$ to be the $r$-th noisy vector and $\langle\cdot\rangle$ denote the exact expectation

[^14]value (where we usually use it for the MC-average). Then the two quantities
\[

$$
\begin{align*}
C_{1}(i) & \left.:=\left|\left\langle\frac{1}{n} \sum_{r}\right| \chi_{i}^{r}\right|^{2}\right\rangle-1 \mid \quad \text { and }  \tag{5.24}\\
C_{2}(i, j) & :=\sqrt{\left.\left.\frac{1}{n}\langle | \sum_{r} \chi_{i}^{r *} \chi_{j}^{r}\right|^{2}\right\rangle}, i \neq j \tag{5.25}
\end{align*}
$$
\]

are good measures for the error. Here $C_{1}(i)$ quantifies misestimation of the diagonal entries of the matrix and $C_{2}(i, j)$ gives the error due to the off-diagonal elements being not suppressed perfectly. Both $C_{1}(i)$ and $C_{2}(i, j)$ do not depend on the indices $i, j$ as long as the $\chi_{i}$ are identically (not necessarily independently) distributed for every $r$. We therefore drop the dependencies from now on. The expectation value of the total error for a trace estimation then reads

$$
\begin{equation*}
\sigma=\frac{1}{\sqrt{n}} \sqrt{C_{1}^{2} \sum_{i \in I_{0}}\left|D_{i i}\right|^{2}+C_{2}^{2} \sum_{i, j \in I_{0}, i \neq j}\left|D_{i j}\right|^{2}} \tag{5.26}
\end{equation*}
$$

$C_{1}$ and $C_{2}$ are mostly independent from each other and we are going to minimize them individually in the following.

It is easy to see that $C_{1}$ can be eliminated completely by using noise on the complex unit circle, i.e. $\left|\chi_{i}^{r}\right|=1$ for all $i$ and $r$. This is besides other realised by (complex) Z2 noise which chooses with equal probability from $\{ \pm 1\}(\{ \pm 1, \pm \mathrm{i}\})$. Let us remark here that $C_{1}=0$ is a very important feature because noisy trace estimation is only efficient for diagonally dominated matrices. Z2 and similar noise calculate the trace of a diagonal matrix exactly with a single source whereas other distributions, e.g. Gaussian noise, would still require a high number of sources to get a decent approximation.

On the other hand $C_{2}$ is nearly independent of the distribution. In the case where all $\chi_{i}^{r}$ are iid, one finds

$$
\begin{align*}
\left\langle\eta^{r}\right\rangle & =0  \tag{5.27}\\
\left.\left.\langle | \eta^{r}\right|^{2}\right\rangle & =\left\langle\left(\chi_{i}^{r *} \chi_{j}^{r}\right)^{*} \chi_{i}^{r *} \chi_{j}^{r}\right\rangle=\left\langle\chi_{i}^{r} \chi_{i}^{r *}\right\rangle\left\langle\chi_{j}^{r *} \chi_{j}^{r}\right\rangle=1 \tag{5.28}
\end{align*}
$$

where we defined $\eta^{r}:=\chi_{i}^{r *} \chi_{j}^{r}$ and dropped the indices $i \neq j$ as before. Thus $\eta^{r}$ is iid with zero expectation value and unit standard deviation. The central limit theorem now guarantees that for large $r$ the distribution approaches $\sum_{r} \eta^{r} \sim \mathcal{N}_{0, n}$. Moreover the variance is an additive quantity for independent variables which yields $C_{2}=1$ exactly.

This leads to the conclusion that any iid noise with numbers of unit modulus gives the same error and this error is the theoretically optimal one for iid noise.

In practice one is often not interested in the complete trace but for example in its real part only. Then real iid sources give the well known result $C_{2}=1$. Remarkably however the same result also holds for complex noise where the deviation is split into the real and imaginary parts $C_{2}^{R}$ and $C_{2}^{I}$ respectively as $C_{2}{ }^{2}=C_{2}^{R^{2}}+C_{2}^{I^{2}}$. We observe that both projections can be minimised when $C_{2}^{R}=C_{2}^{I}=1 / \sqrt{2}$. This is the case in complex Z2 noise which is the reason why it is usually preferred over real Z2 noise.

Note that neither of the possible error contributions $C_{1}$ and $C_{2}$ contains the condition $\langle\chi\rangle=0$ nor independence or identical distribution $\left(\left\langle\eta^{r}\right\rangle=0\right.$ in contrast is required). We are therefore going to drop these superfluous requirements and see if we can find an even more efficient method for trace estimations. As $C_{1}$ cannot be optimised any further, we only have to consider $C_{2}$ which is the average of all variances and covariances of $\eta^{r}$ over $r$. We are now only considering noise with $\left|\chi_{i}^{r}\right|=1$, so $\left|\eta^{r}\right|=1$ as well and the variance of $\eta^{r}$ is guaranteed to be 1 as before. Therefore the only variable one can optimise is the covariance of $\eta^{r}$

$$
\begin{equation*}
\zeta^{r s}:=\operatorname{cov}\left(\eta^{r *}, \eta^{s}\right) \tag{5.29}
\end{equation*}
$$

with which we can rewrite the off-diagonal error contribution

$$
\begin{equation*}
C_{2}=\sqrt{\frac{1}{n}\left\langle\sum_{r, s} \eta^{r *} \eta^{s}\right\rangle}=\sqrt{\left.\left.\frac{1}{n}\left\langle\sum_{r}\right| \eta^{r}\right|^{2}+\sum_{r \neq s} \eta^{r *} \eta^{s}\right\rangle}=\sqrt{1+\frac{1}{n} \sum_{r \neq s} \zeta^{r s}} \tag{5.30}
\end{equation*}
$$

The symmetry in $r$ and $s$ suggests that $C_{2}$ is minimised when all $\zeta^{r s}$ are equal and maximally negative. This optimum is, quite intuitively, reached for all $\chi^{r}$ pairwise orthogonal. In this case the probability $p_{r}$ of redundancy one would have for iid noise is reduced to $p_{r}-1 /(d-1)$ because one of the dimensions cannot be reached again. This difference already is the covariance we are looking for. Thus we obtain a lower bound for the error contribution

$$
\begin{equation*}
C_{2} \geq \sqrt{1+\frac{1}{n} \sum_{r \neq s} \frac{-1}{d-1}}=\sqrt{1-\frac{n(n-1)}{n(d-1)}}=\sqrt{1-\frac{n-1}{d-1}}=1-\frac{n}{2 d}+\mathcal{O}\left(d^{-1}\right)+\mathcal{O}\left(\left(\frac{n}{d}\right)^{2}\right) . \tag{5.31}
\end{equation*}
$$

It is easy to convince oneself that this really is the optimum because the error vanishes for $n=d$ when one has sampled the full space. Therefore there is no deterministic nor stochastic algorithm that does not use any specific features of a given matrix and is more efficient than this method.

An efficient practical realisation would be to draw

$$
\begin{equation*}
\chi_{i}^{0} \sim\left\{\left.\mathrm{e}^{\mathrm{i} 2 \pi \frac{k}{d}} \right\rvert\, k \in\{0, \ldots, d-1\}\right\} \tag{5.32}
\end{equation*}
$$

iid and for all $r \geq 1$ to sample $j_{r} \in\{1, \ldots, d-1\}$ without repetition setting

$$
\begin{equation*}
\chi_{i}^{r}=\mathrm{e}^{\mathrm{i} 2 \pi \frac{i}{d} j_{r}} \chi_{i}^{0} \tag{5.33}
\end{equation*}
$$

Last but not least we emphasise that for the trace estimation to be useful one has to reach the desired accuracy at some $n \ll d$. So the tiny gain from choosing all noise vectors pairwise orthogonal is negligible in practice.

## 5.D. 2 Second order observables

The quartic operators $O_{3 \ldots 14}$ cannot be expressed in terms of simple traces. Instead we have to generalise the noisy source estimation. There are different possible approaches. In our simulations
we chose to sample $\chi$ again as above, then define

$$
\begin{align*}
\chi^{\prime} & =M^{-1} \chi  \tag{5.34}\\
\chi^{\prime \prime} & =M^{\dagger-1} \chi \tag{5.35}
\end{align*}
$$

and estimate the relevant quantities as

$$
\begin{align*}
\sum_{x, y \in A}\left|\left(M^{-1}\right)_{(x, t),(y, t)}\right|^{2} & \left.=\left.\left\langle\sum_{x \in A}\right| \chi_{x, t}^{\prime}\right|^{2}\right\rangle  \tag{5.36}\\
\sum_{x, y \in A}\left(\left(M^{-1}\right)_{(y, t),(x, t)}\left(M^{-1}\right)_{(x, t),(y, t)}\right) & =\left\langle\sum_{x \in A} \chi_{x, t}^{\prime \prime *} \chi_{x, t}^{\prime}\right\rangle . \tag{5.37}
\end{align*}
$$

Note that the right hand side term is not a simple scalar product $\chi^{\prime \dagger} \cdot \chi^{\prime}$, respectively $\chi^{\prime \prime \dagger} \cdot \chi^{\prime}$. We have to include the projection here explicitly. This allows to compute $\sum_{x \in A, y \in B}$ nearly without additional computational effort, as only the projection sum has to be adjusted, not the linear solve.

## 5.D. 3 Average over time slices

For the structure factors the averages over the time slices have to be included explicitly and cannot be absorbed in the traces. This means that the number of linear solves increases from the number of noisy sources $n$ to $N_{t} \cdot n$. As this is extremely expensive, we evaluate the average over all time slices by an average including only a fixed number of equidistant times, which is guaranteed to be equal in the infinite-statistics limit by translation invariance while saving computational cost without losing much accuracy, since neighbouring time slices on any given configuration are correlated.

Another approach would be to sample $\chi$ not from e.g. $I_{0}=(A, t)$, but from $I$ always and include the projection later

$$
\begin{equation*}
\operatorname{Tr}_{I_{0}} D=\sum_{i \in I_{0}, j \in I}\left\langle\chi_{i}^{*} D_{i j} \chi_{j}\right\rangle \tag{5.38}
\end{equation*}
$$

Naïvely one would expect that this saves a lot of linear solves, but it also introduces a lot of additional noise. The variance of the sum in equation 5.38 increases linearly in the cardinality of $I$. In order to compensate this increase in statistical fluctuations we would have to increase the number of noisy sources by the same amount. Thus at equal statistical precision the number of linear solves stays the same.

## 5.D. 4 The time-shifted trace

In general we do not only have to calculate traces, but also sums over off-diagonal matrix elementscorrelators between operators at different times. This time shift can be implemented in the following way (again $\chi$ sampled as above):

$$
\begin{equation*}
\sum_{t} D_{t+\tau, t}=\sum_{t, t^{\prime}} D_{t^{\prime}, t} \delta_{t^{\prime}, t+\tau}=\sum_{t, t^{\prime}} D_{t^{\prime}, t}\left\langle\chi_{t^{\prime}}^{*} \chi_{t+\tau}\right\rangle=\left\langle\sum_{t}\left(D^{\dagger} \chi\right)_{t}^{*} \chi_{t+\tau}\right\rangle \tag{5.39}
\end{equation*}
$$

where $\tau$ is an arbitrary time shift.

## Chapter 6

## Summary

### 6.1 The Ising model with HMC

In this thesis we first (Chapter 2) showed how to apply the hybrid Monte Carlo (HMC) algorithm to the Ising model, successfully applying an algorithm that uses only continuous state variables to a system with discrete degrees of freedom. We find that the HMC algorithm generalises the Ising model very well to arbitrary geometries without much effort. It has been presented here in its simplest form, and as such, we find that HMC is an extremely inefficient algorithm for the Ising model. Although more flexible than the most efficient methods, such as cluster algorithms, its performance is wore than the standard Metropolis-Hastings algorithm. The coefficient by which the Metropolis-Hastings algorithm surpasses the HMC decreases with dimension, so that HMC might be preferable in case of an extremely high number of nearest neighbours - in the case of less local coupling, for example.

Moreover, for physical systems that suffer from sign problems, one may hope to leverage complex Langevin, Lefschetz thimble, or other contour-optimizing methods (for a dramatically incomplete set of examples, consider, respectively, Ref. 99, 100], Refs. 101-103, and Refs. 104 106 and references therein). The formulation in terms of continuous variables presented here is well-suited for these methods, while the methods that deal directly with the original discrete variables such as the Metropolis-Hastings, cluster, and worm algorithms, for example, are nonstarters. In that sense, our exact reformulation and HMC method can be seen as the first step towards solving otherwise-intractable problems.

Furthermore, the HMC algorithm could be optimised by more efficient integrators and different choices of the shift $C$, just to name the most obvious possibilities. Many more methods have been developed to improve HMC performance and it is expected that some of them could also speed up the Ising model.

### 6.2 The generalised eigenvalue and Prony methods

Next, in Chapter 3 we clarified the relation among different methods for the extraction of energy levels in lattice quantum chromodynamics (QCD) available in the literature. We proposed and tested a new combination of generalised eigenvalue and Prony method (GEVM/PGEVM), which
helps reduce excited state contaminations.
We first discussed the systematic effects in the Prony GEVM stemming from states not resolved by the method. They decay exponentially fast in time with $\exp \left(-\Delta E_{n, l} t_{0}\right)$ with $\Delta E_{n, l}=E_{n}-E_{l}$ the difference of the first not resolved energy level $E_{n}$ and the level of interest $E_{l}$. Using synthetic data we have shown that this is indeed the leading correction.

Next we applied the method to a pion system and discussed its ability to also determine backward propagating states, given high enough statistical accuracy, see also Ref. [117. Together with the results from the synthetic data we concluded that working at fixed $\delta t$ is clearly advantageous compared to working at fixed $t_{0}$, at least for data with little noise.

Finally, looking at lattice QCD examples for the $\eta$-meson and the $\rho$-meson, we find that excited state contaminations can be reduced significantly by using the combined GEVM/PGEVM. While it is not clear whether also the statistical precision can be improved, GEVM/PGEVM can significantly improve the confidence in the extraction of energy levels, because plateaus start early enough in Euclidean time. This is very much in line with the findings for the Prony method in the version applied by the NPLQCD collaboration 69.

The GEVM/PGEVM works particularly well, if in the first step the GEVM removes as many intermediate states as possible and, thus, the gap $\Delta E_{n, l}$ becomes as large as possible in the PGEVM with moderately small $n$. The latter is important to avoid numerical instabilities in the PGEVM.

### 6.3 The quantum phase transition of the Hubbard model

Our work in Chapters 4 and 5 represents the first instance where the grand canonical Brower-Rebbi-Schaich (BRS) algorithm has been applied to the hexagonal Hubbard model (beyond mere proofs of principle), and we have found highly promising results. We emphasize that previously encountered issues related to the computational scaling and ergodicity of the HMC updates have been solved [56]. Our findings are split into two parts, broadly speaking Chapter 4 focuses on electric and Chapter 5 on magnetic properties.

We calculated the single particle gap $\Delta$ as well as all operators that contribute to the antiferromagnetic (AFM), ferromagnetic (FM), and charge density wave (CDW) order parameters of the Hubbard Model on a honeycomb lattice. Furthermore we provide a comprehensive analysis of the temporal continuum, thermodynamic and zero-temperature limits for all these quantities. The favorable scaling of the HMC enabled us to simulate lattices with $L>100$ and to perform a highly systematic treatment of all three limits. The latter limit was taken by means of a finite-size scaling analysis, which determines the critical coupling $U_{c} / \kappa=3.835(14)$ as well as the critical exponents $\nu=1.181$ (43) and $\beta=0.898$ (37).

Depending on which symmetry is broken, the critical exponents of the hexagonal Hubbard model are expected to fall into one of the Gross-Neveu (GN) universality classes 184. The semimetal-antiferromagnetic Mott insulator (SM-AFMI) transition falls into the GN-Heisenberg $S U(2)$ universality class, as the staggered magnetisation $m_{s}$ is described by a vector with three components.

The GN-Heisenberg critical exponents have been studied by means of projection Monte Carlo (PMC) simulations of the hexagonal Hubbard model, by the $d=4-\epsilon$ expansion around the upper
critical dimension $d$, by large $N$ calculations, and by functional renormalization group (FRG) methods. In Table 4.1, we give an up-to-date comparison with our results. Our value for $U_{c} / \kappa$ is in overall agreement with previous Monte Carlo (MC) simulations. For the critical exponents $\nu$ and $\beta$, the situation is less clear. Our results for $\nu$ (assuming $z=1$ due to Lorentz invariance 184) agree best with the MC calculation (in the Blankenbecler-Sugar-Scalapino (BSS) formulation) of Ref. [161], followed by the FRG and large $N$ calculations. On the other hand, our critical exponent $\nu$ is systematically larger than most PMC calculations and first-order $4-\epsilon$ expansion results. The agreement appears to be significantly improved when the $4-\epsilon$ expansion is taken to higher orders, although the discrepancy between expansions for $\nu$ and $1 / \nu$ persists. Finally, our critical exponent $\beta$ does not agree with any results previously derived in the literature. They have been clustering in two regions. The PMC methods and first order $4-\epsilon$ expansion yielding values between 0.7 and 0.8 , the other methods predicting values larger than 1 . Our result lies within this gap at approximately 0.9 and our uncertainties do not overlap with any of the other results.

Thus, though we are confident to have pinned down the nature of the phase transition and to have performed a thorough analysis of the critical parameters, the values of $\nu$ and $\beta$ remain ambiguous. This is mostly due to a large spread of incompatible results existing in the literature prior to this work. With our values derived by an independent method we add a valuable confirmation for the critical coupling and some estimations of $\nu$ as well as a new but plausible result for $\beta$.

In addition to an unambiguous classification of the character of the quantum critical point (QCP) of the honeycomb Hubbard model, our results demonstrate the ability to perform highprecision calculations of strongly correlated electronic systems using lattice stochastic methods. A central component of our calculations is the Hasenbusch-accelerated HMC algorithm, as well as other state-of-the-art techniques originally developed for lattice QCD. This has allowed us to push our calculations to system sizes which are, to date, still the largest that have been performed, up to $102 \times 102$ unit cells (or 20,808 lattice sites), which reaches a physically realistic size in the field of carbon-based nano-materials. Thus, it may be plausible to put a particular experimental system (a nanotube, a graphene patch, or a topological insulator, for instance) into software, for a direct, first-principles Hubbard model calculation.

There are several future directions in which our present work can be developed that go beyond algorithmic improvements and simulations of yet larger lattices. For instance, while the AFMI phase may not be directly observable in graphene, we note that tentative empirical evidence for such a phase exists in carbon nanotubes [192], along with preliminary theoretical evidence from MC simulations presented in Ref. [55]. The MC calculation of the single-particle Mott gap in a (metallic) carbon nanotube is expected to be much easier, since the lattice dimension $L$ is determined by the physical nanotube radius used in the experiment (and by the number of unit cells in the longitudinal direction of the tube). As electron-electron interaction (or correlation) effects are expected to be more pronounced in the (1-dimensional) nanotubes, the treatment of flat graphene as the limiting case of an infinite-radius nanotube would be especially interesting. Strong correlation effects could be even more pronounced in the (0-dimensional) carbon fullerenes (buckyballs), where we are also faced with a fermion sign problem due to the admixture of pentagons into the otherwise-bipartite honeycomb structure (7). This particular sign problem has the unusual property of vanishing as the system size becomes large, as the number of pentagons in a buckyball is
fixed by its Euler characteristic to be exactly 12, independent of the number of hexagons.
Our progress sets the stage for future high-precision calculations of additional observables of the Hubbard model and its extensions, as well as other Hamiltonian theories of strongly correlated electrons 198 200]. We anticipate the continued advancement of calculations with ever increasing system sizes, through the leveraging of additional state-of-the-art techniques from lattice QCD, such as multigrid solvers on GPU-accelerated architectures. We are actively pursuing research along these lines.
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[^15]
[^0]:    ${ }^{1}$ My Fair Lady (1956) by Alan Jay Lerner and Frederick Loewe

[^1]:    ${ }^{2}$ We made it to the front pages of several media channels, among them The Times, London (June 23 2021).

[^2]:    ${ }^{3}$ also called Hamiltonian Monte Carlo
    ${ }^{4}$ also called complex phase problem

[^3]:    ${ }^{1}$ Such stability considerations have been egregiously ignored in the past.

[^4]:    ${ }^{2}$ Sometimes 'Hamiltonian Monte Carlo', especially in settings other than lattice quantum field theory.

[^5]:    ${ }^{3}$ Our code is publicly available under https://github.com/HISKP-LQCD/ising_hmc

[^6]:    ${ }^{4} \tau_{\text {int }}$ and its error have been calculated according to the scheme proposed in Ref 97 .

[^7]:    ${ }^{1}$ Strictly speaking, the ground state or vacuum energy cannot be calculated in this setting. Rather we refer to the smallest energy difference from the vacuum as the lowest energy level here.

[^8]:    ${ }^{1}$ We note that under the ensemble average the correlators are diagonal in $k$ and $p$ due to translational invariance.
    ${ }^{2}$ Because of the underlying sublattices $A$ and $B$, there are in principle two independent correlators for each momentum $k$ 55. However, these two correlators are degenerate at each Dirac point $K$ and $K^{\prime}$; we average them to construct $C_{K K}$ and $C_{K^{\prime} K^{\prime}}$, respectively.

[^9]:    ${ }^{3}$ These correspond to a highest temperature of $T \approx 1.04 \times 10^{4} \mathrm{~K}$ and a lowest temperature of $T \approx 2.6 \times 10^{3} \mathrm{~K}$. According to Ref. 174 this range is well below the critical temperature $T_{c} \approx 1.3 \times 10^{4} \mathrm{~K}$, above which the sublattice symmetry is restored.
    ${ }^{4}$ We generated several very large lattices for a few sets of parameters to check the convergence. As we observed a nearly flat dependence of $\Delta$ on $L \gtrsim 12$, we did most of the analysis with medium-sized lattices $(L \leq 21)$ in order to conserve computation time.

[^10]:    ${ }^{5}$ We give enough digits to yield percent-level matching to our full numerical results when inverting the correlation matrix.

[^11]:    ${ }^{1}$ Throughout this work, we use an upright $\beta$ for the critical exponent and a slanted $\beta$ for the inverse temperature.

[^12]:    ${ }^{2}$ Here, $V$ denotes the number of unit cells-half the number of lattice sites. Thus $V=L^{2}$ in case of an $L \times L$ lattice.
    ${ }^{3}$ Susceptibilities, like the AFM susceptibility $\chi_{\mathrm{AF}}$, can be reconstructed from these observables at half-filling.

[^13]:    ${ }^{4}$ Note that $S_{--}^{11}=S_{--}^{22}$ at the operator level.

[^14]:    ${ }^{5} \mathrm{We}$ will later see that this is a sufficient but not a necessary condition.

[^15]:    ${ }^{1}$ Rejoice, dear reader from far future, shouldst thou not know the dark age whither I refer to.

