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Abstract

Within this thesis, the time-resolved pump-probe and the two-dimensional mid-infrared
spectroscopy were applied to investigate ultrafast processes in the condensed phase.
Therefore, the stretching vibration ν3 of the cyanate anion or the carbon dioxide were
selected as a vibrational probe for the studies of their aqueous solutions under isobaric
heating from 303 K up to 603 K. Herein, the time constants of the vibrational energy
relaxation and the underlying mechanism were unraveled. For cyanate and carbon
dioxide in aqueous solution, a solvent-assisted sequential intramolecular vibrational re-
distribution was considered. Within this mechanism, the vibrational excess energy is
intramolecular redistributed from the initially excited ν3 into the bending mode. From
here, the energy is transferred to a solvent’s resonant mode, where the excess energy is
subsequently redistributed within the solvent. The time constants of the intermolecu-
lar energy transfer to the solvent’s resonant mode were observed by the time-resolved
pump-probe spectroscopy. In case of the CO2/H2O system, the time constant of the
intramolecular energy redistribution was obtained from the correlation time used for
the simulation of the temperature-dependent stationary infrared spectra based on the
Kubo-Anderson general stochastic theory. The vibrational energy relaxation mecha-
nisms of the investigated OCN– and CO2 aqueous solutions were then classified into
and discussed in the context of the series of other pseudohalide anions, which were
investigated earlier.

The two-dimensional mid-IR spectroscopy was applied to investigate the intramolecular
dynamics of trans-4-methoxybut-3-en-2-one and its rotamers in C2Cl4. The ν(C−−C)
and the ν(C−−O) stretching vibrations were used as vibrational probes. The two-
dimensional infrared spectra were then analyzed in the context to assign the cross
peaks to the corresponding vibrational modes of the different rotamers of this molecule.
Furthermore, the conformational dynamics were investigated. The occurrence of addi-
tional cross peaks at the earliest delay time of 600 fs were attributed to a dimerization
of two rotamers in solution.
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Chapter 1

Introduction

Since the Nobel price in chemistry was awarded to A. H. Zewail for his studies of the
transition states of chemical reactions using femtosecond spectroscopy in 1999 [1], the
field of ultrafast spectroscopy established and resulted in numerous applications. Those
are, for example, the absorption [2,3] and the emission spectroscopy [4,5], but also the
photofragment spectroscopy [6–8] as an example. The focus of the field of the ultrafast
spectroscopy is to address chemical reactions, involving displacements of charges, the
rearrangement of atoms, the breaking and formation of bonds, such as covalent, ionic,
hydrogen and van-der-Waals bonds [3, 9, 10]. All of these processes occur on a time
scale of tens of femtoseconds to picoseconds describing a temporal range of molecular
motions [11–13].

In the last decades, liquids and solutions were the systems under investigation [14–19].
The understanding of ultrafast processes in liquid phase is still limited because of the
mixing of translational, vibrational and rotational degrees of freedom. Additionally,
the solute-solvent interactions are complex considering the tight intermolecular packing
of the molecules and associated many-body interactions [3, 10,20–22].

For the investigation of ultrafast dynamics in solution, it is reasonable to use vibra-
tional probes, which show characteristic interactions with light in the infrared (IR)
spectral range. In the last decades, triatomic pseudohalide anions were often used as
vibrational probes in different solvents [23–25]. Interactions with IR light result in
excitations of the pseudohalides’ ν3 stretching vibrations at around 2000 cm−1 [23–28].
The excitation of these stretching vibrations are used as model systems [23–25] to in-
vestigate the interactions between the anions and the solvent as well as the vibrational
energy relaxation (VER) mechanisms. Especially H2O as a solvent is of particular in-
terest due to its strong hydrogen bonds [3,10,15,20–22]. Phenomena such as dynamics
within the solvent shell of the dissolved pseudohalide anions and the process of the
vibrational energy redistribution within the hydrogen-bonded network of the solvent
were investigated [23–25,27,28]. Within the studies of Hochstrasser and coworker [23],
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Chapter 1 Introduction

Li et al. [26] and Lenchenkov et al. [24], the VER time constants of N3
– , OCN– and

SCN– in H2O under ambient conditions were given. They observed that the relax-
ation time of the azide anion is faster than that of the cyanate or thiocyanate anion.
Furthermore, they suggested that both, an intermolecular vibrational energy transfer
(VET) from the solute to the solvent and an solvent-assisted intramolecular vibrational
redistribution (IVR) are present in the systems. In the last years, the Vöhringer group
investigated the azide [27,29,30], the thiocyanate [28,31,32] and the selenocyanate [32]
anions dissolved in H2O and D2O for different thermodynamic conditions with the aim
to clarify the underlying VER mechanisms. While under ambient conditions, a con-
curring of a VET and an IVR is present, the relaxation mechanism under non-ambient
conditions resulted in a pure VET for the thiocyanate and selenocyanate anions in
aqueous solutions [28,32]. The cyanate anion as a further pseudohalide anion was not
investigated under non-ambient conditions yet. Therefore, it will be studied under
isobaric heating at a pressure of 500 bar by means of the time-resolved pump-probe
spectroscopy. Furthermore, it has to be investigated whether an isotropically labeling
results in a change of the relaxation time constant or of the underlying mechanism.
The results are then classified into and discussed in the context of the results of the
aqueous azide, thiocyanate and selenocyanate solutions.

The triatomic molecule carbon dioxide and its aqueous solution is quite interesting
to investigate for several reasons. On one hand, the carbon dioxide is isoelectronic
to the pseudohalide anions, but neutral charged and should therefore have a similar
vibrational energy relaxation mechanism as the pseudohalide anions in H2O have. On
the other hand, it is well known as a gas responsible for climate change and its reduction
and storage is brought into focus recently [33–37].

In several publications [38–41], the reduction and prevention of emerging carbon dioxide
is discussed. An exemplaric proposal to reduce and store emitted CO2 is the so called
Carbon Capture and Storage (CCS) strategy [34]. Herein, the carbon dioxide is directly
captured from industry, purified and compressed. For storage, different methods are
considered, such as the storage of compressed CO2 in deep geological formations [34,39]
or in the deep ocean [34]. For the process of purification, the use of ionic liquids
is investigated. Recently, a large number of investigations of CO2 in different ionic
liquids were published [42–48] with the aim to understand the interactions of carbon
dioxide with the ionic liquids as well as to investigate the structural and rotational
dynamics. The carbon dioxide in an ionic liquid is a quite challenging system due to its
complex solvation structure as carbon dioxide dissolved in H2O is, but astonishingly few
information about the latter considering the vibrational energy relaxation mechanisms
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can be found, except of a conference contribution of Hamm et al. [49]. Hence, in
one chapter of this work, it is focused on the vibrational energy relaxation of CO2

dissolved in H2O under isobaric heating at a pressure of 500 bar using the carbon
dioxide’s asymmetric stretching vibration as a vibrational probe.

Due to the electron configuration, the carbon dioxide is isoelectronic to the pseu-
dohalide anions N3

– , OCN– , SCN– and SeCN– . Therefore, it is assumed that the
vibrational energy relaxation mechanism of CO2 in H2O should be similar to those of
the aqueous pseudohalide solutions. Within the scope of this work, the time constants
and the relaxation mechanism of the aqueous CO2 and pseudohalide anion solutions
are compared and discussed.

The comprehension of dynamics is not only necessary for the investigation of inter-
and intramolecular interactions, but also for the chemical reactivity. The latter can be
affected tremendously by the stereo-chemistry of large molecules [50, 51]. Within the
scope of this work, the trans-4-methoxybut-3-en-2-one serves as an example to inves-
tigate the stereo-chemistry and the intramolecular interactions. Therefore, a solvent
is chosen, which prevents intermolecular interactions with the solute. The trans-4-
methoxybut-3-en-2-one finds numerous applications as a precursor to pharmacological
active species [52, 53], e. g. in the synthesis of resorcinol derivatives [50], as well as
to biologically or optically important molecules [54,55]. A suitable method to investi-
gate the conformational dynamics in solution is the so-called two-dimensional infrared
spectroscopy [56–60]. It is advantageous over pump-probe spectroscopy, because it
combines high temporal resolution with structural sensitivity and is therefore used
within the scope of this work. As vibrational probes for the investigation of the trans-
4-methoxybut-3-en-2-one, the strongly coupled vibrations of the C––C and C––O bonds
are selected.

This thesis is divided into three chapters. The first one deals with the theoretical
background relevant for this work. It is followed by a chapter, in which the experimental
setup of the home-built pump-probe spectrometer is shown and explained. In the third
chapter, the results of the investigation of CO2 and OCN– including its isotopologues in
aqueous solution are discussed by means of the time-resolved pump-probe spectroscopy.
Then the investigation of the trans-4-methoxybut-3-en-2-one in C2Cl4 using the two-
dimensional infrared spectroscopy is presented. This work is then concluded with a
summary and outlook.
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Chapter 2

Theoretical background

This chapter deals with the theoretical background relevant for this work. Starting
with the theory of molecular vibrations and vibrational spectroscopy, the principle of
time- and frequency-resolved infrared spectroscopy is explained afterwards, while the
text concentrates on the main topics. For a more-in-depth explanation, the reader is
referred to relevant literature cited in the text.

2.1 Molecular vibrations

Vibrational spectroscopy treats interactions such as absorption, emission or scattering
of electromagnetic radiation with molecules in the infrared spectral region [11, 12, 61].
Within the scope of this work, radiation in the range from 4 µm to 6 µm is used.

Vibrations of diatomic molecules

Vibrations can be attributed to attractive and repulsive forces, and easily described by
the model of a linear harmonic oscillator (HO). In a classical treatment, the motions
can be characterized by Hooke’s law [11, 61, 62], whereas in a quantum mechanical
treatment, the stationary Schrödinger equation needs to be solved [12]. In the latter
case, energies (Ev) are obtained from the eigenvalues of the Hamiltonian according to

Ev = hν0

(
v + 1

2

)
, v = 0, 1, 2, . . . . (2.1)

Here, h corresponds to Planck’s constant, v to the vibrational quantum number and
ν0 to the frequency of the harmonic oscillator. The energy levels of the quantum
mechanically treated harmonic oscillator are quantized regarding their energy (see
figure 2.1, black), and posses equal energetic distances.

For a diatomic molecule, the corresponding frequency can be determined by means of
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Chapter 2 Theoretical background

Figure 2.1: Comparison of a harmonic (black) and Morse (gray) potential at same equilib-
rium distances req for their potential minima. Discrete energy levels are highlighted. Dis-
sociation energy D0 regarding the minimum of the corresponding potential and dissociation
boundary De are inserted.

the reduced mass µred according to

ν0 = 1
2π

√
k

µred
µred = m1 ·m2

m1 +m2
, (2.2)

where mi denotes the mass of an atom i of the molecule, and k its force constant.
Based on equation (2.2), it is obvious that the larger the force constant k or the lower
the reduced mass the higher the oscillator frequency is.

The model of the harmonic oscillator (HO) exhibits a big disadvantage, since it cannot
describe the dissociation of bonds under formation of their fragments. For that, a
suitable description was proposed by P. M. Morse [63]. He suggested a model, in
which a bond between two atoms weakens with increasing energy due to a so-called
anharmonicity. The corresponding potential (see figure 2.1, gray) is given by the
empirical approach

V (r) = De

[
1 − e−β(r−req)

]2
β = ν0

(
2π2 c µred
De h

)1/2

, (2.3)

whereDe corresponds to the dissociation energy of the potential, h to Planck’s constant,
and β to a constant depending on the frequency ν0, the speed of light c, the reduced
mass µred and De. The solution of the time-independent Schrödinger equation of the
Morse oscillator results in a finite number of discrete energy levels, which are no longer
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2.1 Molecular vibrations

equidistant in spacing. The energies of this potential can be described with

Ev = h ν0

(
v + 1

2

)
− h ν0 xe

(
v + 1

2

)2
, (2.4)

where

xe = h ν0

4De

(2.5)

is the anharmonic constant. The zero point energy

E0 = h ν0

2

(
1− xe

2

)
(2.6)

deviates from that by the harmonic oscillator with the factor (1 − xe/2). The Morse
potential is well suited to describe intramolecular vibrations. However, when an addi-
tional external potential perturbs these vibrations, which, for instance, is the case in
liquids and solids when hydrogen bonds are attendant, a more suited potential must
be used. In that case, developed by R. Schroeder and E. R. Lippincott, it considers
a van-der-Waals repulsion as well as an electrostatic potential between the involved
atoms X, Y forming the hydrogen bond X− H−−Y [64–66].

Vibrations of polyatomic molecules

To specify the position of each atom of a molecule, which consists of N atoms, 3N
coordinates are required. Translational motions of the center of mass account for three
degrees of freedom, rotational motions of a nonlinear molecule as a whole for three as
well. Such a system of N particles has 3N − 6 vibrational degrees of freedom. Linear
molecules constitute an exception having 3N−5 degrees of freedom, because the nuclei
do not rotate about the molecular axis [67]. To describe the motions of the nuclei, a
rectangular coordinate system is affixed to the equilibrium position of each nucleus.
Let ξi be a displacement along one of the axes associated with the coordinate system
of the ith nucleus

ξi = ri − ri,eq, (2.7)

with ri the actual position, and ri,eq the equilibrium position of the ith nucleus. The
potential energy V (ξ1, . . . , ξ3N) is then evolved as a Taylor series expansion about the
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Chapter 2 Theoretical background

equilibrium position ξi = 0 according to [12]

V (ξ1, . . . , ξ3N) =V (ξ1 = 0, . . . , ξ3N = 0) +
∑
i

(
∂V

∂ξi

)
0
ξi +

1
2!
∑
i,j

(
∂2V

∂ξi ∂ξj

)
0
ξi ξj + . . . .

(2.8)

The sub-scripted zeros indicate that the derivatives are calculated at the equilibrium
position. The first term of the Taylor series expansion corresponds to the potential
energy in equilibrium, and is set equal to zero, while the first derivatives are all zero
since this term is referred to when all atoms are in their equilibrium position. The
second derivatives describe a matrix of generalized force constants kij [12, 62]

kij =
(
∂2V

∂ξi∂ξj

)
0
. (2.9)

The potential is then given by

V (ξ1, . . . , ξN) = 1
2
∑
i,j

kij ξi ξj. (2.10)

Investigating a diatomic molecule, and rewriting the sum with i, j = [1, 2] results in

V (ξ1, ξ2) = 1
2k11 ξ

2
1 + 1

2k12 ξ1 ξ2 + 1
2k21 ξ2 ξ1 + 1

2k22 ξ
2
2 . (2.11)

With k = k11 = k22 = −k12 = −k21, the potential is

V (ξ1, ξ2) = 1
2k(ξ2

1 − 2ξ1ξ2 + ξ2
2) = 1

2k(ξ1 − ξ2)2. (2.12)

Using ξ1 = r1 − req and ξ2 = r2 − req, the equation describing the potential energy of
a diatomic molecule results in

V (ξ1, ξ2) = 1
2k ((r1 − req)− (r2 − req))2 = 1

2k (r1 − r2)2 (2.13)

corresponding to the one-dimensional potential of a harmonic oscillator.

The total energy of the investigated system is then given by the sum of the potential

8



2.1 Molecular vibrations

(V ) and the kinetic energy (T ) with

E = T + V = 1
2
∑
i

mi ξ̇
2
i + 1

2
∑
i,j

kij ξi ξj. (2.14)

Investigating for example a linear molecule with B-A-B structure, the matrix of force
constants Kij is given in mass-weighted coordinates qi [12]

Kij =


k
mB

−k√
mAmB

0
−k√
mAmB

2k
mA

−k√
mAmB

0 −k√
mAmB

k
mB

 . (2.15)

To determine the quantum-mechanical eigen values and eigen functions, the matrix
of generalized force constants has to be diagonalized by solving the following secular
equation

det(Kij − κ· I) = 0. (2.16)

Here, κ corresponds to mass-weighted force constants and I to the identity matrix
[12]. The corresponding eigen vectors Qi can be attributed to normal modes of the
investigated system. Using a total massM = mA+2 mB of the linear B-A-B molecule,
the corresponding normal modes are described by [12]

Q1 = 1√
M

(mB ξ1 +mA ξ2 + mB ξ3), κ1 = 0

Q2 =
√
mB

2 (ξ1 − ξ3), κ2 = k

mB

Q3 = 1√
2M

(mB ξ1 − 2mA ξ2 +mB ξ3), κ3 = k M

mA mB

.

(2.17)

Normal mode Q1 describes a translation, Q2 a symmetric stretching, and Q3 an asym-
metric stretching vibration.

So far, the displacement along one of the three axes of inertia has been presented. In-
vestigating now a displacement along all three axes, a linear triatomic B-A-B molecule
possesses 3N − 5 = 4 normal modes. These are exemplary shown for a carbon dioxide
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Chapter 2 Theoretical background

Figure 2.2: Normal modes of the linear carbon dioxide (CO2) molecule. Arrows indicate
forth (gray) and back (white) motion. In (a), the normal mode corresponds to a symmetric,
in (b) to an asymmetric stretching vibration and (c)+(d) to a double degenerated bending
motion.

(CO2) molecule in figure 2.2. The normal mode displayed in figure 2.2 (a) corresponds
to the symmetric stretching vibration (ν1 = νs). The gray arrows indicate the forth,
the white one the back motions. Figure 2.2 (b) pictures the asymmetric stretching vi-
bration (ν3 = νas), while (c) and (d) show the double degenerated bending vibrations
(ν2 = νb).

2.2 Vibrational spectroscopy

As mentioned at the beginning of this chapter, light in the infrared spectral range is
able to excite molecular vibrations, but only some of them are infrared (IR)-active. A
gross selection rule states that a transition from a vibrational energy level to another
is allowed if the transition dipole moment (µ) changes along the vibrational coordinate
[12,62]. The transition dipole moment (µ) can be described by

µ =
∑
i

δi · ri (2.18)

with a partial charge δi of atom i and the distance ri from atom i to the center of
mass. In a quantum mechanical manner, the above introduced gross selection rule
implies that

〈ψm |µ|ψn〉
!
6= 0 (2.19)

for an IR-active transition between vibrational states n and m [12]. Here, ψm and ψn
describe wave functions of the involved vibrational states. The dipole operator can be
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2.2 Vibrational spectroscopy

then evolved as a Taylor series expansion according to

µ = µ0 +
∑
i

(
∂µ

∂Qi

)
0
Qi + 1

2!
∑
i,j

(
∂2µ

∂Qi ∂Qj

)
0
Qi Qj + . . . , (2.20)

where the Qi,j denotes the linear combination of mass-weighted coordinates as de-
scribed in section 2.1. The sub-scripted zeros indicate that the corresponding func-
tions are determined when the system is in its equilibrium position, i. e. Qi = 0. In
the following, the expansion is truncated after the second term assuming that the
electric transition dipole moment of a molecule is expected to vary linearly with the
extension of the bond for small displacements [12]. This holds if partial charges of
the involved atoms are independent of the internuclear distance. Applying then the
quantum mechanical notation, eq. (2.19) results in

〈ψm |µ|ψn〉 = µ0 〈ψm|ψn〉︸ ︷︷ ︸
=0

+
∑
i

(
∂µ

∂Qi

)
0
〈ψm |Qi|ψn〉︸ ︷︷ ︸

=µmn

6= 0. (2.21)

The first term is equal to zero due to the orthogonality of vibrational functions within
the same electronic state 〈ψm|ψn〉, while the second term is abbreviated with µnm, and
has to be non-zero for an IR-active vibration. In the context of the normal modes of
CO2, this means that two of the three vibrations (ν2 or νb, and ν3 or νas) are non-zero,
thus, they are IR-active. The third one corresponding to the symmetric stretching
vibration leads to (∂µ/∂Q1) = 0, i.e. this mode is IR-inactive.

The strength of a transition can be determined by means of the transition dipole
moment, more precisely the strength of a transition is proportional to the square of
the absolute value of the transition dipole moment, i. e. |µmn|2.

However, it has to be distinguished between gross selection rules and specific selection
rules. The former state the properties, which a molecule have to possess in order
to show a particular type of transition, while the latter include statements about
changes in quantum numbers occurring during transitions [12]. A specific selection
rule regarding vibrational transitions of modes i, i. e. vi → v′i, states that v′i = vi ± 1
holds for a harmonic oscillator.

Rotational-vibrational spectroscopy

In general, the vibrational transition (∆v = ±1) of a molecule is accompanied by a si-
multaneous rotational one, where the rotational quantum number J has to change with
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Chapter 2 Theoretical background

∆J = ±1 (specific selection rule for rotational transitions). The combined rotational
and vibrational transitions feature a pronounced fine structure, which is presented for
CO2 in figure 2.3 (b). To understand the fine structure, it is referred to figure 2.3 (a)
where an energy level scheme of a linear rotor is shown.

Figure 2.3: (a) Scheme of possible rotational-vibrational transitions of a linear rotator
considering the specific selection rules. The lines located at the low frequency side correspond
to the P-branch, those at the high frequency to the R-branch.
(b) Normalized stationary absorption spectrum of gaseous carbon dioxide. Branches and
band origin are allocated.

The total energy Etot of a harmonic oscillator and rigid linear rotator consists of the
vibrational energy Evib and the rotational energy Erot

Etot(v, J) = Evib(v) + Erot(J)

= hν0

(
v + 1

2

)
+BJ(J + 1).

(2.22)

Here, B corresponds to the rotational constant of a molecule and ν0 to the frequency
of the harmonic oscillator. The transition frequency ν(v → v + ∆v, J → J + ∆J) is
then

ν(v → v + ∆v, J → J + ∆J) = ν0(v′ − v′′) +B/h [J ′(J ′ + 1)− J ′′(J ′′ + 1)] (2.23)

with v” and J” being the rotational and vibrational quantum numbers in the lower
level, while v’ and J’ are those of the upper level. Applying the specific selection rules
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2.2 Vibrational spectroscopy

∆v = +1 and ∆J = +1, equation (2.23) results in

ν(v → v + 1, J → J + 1) = ν0 + 2B/h (J + 1), (2.24)

or respectively ∆v = +1 and ∆J = −1 in

ν(v → v + 1, J → J − 1) = ν0 − 2B/h J. (2.25)

The rotational-vibrational spectrum consists of two well separated groups of lines, the
R-branch (∆v = +1,∆J = +1, eq. (2.24)) and the P-branch (∆v = +1,∆J = −1,
eq. (2.25)). Due to the fact that ∆J = 0 is forbidden, the pure vibrational transition
cannot be observed. However, its spectral position indicates the so-called band origin.
In figure 2.3 (b), a section of a gas phase spectrum of atmospheric carbon dioxide
is depicted. Here, a broad absorption band with a pronounced fine structure can be
observed covering the spectral range from 2270 cm−1 to 2400 cm−1. The fine structure
is well separated in two branches, red (P-branch)- and blue (R-branch)-shifted from
the band origin which is located at around 2349 cm−1. The frequency separations
between neighboring lines change within a branch, i.e. they converge with increasing
rotational quantum number J in R-branches, while they diverge in P-branches. If
J is high enough, the branches may degrade and pass through a head [12, 62], after
which the frequencies of the subsequent lines with increasing J approach the spectral
position of the band origin again instead of moving away from it. This is due to the
dependence of the rotational constant B(v) on the vibrational state. Using the method
of combination differences, the rotational constant of the lower (B′′) and upper level
(B′) can be determined according to

ν̃R(J) − ν̃P (J) = 2B′ (2J + 1) (2.26)

with a common lower rotational level and

ν̃R(J) − ν̃P (J+2) = 2B′′ (2J + 3) (2.27)

with a common upper rotational level. The intensity of the lines reflects the degree of
population and the degeneracy in the lower rotational level J ′′. The population pv′′,J ′′

of a certain state |v′′, J ′′〉 can be calculated according to the Boltzmann distribution,
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Chapter 2 Theoretical background

i.e.

pv′′,J ′′ = (2J ′′ + 1) · e−Ev′′,J′′ β∑
v′′,J ′′

(2J ′′ + 1) · e−Ev′′,J′′ β
(2.28)

with β = 1/(kB T ).

Stationary absorption spectroscopy

In this work, stationary absorption spectra are obtained by irradiating a chemical probe
with a broad-band light source. The intensity of the transmitted radiation is detected
with a Fourier transform interferometer as an interferogram in the spatial domain. Its
Fourier-transformation provides the spectral resolved intensity distribution I(ν). The
frequency-dependent transmission T (ν) is given by

T (ν) = I(ν)
I0(ν) , (2.29)

where I0(ν) denotes the intensity of light before entering the sample, and I(ν) the trans-
mitted one. The negative decadic logarithm of the transmission defines the frequency-
dependent optical density OD(ν) according to

OD(ν) = −lg(T (ν)) = lg

(
I0(ν)
I(ν)

)
, (2.30)

which is linked to the molar decadic extinction coefficient ε(ν), the concentration cx of
the chemical probe, and the layer thickness d of the used cell by Lambert-Beer’s law

OD(ν) = ε(ν) · cx · d. (2.31)

The obtained stationary spectra solely provide information on the spectral position of
IR active normal modes, but no information about underlying dynamics and strengths
of intermolecular interactions. These are available from time-resolved measurements
which are introduced in the next section [15, 57, 68]. Ultra-short laser pulses within
the femto- (fs) to picosecond (ps) regime are applied to study the vibrational energy
relaxation, the spectral diffusion of vibrational resonant modes as well as reorientational
dynamics between solute and solvent.
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2.3 Time and frequency resolved mid-infrared spectroscopy

2.3 Time and frequency resolved mid-infrared
spectroscopy

In general, an external electric field E(t) induces a macroscopic polarization P (t) in a
material.

P (t) = P (1)(t) + P (2)(t) + P (3)(t) + . . .

= ε0 ·

χ(1) ·E(t)︸ ︷︷ ︸
linear optics

+χ(2) ·E(t) ·E(t) + χ(3) ·E(t) ·E(t) ·E(t) + . . .︸ ︷︷ ︸
nonlinear optics


(2.32)

with the vacuum- dielectric constant ε0, and an electric susceptibility χ(n) as a (n+1)
rank tensor. It has to be discerned between linear optical processes, which can be fully
characterized by first order polarization P (1), and nonlinear ones described by second
order or higher polarizations P (n). Second order polarization P (2) describes sum- or
difference-frequency mixing, which only occurs in non-centrosymmetric systems [69].
Third order polarization P (3) is the lowest one in fluids and gases for nonlinear optical
processes. The generated time-dependent macroscopic polarization creates a signal
field E

(3)
sig [68], which contains information about the underlying dynamic processes.

For that, at least three interactions with the external electric field are necessary. The
experimental generation and detection of the signal field can be done with various
techniques. Two of them are presented in the following.

Pump-probe spectroscopy

For nonlinear spectroscopy in pump-probe geometry, three IR-laser pulses in the fs- to
ps-regime are required. A first pulse, the so-called pump pulse, with wave vector k1

is used to excite the molecules under investigation, which prior are in their thermal
equilibrium defined by the Boltzmann distribution (see eq. (2.28)). The pump pulses
has to interact twice with the system to generate a third order signal field. This means
that the wave vectors k1 and k2 are connected by k1 = k2 [56]. The excitation of
the sample results in an altered absorption, which is interrogated by a second IR-laser
pulse, the probe pulse, with wave vector k3. This altered absorption evolves in time,
and can be measured by applying a varying temporal delay between pump and probe
pulses. The signal field is emitted in the direction of the probe pulse and possesses the
wave vector ks = −k1 + k2 + k3 = k3 [56]. Within the experiments of this work, the
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detection takes place wavelength-resolved and E
(3)
sig is superimposed with the electric

field of the probe beam as a local oscillator for heterodyne detection [68]. In figure 2.4,
the optical layout of the used pump-probe spectrometer is shown.

Figure 2.4: Optical layout of a pump-probe spectrometer. The red solid line corresponds to
the light pulses emitted from the laser source, the green solid line represents the beam path
of the pump pulses, while blue lines indicate detection pulses. The latter are divided into
probe (solid line) and reference (dotted line) pulses. (MCT: MCT-array (HgCdTe))

To operate the spectrometer, the light pulses emitted from the laser source (red line) are
divided with an intensity ratio of 85 % to 15 % into pump (green line) and detection
(blue line) pulses. The required frequencies in the mid-IR regime are generated by
second order nonlinear processes using an optical parametric amplifier with subsequent
difference frequency generation [70, 71]. Afterwards, the detection pulses are divided
with equal energies into probe (blue solid line) and reference pulses (blue dotted line).
The reference pulses are directed into the sample cell on a beam path, which ensures
that they always arrive at the cell before the pump and probe pulses do. To generate
a specific temporal delay t1 between pump and probe pulses, a computer controlled
translation stage equipped with two mirrors is inserted into the optical path of the
probe pulses. When pump and probe pulses pass the sample cell simultaneously, the
temporal delay between both is equal to zero. The difference of the spatial delay
of pump (lpu) and probe (lpr) pulses divided by the speed of light c determines the
temporal delay t1 according to

t1 = lpu − lpr
c

. (2.33)

A spatial delay of 0.3 µm correlates to a temporal delay of roughly 1 fs.

Once the pulses have passed the sample cell, the pump pulses are blocked. The probe
and the reference pulses are guided at slightly different heights through a polychroma-
tor, where they disperse similarly. Both, probe and reference pulses, are then detected
separately and wavelength-dependent using a dual row MCT (HgCdTe) detector (see
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2.3 Time and frequency resolved mid-infrared spectroscopy

figure 2.4). In this way, the optical density OD(λ) can be determined for each laser
pulse according to

OD(λ) = lg

(
Ireference(λ)
Iprobe(λ)

)
. (2.34)

In general, the pump-induced changes of the absorption spectra are relatively small,
i. e. ∆I/Iref,probe << 1 where ∆I is the pump-induced change in intensity. To sep-
arate this amount from the absorptive signal contributions, one can make use of the
differential optical density ∆OD. Therefore, synchronized with the repetition rate of
the laser every other second pump pulse is blocked by a chopping disc. This results in
a differential optical density of the perturbed (ODw/pump) and the unperturbed system
(ODw/o pump) according to

∆OD(λ, t1) = ODw/pump(λ, t1)−ODw/o pump(λ). (2.35)

The differential optical density ∆OD(λ, t1) contains the pure pump-induced response
of the system. A generalized interpretation of the response will be discussed in the
following.

As mentioned at the beginning of this chapter, the pump pulse perturbs the thermal
equilibrium of the investigated sample. This is shown in a simplified scheme of a
three-energy level system of an anharmonic oscillator (see figure 2.5 (a)-(c)).

At the beginning, the molecules (indicated by open circles) are located almost only
in the ground state (|0〉) according to a Boltzmann distribution with kBT << hν

under ambient conditions. The incoming pump pulse will lead to an excitation of a
part of the molecules from the vibrational ground |0〉 to the first excited state |1〉 (b).
The probe pulse, temporally delayed to the excitation pulse, detects the changes in
absorption (c). Those are on one hand that the ground-state absorption is weakened
since less molecules are available resulting in a ground-state bleach (GB). Furthermore,
a stimulated emission (SE) from the first excited into the ground-state induced by the
probe pulse effectively further reduces the absorption observed on |0〉 → |1〉 transition.
On the other hand, the probe pulse can cause an excitation of molecules from the first
(|1〉) to the second excited state (|2〉), which describes a transient absorption (TA). In
(a)-(c), the second excited state in harmonic approximation is highlighted with a dotted
line. The difference between harmonic and anharmonically lowered second excited state
(|2〉) corresponds to the diagonal anharmonicity ∆. Calculating the differential optical
density results in two signal contributions of the transient spectra shown in figure 2.5
(d). They are displayed as ∆mOD as a function of the frequency ν. The ground-
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Figure 2.5: Pump-probe signal contributions.
(a)-(c) Anharmonic potential with three energy level scheme to illustrate the temporal evo-
lution of the distribution before and after excitation. Circles display molecules.
(d) Transient spectra observed for a molecule with an anharmonic potential for different
temporal delays t1 > 0 (red to blue, early to late delay times).
(e) Transients (or kinetic traces) for TA and GB/SE.

state bleach as well as the stimulated emission cause a negative signal contribution
emerging both at the same transition frequency, while the transient absorption creates
a positive one. Due to the anharmonicity, the TA is red-shifted with respect to the
GB/SE. Increasing the temporal delay (t1) usually results in a decrease in differential
optical density (∆OD) of the transient spectra. If so, the excited population relaxes
back into the ground-state. Figure 2.5 (d) shows the transient spectra for five different
delay times (from red to blue, early to late delay times). A plot of the maximum
of the transient absorption and the ground-state bleach / the stimulated emission as
a function of the delay time t1 can be used to determine the relaxation time. This
representation is called a transient or kinetic trace (see figure 2.5 (e)). It allows an
analysis of the mechanism for vibrational energy relaxation (VER).
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Two-dimensional IR spectroscopy

Two-dimensional IR spectroscopy is a powerful technique to investigate intra- and
intermolecular interactions. The interactions find expressions in the couplings of vi-
brational modes, which give rise to characteristic infrared bands. The advantage of the
2D-IR spectroscopy is its structural sensitivity and high temporal resolution [56–60].
This originates from the fact that couplings depend sensitively on the relative distances
and orientations between functional groups. Furthermore, the investigation of 2D-IR
line shapes provides a possibility to monitor the heterogeneity and the dynamics of the
environment surrounding the oscillator [56, 60]. In general, 2D-IR spectra can be col-
lected in either frequency-frequency, time-frequency or time-time domain [56,72]. The
former two have in common that they are realized in pump-probe geometry, in which
the emitted field is detected frequency-resolved using a combination of a polychromator
with an array detector (see section 2.3).

Figure 2.6: Pump pulse sequences in frequency- (a) and time-frequency domain before and
after Fourier transformation (FT) (b). The center frequency of the vibrational mode of
interest is indicated with νc and the temporal delay t2 is a coherence time. (Based on [56],
fig. 1.9)

In the frequency-frequency domain, the sample is spectral excited by a narrow-band
pump pulse, which is generated either using an etalon [66, 68] or a pulse shaper [56,
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73]. Recording then pump-probe spectra with such a pump pulse, and scanning its
center frequency across the vibrational modes of interest (see figure 2.6 (a)), transient
spectra are obtained as a function of the temporal delay t1 (population time) for each
pump frequency. Due to the additional spectral information regarding the excitation
frequency, the obtained data can be presented in 2D-IR spectra or contour plots. For
that, the probe frequency νProbe is displayed on the abscissa, while the pump frequency
νPump on the ordinate [56,66,68,74]. The signal intensity is given with a color code at
each point with coordinate (νPump,νProbe). The above described method in frequency-
frequency domain is called hole-burning 2D-IR spectroscopy [16]. However, it has
the disadvantage of a low frequency resolution as well as long measuring times [56,75].
These circumstances can be overcome by recording 2D-IR spectra in the time-frequency
domain. Herein, many narrow pump pulses spaced such that they span the frequency
range of interest like a sinusoidal wave are used simultaneously [56]. Scanning the
periodicity of the pump spectrum (see figure 2.6 (b)), each vibrational mode with
center frequency νc will be brought in and out of resonance with the pump. To separate
then the frequency components, a Fourier transformation of the measured emitted
field regarding the coherence time t2 is taken. This means that a sequence of two
pump pulses, which are temporally delayed to each other, are interacting with the
sample. To realize this method experimentally, either a Mach-Zehnder interferometer
[72, 74, 76] or a pulse shaper [56, 73] is implemented in the pump path of the pump-
probe spectrometer. This technique is called Fourier-transform 2D-IR spectroscopy in
pump-probe geometry. An optical layout is shown as a scheme in figure 2.7.

Figure 2.7: Experimental setup of a 2DIR-spectrometer in pump-probe geometry. (PS:
pulse shaper, MCT: HgCdTe detector)

It is similar to the pump-probe setup in figure 2.4, but supplemented by a pulse shaping
unit (PS). The advantage of a pulse shaper is that it is easy to implement in pump-
probe geometry and it simultaneously produces 2D-IR spectra with high frequency and
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time resolution [75, 77]. Furthermore, it can be used in both, the frequency-frequency
and time-frequency domain [77].

In general, the desired signal is superimposed by scatter and transient absorption
background. The former occurs, when light from one of the pump pulses is scattered
from the sample into the direction of the emitted field, so that it is detected heterodyne
as well. Both, scatter and transient absorption background, can be separated from the
signal by phase cycling [56, 77]. It is taken advantage that the phase of the pump-
induced signal in the sample depends on the difference between the phase φ1 of the
first and φ2 of the second pump pulse, i. e. ∆φ12 = φ1 − φ2, while the contributions
from scatter and transient absorption background are related either to φ1 or φ2 [56].
Using a phase cycling scheme, in which the difference between the phase of first and
second pulses are ∆φ12 = π and ∆φ12 = 0, the background contributions are removed
by subtracting the obtained signals S, i. e. S(∆φ12 = π)− S(∆φ12 = 0). More details
can be found in [56,77].

In the following, characteristic 2D-IR spectra are presented and explained. To begin
with, two independent oscillators with slightly different vibrational frequencies νosc1 and
νosc2 are considered. Their corresponding energy schemes are shown in figure 2.8 (a),
whereby those are restricted to the ground state |0〉, the first |1〉 and second |2〉 excited
states. It is assumed that the oscillators can be described by anharmonic potentials
with energies E(|0〉i) = 0, E(|1〉i) = hνosc,1 and E(|2〉i) = 2hνosc,i−∆ii. As discussed in
section 2.3, three transitions can occur for each oscillator, which are indicated in figure
2.8 (a) with arrows and corresponding numbers. These interactions are ground-state
bleach (transitions 1 and 4), stimulated emission (transitions 2 and 6) and transient
absorption (transitions 3 and 5). Figure 2.8 (b) shows the corresponding 2D-IR spec-
trum including the stationary absorption spectrum on top. As mentioned before, the
probe frequency νProbe is displayed on the abscissa, the pump frequency νPump on the
ordinate. For the indicated diagonal, νProbe = νPump holds. In contour plots, a pump-
induced reduction (increase) of the detected intensity is marked with blue (red) colors.
According to this notation, in blue colored contours the sum of the GB and the SE for
each oscillator is visualized as an on-diagonal peak at νProbe = νPump = |1〉1 for the
low-frequency oscillator |νosc1〉, and νProbe = νPump = |1〉2 for the high-frequency one
|νosc2〉. Red colored contour lines indicate the TA, which is shifted to lower frequencies
compared to the GB and the SE. This is due to the anharmonicity of the potential,
which can be described by the diagonal anharmonic shift ∆ij with i = j. According to
the ”projection slice theorem” [56], a sum of the transient spectra of all pump frequen-
cies is equivalent to a pump-probe spectrum recorded with a broad-band excitation at
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Figure 2.8: Energy-level scheme and contour plots for two uncoupled (a+b), coupled (c+d)
and exchanging (e+f) oscillators.
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a certain population time.

Next, two coupled oscillators |νosc1, νosc2〉 within one molecule are considered. Their
energy level scheme consists of a common ground state |00〉, the first excited state of
the low frequency oscillator |10〉 as well as that of the high frequency oscillator |01〉 and
their second excited states |20〉 and |02〉. Furthermore, both oscillators contribute to
a combination tone |11〉. The notation |ij〉 denotes a state with i quanta of excitation
in the first mode and j quanta of excitation in the second mode. All mentioned states
are presented in figure 2.8 (c). Here, the uncoupled mode states are shown on the left
column of the level scheme describing the energies of the oscillators before coupling. On
the right column those after coupling (eigenstates) are depicted. If the anharmonicity is
small, i. e. ∆ij << νosc,i, then the selection rules of harmonic oscillators approximately
apply, i. e. only one oscillator can be changed by one quantum of energy at a certain
time. This means that the transition |10〉 → |20〉 is dipole allowed, whereas |10〉 → |02〉
is forbidden. The 2D-IR spectrum of two coupled oscillators originates as follows.
Assuming the pump frequency is scanned across the resonances of the two oscillators.
Once, νPump comes into resonance with an eigenstate, e. g. with the low frequency
oscillator, the transition |00〉 → |10〉 (transition 1 in figure 2.8 (c, d)) will be pumped.
The subsequent probe pulse gives rise to the transitions labeled 2, 3 and 4 (see figure
2.8 (c, d)). Furthermore, the probe pulse will observe a bleach of both oscillators
resulting in transitions 1 and 5, since the population of the common ground state
is diminished. Transitions 1 (GB), 2 (SE) and 3 (TA) are known from pump-probe
spectra, transitions 4 and 5 are new and occur when the oscillators are coupled (here,
with a common ground state). The latter ones arise in the off-diagonal region (figure 2.8
(d)) and are called cross peaks owning the off-diagonal anharmonicity ∆12. When the
pump frequency comes into resonance with the high frequency oscillator, the transition
|00〉 → |01〉 (transition 5) will be pumped. The probe pulse leads to the transitions
labeled 5 (GB), 6 (SE), 7 (TA) as well as 8 due to the transition from the state |01〉
into the combination tone |11〉, and 1, since the ground state population is diminished.
Again, the on-diagonal peaks 5, 6 and 7 are known from pump-probe spectra, while
transitions 1 and 8 occur as off-diagonal peaks with an off-diagonal anharmonicity ∆21.
The anharmonic shifts of the on-diagonal peaks are denoted ∆11 for the low frequency
oscillator and ∆22 for the high frequency one. All cross peaks emerge instantaneously,
i. e. they can be observed at earliest population times t1.

The cross peaks can occur dynamically, i. e. not prompt, as illustrated in figure 2.8 (e),
(f). Assuming that two conformers (cis and trans) are investigated. If one conformer,
e. g. cis, is pumped, but converts during the population time t1 into the trans conformer,
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then the oscillator was initially pumped at the cis conformer (e.g. transition 1) but is
now probed at the frequency of the trans conformer (transitions 4 and 6). This dynamic
creates cross peaks on one side of the diagonal (transitions 5 and 6), the reverse reaction
on the other side of the diagonal. This process is called chemical exchange (see figure
2.8 (e, f)). The exchange rates range from femtoseconds to the vibrational lifetime of
the oscillator [56]. Inspecting a series of 2D-IR spectra for different population times,
information about the exchange rates of the conformational transformations can be
obtained from the relative intensities of the signal contributions [56,78].

Line shape and broadening

In the previous section, the absorptions of coupled oscillators were discussed assuming
that they can be presented as an ensemble of identical molecules. But usually, there
are time-dependent variations in structure and environment of the molecules in an
ensemble. Descriptive examples are hydrogen bonds, for instance between dissolved
carbon dioxide and H2O or cyanate anions and H2O. Each solute molecule will sit in
a different hydrogen bonded environment, which influences its potential. This leads to
a redshift of the vibrational frequency of the solute molecules in solution compared to
the situation in gas phase. Furthermore, the hydrogen bonds create a network which is
rather dynamically than rigid. At each instant of time, each solvent molecule will have
a different vibrational frequency so that all molecules together create a distribution of
frequencies [56]. This distribution is inhomogeneous if probed transitions frequencies of
the solvent molecules do not change on the time scale of the pulse sequence. In general,
each molecule possesses an intrinsic line width that cannot be narrower than dictated
by its vibrational lifetime. This is due to the uncertainty of energy of an excited state
with finite lifetime [56], which is described by Heisenberg’s uncertainty principle. The
intrinsic line width is attributed to the line width broadening mechanism and is often
called homogenous line width [56,79].

To study an inhomogeneous broadening of vibrational lifetimes, the Kubo-Anderson
general stochastic theory [80, 81] of line shape can be applied and will be discussed in
the following.

The theory was originally formulated by Kubo and Anderson to describe the shape
or profile of spectral lines and to study interactions and motions of physical systems
by means of nuclear magnetic resonance (NMR) spectroscopy [80,81]. However, it has
also been proven adequate for characterization of spectral line widths of vibrational
transitions [56,82]. Firstly, it is supposed that an oscillator with center frequency ν0 is
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randomly perturbed. Its proper frequency ν is modulated in time in a random fashion
according to

ν(t) = ν0 + ν1(t). (2.36)

Here, ν0 is time-independent, and ν1(t) can be described by a stochastic process [83].
The equation of motion of the oscillator is

dx
dt = i ν(t) x(t), (2.37)

where the real part of x is the coordinate of the oscillator and the imaginary part the
momentum [83]. Solving the differential equation with an initial value x0 results in

x(t) = x0 exp
i

t∫
0

ν(t′)dt′
 . (2.38)

The corresponding time correlation function is

〈x∗(0) x(t)〉 =
〈
x∗0 x0 exp

i
t∫

0

v(t′)dt′
〉 . (2.39)

If x0 is independent of ν(t), the correlation function simplifies to

〈x∗(0) x(t)〉 = eiν0t φ(t) (2.40)

with

φ(t) =
〈

exp
i

t∫
0

ν1(t′)dt′
〉 . (2.41)

The power spectrum is then obtained from the Wiener-Khintchine theorem [82]

I(ν ′) = 1
2π

∞∫
−∞

φ(t) e−iν′tdt, (2.42)

where ν ′ = ν − νc describes the difference of the actual frequency ν from the center
frequency νc.

Secondly, it is supposed that the stochastic process described by ν1(t) is stationary,
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i. e.

〈ν1(t)〉 = 0. (2.43)

Its correlation function is then given to be equal to

〈ν1(t0) ν1(t0 + t)〉 =
〈
ν2

1

〉
ψ(t), (2.44)

where 〈ν2
1〉 and the function ψ(t) characterize the physics of the random frequency

modulations and are assumed to be known [82].

Using equation (2.44), equation (2.41) results in

φ(t) = exp
− 〈ν2

1

〉 t∫
0

(t− τ)ψ(τ)dτ
 . (2.45)

The corresponding power spectrum is

I(ν) = 1
2

∞∫
−∞

dt exp
−iνt−∆2

t∫
0

(t− τ)ψ(τ)dτ
 , (2.46)

where ∆2 = 〈ν2
1〉, describes a measure of the magnitude of the random frequency

modulation. Furthermore,

τc =
∞∫
0

ψ(τ)dτ = 1
〈ν2

1〉

∞∫
0

〈ν1(t0) ν1(t0 + t)〉 dt (2.47)

characterizes the correlation time of this modulation [83].

Thirdly, if the correlation function of ν1(t) decays in a single exponential fashion, i. e.

ψ(t) = exp (−t/τc) , (2.48)

then equation (2.45) becomes

φ(t) = exp
[
−∆2τc

(
t− τc

(
1− e−t/τc

))]
= exp

[
−α2

(
t

τc
− 1 + e−t/τc

)]
(2.49)

with [83]

α = ∆ · τc . (2.50)
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Considering now two limits of α.

(1) α→∞ and τc →∞: Then φ(t) vanishes unless t is very small. Thus, eq. (2.49)
is approximated by

φ(t) = exp
(
−∆2

2 t2
)
. (2.51)

The power spectrum results in

I(ν) = 1√
2π∆

exp
(
− ν2

2∆2

)
, (2.52)

and is described by a Gaussian function [83].

(2) α→ 0: The spectrum becomes narrower, a phenomenon called motional narrow-
ing [83].

In the following, it is assumed that the correlation function of the frequency modulation
decays single exponentially (eq. (2.48)) within the correlation time τc according to
equation (2.47). In a short time approximation, where t << τc holds, the correlation
function remains undamped, thus ψ(t) ≈ const = 1 [83], and

φ(t) = exp
(
−1

2∆2 t2
)

(2.53)

describes the average over all possible distributions of the modulation ν1. Each os-
cillator has coherent motion during this short time, thus, the dynamical coherence is
dominant [83]. For long times t >> τc, one obtains [83]

φ(t) = exp (−γ(t) + δ) , (2.54)

with

γ = ∆2τc = ∆ α, δ = ∆2
∞∫
0

τ ψ(τ)dτ, (2.55)

as long time approximation of the correlation functions, and the corresponding spec-
trum is Lorentzian [83]

I(ν) = eδ
π

γ

ν2 + γ2 (2.56)
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and with consideration of the center frequency νc

I(ν) ∝ 1
π

γ

(ν − νc)2 + γ2
. (2.57)

To conclude, if α > 1, and thus, t << τc the short time approximation is suitable.
The spectrum can be described by a Gaussian (eq. (2.52)). If α < 1 and t >> τc, the
long time approximation is valid and the corresponding spectrum is Lorentzian [83].
Transitions between the conditions α > 1 and α < 1, i. e. α ≈ 1, show a Lorentzian
shape at the center, while the wings are close to a Gaussian one.

2.4 Fermi’s golden rule

In this section, a derivation of Fermi’s golden rule is given [12,82,84–86]. It describes a
transition rate from a perturbed discrete initial state |i〉 to a final one |f〉. The latter is
nestled into a continuum of bath states with which the discrete initial state can couple.
A scheme of the described system is shown in figure 2.9.

Figure 2.9: Scheme of a quantum mechanical system underlying Fermi’s golden rule. An
oscillator at an initial, discrete state |i〉 interacts with a continuum of final bath states |f〉.

The presented quantum mechanical system can be described with time-dependent per-
turbation theory. Here, the time-dependent Schrödinger equation for a system de-
scribed with Hamiltonian H

Hψ = i~ ∂
∂t
ψ, (2.58)

is applied. ~ denotes the reduced Planck constant and ψ a wave function. H is
separated according to

H = H0 + H′(t), (2.59)
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where H0 is the time-independent Hamiltonian for which the eigenfunctions |n〉 are
known and H′(t) the time-dependent perturbation. Assuming an orthonormal basis
with eigenfunctions |i〉 and |f〉 with f = 2, 3, 4, ... for an unperturbed case leads to

H0 = Ei |i〉 〈i|+
∞∑
f=2

Ef |f〉 〈f | . (2.60)

For the perturbation term H′(t), it is assumed that it allows coupling between state
|i〉 and the manifold |f〉 only, i. e. H′f,f = 0, H′i,f = H′f,i 6= 0 for all f. Then it can be
written

H′(t) =
∞∑
f=2

H′i,f (t) |i〉 〈f |+ H′f,i(t) |f〉 〈i| . (2.61)

The waveform solving the time-dependent Schrödinger equation can be written as a
linear combination of eigenfunctions of the unperturbed system with time-dependent
factor Ci(t) and Cf (t) [82]

ψ(t) = Ci(t) |i〉+
∞∑
f=2

Cf (t) |f〉 . (2.62)

The aim is now to determine the transition rate for a case, in which the system is in
state |i〉 at t = 0. Thus, the boundary conditions

Ci(t = 0) = 1, Cf (t = 0) = 0 (2.63)

are used. The transition rate of the perturbed initial state to a final one is the temporal
evolution of |Ci(t)|2. It describes the probability of finding the system in state |i〉 at
time t [82].

Substituting eq. (2.62) into eq. (2.58) and multiplying with |i〉 or respectively |f〉 leads
to

~
d
dtCi =− iEiCi − i

∞∑
f=2

H′i,fCf

~
d
dtCf =− iEfCf − i

∞∑
f=2

H′f,iCi.

(2.64)

Assuming, that the manifold f constitutes of a continuum of states, then the summa-
tion over f discrete quantum number converts into an integral over the energy of the
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continuum. Considering Green’s function [82], the temporal evolution of C(t) results
in

Ci(t) = Ci(0) exp
(
− iEit

~
− 1

2
Γt
~

)
(2.65)

and

|Ci(t)|2 = exp
(
−Γt

~

)
. (2.66)

The transition probability is then described with the rate constant Γ/~ with

Γ = 2π
∣∣∣H′i,f ∣∣∣2 ρf (Ef ), (2.67)

where ρf denotes the density of states in the f manifold. As mentioned earlier,
∣∣∣H′i,f ∣∣∣2

denotes the coupling term or interaction matrix element [85]. Summarized, the initially
excited state |i〉 decays mono-exponentially with a rate constant

k = Γ
~

= 2π
~

∣∣∣H′i,f ∣∣∣2 ρf (Ef ). (2.68)

This equation is used to describe intra- and intermolecular relaxation processes.

Spectral overlap

In the previous section (2.4), Fermi’s golden rule was derived. Therefore, a system
consisting of an isolated discrete initial state |i〉 and a final one |f〉 nestled into a
continuum of bath states was assumed. Within the scope of this work, Fermi’s golden
rule is applied to systems consisting of a solute and a solvent investigated at different
temperatures by means of time-resolved pump-probe and stationary absorption spec-
troscopy. The initially excited solute state corresponds to the discrete initial state |i〉,
which couples to a spectral broad solvent’s mode consisting of a continuum of bath
states.

To apply Fermi’s golden rule, it is necessary to receive experimental data for the
density of states ρf (Ef ). However, it cannot be measured directly. An estimation can
be done based on the proportionality of the density of energy-accepting states to the
molar decadic extinction coefficient εsolv(ν) of the solvent [28]. The proportional factor
depends then on the strength of the corresponding transition and thus, on the square
of the absolute value of the transition dipole moment |µ|2 [12] (see section 2.2). If
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2.5 Theory of a resonance energy transfer

the initial state |i〉 is energetically infinitesimal small, the proportionality between the
density of states and the molar decadic extinction coefficient still holds. But in real
systems, the initial state |i〉 possesses a finite band width (see section 2.3), so that an
overlap integral between both states |i〉 and |f〉 at various temperatures T

ρ(T ) ∝
∞∫
0

εsolv(ν, T ) · εsolu(ν, T ) dν (2.69)

has to be calculated [28]. Here, ν denotes the frequency and εsolu(ν, T ) the temperature-
dependent molar decadic extinction coefficient of the solute. Since the solubility of the
solute in the solvent varies with temperature, the area under the extinction curve of
the solute is used to normalize the overlap integral in equation (2.69) according to

ρ(T ) ∝ S(T ) =

∞∫
0
εsolv(ν, T ) · εsolu(ν, t) dν

∞∫
0
εsolu(ν, T ) dν

, (2.70)

where S(T) denotes the normalized spectral overlap integral. Consequently, equation
(2.68) can be rewritten as

k ∝ 2π
~

∣∣∣H′i,f ∣∣∣2 S(T ). (2.71)

2.5 Theory of a resonance energy transfer

The theory of a resonance energy transfer, also known as the Förster theory, deals
with an intra- or resonant intermolecular energy transfer from an energy donor (D) to
an energy acceptor (A). In general, the derivation of this theory is similar to that of
Fermi’s golden rule given previously. The Förster theory is based on the Hamiltonian
of a system H, which consists of an Hamiltonian of a donor HD, that of an acceptor
HA and that of an interaction of donor and acceptor HDA

H = HD + HA + HDA. (2.72)

Under the assumption that the Born-Oppenheimer approximation holds, the nuclei of
both the energy donor and the energy acceptor will not move significantly during the
energy transfer. Thus, the Hamiltonian of the system is described with the electronic
Hamiltonian of the energy donor, acceptor and of the interaction Hamiltonian [87].
The latter (Hel

DA) is approximated by splitting the intermolecular electronic interac-
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tions in monopole-monopole, monopole-dipole and dipole-dipole interactions and thus
depends on the distance of the energy donor to the energy acceptor. The interaction
Hamiltonian can be approximated by the potential, which is

V =
∑
i

qi
|Ri|

. (2.73)

Here, qi represents the charges separated by a fixed distance Ri, expressed by the
coordinates xi, yi and zi. The contributions from qi to the potential can be expanded
in a Taylor series in |Ri| as

V (R) =
∑
i

qi |Ri|−1 +
∑
i

qi

(
xi
∂(|Ri|−1)

∂xi
+ yi

∂(|Ri|−1)
∂yi

+ zi
∂(|Ri|−1)

∂zi

)

+ 1
2
∑
i

qi

(
xixi

∂2(|Ri|−1)
∂x2

i

+ xiyi
∂2(|Ri|−1)
∂xi∂yi

+ xizi
∂2(|Ri|−1)
∂xi∂zi

+ xiyi
∂2(|Ri|−1)
∂yi∂xi

+ yiyi
∂2(|Ri|−1)

∂y2
i

+ yizi
∂2(|Ri|−1)
∂yi∂zi

+ xizi
∂2(|Ri|−1)
∂zi∂xi

+ yizi
∂2(|Ri|−1)
∂zi∂yi

+ zizi
∂2(|Ri|−1)

∂z2
i

)
.

(2.74)

The first sum is the monopole potential if all the charges are located exactly at the
origin. The second sum describes the dipole interactions, while the third one involves
the nine components of the quadrupole distribution [87]. If the molecules have no net
charges, the main contributions of Hel usually come from dipole-dipole interactions
[82, 87]. The derivatives of |Ri|−1 with respect to xi, yi and zi can be written as
derivatives with respect to the coordinates of a point

∂(|Ri|−1)
∂xi

= −∂(|Ri|−1)
∂x

x

|Ri|3
. (2.75)

With this, the dipole potential results in

V (R) = 1
|R|3

∑
i

(qi xi xi + qi yi yi + qi zi zi) = µi Ri

|R|3
. (2.76)
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The field E at R is then

E(R) = −∇V (R) = −∇
(
µ R
|R|3

)
= −µ |R|−3 − (µR)∇(|R|−3)

= −µ |R|−3 + 3 µR2 |R|−5 .

(2.77)

The interaction matrix element Hel
DA can be approximated by the field of the dipole

potential at distance RDA

Hel
DA ≈

( 3n
2n2 + 1

)2 {
(µA µD) |RDA|−3 − 3 (µA RDA) (µD RDA) |RDA|−5

}
. (2.78)

The factor (3n/(2n2 + 1))2 represents a dielectric screening in a medium with the
refractive index n, µi is the dipole vector for electrons of the functional group i and
RDA the vector from the center of a functional group A to the center of a functional
group D within a molecule (see figure 2.10). Vectors µA, µD and the distance vector
RDA are illustrated in figure 2.10.

Figure 2.10: Scheme of dipole moments µi of two functional groups within a molecule. The
distance between the center of the first and that of the second dipole moment is given by the
vector RDA (black). Three angles (α, β, θ) (yellow) describe the orientation of both dipole
moments and are shown within the scheme.

The angles α, β and θ describe the orientation of the dipole moments and are used in
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the calculation of the scalar products of µAµD, µARDA and µDRDA as

µA ·µD = |µA| |µD| cos(θ)

µA ·RDA = |µA| |RDA| cos(α)

µD ·RDA = |µD| |RDA| cos(β).

(2.79)

Equation (2.78) is then

Hel
DA =

( 3n
2n2 + 1

)2 ( |µA| |µD| cos(θ)
|RDA|3

− 3 (|µA| |RDA| cos(α)) (|µD| |RDA| cos(β))
|RDA|5

)

=
( 3n

2n2 + 1

)2
√DA

√
DD cos(θ)
|RDA|3

−
3
(√

DA cos(α)
√
DD cos(β)

)
|RDA|3



=
( 3n

2n2 + 1

)2 (√DA

√
DD (cos(θ)− 3 cos(α) cos(β))

|RDA|3

)
.

(2.80)

Here,
√
DDA(i) is the magnitude of µi and describes the dipole strength. Eq. (2.80)

can be also written as

Hel
DA =

( 3n
2n2 + 1

)2 (√
DDA(A)

√
DDA(D) κ |RDA|−3

)
(2.81)

with an orientation factor κ = cos(θ)− 3 cos(α) cos(β).
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Chapter 3

Experimental setup

This chapter will serve as a presentation of the extension of the home-built pump-probe
spectrometer to one for also recording two-dimensional infrared (2D-IR) spectra. For
that purpose, the operation principle of the implemented pulse shaper is explained,
and its specifications are discussed. Furthermore, the upgrades of the existing high-
temperature high-pressure equipment as well as the sample preparation are presented.
In the last section, the post-processing of experimental data is explained, which was
used for the analysis of the data recorded within the scope of this work.

3.1 Time-resolved mid-infrared spectroscopy

The spectrometer, introduced in this section, consists of two independently tunable
mid-IR light sources delivering ultra-short pulses, a pulse shaper and a home-built
pump-probe experiment with a polychromator for detection of the emitted radiation.
It is suitable for performing pump-probe experiments as well as for recording 2D-IR
spectra and was implemented together with Jörg Lindner based on earlier setups in
the Vöhringer group [66,74].

Optical beam path

A scheme of the optical setup is shown in figure 3.1 and will be discussed in detail
in the following. The abbreviations and technical details are given in parenthesis
(abbreviation; company, product name or specifications) within the text.

A commercially available Titan-Sapphire (Ti:Sa) laser (Spectra Physics, Solstice Ace)
with an output power of 6 W is used to operate three different experimental setups.
The one, described and used within this work, receives about one third of the available
power, i. e. 2.1 W. The outgoing laser light has a wavelength of 800 nm and a pulse
duration of around 50 fs at a repetition rate of 1 kHz. The primary power of 2.1 W is
divided using a dielectric coated beam splitter with a reflectance of 85 %. The reflected
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Figure 3.1: Scheme of the experimental setup of the time-resolved IR spectrometer.
AgGaS2: silver gallium sulfide crystal (θ = 39◦,φ = 45◦, type-I); BBO: barium β-borate
crystal (θ = 19.8◦, φ = 0◦, type-I); BD: beam dump; CaF2: Calcium fluoride substrate
(d = 5 mm); Ch: rotating punch disc (Chopper); FM: folding mirror; He:Ne: Helium-Neon
laser; HSx: plano concave mirror (ROC =-x mm); Lx: lense (ROC = +x mm); LP: long pass
filter; MCT: MCT array (HgCdTe); s-MCT: single MCT; Mono: Monochromator; NDIR:
neutral density filter for IR light; NM: Nanomover, computer controlled delay stage; OAP:
off-axis parabolic mirror (RFL = 101.6 mm, d = 2 ′′, 90◦); OPA: optical parametric amplifier,
home-built; PD: photo diode; Spec: Spectrometer for visible specral range; TOPAS: optical
parametric amplifier, Light Conversion; TS: translation stage; ZnSe: ZnSe beamsplitter with
Ge coating.

primary laser light (1.7 mJ) is directed into a computer controlled, commercial avail-
able optical parametric amplifier (OPA)(TOPAS; Light Conversion, TOPAS prime).
The TOPAS provides a Signal wave (available in a spectral range from 1140 nm up to
1580 nm) and a corresponding Idler wave (2680 nm to 1620 nm). Both collinear travel-
ing waves are used for a subsequent difference frequency generation (DFG) to generate
ultra-short laser pulses in the mid-infrared (mid-IR) regime. For that, both waves are
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3.1 Time-resolved mid-infrared spectroscopy

spatially separated, then collinear and temporally overlapped and finally directed in
a type-I AgGaS2 (θ = 39◦, φ = 45◦) crystal. Afterwards, Signal and Idler waves are
separated from the difference frequency using a Ge coated ZnSe beam splitter (ZnSe;
Altechna, ZnSe coated with Ge,HRs = (1.26-1.53) µm (>99 %),HRp = (1.67-2.18) µm
(>98 %), HTp = (2.8-20) µm, AOI = 45◦). The generated difference frequency in the
mid-IR is used in the following setup as the pump pulses. The remaining part of the
Signal wave is utilized to monitor the pulse-to-pulse stability with a Ge photo diode
(PD; GPD Optoelectronics, GM8) and the spectral position with a polychromator. For
the latter, the Signal wave is frequency doubled and focused onto the entrance slit of
a monochromator (Mono; Bausch und Lomb, 33-96-76, 600 grooves mm−1, Detector:
Hamamatsu, S3901-512Q, 512 Pixels) or a spectrometer (Spec; Ocean Optics, STS-VIS
spectrometer). The mid-IR light passing the ZnSe beam-splitter, traverse a calcium
fluoride (CaF2) substrate, which is inserted to collinear overlap a fraction of the light
of a Helium-Neon laser (He:Ne; Melles Griot, P = 15 mW, λ = 632.816 nm) with the
pump beam. With the help of apertures integrated in the experimental setup and a
power meter, the invisible infrared pulses can be spatially overlapped with the visible
light of the He:Ne laser.

The transmitted (15 %, P = 0.4 W) primary laser light is directed towards a home-
built OPA. It was originally built as a two-stage collinear optical parametric amplifier
by Seehusen [66] based on the publications of Hamm et al. [70] and Kaindl et al. [71].
As part of this work, the existing OPA was redesigned. The amplification within the
first stage proceeds now non-collinear in a type-II barium β-borate crystal (θ = 28◦,
φ = 30◦) and in the second stage collinear in the same crystal. The generated Signal
and Idler waves are spatially and temporally overlapped for the oncoming difference
frequency generation. A flipping mirror can be inserted in the output beam of the
OPA to monitor the pulse-to-pulse stability and the spectral position of the Signal
wave with the above mentioned photo diode and polychromator. Following the beam
path, Signal and Idler waves are focused with a concave mirror (HS500; plano-concave
mirror, radius of curvature ROC = -500 mm) into a type-I AgGaS2 crystal and finally
collimated (HS600; plano-concave mirror, ROC = -600 mm). The generated mid-
IR pulses are used as probe pulses. The non-converted Signal and Idler waves are
separated using a long-pass filter (LP) (Spectrogon, LP-2440 nm), which also serves
for overlapping the visible He:Ne laser light with the invisible mid-IR pulses (see figure
3.1).

In the detection path, the generated pulses pass a combination of an adjustable half-
wave plate (Alphalas, tuneable phase retardation plate (λ/2)) and a wire-grid polarizer
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(Optometrics), which allows the attenuation of the pulse intensities. Afterwards, the
pulses are split at a ratio of about one-to-one into reference and probe pulses. The latter
ones are directed via mirrors to a computer controlled delay stage (NM; Melles Griot,
Nanomover) before probe and reference pulses reach the sample chamber. Here, they
are focused into the sample cell and collimated behind by a pair of off-axis parabolic
(OAP) mirrors (OAP1 and OAP2; Thorlabs, reflected focal length RFL = 101.6 mm,
d = 2 ′′, 90◦), respectively. Subsequently, both beams are focused onto the entrance
slits of a polychromator (Polychromator; HORIBA Jobin Yvon, iHR320) using plano-
convex lenses (CaF2, focal length f = +100 mm). Inside the polychromator, reference
and probe pulses traverse with an offset in height a blazed grating (75, 100, 150 or
300 grooves mm−1), disperse similarly and finally, are mapped onto two lines of a 2 x 32
pixel mercury cadmium telluride detector (MCT; Infrared Associates). The electrical
signals originating from the MCT-array were amplified and digitized with commercial
available electronics (Infrared Associates, MCT-6400) and directed to a PC, which
also controls the polychromator and the translation stage. To avoid saturation of the
detector, the intensity of the pulses can be further attenuated with the help of specific
reflective neutral density filters for IR light (NDIR; Thorlabs, OD range 0.3 to 2.0,
λ = (2 - 16) µm), which are inserted into the optical path before the pulses are focused
onto the slits of the polychromator.

The pump pulses traverse a manually controllable translation stage (TS) with an ad-
joining concave mirror (HS3000; plano-concave mirror, ROC = -3000 mm) to collimate
the pump pulse beam before it enters the pulse shaper (PulseShaper; PhaseTech spec-
troscopy shaping science, QuickShape IR). Inside, the pump pulses are modulated in
shape, width and center frequency (for application of pump-probe spectroscopy) or
they are used to generate a pulse sequence with adjustable temporal delay (for ap-
plication in 2D-IR spectroscopy). Afterwards, the beam passes a half-wave plate (Al-
phalas, tuneable phase retardation plate (λ/2)) setting a relative angle of 54.7◦ (magic
angle) between the polarization of pump and probe pulses. In this configuration, signal
contributions from reorientational dynamics are diminished. Subsequently, the pump
pulses are focused into the sample cell with the aforementioned off-axis parabolic mirror
OAP1, then collimated with OAP2 and blocked afterwards with a beam dump.

To monitor the spectra of the pump pulses, an existing home-built Michelson interfer-
ometer is implemented into the experimental setup. Flipping mirrors allow to select
beam paths to record interferogram of the pulses before entering and after leaving the
pulse shaper. Furthermore, an interferogram of the pump pulses generated with the
pulse shaper can be recorded using a single element MCT detector (s-MCT; Infrared
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Associates, MCT-13-1.0).

Within the scope of this work, measurements are performed in the mid-IR regime,
where atmospheric absorptions occur. To prevent distortions of the spectra delivered
by DFG from the OPAs, the entire experimental setup was encapsulated and purged
with dry air or nitrogen.

Principle of operation of a pulse shaper

In this section, the fundamental principle of operation of a pulse shaper in the mid-IR
regime, implemented in the above described pump-probe spectrometer, will be ex-
plained.

The pulse shaper used within this work consists of two diffraction gratings, two off-axis
parabolic mirrors in 4f -geometry and an acousto optic modulator (AOM) based on a
Ge-crystal (figure 3.2 (b)). The principle of the optical setup with lenses instead of
mirrors is depicted in figure 3.2 (a), and is based on the concept presented by Froehly
et al. [88].

The input beam is impinged on the first diffraction grating (figure 3.2 (a), left), where
the different frequency components of the pulse are angular dispersed. The grating is
placed in the back focal plane of the subsequent lens with focal length f. The latter
collimates and focuses the dispersed components onto the Fourier plane, which is in its
front focal plane. At the same time, the Fourier plane is in the back focal plane of a
second lens, which collimates all frequency components and combines them on a second
grating in the front focal plane into a single collimated beam [88, 89]. To modulate
the phase and amplitude of an incoming pulse, a mask is inserted in the Fourier plane.
Within this work, an acousto-optic modulator (AOM), whose application in the context
of pulse shaping in the visible regime has been developed by Warren and coworkers in
1994 [90], is used to provide customized masks.

Both the 4f -geometry as well as the application of an AOM are combined in the setup
of a commercial available pulse shaper from PhaseTech spectroscopy shaping science,
developed by M. T. Zanni and C. T. Middleton. To avoid unwanted dispersion and
chromatic aberrations of ultra-short pulses with broad spectral bandwidth, the lenses
are replaced by 1D off-axis parabolic mirrors [91]. A scheme of the adapted layout is
shown in figure 3.2 (b). The incoming beam is reflected with a gold mirror onto the first
diffraction grating, directing the angular dispersed frequency components onto the first
off-axis parabolic mirror. The subsequent AOM based on a Ge-crystal is designed to
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Figure 3.2: Optical layouts for pulse shaping.
(a) Scheme of 4f -geometry based on the concept presented by Froehly et al. [88].
(b) Optical layout and beam path of the commercially available pulse shaper.

maximize diffraction of the input beam into a single first order direction. Its principle of
operation is based on the acousto-optic effect describing the interaction of an acoustic
wave with an electromagnetic field [92]. The following off-axis parabolic mirror directs
the frequency components of the first order beam leaving the AOM towards a second
grating, which combines them into a single collimated beam.

To operate the AOM, an arbitrary waveform generator (AWG) is needed. It generates
desired waveforms, which are directed into a radio frequency (RF) power amplifier
(RFA). Within the RFA, the AWG’s temporal RF voltage signals are amplified and
applied to the AOM. A piezoelectric transducer converts the RF voltage signal into
a traveling acoustic wave [93] (see the scheme of the principle of the AOM in figure
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Figure 3.3: Scheme of the AOM principle adapted from [93]. A piezoelectric transducer
converts the RF voltage signal into a traveling acoustic wave, which causes changes in the
refractive index of germanium. The incoming laser beam with a Bragg angle (θBragg) with
respect to the normal on the optical surface of the Ge-crystal is deflected into zeroth and
first order beam, which are separated by angel θsep.

3.3 [93]). This wave with wavelength Λ propagates through the crystal and causes
periodic changes in the refractive index of germanium (photo-elastic effect), because
it creates areas of compression and rarefaction [90, 93]. To avoid reflections of the
acoustic wave creating secondary diffraction the acoustic wave hits an absorber [93]. If
the interaction range (L) of the acoustic wave is large compared to the wavelength Λ,
then the AOM operates in the Bragg regime1 [92]. Herein, only first order diffraction
as well as the transmitted zeroth order beam are observed.

The underlying acousto-optic effect can be introduced with a model, in which the
interaction is described as a collision between photons and phonons [92]. The incident
light wave can be comprehended as a particle flow of photons with energy Ephot and
momentum p

Ephot = h· c

λ
, p = h

2π ·k (3.1)

where h denotes Planck’s constant, λ the wavelength of a photon, c the speed of light
and k the wave vector of a photon. Similarly, the acoustic wave can be thought of a
quasi particle flow with energy Ephon and momentum P

1Otherwise in the Raman-Nath regime, resulting in multiple diffraction orders [92].
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Ephon = h· vGe

Λ , P = h

2π ·K. (3.2)

Here, vGe describes the velocity of the acoustic wave in Ge, Λ the wavelength of a
phonon and K its wave vector. From the conservation of energy and momenta, it
follows

Esc = Ephot ± Ephon = h
(
c

λ
± vGe

Λ

)

psc = p±P = h

2π (k±K) = h

2πk’,

(3.3)

where Esc is the energy and psc the momentum of the scattered light. The latter
equation is illustrated in figure 3.4, in which the wave vector k’ is given by the addition
of wave vectors K and k.

Figure 3.4: Illustration of conservation of momenta of photons and phonons with wave
vector k of photons, K of phonons and k’ as the addition of both vectors.

From this reflection, the Bragg angle can be calculated according to

sin (θBragg) = 1
2
|K|
|k|

. (3.4)

With K = |K| = (2π)/Λ and k = |k| = (2π)/λ, eq. (3.4) results in

sin (θBragg) = 1
2
λ

Λ . (3.5)

As can be seen from figures 3.3 and 3.4, the zeroth and first order are separated by an
angle θsep = 2 θBragg.

With a given photon wavelength of λ = 4.2 µm as well as a phonon wavelength of
Λ = f/vGe = 13.64 µm with f = 75 MHz [94] and vGe = 5500 ms−1 [95], a Bragg angle
of θBragg = 1.6◦ can be calculated. This angle is experimentally realized by rotating
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the off-axis parabolic mirror mounted via the rotation stage. This varies the angle
between the reflected beam from the off-axis parabolic mirror and the normal of the
Ge-crystal’s surface (see figure 3.2 (b)). A second off-axis parabolic mirror, mounted
on another rotation stage, collimates the first order beam and directs it towards a
second diffraction grating, where all the frequency components are recombined into a
single beam. A second gold mirror is finally used to couple the beam out of the pulse
shaper.

In general, deflection and propagation in the Ge-based AOM adds a linear chirp to the
pulses, which is compensated by combining the mask for the desired experiment with
one correcting for dispersion originating from the pulse shaper itself [96].

To account for the modulator performance and the output beam characteristics, the
ratio of optic and acoustic divergence is considered, the so-called beta factor.

β = λ L f

n ω0 vGe
(3.6)

with the wavelength λ, the interaction length L of the Ge-crystal, the radio frequency
f, the refractive index n, the beam waist ω0 and the acoustic velocity vGe. From this, it
is obvious that the beta factor and thus, the diffraction efficiency reduces as the beam
becomes increasing focussed [93].

Specifications of the pulse shaper

In the following subsection, specifications such as the efficiency as well as characteristic
pump pulse spectra of the pulse shaper generated within the scope of this work are
introduced.

Table 3.1: Efficiencies of the original (o) as well as of the modified (m) pulse shaper, specified
with the constants g of the applied gratings for different wavelengths.

wavelength λ / µm grating constant g /
grooves mm−1

Efficiency

4.76 (o) 300 30 %
4.28 (m) 300 45 %
6.15 (m) 150 30 %

The measurements were performed with a slightly modified [97, 98] pulse shaper. Its
output efficiencies for two different wavelengths and gratings are summarized and com-
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pared to those of the original optical setup in table 3.1. According to the specifications
of PhaseTech, the pulse shaper has an output efficiency of more than 25 % at a wave-
length of 5 µm [99], while the diffraction efficiency of the AOM is specified to around
80 % [100]. However, the slightly modifications of the pulse shaper result in similar, in
some cases in increased output efficiencies.

Figure 3.5: Spectra of pump pulses (black) before entering (a, c) and after leaving (b, d)
the pulse shaper at a center wavenumber of 1650 cm−1 and 2350 cm−1. The spectra were
adapted with a Gaussian function (red line). Deviations of the experimental spectra in (c)
and (d) from Gaussian shape originate from remaining CO2 absorptions due to incomplete
purging.

In figure 3.5, spectra of pump pulses are shown before entering (a, c) and after leaving
(b, d) the modified pulse shaper. The spectra were recorded by means of the imple-
mented Michelson interferometer, subsequently analyzed and adapted with a Gaussian
function
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f(ν) = A· exp
(
−1

2

(
ν − νc
w

)2
)
. (3.7)

Here, A denotes the amplitude, ν a frequency, νc the center frequency and w the width
of a pulse. Its full-width at half-maximum (FWHM) is then

FWHM = 2w
√

ln(4). (3.8)

Before adapting the Gaussian function, a baseline correction was performed, where a
straight line was subtracted, and the spectra were normalized afterwards. In figures
3.5 (c) and (d), the amplitude of the Gaussian is fixed to 0.95, because the pump pulse
spectra are affected by remaining absorptions of atmospheric CO2 at around 2350 cm−1

in the around 3 m long pathway from the DFG to the Michelson interferometer. The
adapted parameters as well as the coefficient of determination2 are given in table 3.2.

Table 3.2: Results of adapted Gaussian function for the pump pulse spectra of figure 3.5.
Center frequency νc, amplitude A, FWHM as well as coefficient of determination R2 are
given.

νc / cm−1 Amplitude A FWHM /
cm−1

R2

(a) (1654.7 ± 0.4) (0.905 ± 0.003) (209.5 ± 0.9) 0.980
(b) (1649.1 ± 0.6) (0.931 ± 0.005) (203.4 ± 1.5) 0.994
(c) (2359.2 ± 0.7) 0.95 (234.7 ± 1.3) 0.979
(d) (2352.4 ± 0.7) 0.95 (176.8 ± 1.4) 0.961

In figures 3.5 (a, b) and table 3.2, it can be observed that the FWHM of the pulses
decreases by 3 % when the pulses are directed into the pulse shaper and detected
afterwards. This decrease is more pronounced in (d). Here, the deviation amounts to
almost 25 % comparing the FWHM of the pulses before entering (c) and after leaving
(d) the pulse shaper. The reason for this could be found in a misalignment of the pulse
shaper. It has to be ensured that the incoming beam is on the acoustic axis and central
to the aperture width of the AOM.

2R-squared or coefficient of determination is a measure to qualify the accuracy of a dependence
between variables [101].
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3.2 Stationary cell and high-temperature
high-pressure cell

In this section, the stationary and the high-temperature high-pressure (HTHP) cell are
shortly presented. A more in depth description can be found elsewhere [29,102,103].

The stationary cell consists of two CaF2 windows with a radius of r = 17 mm and a
thickness of d = 4 mm (Eksma Optics), which are held on a distance of 100 µm with a
Teflon spacer. This cell can be equipped with valves linked to the cell body for filling
under purging with nitrogen.

Figure 3.6: Scheme of the used high-temperature high-pressure cell (left side) [29] and
implemented HTHP cell with external cooling jacket and shielding in experimental setup of
the pump-probe spectrometer (right side).
C: opening for heating cartridge, HP: high-pressure supply, J: external cooling jacket, OP:
optical path, P: filler plug, S: shielding, Sc: pressure screw, T: thermocouple.

The high-temperature high-pressure (HTHP) cell (see figure 3.6, left side) with an as-
sociated high-pressure system was built by the mechanical workshop of the Institut für
Physikalische und Theoretische Chemie based on an already existing system [104]. The
body of this cell is made from nickel containing alloy and is equipped with two stamps
each including a sapphire window. The window is customized by Korth Kristalle and
possesses a radius of r = 2.5 mm and a thickness of d = 2.5 mm. The upper side has
a chamfered edge with an angle of 45◦. The sapphire windows are sealed within the
stamps with gaskets made from gold foil (Alpha Aesar, thickness d = 25 µm). A layer
thickness of around 25 µm between the inner surfaces of the windows within the cell
was realized.

To prevent heating of neighboring optical components of the experimental setup, a
cooling jacket [103] (J; figure 3.6, right side) linked to an external water circuit was
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necessary. Furthermore, shieldings (S) perpendicular to the optical path (OP; figure
3.6, left side) were added on both sides of the cell to avoid radiation of heat in this
area. Both shieldings contain openings for beams traversing the cell as well as for
four heating cartridges (C). Using the described HTHP cell equipped with the external
cooling, measurements at a pressure of 500 bar and temperatures up to 603 K were
possible.

3.3 Sample preparation

This section describes shortly the preparation of the investigated samples in this work.
Table 3.3 gives a list of chemicals used. Solvents as well as the solutes were commer-
cially available.

Table 3.3: Chemicals with degree of purity, isotopic composition and producer as used for
measurements within the scope of this work. (CIL: Cambridge Isotope Laboratories)

Series of
experiment

Substance Producer Degree of purity
(isotopic

composition)

CO2 in H2O CO2 Air Liquide 99.998 %
H2O – 18 MΩ ·cm,

doubly deionized
OCN– in H2O NaOCN Sigma Aldrich 96 %

KO13CN CIL 95 % (13C: 98 %)
KO13C15N CIL 95 % (13C: 99 %,

15N: 98 %)
H2O – 18 MΩ ·cm,

doubly deionized
trans-4-

methoxybut-3-en-
2-one

trans-4-
methoxybut-3-en-

2-one

Sigma Aldrich 90 %

in C2Cl4 C2Cl4 Acros 99 %

All samples were prepared under standard laboratory conditions. For preparation of
an aqueous carbon dioxide solution, gaseous CO2 was passed into 10 mL of deionized
H2O in a round-bottomed flask for 10 min. To transfer the solution directly into the
high-pressure system, an excess of gaseous CO2 in the gas-filled compartment of the
flask as well as a pressure below that of the lab environment within the high-pressure
system were applied. Consequently, a CO2 concentration of 0.09 mol/L was achieved.
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The concentrations of the three aqueous cyanate isotopologue solutions were adjusted
to 0.10 mol/L, dissolving a mass of 65.01 mg of NaOCN, 82.12 mg of KO13CN, and
83.12 mg of KO13C15N in deionized H2O. No purifications of the solutes were necessary.

Before preparing a solution of trans-4-methoxybut-3-en-2-one in C2Cl4, the solvent
C2Cl4 was dried in advance by a molecular sieve. The trans-4-methoxybut-3-en-2-
one was used without further purification, and the preparation of the solution was
performed under purging with nitrogen. The concentration was set to 0.072 mol/L.

3.4 Post-processing of experimental data

The experimental data, which were measured within the scope of this work, were post
processed. In the following section, the procedure is described.

The spectra recorded with the FTIR spectrometer (section 2.2) were taken over without
any further post-processing. Using Lambert-Beer’s law (eq. (2.30)), the optical density
of the sample ODsample as well as of the solvent ODsolvent and the differential optical
densities ∆OD = ODsample −ODsolvent were determined. As a reference, the spectrum
of the empty stationary or HTHP cell was applied to remove the background, which
originates from the material of the cell windows. Table 3.4 lists the experimental
settings, which were used to record the stationary absorption spectra.

Table 3.4: Parameters entered for measuring stationary absorption spectra using both the
stationary as well as the HTHP cell.

Series of experiment Cell type Number of
Scans

Resolution /
cm−1

CO2 in H2O stationary 16 0.25
HTHP 128 1

OCN– in H2O stationary 128 1
HTHP 128 1

trans-4-methoxybut-3-en-
2-one in
C2Cl4

stationary 16 0.5

In the following, the post-processing of the different series of experiments by means of
pump-probe and 2D-IR spectroscopy is introduced.
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Post-processing of experimental data of aqueous carbon
dioxide solutions

The solution of CO2 dissolved in deionized H2O was excited with a narrow-band
Gaussian-shaped pump pulse. The full-width at half-maximum of the pump pulse was
adjusted to match that of the asymmetric stretching vibration of CO2 (from 2325 cm−1

to 2375 cm−1), the vibrational mode of interest. Since the line width of the νas(CO2)
mode rises with isobaric heating, the FWHM of the pump pulse was increased too,
while its center frequency was set to 2343 cm−1 over the whole temperature range.
Within the series of measurements, the polychromator described in section 3.1 was
used applying a grating with 150 grooves mm−1. To record the spectral narrow-band
absorption of CO2 more precisely, the number of pixels for detection is raised virtually.
To achieve this, the center frequency of the polychromator is shifted n times in frac-
tions of one nth of the spectral pixel width of the array detector. This process is called
stitching. Considering the number of grooves of the applied grating, the spectral pixel
width is equal to a wavelength interval of 10 nm. Hence, a twofold stitching (n = 2)
with λPoly = 4279 nm and λ′Poly = 4284 nm was chosen to obtain 32 ·n = 64 data
points per delay time. However, it has to be considered that the effective spectral
resolution of the polychromator is not enhanced.

An aqueous solution was investigated for eleven thermodynamic state points (pres-
sure and temperature). For each condition, spectrally resolved pump-probe data were
recorded in four runs, each one sampling 176 delay times. For each temporal delay, the
signal was averaged over 1000 cycles consisting of recording ODw/pump and ODw/o pump.
The data were post-processed with the help of a self-written program in MATLAB
using a graphical user interface (GUI). Within this program, data points at a specific
delay time were sorted by wavelength and averaged over all runs. The data set of each
delay time could be sighted individually to erase sporadic outliers due to fluctuations
in laser stability (point-to-point fluctuations). To correct for a non-zero ∆OD base
line, two pixels can be defined to estimate a polynomial function of first order, whose
wavelength-dependent values are deducted from the data. Afterwards the abscissa was
adjusted for each thermodynamic point. Uncertainties in the beam directions when en-
tering the monochromator and some ambiguity in the focal position of the MCT array
result in slight variations of the dispersion (in nm/Pixel) and the absolute wavelength
calibration. Provided at least two signals with known wavelengths for calibration, the
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wavelength scale can be corrected according to

λcorr = ζ ·λorig + ∆λ. (3.9)

Here, λcorr is the corrected wavelength, λorig the one set at the polychromator, ζ a
factor describing the compression or elongation of the wavelength axis and ∆λ an
offset of the wavelength. To determine the parameter ζ and ∆λ, either a suitable
calibration component or characteristic and well-known resonances within the pump-
probe spectrum can be used. In general, ζ is almost equal to one, while ∆λ can deviate
by about 30 nm if the calibration of the abscissa was not performed before starting the
experiment.

Post-processing of experimental data of aqueous cyanate
solutions

Within the series of pump-probe measurements of aqueous cyanate solutions, the
experiments were performed using a different polychromator3 (AMKO, Multimode
4, focal length f = 0.2 m) than the one described above (section 3.1). Its center
wavelength was adjusted to λPoly(OCN−) = 4610 nm, λPoly(O13CN−) = 4740 nm and
λPoly(O13C15N−) = 4775 nm. For each thermodynamic state point, two runs with 1000
pulses per delay time each and 166 delays per run were performed. The analysis of the
experimental data was realized in a similar manner as described above.

Post-processing of two-dimensional experimental data

Time domain two-dimensional mid-IR spectra were recorded using the pulse shaper to
generate a sequence of two pulses with delays increasing in 4 fs steps up to 3296 fs. A
total number of 160 sequences per delay time (population time) between pump and
probe pulse was set.

For each sequence, the recorded interferogram can contain artifacts due to truncation
when the emitted signal has not fully decayed within the coherence time [56]. A
Fourier transformation of such an interferogram gives a line shape with side lobes in
the frequency domain, which can be avoided by multiplying a given function with the
interferogram prior to its Fourier transformation, a procedure called apodization [105].

3These series of measurements were performed with the experimental setup described in section 3.1.
However, at that time, neither the polychromator iHR320 nor the pulse shaper were available. Instead
the AMKO polychromator and a chopping disk were used.
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Within the scope of this work, a triangular apodization according to

f(t) = 1− |t|
tmax

(3.10)

was applied. Here, t denotes the difference in and tmax the maximum delay of coherence
time.

The observed signal intensities I(νprobe, νpump) are displayed in contour plots. For
better visibility of small signals, the intensity axis was non-linearly stretched with
f(I) = tanh(2 I). Afterwards, the post-processed data were normalized and plotted
with 30 contours. The probe axis (abscissa) was dispersion corrected applying the
procedure described above. Here, ζ = 1.005 and ∆λ = 27 nm were determined. The
latter corresponds to a mean displacement of the abscissa by around 1.3 pixels. No
further post-processing was applied.
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Results and discussion

This chapter is divided into three sections. The first one deals with the temperature-
dependent stationary and time-resolved pump-probe measurements of molecular dis-
solved carbon dioxide in H2O. In doing so, the temperature-dependent stationary
FTIR spectra are analyzed and discussed in the context of the line shape theory of
Kubo and Anderson (see section 2.3) [80, 81]. The pump-probe spectra in turn, are
analyzed in the context of the vibrational energy redistribution mechanism.

The second section is then used to present and discuss temperature-dependent station-
ary and pump-probe spectra of three cyanate isotopologues dissolved in H2O. These
measurements follow up investigations of aqueous pseudohalide anions performed ear-
lier in the Vöhringer group [28, 32, 106]. In the end of this section, the results are
analyzed in the context of Fermi’s golden rule and compared with those previously
obtained for pseudohalide anions in H2O. Furthermore, a comparison between the
underlying vibrational energy redistribution mechanisms of CO2 and OCN– in H2O is
drawn.

In the third section, the two-dimensional infrared spectra of trans-4-methoxybut-3-
en-2-one in tetrachloroethylene are presented with the aim to study the underlying
conformational dynamics.
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4.1 Infrared spectroscopy of carbon dioxide in
liquid-to-supercritical H2O

As it is known from the literature [107], the CO2 and H2O are in equilibrium with each
other. The equilibrium between both can be described by the following equations

CO2(aq) + 2 H2O 
 HCO3
−

(aq) + H3O+
(aq), K = 4.47 · 10−7

HCO3
−

(aq) + H2O 
 CO3
2−

(aq) + H3O+
(aq), K

′ = 4.68 · 10−11,

(4.1)

K and K’ being the equilibrium constants. At room temperature and a pressure of
1 bar, the equilibrium is shifted towards the reagents so that less than 1 % of CO2 is
hydrolyzed to H2CO3, HCO3

– or CO3
2– [107–109]. Thus, there is no influence on the

measurements of dissolved CO2 in H2O due to hydrolyzed products.

The linear carbon dioxide molecule possesses 3N−5 = 4 normal modes (see section 2.1,
figure 2.2). They are attributed to the symmetric stretching vibration νs, the doubly-
degenerated bending vibration νb and the asymmetric stretching vibration νas. The
linear geometry of CO2 combined with a center of inversion leads to a classification in
a D∞h point group, so that the rule of mutual exclusion4 holds. The assignment of the
normal modes to their corresponding spectroscopic activity can be found in section 2.1.
In the context of the investigation of dissolved carbon dioxide in H2O, the asymmetric
stretching vibration of CO2 is established as a vibrational probe for ultrafast mid-IR
spectroscopy to investigate the dynamics and kinetics of this molecule in H2O.

4.1.1 Temperature-dependent stationary absorption spectra
of carbon dioxide dissolved in H2O

In figure 4.1, the stationary absorption spectra of carbon dioxide in the gas phase
(black) as well as dissolved in H2O (red) with a concentration of 0.09 mol/L (see section
3.3) referenced against the solvent are shown in the spectral range from 2225 cm−1 to
2425 cm−1, covering the region of the asymmetric stretching vibration.

It is obvious that the full-width at half-maximum of the whole band decreases when
CO2 is solvated. This pronounced effect can be ascribed to a restricted rotational mo-
tion around one of its three principle axes of inertia and that the motion is quenched
on a vibrational time scale [110]. Furthermore, the wavenumber of the asymmetric
4In a molecule with center of inversion, a normal mode can solely be IR-active or Raman-active [12].
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Figure 4.1: Stationary absorption spectra of gaseous carbon dioxide (black) and carbon
dioxide dissolved in H2O (red) relative to the solvent. Both spectra were recorded with a
commercially available FTIR spectrometer under ambient conditions.

stretching vibration of solvated CO2 (ν̃(νas(CO2(aq)))= 2343 cm−1) is almost equal to
that of the isolated molecule (ν̃0(νas(CO2(g)))= 2349 cm−1 [110]). The lack of wavenum-
ber shift from gaseous to carbon dioxide dissolved in H2O indicates that its bonding
to surrounding H2O molecules is very weak [44, 110]. Zukowski et al. [111] reported
about the hydration shell structure of CO2 in H2O and the temperature-dependent
transformation of its hydration shell. Based on experimental and theoretical investi-
gations, they predicted that the H-atoms of H2O are primarily adjacent to an oxygen
atom of CO2 rather than to a carbon atom. Furthermore, the formation of an H-bond
is endothermic (∆H = (11 ± 2) kJ mol −1 [111]) and the hydration shell structure is
entropically stabilized (−T · ∆S = (6 ± 1) kJ mol −1 [111]), which implies that only
about (20 ± 10) % of aqueous CO2 molecules are H-bonded to H2O [111].

The absorption spectrum of CO2 dissolved in H2O under ambient conditions is shown in
figure 4.2 (a). Within the depicted spectral range, two absorption bands are observable.
The narrow band can be attributed to the asymmetric stretching vibration νas of
CO2. It exhibits a pronounced spectral overlap with a broad absorption band, which
corresponds to a combination tone of H2O consisting of the bending mode νb and the
libration mode νL, i.e. (νb + νL). The narrow CO2 absorption band is located on the
high frequency side of the H2O combination tone.

In figure 4.2 (b), the phase diagram of pure H2O is depicted. The thermodynamic
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Figure 4.2: (a) Stationary absorption spectra of carbon dioxide in aqueous solution (black)
and of pure H2O (gray) under ambient conditions. The asymmetric stretching vibration of
CO2 exhibits a pronounced spectral overlap with the solvent’s absorption band, which is
attributed to the (νb + νL) combination tone.
(b) Phase diagram of pure H2O. Colored circles (blue (303 K) up to red (633 K) in intervals of
30 K) represent the investigated thermodynamic conditions. The critical point of H2O (filled
square) is described by a pressure of pcrit = 221 bar and a temperature of Tcrit = 647 K [112].

conditions, at which the measurements were performed, are highlighted by filled circles.
All spectra were measured at a pressure of 500 bar covering a temperature range from
303 K (dark blue filled circle) up to 633 K (dark red filled circle) and were recorded in
intervals of 30 K.

Figure 4.3: (a) Stationary absorption spectra of carbon dioxide dissolved in H2O for the
investigated temperature range. Pronounced temperature induced effects are observable and
highlighted by arrows.
(b) Pure absorption spectra of carbon dioxide referenced against the solvent for different
exemplaric temperatures to illustrate the temperature-dependent effects.
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In the following, the temperature-dependent stationary absorption spectra of carbon
dioxide in H2O as shown in figure 4.3 (a) are discussed. Two effects can be noticed,
which are indicated by arrows. Firstly, the combination tone of the solvent H2O ex-
periences a bathochromic shift with rising temperature, along with a change in line
shape. This is due to the combined excitation of the bending mode, which is of in-
tramolecular character, and the libration, a purely intermolecular motion of the solvent.
Only the latter mode is bathochromically shifted with decreasing density of the liq-
uid, while the spectral position of the νb mode remains almost constant. This results
in a change of the combination tone’s absorption band. Secondly, indicated by the
vertical arrow, the asymmetric stretching band decreases in intensity with rising tem-
perature. A weak absorption band centered at 2275 cm−1 (see figure 4.3 (b)), which
is observable best at 303 K, can be attributed to the asymmetric stretching vibra-
tion νas of a small amount of dissolved 13CO2 in solution. However, no pronounced
spectral shift of the maximum of the νas(12CO2) absorption band can be observed.
A temperature-dependent spectral shift of the νas(CO2) in H2O was calculated to be
δ(CO2) = (1.12 ± 0.14)· 10−2 cm−1K−1 (i. e. roughly 4 cm−1 within the investigated
temperature interval), while the temperature-dependent shift of the combination tone
of the solvent H2O is δ(H2O) = (48.1 ± 0.2)· 10−2 cm−1K−1, determined from data
extracted from [113]. The latter experiences an about 40-fold stronger shift than the
νas band of CO2. Furthermore, the shape of the νas band changes as shown in figure
4.3 (b) from a Lorentzian-like shape at 303 K to an asymmetric one with an increase
in line width starting at roughly 8 cm−1 at room temperature up to nearly 50 cm−1 at
633 K. An explanation for the increase in line width of the νas(CO2) absorption band
will now be given.

During isobaric heating, the density of the investigated solution decreases (see figure
4.2 (b)) resulting in a less hindered rotational motion of the CO2 molecule around
one of its three principle axes of inertia than at room temperature. This leads to an
appearance of the rotational fine structure and thus, to an increase in line width. This
behavior has also been reported by Kieke et al. [110]. In deed, at a temperature of
703 K the envelopes of the P- and R-branches could clearly be recognized. Nevertheless,
it is questionable if this explanation is suitable to describe the observed temperature-
dependent behavior satisfactorily. In the following, this explanation is supplemented
by considering the vibrational manifold of carbon dioxide, which is therefore presented
in figure 4.4.

In this figure, several vibrational modes and the corresponding transition wavenum-
bers in cm−1 are shown. The energies of the transitions |000〉 → |00i〉 with i ∈ N are
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Figure 4.4: Vibrational energy level diagram of aqueous CO2. Quantum numbers correspond
to |νs νb νas〉. Transitions are labeled with their respective wavenumbers in cm−1 and are
extracted from experiment or were calculated [114,115].

extracted from pump-probe spectra recorded within the scope of this work, those ener-
gies of transitions |000〉 → |0j0〉 with j ∈ N from literature [114], while the remaining
transitions energies were calculated based on the Dunham expansion for anharmonic
coupled vibrational modes [115,116]. The latter is used to calculate transition frequen-
cies ν̃(ns, nb, nas → nas + 1) and implies that the transition wavenumber will decrease
by the anharmonicities x33, x13 and x23 for every quantum of energy in an anharmon-
ically coupled mode. Within this expansion, ns quanta of excitation energy are in
the symmetric stretching, nb quanta in the bending and nas quanta of energy in the
asymmetric stretching mode according to [115]

ν̃(ns, nb, nas → nas + 1) = ν̃0 + 2 x33 (nas + 1) + x13

(
ns + 1

2

)
+ x23

(
nb + 1

2

)
.

(4.2)

Here, ν̃0 denotes the harmonic frequency of the investigated vibrational mode, xij an
off-diagonal anharmonic coupling of modes i, j and xii a diagonal anharmonicity of
mode i. The harmonic frequency of the νas(CO2) of ν̃0 = 2383 cm−1, diagonal anhar-
monicity of x33 = -13.0 cm−1, the off-diagonal anharmonicities of x13 = -19.1 cm−1 and
x23 = -12.5 cm−1 are taken from Allen et al. [116]. With them, the νas(CO2) fundamen-
tal frequency is calculated to be equal to ν̃as = 2343 cm−1 as observed experimentally.

Now, the vibrational manifold of CO2, as shown in figure 4.4, is addressed more in
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detail. The quantum numbers correspond to |νs νb νas〉. Of particular interest are
the ground-state |000〉, the first excited state of the asymmetric stretching vibration
|001〉 and its second excited state |002〉, since these states are investigated within the
pump-probe experiment and thus, within the scope of this work. Moreover, the de-
generated bending mode |010〉 is of particular interest as well, although it absorbs at
a wavenumber of around 667 cm−1 located in the crowded fingerprint region. At room
temperature, |010〉 is still populated to around 4 % according to a Boltzmann distribu-
tion (see eq. (2.28)). Nevertheless, it can couple anharmonically with the asymmetric
stretching vibration resulting in a combination tone, i. e. |011〉, which causes a shift
in wavenumber of 22 cm−1. The temperature-dependent line width and asymmetric
shape of the observed absorption band in the stationary spectra is then achieved by
the rising population of the combination tone |011〉 and more, such as |021〉, |031〉 and
|041〉 (see figure 4.4).

To confirm this statement, simulations of the absorption spectra at the investigated
thermodynamic conditions were performed on the basis of the Kubo-Anderson stochas-
tic theory [80, 81] (see sections 2.3, 5). Therefore, it was assumed that the transition
matrix elements are identical so that the line shape for all transitions depicted in figure
4.4 are equal and described by the fit parameters ∆ and τc. The transition from the
ground-state to the first excited state of the asymmetric stretching vibration of 13CO2

was considered as well. For each vibrational mode i and the investigated thermody-
namic conditions within the scope of this work, the population pi(T ) was calculated
according to a Boltzmann distribution

pi(T ) = g· exp (−(h c ν̃i n)/(kB T ))∑
i exp (−(h c ν̃i n)/(kB T )) . (4.3)

Here, g is the degeneracy factor of a mode, h the Planck’s constant, c the speed of
light, ν̃ the transition frequency, n the number of quanta in a mode, kB the Boltzmann
constant and T the temperature. Following, the Fourier transform5 of eq. (2.49) is
calculated over a transform length of N = 211 integers and the complete spectrum
Ssim(t, T ) at a given temperature T is then

Ssim(t, T ) =
∑
i

Re
 N∫

0

exp
[
−∆2(T )τc(T )

(
t− τc(T )

(
1− e−t/τc(T )

))]
e−iν̃tdt

 · pi(T ),

(4.4)
based on equations (2.46) and (2.49). Each simulated spectrum is individually normal-
5Here, a discrete Fourier transform of φ(t) (eq. (2.49)) is calculated by using a fast Fourier transform
algorithm implemented in MATLAB. The length is set to N = 211 integers.
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Figure 4.5: Computed (eq. (4.4)) as well as experimentally observed temperature-dependent
absorption spectra of CO2 at (a) 303 K, (b) 363 K, (c) 423 K, (d) 483 K, (e) 543 K and (f)
603 K. Experimental data are highlighted by circles, while computed spectra are shown by
colored lines.
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ized to the maximum of the experimentally observed absorption spectrum. Exemplary
results of computed spectra are shown in figure 4.5 and are highlighted by colored solid
lines. Based on the assumptions that were made for the simulation, the agreement is
quite good. It can be concluded that the asymmetry is due to the anharmonic cou-
pling of the asymmetric stretching with the degenerated bending vibration being still
thermally populated at room temperature. Further information can be gained from
the fit parameters ∆ and τc and their arithmetic product α (see eq (2.50)) with the
speed of light in vacuum c listed in table 4.1.

Table 4.1: Temperature-dependent fit parameters ∆ and τc as well as the arithmetic product
of α and the speed of light in vacuum c used in the computation of the temperature-dependent
stationary absorption spectra of carbon dioxide dissolved in H2O.

T / K ∆ / cm−1 τc / ps α· c
303 39.49 0.242 0.286
333 47.13 0.211 0.298
363 55.71 0.187 0.312
393 65.72 0.171 0.337
423 76.43 0.153 0.351
453 87.30 0.144 0.377
483 94.55 0.139 0.394
513 106.7 0.129 0.413
543 114.8 0.125 0.430
573 125.7 0.115 0.433
603 135.0 0.111 0.449

From that table, it is obvious that with rising temperature the amplitude of frequency
fluctuations (∆) increases along with a decrease of the correlation time (τc). The
former rises more than threefold while the correlation time decreases twofold. As
introduced in section 2.3, the arithmetic product of ∆ and τc (α) with the speed of
light in vacuum c has two limits, either α → ∞ and τc → ∞ resulting in a Gaussian
line shape or α → 0, which leads to a Lorentzian line shape. Within the investigated
temperature range, α is without exception less than unity, and increases with rising
temperature, i. e. each transition line shape (Lorentzian like) is a superposition of
the individual considered transitions shown in the vibrational energy level diagram in
figure 4.4. In the following, these results are compared to those of the temperature-
and time-dependent MIR pump-probe spectra.
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4.1.2 Temperature-dependent time-resolved mid-infrared
pump-probe spectra of carbon dioxide in H2O

Time-resolved pump-probe spectra of carbon dioxide dissolved in H2O were recorded
under isobaric heating at 500 bar from 303 K up to 603 K using the high-temperature
high-pressure cell presented in section 3.2. As mentioned before, the νas band of
dissolved CO2 absorbs in the same spectral range as that of gaseous carbon dioxide
does. Therefore, in time-resolved pump-probe measurements, transitions belonging
to the rotational fine structure of atmospheric carbon dioxide were absorbed from
the pump pulses in the transmitted pump-pulse spectrum. The interaction generates
a frequency comb. In the time domain, this frequency comb leads to a pulse train
repeatedly interacting with the sample. The mean distance of two neighboring lines of
the rotational fine structure is ∆ν̃ = 1.56 cm−1, which corresponds to a temporal delay
of around 21.4 ps. Those reiterating interactions can be observed within the transient
spectra and kinetic traces and are shown exemplarily for room temperature in a kinetic
trace of the maximum of the transient absorption signal at 2317 cm−1 in figure 4.6.

Figure 4.6: Kinetic trace at a frequency corresponding to the maximum of the transient
absorption of carbon dioxide dissolved in H2O at room temperature. Two interactions of the
pump pulse with CO2 are recognizable within the depicted temporal range. Experimental
data points are highlighted by circles, a fit (see eq. (4.5)) considering both interactions with
a solid red line.
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Figure 4.7: Transient spectra of carbon dioxide dissolved in H2O at (a) 303 K, (c) 453 K and
(e) 603 K and different delay times (delay increasing from red to blue). Kinetic traces of the
TA (red) and the GB/SE (blue) (b, d, f) are displayed for the aforementioned temperatures.
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A temporal distance between the maxima within the kinetic traces of around 21 ps
is recognizable, which was determined by a fit of the experimental data considering
multiple pulses interacting with the sample within 40 ps. As a fit function a convolution
of a bi-exponential decay function with a Gaussian according to

f(t) =
2∑
i=1

Ai exp
(
−t− t0∆t

)1 + erf
2
√

ln(2)(t− t0)
2∆t − 2∆t

4
√

ln(2)τi

 (4.5)

was used, reflecting the convolution of the instrument response function of the pump-
probe spectrometer with the response from the aqueous CO2 solution. Here, Ai denotes
an amplitude, t0 time zero, t the temporal delay, (2∆t) the full-width at half-maximum
duration of the cross-correlation of the experiment and τi the decay time.

To avoid the multiple interactions of remaining atmospheric CO2 with the pump pulse,
a perfect purging with pure nitrogen of the entirely experimental setup is necessary.
The data presented in the following were recorded under these conditions. In figure
4.7, transient spectra and kinetic traces at 303 K (a, b), 453 K (c, d) and 603 K (e, f)
are shown. The second excitation after 21 ps is almost completely suppressed within
the signal-to-noise ratio of the recorded transients.

All recorded transient spectra consist of two signal contributions, which experience an
increasing asymmetric broadening with rising temperature. The widths of the signal
contributions increase as well, which is in accordance with the stationary absorption
spectra (section 4.1.1). As described in section 2.3, the response with negative ∆OD
can be attributed to the ground-state bleach (GB) as well as the stimulated emission
(SE). The red-shifted signal with positive ∆OD is ascribed to the transient absorption
(TA) from the first to the second excited state of the asymmetric stretching mode in
various combination tones. Within the recorded temporal delay of 50 ps, the TA and
the GB/SE decayed to zero ∆OD considering the achieved signal-to-noise ratio. This
holds for all investigated thermodynamic conditions and implies that no persistent
bleach is observable. An isosbestic point6 occurs, recognizable by the intersection of
all transients within the spectrum, because the shape of the transient spectra does not
evolve with rising temporal delay. The spectral positions of the TA, the GB/SE and
the isosbestic point as well as the anharmonicity ∆11 , determined from the frequency
difference between the maximum of the TA and the minimum of the GB/SE, are
summarized in table 4.2 for all investigated temperatures.

6An isosbestic point occurs at a specific frequency, at which the absorption and hence, the extinction
coefficient does not change at all delays [117].
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Table 4.2: Spectral positions of transient absorption, ground-state bleach / stimulated emis-
sion as well as isosbestic point of the excited asymmetric stretching vibration νas of the aque-
ous carbon dioxide solution for each investigated thermodynamic point. Additionally, the
anharmonicity ∆11 is given.

T / K ν̃TA / cm−1 ν̃GB / cm−1 ν̃isos / cm−1 ∆11 / cm−1

303 2318 2343 2332 25
333 2318 2343 2330 25
363 2317 2343 2330 26
393 2316 2342 2329 26
423 2315 2342 2328 27
453 2315 2342 2327 27
483 2313 2341 2325 28
513 2311 2341 2323 30
543 2308 2341 2323 33
573 2307 2340 2322 33
603 2302 2340 2319 38

From table 4.2, it can be observed that with rising temperature the anharmonicity
∆11 increases as well. The reason for this becomes clear when the temperature-
induced spectral shift δ of the GB/SE and the TA is considered. For the former, it is
δ = (1.12 ± 0.14)· 10−2 cm−1K−1, for the latter δ = (4.66 ± 0.28)· 10−2 cm−1K−1.
The temperature-induced spectral shift of the TA is thus about four times higher than
that of the GB/SE resulting in an increasing anharmonicity ∆11.

In the following, the kinetic traces of the GB/SE and the TA signal contributions of
the transient spectra are investigated in more detail to determine the lifetime τ1 of
the excited state as well as the ground-state recovery lifetime τ0. Three exemplaric
kinetic traces are shown in figures 4.7 (b, d, f). Here, it is noteworthy that the kinetic
traces behave like mirror images for each investigated temperature. This indicates
that τ0 and τ1 are of the same order of magnitude. Furthermore, the kinetic traces
seem to evolve with mono-exponential decay functions. To verify this observation, the
temporal-dependent ∆OD at the wavenumber of maximum transient absorption (see
figure 4.8 (a)) or respectively ground-state bleach (see figure 4.8 (b)) are displayed in
semi-logarithmic plots for exemplaric thermodynamic conditions. For visual clarity,
the traces are shifted vertically.

By inspecting the traces carefully, it is observable that the signal contributions decay
slower with rising temperature. A linear regression analysis is used to determine the
lifetimes τ1 and τ0. The experimental data for each temperature were modeled starting

65



Chapter 4 Results and discussion

Figure 4.8: Temporal dependence of ∆OD at the wavenumber of maximum TA (a) as well as
of maximum GB/SE (b) shown in semi-logarithmic plots for five temperatures at a pressure
of 500 bar. The results of linear regression are displayed as solid lines starting at delay times
at which contributions from the coherent artifact can be neglected. The traces are shifted
vertically for visual clarity.

at delay times where the influence of the coherent artifact7 can be neglected, i. e. above
500 fs, resulting in linear fits with slope mfit(T ) and intercept bfit(T ). Considering the
semi-logarithmic way of presentation, the inverse of the slopes corresponds to the
requested lifetimes being summarized in table 4.3.

Table 4.3: Lifetime τ1 of the excited state as well as the ground-state recovery lifetime τ0 for
each investigated thermodynamic condition at 500 bar of carbon dioxide dissolved in H2O.

T / K τ1 / ps τ0 / ps

303 9.0 ± 0.1 9.0 ± 0.1
333 9.3 ± 0.2 9.9 ± 0.2
363 9.9 ± 0.1 10.1 ± 0.1
393 11.0 ± 0.1 11.2 ± 0.2
423 11.2 ± 0.1 11.6 ± 0.2
453 11.6 ± 0.2 11.8 ± 0.2
483 12.5 ± 0.2 12.8 ± 0.2
513 14.0 ± 0.4 14.6 ± 0.4
543 14.9 ± 0.5 15.2 ± 0.4
573 16.5 ± 0.5 15.9 ± 0.5
603 17.1 ± 0.6 17.5 ± 0.6

7A coherent artifact is a coherent perturbed free induction decay (PFID) effect, which contributes
solely at negative delay times as well as during the temporal overlap of pump and probe pulses [118].
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The excited state lifetime τ1 and the ground-state recovery lifetime τ0 at 303 K and
500 bar are in accordance with those reported by Hamm et al. as [...] somewhat slower
than 10 ps [49]. No further references were found.

Within the investigated thermodynamic range, the experimentally observed lifetimes
τ0 and τ1 agree within 98.1 %, but are not equal. However, both increase by a factor
of two over the entire temperature range at 500 bar.

To understand the increasing lifetimes with rising temperature, the underlying vibra-
tional energy redistribution (VER) has to be considered. In the literature [23, 24, 86,
119], two competing VER mechanisms of polyatomic molecules in solutions are de-
scribed, namely a direct intermolecular vibrational energy transfer (VET) from the
solute to the solvent and a solvent-assisted sequential intramolecular vibrational redis-
tribution (s-IVR). In the following, both competing mechanisms are discussed in the
context of the investigated CO2 dissolved in H2O. On that account, relaxation rate
constants are considered, which are k0 = 1/τ0 and k1 = 1/τ1.

If the underlying vibrational energy redistribution is a VET, the solvent is required to
provide energy-accepting states that are fully resonant with the investigated asymmet-
ric stretching vibration of carbon dioxide. Such acceptor states can originate from the
combination tone of the bending mode and the libration of H2O, i. e. (νb+νL), since this
mode appears in the stationary absorption spectra as a quasi-continuous base under
the νas band of the CO2 over the investigated thermodynamic range (see figure 4.3 (b)).
In a pertubative treatment of the VET, the relaxation rate constant can be expressed
by Fermi’s golden rule. As introduced in section 2.4, Fermi’s golden rule describes a
transition rate of a perturbed discrete initial state to a final one, which is nestled into
a continuum of bath states. According to eq. (2.71), the relaxation rate constant k is
proportional to the matrix element |H′|2 and the spectral overlap S(T). The latter is
computed according to eq. (2.70) based on the recorded temperature-dependent sta-
tionary absorption spectra (fig 4.3 (a)) and decreases with rising temperature due to
the diminishing overlap between the solute’s and the solvent’s mode. At the same time,
the relaxation rate constants k0 and k1 decrease as well. Graphs of the relaxation rate
constant k0 and k1 each as a function of the calculated spectral overlap are presented
in figure 4.9 (a), (b).

Here, linear fits represent the data reasonably within the error limits. However, the
lines of best fit intersect the ordinate with an offset of k′0 = (0.047 ± 0.003) ps−1 or
respectively k′1 = (0.046 ± 0.003) ps−1. This means that the vibrational energy redis-
tribution of the investigated molecular dissolved CO2 in H2O cannot be described with
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Figure 4.9: Plot of the relaxation rate constant of (a) the ground state k0 and of (b) excited
state k1 as a function of the spectral overlap of the solute’s νas with the solvent’s (νb + νL)
absorption bands. Filled hexagons indicate temperatures from 303 K (blue) to 603 K (red).

Fermi’s golden rule, because further vibrational modes are involved in the underlying
relaxation mechanism. To investigate the offset of k0 and k1 for a spectral overlap
of S = 0, it is assumed that there is a constant additive contribution to the VER
mechanism. Hence, a solvent-assisted sequential IVR is postulated.

If so, the vibrational energy in the solute’s νas mode is redistributed into anharmoni-
cally coupled lower frequency modes of the carbon dioxide and the solvent H2O [24,86].
For that purpose, the bending mode νb of CO2 is an eligible mode, which is in this
context assigned as the intermediate state in a solvent-assisted sequential IVR. It is
already known from the analysis of the absorption spectra (see section 4.1.1), that the
transitions |0i0〉 → |0i1〉 (i ∈ N) are present. Furthermore, the bending mode (|010〉,
figure 4.10) is resonant to the solvent’s libration νL at room temperature, which in turn
can be assigned as the solvent mode acting as the energy accepting states. According
to that, the solvent-assisted sequential IVR mechanism can be described as

|νas, 0〉 k‡
−−→ |νb, 0〉+ |0, νb〉 k−−→ |0, νL〉+ |0, νb〉

1/ τH2O−−−−→ |0, 0〉+ ∆E. (4.6)

Here, |ν, 0〉 denotes the quanta of excitation energy in the solute’s, |0, ν〉 those in the
solvent’s mode and ∆E the heating of the solvent. This sequence, shown in figure 4.10,
uses the time constant k‡ describing the relaxation from the initially excited νas mode
(|001〉) to the intermediate mode νb (|010〉) of carbon dioxide. The energy difference
can be overcome by the excitation of the bending mode of H2O. The time constant k
belongs to the relaxation from the intermediate mode |010〉 to the solvent’s libration
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νL, while the bending mode of H2O is still excited. Subsequently, the excess energy is
redistributed within the solvent within 1/τH2O [120]. As mentioned above, the bending
mode of the solvent is involved in the s-IVR mechanism and shows no temperature-
dependent spectral shift, since it is a pure intramolecular mode. The excitation of this
mode can explain the offset of k0 and k1 for a spectral overlap of S = 0 observed in
figures 4.9 (a), (b). The complete sequence is displayed in a scheme of the vibrational
energy manifold of CO2 (right) and H2O (middle and left) for the limiting cases at
about 300 K and 600 K as shown in figure 4.10. The modes of solute and solvent that
are involved in the mechanism are highlighted in blue.

Figure 4.10: Energy level scheme of carbon dioxide (right side) and H2O (middle, 300 K
and left side, 600 K). The different modes are labeled as |νs νb νas〉 for CO2. Some modes
of the solvent H2O are shown as boxes to illustrate the widths of the corresponding absorp-
tion bands. A solvent-assisted sequential intramolecular vibrational relaxation mechanism is
highlighted by blue arrows.

As mentioned before, the transient absorption and the ground-state bleach can be
described by a mono-exponential decay function. To observe a single exponential
relaxation in the postulated sequence, the relaxation rate of the transition from the
initially excited state |001〉 into the bending mode |010〉 must be much longer than
the relaxation rate of the intermolecular transition from the intermediate state |010〉
of carbon dioxide to the resonant libration of H2O, i. e. k‡ >> k. This means that
a population of the initial state cannot evolve, i. e. its occurrence in the vibrational
energy redistribution mechanism is not relevant for the kinetics. Indeed, it is reported
in literature that an intramolecular vibrational redistribution is fast compared to the
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VET time scale [121–123]. In addition, the redistribution of the vibrational energy
in the libration of H2O is much shorter than the time-resolution of the experimental
setup. It is known that once the vibrational energy is dissipated from the solute to
the solvent’s mode, it is delocalized over many water molecules on a time scale of
around τH2O ≈ 50 fs [120]. Considering those, the solvent-assisted sequential IVR
mechanism presented above can be reduced to a kinetic model, which is described by a
mono-exponential decay of the TA and the GB/SE. This model results in the observed
relaxation rate constants k1 and k0, which correspond to the inverse of the relaxation
rate constant k in the presented sequence.

In the following, the temperature dependence of the correlation time τc received from
the simulations of the absorption spectra based on the Kubo-Anderson general stochas-
tic theory is discussed in the following. In contrast to the increasing lifetime with rising
temperature ascertained from the pump probe spectra, the correlation time τc (see table
4.1) decreases within the investigated temperature range. Assuming that the inverse
of the correlation time is a rate constant for a relaxation process within the solute, an
Arrhenius analysis can be conducted as shown in figure 4.11.

Figure 4.11: Arrhenius analysis of the inverse of the correlation time (kc) determined from
Kubo-Anderson general stochastic theory (see section 2.3) as a function of the inverse tem-
perature.

For this purpose, the natural logarithm of the rate constant kc = 1/τc is plotted as a
function of the inverse temperature according to
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ln(kc) = ln(A)− EA
R

1
T

(4.7)

with an attempt frequency A, an activation energy EA and the universal gas constant
R. According to this, a linear correlation is expected as shown in figure 4.11. The slope
is consistent with an activation energy of EA = 3.9 kJmol−1, the intercept corresponds
to an attempt frequency of around 19.5 ps−1, which in turn is in accordance with a
vibrational wavenumber of about 650 cm−1. The error margin is estimated to be about
25 %. The agreement between that wavenumber of 650 cm−1 and the degenerated
bending motion of the CO2 is quite good, which leads to the conclusion that the
correlation time represents the lifetime of the intermediate state in the solvent-assisted
sequential IVR mechanism.

4.1.3 Conclusion I

This chapter served as a presentation of the temperature-dependent stationary absorp-
tion as well as the pump-probe spectra of carbon dioxide dissolved in H2O. Within the
former, the increasing asymmetric shape of the νas absorption band of CO2 was ex-
plained by overlapping Lorentzian shaped bands, which were attributed to transitions
from the bending mode |0i0〉 to the combination tone |0i1〉 with i quanta of energy
in the bending mode νb of carbon dioxide. Based on this, the absorption spectra were
computed by means of the Kubo-Anderson general stochastic theory under the as-
sumption that the transition matrix elements are identical. The agreement was quite
good.

The pump probe spectra feature two signal contributions within the investigated tem-
perature range at a pressure of 500 bar, which were attributed to the transient absorp-
tion, the ground-state bleach and the stimulated emission. With rising temperature,
a broadening of the spectra was observed as well. The kinetic traces evolved with
mono-exponential decay functions and no persistent bleach was observed. The life-
times, obtained from an analysis of the kinetic traces of the maxima of the TA and
the GB/SE, rise almost twofold from 9.0 ps at 303 K up to 17.1 ps at 603 K. The
relaxation rate constants (the inverse of the lifetimes) were firstly attributed to an
intermolecular energy transfer from the solute’s asymmetric stretching mode to the
resonant solvent’ combination tone (νb + νL). In a pertubative treatment of the VET,
the relaxation rate constant can be expressed by Fermi’s golden rule. This implies that
there is a correlation between the relaxation rate constant and the spectral overlap
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between the involved solute and solvent modes expressed by the interaction matrix
element. Indeed, a plot of the k as a function of the spectral overlap S showed a
linear correlation. However, the lines of best fit intersected the ordinate with an offset
resulting in the assumption that a pure VET mechanism can be excluded. Secondly,
a solvent-assisted sequential IVR (s-IVR) mechanism was considered. Within this
mechanism, the vibrational excess energy in the solute’s mode is redistributed into an-
harmonically coupled lower frequency modes of the CO2 and the H2O. It was assumed
that the s-IVR is described by an intramolecular vibrational redistribution from the
initially excited asymmetric stretching vibration of CO2 into its bending mode with
a relaxation rate constant k‡. Subsequently, a VET from the bending mode to the
solvent’s libration νL with a relaxation rate constant k followed. The energy mismatch
can be overcome by the excitation of the solvent’s bending mode, which is a purely
intramolecular mode, and thus temperature-independent. The excitation of this mode
can explain the observed offset of k0 and k1 for S = 0. The excess energy in the solvent
is then internally redistributed within around 50 fs. Due to the fact that an IVR is
fast compared to the VET time scale, only the relaxation rate constants of the VET
were observed from the pump-probe spectra. However, under the assumption that
the correlation time obtained from the simulations of the absorption spectra is a rate
constant for a relaxation process, it was assigned to the relaxation rate constant of the
initially excited asymmetric stretching vibration of CO2.
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4.2 Infrared spectroscopy of cyanate anions in H2O

In this chapter, the cyanate anion, with its stretching vibration ν3 is the vibrational
probe of interest. Three different isotopologues of the OCN– anion (OCN– , O13CN– ,
O13C15N– ) in aqueous solution are investigated with stationary FTIR and pump-probe
spectroscopy at various thermodynamic conditions. The results are discussed in the
context of Fermi’s golden rule and the isotope effect on the relaxation rate constants
is studied.

4.2.1 Temperature-dependent stationary absorption spectra

The three isotopologues of the cyanate anion were studied under isobaric heating at
500 bar from 303 K up to 373 K in intervals of 10 K. The corresponding thermody-
namic conditions are depicted by colored, filled circles in the phase diagram of pure
water in figure 4.12.

Figure 4.12: Phase diagram of pure water. Thermodynamic conditions studied for the
different cyanate solutions are highlighted by filled circles (blue (303 K) to cyan (373 K) in
intervals of 10 K). The critical point of water is highlighted by a filled square and described
by a pressure of pcrit = 221 bar and a temperature of Tcrit = 647 K.

In contrast to former investigations of other triatomic pseudohalide anions [28, 32], it
was not possible to cover the supercritical phase, because the solution of cyanate anion
in H2O decomposes with rising temperature according to the following reaction

OCN−(aq) + 2 H2O −−→ CO2(g) + NH3(g) + OH−(aq). (4.8)
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Nevertheless, a change of the density in the range of 56.45 mol/l to 54.41 mol/l with
increasing temperature is discernible.

Figure 4.13: (a) Stationary absorption spectra of the investigated aqueous cyanate solutions
at 303 K and 500 bar. In gray, the absorption band (νb + νL) of the solvent H2O is shown.
The absorption bands of the ν3 mode are colored cyan for the OCN– , blue for the O13CN–

and purple for the O13C15N– anion.
(b)-(d) Temperature-dependent stationary absorption spectra of (b) OCN– , (c) O13CN– and
(d) O13C15N– in H2O under isobaric heating at 500 bar.

In figure 4.13 (a), absorption spectra of the studied aqueous cyanate solutions at a
temperature of 303 K and a pressure of 500 bar are shown. Within a spectral range from
1800 cm−1 to 2500 cm−1 four absorption bands are observable. A broad absorption
band (gray filled band) covers the complete depicted spectral range and can be assigned
to the combined excitation of the bending mode and the librations of the solvent water,
i. e. (νb + νL)(H2O). Within the same spectral range, three narrow absorption bands
are located. They can be attributed to the stretching vibrations ν3 of the different
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isotopologues of the cyanate anion. The spectral position of the absorption bands are
in consistence with literature [24,124] and given in table 4.4.

Table 4.4: Molecular masses and center frequencies of three cyanate isotopologues in aqueous
solution from the literature (columns two and three from left). The fourth column gives center
frequencies obtained in this work at 303 K and 500 bar. The average of the full-width at half-
maximum (〈∆νFWHM 〉) between 303 K and 373 K is listed in column five. (a measured in
aqueous solution [24]; b measured in KCl matrix [124])

Isotopologue molar mass /
g/mol

ν3(lit.) /
cm−1

ν3(exp.) /
cm−1

〈∆νexp.FWHM〉 /
cm−1

OCN– 42.02 2168 a,
2181.8 b

2169.2 ± 0.2 18.5 ± 0.3

O13CN– 43.01 2124.2 b 2109.7 ± 0.2 19.7 ± 0.3
O13C15N– 44.01 2106.8 b 2094.2 ± 0.2 19.0 ± 0.3

The absorption bands of the cyanate anions in solution can be described with a
Lorentzian line shape. Within the error range, the full-width at half-maximum is
almost temperature-independent for the individual anions, but it varies around 6 %
between the different isotopologues. The mean value for each isotopologue is presented
in column five of table 4.4.

Figures 4.13 (b)-(d) depict stationary absorption spectra of cyanate isotopologues dis-
solved in H2O covering the temperature range from 303 K to 373 K. Clear temperature-
dependent changes of the solute and solvent absorption bands can be observed, which
are indicated by arrows. Firstly, the frequency of the combination tone (νb+νL) of H2O
experiences a bathochromic spectral shift with rising temperature (black horizontal ar-
rows in (b)-(d)), which can be attributed to that of the librations νL to the solvent’s
combination tone (νb + νL). In turn, the spectrum of the combination tone is sensitive
to changes in the hydrogen bonded network and thus, to changes in thermodynamic
conditions [28, 125, 126]. Secondly, a decrease in optical density OD of the solute’s
absorption band is indicated for each cyanate isotopic combination by a colored verti-
cal arrow in figures 4.13 (b)-(d). The decrease is mainly caused by decomposition of
the cyanate isotopologues with rising temperature, but also by the diminishing density
and solubility. At the same time, the spectral position of the solute’s absorption bands
vary only slightly. To confirm this observation, the spectral shift of the absorption
band is determined as a function of temperature within the studied range. The exper-
imentally determined spectrothermal coefficients of the spectral shift per temperature
interval δ for all isotopologues are given in table 4.5. For comparison, the corresponding
coefficient for a thiocyanate anion in aqueous solution is given as well [106].
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Table 4.5: Spectrothermal coefficients δ for the investigated aqueous cyanate isotopologues
and for an aqueous thiocyanate solution [106].

δ(OCN–) /
cm−1K−1

δ(O13CN–) /
cm−1K−1

δ(O13C15N–) /
cm−1K−1

δ(SCN–) /
cm−1K−1

(2.7± 0.1) · 10−2 (1.4± 0.1) · 10−2 (2.0± 0.1) · 10−2 (1.5± 0.1) · 10−2

As can be seen, the coefficients of the temperature-dependent spectral shift of the
stretching vibration ν3 of the cyanate isotopologues and the thiocyanate (SCN– ) ab-
sorption bands are rather similar. For comparison, the corresponding coefficient of the
solvent’s combination tone (νb+νL) was calculated with data from the literature [113].
Inspecting a comparable temperature range, the coefficient δ((νb + νL)(H2O)) is ob-
tained to be δ((νb + νL)(H2O)) = (48.1 ± 0.2)· 10−2 cm−1K−1, which is more than
one order of magnitude larger than that for the anions.

4.2.2 Temperature-dependent time-resolved pump-probe
spectra

Time-resolved pump-probe spectra were recorded in the same thermodynamic range as
the absorption spectra in order to investigate the kinetics of vibrational energy relax-
ation. In figures 4.14 (a), (c), (e), transient spectra of the three cyanate isotopologues
are depicted for a temperature of 333 K. Herein, a temporal interval is shown covering
the earliest one without influence from the coherent artifact8 up to delay times from
that, for which all signal contributions have decayed to zero ∆OD within the achieved
signal-to-noise ratio. All spectra show a ground-state bleach (GB)/stimulated emission
(SE) at the frequency of the stretching vibration ν3 and a corresponding red-shifted
absorption (see section 2.3). Based on the red-shift of the transient absorption (TA)
compared to the GB/SE signal, the vibrational anharmonicity ∆11 was determined.
In case of the OCN– , the GB/SE peaks at 2169 cm−1, the TA at 2144 cm−1 resulting
in an anharmonicity of ∆11 =25 cm−1 (see table 4.6 and figures 4.14 (a)+(b)). Those
data are in accordance with those reported in the literature [26] for OCN– in MeOH.
In table 4.6, an overview about the spectral positions of the ground-state bleaches
and of the transient absorption signals as well as vibrational anharmonicities for the
investigated isotopologues at a temperature of 333 K and a pressure of 500 bar is given.
Within the investigated temporal range of the transient spectra, isosbestic points were

8A coherent artifact is a coherent perturbed free induction decay (PFID) effect, which contributes at
negative delay times, during the temporal overlap of pump and probe pulses as well as at earliest
positive delay times [118].
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Figure 4.14: Transient pump-probe spectra of (a) OCN– , (c) O13CN– and (e) O13C15N–

for different delay times at 333 K and 500 bar. Kinetic traces at the frequency of the maxima
of the TA (red circles) and the GB/SE (blue circles) are shown in (b), (d), (f).
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Table 4.6: Spectral positions of the GB/SE and the TA signals, vibrational anharmonicities
∆11 and wavenumbers of the isosbestic points ν̃isos for the investigated aqueous cyanate
isotopologues at a temperature of 333 K and a pressure of 500 bar.

Isotopologues OCN– O13CN– O13C15N–

ν̃(GB) / cm−1 2169 2110 2094
ν̃(TA) / cm−1 2144 2086 2063

∆11 / cm−1 25 24 31
ν̃isos / cm−1 2157 2096 2081

observed, whose values are given in table 4.6 too. Neither the spectral positions of
the TA and the GB/SE signals nor those of the isosbestic points and values of the
anharmonicities depend significantly on the temperature.

As can be seen from figure 4.14, for all isotopologues the relaxation of vibrational
energy is well completed within 10 ps considering the achieved signal-to-noise ratio. For
a profound investigation of the vibrational energy relaxation, the temporal evolution
at the frequency of the maxima of the TA and the GB/SE signals is depicted as kinetic
traces in figures 4.14 (b), (d), (f) for the three isotopologues. It is conspicuous that
the kinetic traces of the transient absorption and the ground-state bleach behave like
mirror-images. As the figure shows, this holds for the different isotopologues. It is a
first evidence that the relaxation time of the vibrational energy of the excited state as
well as the ground-state recovery time are almost equal.

The kinetic traces can be satisfactorily described by mono-exponential decay functions.
This can be seen in semi-logarithmic plots for exemplaric thermodynamic conditions
in figures 4.15 (a)-(c). For clarity, the kinetic traces are shifted vertically.

Each kinetic trace displayed in a semi-logarithmic fashion is analyzed with a linear
regression. The time constants of the corresponding mono-exponential decay functions
can be obtained from the inverse of the slopes of the linear regressions and represent the
lifetime τ1 of the excited state when taken from the transient absorption signal or the
ground-state recovery τ0 in the case of the ground-state bleach. Lifetimes τ0 and τ1 are
summarized for the investigated temperatures and isotopologues in tables 4.7 and 4.8.
As can be seen from both tables, only minor changes in lifetime with temperature are
observed, corresponding to only small density variations of the solution. In addition,
τ1 and τ0 are almost identical for each combination of isotopologue and temperature.

This is in accordance to the observation that the kinetic traces of the TA and the
GB/SE behave like mirror images. Furthermore, the lifetimes of the isotopologues
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Figure 4.15: Semi-logarithmic plots of kinetic traces at the frequency of the maxima of the
transient absorptions for exemplaric temperatures of the investigated aqueous cyanate solu-
tions. For clarity, the kinetic traces are shifted vertically. Linear regressions are represented
by black solid lines.

Table 4.7: Excited state lifetimes τ1 for the aqueous solutions of the isotopologues OCN– ,
O13CN– and O13C15N– for temperatures between 303 K and 373 K at a pressure of 500 bar.

T / K τ 1 (OCN–) / ps τ 1 (O13CN–) /
ps

τ 1 (O13C15N–) /
ps

303 0.790± 0.070 0.788± 0.014 0.778± 0.090
313 0.804± 0.062 0.798± 0.014 0.797± 0.011
323 0.817± 0.059 0.818± 0.016 0.810± 0.041
333 0.821± 0.063 0.821± 0.011 0.825± 0.059
343 0.834± 0.064 0.842± 0.060 0.837± 0.064
353 0.847± 0.081 - 0.845± 0.070
363 0.865± 0.069 - 0.863± 0.090
373 0.874± 0.062 - 0.874± 0.090

agree within the error bars, which means that no distinct isotope effect on the lifetimes
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Table 4.8: Ground-state recovery lifetimes τ0 for the aqueous solutions of the isotopologues
OCN– , O13CN– and O13C15N– for temperatures between 303 K and 373 K at a pressure of
500 bar.

T / K τ 0 (OCN–) / ps τ 0 (O13CN–) /
ps

τ 0 (O13C15N–) /
ps

303 0.778± 0.069 0.783± 0.014 0.782± 0.090
313 0.792± 0.061 0.793± 0.014 0.791± 0.011
323 0.817± 0.060 0.812± 0.016 0.808± 0.040
333 0.828± 0.062 0.824± 0.017 0.827± 0.061
343 0.842± 0.061 0.832± 0.060 0.837± 0.059
353 0.855± 0.079 - 0.841± 0.069
363 0.871± 0.074 - 0.862± 0.089
373 0.886± 0.062 - 0.885± 0.091

can be observed. Besides, the data show a clear increase of the excited state lifetime
as well as of the ground-state recovery lifetime with rising temperature. To analyze
the temperature dependence as well as the underlying vibrational energy relaxation,
the mechanisms of an intramolecular vibrational redistribution (IVR), a vibrational
energy transfer (VET) and a solvent-assisted sequential intramolecular vibrational re-
distribution (s-IVR) will be discussed in the following.

One possible relaxation mechanism is an intramolecular vibrational redistribution (IVR)
from the initially excited ν3 to other modes in the solute. A scheme of the vibrational
manifold of OCN– [24] is shown in figure 4.16 on the right side, and the vibrational
modes are labeled as |ν1ν2ν3〉. As it can be seen, there are only a few energetically
well separated, energy accepting vibrational modes (|110〉, |100〉, |020〉, |010〉), which
are suitable to be involved in the IVR mechanism. Furthermore, the energetic gaps
between ν1 (|100〉), ν2 (|010〉) and ν3 (|001〉) modes are quite large. As a consequence,
the probability of an IVR is strongly reduced compared to other molecules, in which
a high density of accepting modes with matching frequencies exists [23,127]. Further-
more, the temperature dependence of the lifetimes τ1 and τ0 cannot be explained by
an IVR. An increase of the temperature leads to accelerated vibrational motions of the
molecule so that the loose of vibrational energy will be faster than at room temper-
ature. This results in decreasing lifetimes τ1 and τ0 in contradiction to the observed
slight increase.

Another possible route is through an external vibrational relaxation, i. e. a vibrational
energy transfer (VET) from the solute to the solvent. This is possible if the solvent
supplies a suitable acceptor mode to store the vibrational excess energy. Suitable modes
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Figure 4.16: Vibrational manifolds of OCN– (right) [24] and H2O (middle for 300 K, left for
600 K). The modes of the cyanate anion are labeled as |ν1ν2ν3〉. Those modes involved in the
relaxation process are highlighted in black for OCN– and in blue for H2O. As visualized on
the left, the solvent levels exhibit a pronounced temperature-dependent energetic shift. Red
arrows indicate a VET mechanism involving the (νb+νL) combination tone of H2O, while blue
arrows illustrate a solvent-assisted sequential IVR mechanism, in which the intramolecular
bending mode as well as the libration of H2O are involved.

of the solvent H2O are illustrated in figure 4.16 in the middle for a temperature of
around 300 K. The vibrational modes of interest are the libration of H2O, the bending
mode as well as the combination tone (νb+νL) of both, because the latter is resonant to
the solute’s stretching mode ν3 (|001〉) (see figure 4.13 (a), figure 4.16). On the left side
of the scheme, the temperature-dependent energetic shifts of the solvent modes within
the vibrational manifold are depicted with energy level diagrams for the limiting cases
at about 600 K. If the vibrational energy transfer is favored, the energy is dissipated
from the stretching vibration ν3 of the solute directly to the resonant combination tone
(νb + νL) of H2O. Once, the vibrational excess energy is dissipated from the solute’s
ν3 mode to the solvent, it is delocalized over many H2O molecules on a time scale of
around τH2O ≈ 50 fs [120] because of the intermolecular couplings between the solvent
molecules. The vibrational energy redistribution can also be interpreted by a direct
vibration-to-vibration/rotation (V-VR) relaxation process, because the vibrational ν3

mode of the solute as well as the vibrational bending mode νb, which is anharmonically
coupled to the rotational libration mode νL of water, are involved. The whole process
is described with

|ν3, 0〉 k−−→ |0, (νb + νL)〉+ |0, νb〉+ |0, νL〉
1/ τH2O−−−−→ |0, 0〉+ ∆E, (4.9)
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where the first entry in the bracket denotes the mode of the solute and the second
that of the solvent. The corresponding energy transfer and excitations in the H2O are
highlighted with red arrows in figure 4.16. Now, the temperature-dependent increase
of the lifetime τ can be explained as follows. With rising temperature, the density
of the solvent H2O decreases, and thus, the intermolecular distance between solute
and solvent molecules increases. This results in a weakening of the hydrogen bonds.
As a consequence, the vibrational energy transfer is more and more hindered with
rising temperature resulting in a decelerated VET rate constant from the solute to
the solvent. Another point is that the relaxation of vibrational excess energy occurs
directly in this mechanism, which is described as the energy transfer from the solute to
the solvent following first order kinetics with relaxation rate constant k = 1/τ (single
exponential decay). The energy redistribution within the solvent, by contrast, occurs
instantaneously as described above and is not observed in this experiment.

A third possible mechanism is a solvent-assisted sequential intramolecular vibrational
redistribution (s-IVR), which involves an intramolecular solute mode and a resonant
solvent mode. For that, the bending mode ν2 of the cyanate anion and the libration νL
of H2O are suitable. Energy transfer and excitations for this mechanism are highlighted
with blue arrows in figure 4.16 and can be described with

|ν3, 0〉 k‡
−−→ |ν2, 0〉+ |0, νb〉 k−−→ |0, νL〉+ |0, νb〉

1/ τH2O−−−−→ |0, 0〉+ ∆E. (4.10)

Here, again, the first entry in the bracket denotes the mode of the solute and the
second that of the solvent. To overcome the energy differences within the intra- and
intermolecular vibrational energy redistribution, it is assumed that the temperature-
independent bending mode of the solvent H2O is involved. The mechanism can be
correctly described by a multi-exponential decay function of the excitation energy with
the relaxation rate constants k, the lifetime k‡ of the intermediate state ν2 of the solute
and the time constant τH2O, which describes the energy relaxation within the solvent.
As discussed above, the vibrational energy is delocalized over many water molecules
within τH2O ≈ 50 fs [120]. It is an order of magnitude faster than the observed lifetimes
τ1 and τ0 and cannot be observed within the temporal resolution of the experiment.
Assuming that the rate constant of the initially excited ν3 mode, i. e. k‡, is much
longer than the that of the vibrational energy transfer from the solute’s ν2 mode to the
solvent’s νL libration, then the latter energy redistribution describes the rate deter-
mining step (rds). Under the assumption that the quasi-stationary approximation [61]
holds, then the rate equation can be solved with a mono-exponential decay function.
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At this point, it is not possible to distinguish between the VET and the solvent-
assisted IVR mechanism. To decide between both cases, Fermi’s golden rule is used
to validate whether the vibrational energy transfer describes the underlying kinetics of
the vibrational energy relaxation of aqueous cyanate solutions correctly.

4.2.3 Discussion in the context of Fermi’s golden rule

As outlined in section 2.4, Fermi’s golden rule describes the transition rate from a
perturbed discrete initial |i〉 to a final state |f〉, which is nestled into a continuum of
bath states. In the context of the aqueous cyanates, the initial state corresponds to
the stretching vibration ν3, which is perturbed by the excitation pulse. The final state
is the (νb + νL) combination mode of H2O. According to equation (2.71), the transi-
tion rate is proportional to the matrix element |H′|2 and the temperature-dependent
spectral overlap integral S(T ). In the following, Fermi’s golden rule will be applied
to distinguish between a VET and a s-IVR as the underlying relaxation process. The
result is then discussed in the context of investigations of further triatomic pseudo-
halide [28,29,32,106] and CO2 in aqueous solutions.

Temperature-dependent relaxation rate constants k(T ) = 1/τ(T ) were determined
from time-resolved pump-probe spectroscopy (see section 4.2.2). Assuming that the
spectral overlap specifies the temperature dependence entirely, the matrix element
|H′|2 must be temperature-independent. As equation (2.71) indicates, a plot of the
relaxation rate constants k(T ) against the spectral overlap integral S(T ) results in a
linear function with a slope mfit proportional to the square of the matrix element and
an intercept bfit with the origin. This plot is shown for the investigated isotopologues
of cyanate in figure 4.17.

As predicted, a linear dependence of the relaxation rate constant with the spectral
overlap is observable for all the isotopologues. However, a fit through the data points
of for instance OCN– results in an intercept of bfit = (0.54 ± 0.03) ps−1. Both, the
slopes as well as the intercepts of the linear regression analysis are given in table 4.9.

Table 4.9 shows, that the slopes of the individual fits agree within (94.3 ± 0.3) %, the
intercepts within (93.1 ± 0.9) %, considering the standard deviations. However, the
non-vanishing intercept in figure 4.17 leads to the conclusion that the assumed VET
mechanism from the solute’s ν3 to the solvents (νb+νL) mode cannot be fully described
with Fermi’s golden rule. This leaves the solvent-assisted sequential IVR as the prime
candidate for all investigated cyanate isotopologues.
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Figure 4.17: Plot of the relaxation rate constant k as a function of the spectral overlap
integral of the investigated isotopologues of cyanate with error bars. The colored symbols
indicate the investigated temperature range (dark blue (303 K) up to light blue (373 K) in
10 K intervals).

Table 4.9: Fit parameters, i. e. slope mfit and intercept bfit, of the plot of the relaxation
rate constant as a function of the spectral overlap of the investigated cyanate isotopologues’
absorption band with that of the solvent H2O.

Isotopologues mfit / ps−1 ·M·cm bfit / ps−1

OCN– (2.26± 0.03) · 10−3 0.54± 0.03
O13CN– (2.14± 0.03) · 10−3 0.58± 0.03
O13C15N– (2.13± 0.03) · 10−3 0.57± 0.03

In former studies, other triatomic pseudohalide anions, i. e. azide N3
– , thiocyanate

SCN– and its isotopologue SC15N– as well as selenocyanate SeCN– , were investigated
[27, 28, 32]. Their stretching vibrations ν3 absorb in the same spectral range as the
cyanate does (see table 4.10). Stationary FTIR spectra of their aqueous solutions are
shown at ambient temperature and a pressure of 500 bar in figure 4.18.

Table 4.10: Spectral positions of the stretching absorption band of azide, thiocyanate and
selenocyanate.

Isotopologue N3
– SCN– SC15N– SeCN–

ν3 / cm−1 2050 2038 2063 2073

The analysis of their temperature-dependent pump-probe measurements yield the life-

84



4.2 Infrared spectroscopy of cyanate anions in H2O

Figure 4.18: Stationary FTIR spectra of aqueous azide, cyanate, thiocyanate and seleno-
cyanate solutions at ambient temperature and 500 bar [32].

times τ1. Those are given for three exemplaric thermodynamic conditions in table 4.11.
Furthermore, the isoelectronic CO2 and its lifetimes in H2O are shown for comparison.
It is noteworthy that, according to the investigated isotopologues of the cyanate an-
ion, the lifetimes of the SCN– and its isotopologue SC15N– are equal within the error
limits [32].

Table 4.11: Excited state lifetime τ1 for the aqueous N3
– , OCN– , SCN– and SeCN– solu-

tions as well as of CO2 in H2O for three exemplaric temperatures and at 500 bar. Lifetimes
of aqueous azide, thiocyanate and selenocyanate solutions are extracted from literature [32].

Anion T / K
τ1 / ps 303 363 453

N3
– 0.70± 0.02 0.73± 0.03 0.74± 0.03

OCN– 0.79± 0.07 0.87± 0.07 -
O13CN– 0.79± 0.01 - -
O13C15N– 0.78± 0.09 0.86± 0.09 -
SCN– 2.33± 0.03 2.61± 0.06 2.92± 0.07
SC15N– 2.23± 0.03 2.70± 0.08 2.95± 0.09
SeCN– 3.99± 0.01 4.35± 0.02 4.70± 0.05
CO2 9.0± 0.1 9.9± 0.2 11.6± 0.2

The comparison of the excited state lifetimes of the pseudohalide anions shows that
the relaxation is fastest for the N3

– , and slowest for the SeCN– in H2O. However,
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Figure 4.19: Plot of the relaxation rate constant k1 = 1/τ1 as a function of the spectral
overlap integral for N3

– (pentagons), SCN– (squares) and SeCN– (circles). The colored
symbols indicate the investigated temperature range (from 303 K (dark blue) to 603 K (red)).
Error bars of the relaxation rate constants are added. (Extracted from [32].)

the relaxation of isoelectronic CO2 in H2O at room temperature is more than a factor
of two slower than that of the SeCN– anion in H2O. However, for all investigated
triatomic molecules, the lifetimes increase with rising temperature. In figure 4.19, the
relaxation rate constants as a function of the spectral overlap integrals are shown for
the N3

– , the SCN– and its isotopologue SC15N– as well as for the SeCN– anions. The
data were extracted from [32] and the spectral overlap integral for each pseudohalide
anion was determined as explained in chapter 2.4.

As discussed before, the vibrational energy relaxation of the cyanate anion and its
isotopologues in H2O as well as of the CO2 in H2O follow a solvent-assisted sequential
IVR. The offset of k observed for a spectral overlap of S = 0 can be understood if
the bending mode of the solvent is considered. This mode matches the lack of energy
in the IVR with k‡ and the VET with k. Furthermore, the bending mode of H2O is
temperature-independent and its excitation leads to a constant additive contribution
to the relaxation rate constants. In the literature [27, 30, 128, 129], the vibrational
energy redistribution of an aqueous N3

– solution can be described by two mechanisms,
a pure intermolecular energy transfer from the solute’s ν3 to the solvent’s combination
tone (νb + νL) or a solvent assisted sequential IVR involving the symmetric stretching
vibration ν1 of the azide anion and the libration of water [27, 30]. From figure 4.19, it
is obvious that the relaxation rate constant of N3

– plotted as a function of the spectral
overlap S(T ) results in a non-vanishing intercept (see table 4.12), i.e. in an offset of
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k, and thus, the underlying mechanism cannot be fully described with Fermi’s golden
rule. This means that besides a VET a solvent assisted sequential IVR is contributing
to the overall relaxation mechanism.

However, the relation between the relaxation rate constants and the spectral overlaps
for SCN– , SC15N– and SeCN– in aqueous solution show a clear linear dependence with
vanishing intercept. In accordance with the shorter lifetime of SCN– in H2O compared
to the that of the aqueous SeCN– solution, the slopes mfit vary, i. e. the slope of
the investigated SCN– solution is steeper than that of the SeCN– solution. The data
obtained from the linear regression analysis are summarized in table 4.12.

Table 4.12: Slopes mfit and intercepts bfit extracted from the linear regression analysis of
the relaxation rate constant as a function of the spectral overlap integral S(T ) for various
triatomic molecules. The data are extracted from figures 4.9, 4.17 and 4.19.

Anion mfit / ps−1 ·M·cm bfit / ps−1

N3
– (1.29± 0.01) · 10−3 0.88± 0.05

OCN– (2.26± 0.03) · 10−3 0.54± 0.03
O13CN– (2.14± 0.03) · 10−3 0.58± 0.03
O13C15N– (2.13± 0.03) · 10−3 0.57± 0.03
SCN– (1.24± 0.01) · 10−3 0
SC15N– (1.26± 0.01) · 10−3 0
SeCN– (0.67± 0.02) · 10−3 0
CO2 (0.35± 0.02) · 10−3 0.047± 0.003

At this point, the competing vibrational energy redistribution mechanisms of the in-
vestigated molecules solved in H2O are considered more in detail. The vibrational
energy relaxation of the azide and the cyanate aqueous solutions as well as of the CO2

in H2O follow a solvent assisted sequential IVR involving the bending vibration ν2 of
OCN– or CO2 or respectively the symmetric stretching vibration ν1 of N3

– and the
libration of H2O. In contrast, the VER of the SCN– and SeCN– solutions result in a
direct vibrational energy transfer from the excited ν3 mode to the resonant (νb+νL) of
the solvent H2O. Interestingly, the change of the VER mechanism within the series of
investigated triatomic molecules shows a striking correlation with the nature of the ν3

vibration. For the azide and cyanate anions, the charge distribution is delocalized over
the molecule, while for the thiocyanate and selenocyanate, the charge distribution is
asymmetric, and thus localized on the C and N atoms [24, 26]. For the latter anions,
the ν3 vibration can be described as a νCN stretching mode.
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From the investigations of the VET of the SCN– and SeCN– solutions, the coupling
matrix element can be assessed, which in turn gives an evidence to the coupling strength
between the solute and the solvent. A comparison of the slopes of both anions shows
that they differ by a factor of around 1.8, indicating that the coupling strength of the
SCN– anion with H2O is stronger than for the SeCN– with H2O. This tendency can
be also deduced from the lifetimes τ of the individually molecules in aqueous solutions
to be (see table 4.11)

τ(N3
−) ≈ τ(OCN−) > τ(SCN−) > τ(SeCN−) > τ(CO2). (4.11)

As described in chapter 4.1.1, Zukowski et al. [111] reported about a weak hydration
shell of CO2 in H2O caused by an endothermic formation of hydrogen bonds. Con-
sidering the pseudohalide anions, Lenchenkov et al. [24] assumed that the trend, as
shown in eq. (4.11), is due to the larger partial charges on the individual atoms within
the anion and a smaller energy mismatch in the pathway. Assuming that the partial
charges on the individual atoms increase from SCN– to SeCN– then the polarizability
of the anions rises with increasing size of the molecule as it is stated in the Pearson
acid-base concept.

For further investigations, theoretical calculations of the SCN– and SeCN– anions
based on density functional theory (DFT) were done with the program ORCA [130].
A hybrid functional B3-LYP [131] was applied as well as the triple ζ-TZVP basis set
[132,133]. The RICOSX approximation additionally to the auxiliary basis set TZVP/J
[134] was used. Solvation effects of H2O were studied with the help of a conductor-like
screening model (COSMO). The isotropic polarizability was then extracted from these
calculations. Comparing the ratio of the slopes of SCN– and SeCN– with that of the
isotropic polarizabilities αiso results in the following:

m(SCN−)
m(SeCN−)

= 1.8←→ αiso(SeCN−)
αiso(SCN−)

·
√

(2) = 1.8 (4.12)

A striking correlation between the matrix element |H’|2 and the inverse of the isotropic
polarizability with a proportionality factor of

√
2 can be observed. To verify this

correlation, further investigations of the bending vibration of OCN– and CO2 as well
as of the symmetric stretching vibration of N3

– have to be preformed.
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4.2.4 Conclusion II

The absorption spectra of aqueous cyanate and its investigated isotopologues feature
a resonance of the stretching mode ν3 of the solute with the solvent’s (νb + νL) mode.
The spectral overlap between both bands decreases with rising temperature due to
the temperature-dependent spectral shift of the combination tone. The relaxation
dynamics extracted from the time-resolved pump-probe spectra recorded under isobaric
conditions and temperatures between 303 K and 373 K indicate that a solvent-assisted
sequential IVR predominates, in which an intramolecular energy relaxation from the
ν3 to the bending mode ν2 occurs. It is followed by an intermolecular energy transfer
to the librational modes of H2O and a subsequent redistribution of vibrational energy
within the solvent. In order to explain the relaxation described by a mono-exponential
decay function, the time constant of the intramolecular energy redistribution must
be shorter than that of the intermolecular energy transfer. Furthermore, no distinct
isotope effect on the time constants of the three cyanate isotopologues was observed

Comparing different pseudohalide anions, i. e. azide, cyanate, thiocyanate and seleno-
cyanate, the lifetime of the azide is the shortest, followed by that of the cyanate, the
thiocyanate and the selenocyanate, which is the longest one. As a result of the solvent-
assisted sequential IVR of the aqueous cyanate, azide and carbon dioxide solutions,
only the relaxation dynamics of the thiocyanate and selenocyanate could be discussed
in the context of Fermi’s golden rule. By means of the relaxation rate constants and
the spectral overlap integrals, the coupling strength between solute and solvent was
estimated. The coupling strength between SCN– and H2O is stronger than that be-
tween SeCN– and H2O. This tendency can be validated by the polarizability, i. e. the
more polarizable a molecule is the weaker the coupling between solute and solvent is.

The underlying mechanism of the relaxation dynamics of cyanate and its isotopologues
in H2O are similar to that of the isovalent azide anion as well as to that of the isoelec-
tronic carbon dioxide dissolved in H2O. Nevertheless, the lifetimes of the azide and
cyanate differ more than ninefold compared to the that of the CO2, which may indicate
that the coupling strength between cyanate and H2O or respectively N3

– and H2O is
stronger than between CO2 and H2O.
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4.3 Two-dimensional infrared spectroscopy of MBO
in tetrachloroethylene

In this chapter, the investigations of conformational dynamics of a trans-4-methoxybut-
3-en-2-one solution by means of the 2D-IR spectroscopy are presented. The experi-
mental setup of the pump-probe spectrometer used the pulse shaper as described in
section 2.3 and 3 to record 2D-IR spectra in the time-frequency domain.

The trans-4-methoxybut-3-en-2-one is abbreviated in the following as MBO. It an be
assigned to the substance class of β-alkoxy-α, β-unsaturated ketones. The chemical
structure of MBO is shown in figure 4.20.

Figure 4.20: Chemical structure of trans-4-methoxybut-3-en-2-one in tetrachloroethylene.
Four different rotamers are possible due to restricted rotations, which are indicated by arrows,
regarding the Csp2-Csp2 or the Csp2-O single bonds (highlighted in yellow). The outermost
depicted rotamers are identical.

Restricted rotations, indicated by curved lines with arrows in figure 4.20, regarding
the Csp2-Csp2 or Csp2-O single bonds (highlighted in yellow) occur and result in four
different stereo-isomers of the MBO. Their notations according to the IUPAC nomen-
clature are given on the bottom of figure 4.20. The rotamers have in common that
the residues are in trans configuration relative to the C––C double bond. Each can be
differentiated into two subclasses, i. e. in trans/s-trans and trans/s-cis.

Within this work, the investigation of the vibrations of the conjugated C––C double
bond as well as that of the carbonyl group are of particular interest. They give rise
to eight different vibrational bands, which absorb in a spectral range from 1500 cm−1

to 1700 cm−1 [135]. A normalized stationary absorption spectrum of MBO in C2Cl4
within this spectral range is shown in figure 4.21. Here, seven out of eight expected
absorption bands with different FWHM and optical densities can be observed with
a reasonable signal-to-noise ratio. The eighth absorption band cannot be monitored
with the achieved signal-to-noise ratio in a solution with a concentration of 0.072 mol/l,
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Figure 4.21: Normalized stationary absorption spectrum of MBO in C2Cl4. Seven absorp-
tion bands with different FWHM and optical densities of the rotamers as well as a solvent’s
absorption band with low intensity (highlighted with an arrow) are recognizable.

because its optical density is very low. To determine the full-widths at half-maximum,
a Lorentzian profile, i. e.

fLo(γ, ν̃) = OD(ν̃c) γ2

(ν̃ − ν̃c)2 + γ2

2 γ = FWHM

(4.13)

with the 2 γ as the full-width at half-maximum (FWHM), the optical density (OD)
and the center frequency ν̃c, was fitted to the individual absorption bands. The experi-
mentally observed center frequencies ν̃c and corresponding optical densities ODnorm are
summarized in table 4.13. They were used to reduce the adapting parameters within
the Lorentzian fit to at least γ.

The solvent tetrachloroethylene possesses only a very weak absorption band within
the depicted spectral range, which is centered at around 1577 cm−1 (highlighted by an
arrow in figure 4.21). It can be attributed to a combination tone (ν2 + ν6 + ν11) of CCl
stretching vibrations [137].

An assignment of the absorption bands to the vibrations of the corresponding rotamers
cannot be made with only the absorption spectrum. Nevertheless, a classification in
two spectral regions can be done. The spectral range from around 1540 cm−1 up to
approximately 1650 cm−1 can be assigned to the ν(C––C) stretching vibrations, while
that from around 1650 cm−1 up to 1720 cm−1 can be attributed to the stretching
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Table 4.13: Center frequencies ν̃c, FWHM and normalized optical density of the observable
absorption bands of MBO in C2Cl4 within the absorption spectrum. The center frequencies
found in literature [136] are also given.

ν̃Lit / cm−1 ν̃c / cm−1 FWHM / cm−1 ODnorm

1601 1598.0 ± 0.5 9.3 ± 0.2 0.98 ± 0.02
1615 1613.0 ± 0.5 5.6 ± 0.2 0.45 ± 0.02
1626 1624.0 ± 0.5 5.6 ± 0.2 1.00 ± 0.02
1662 1660.0 ± 0.5 10.3 ± 0.2 0.31 ± 0.02
1675 1673.0 ± 0.5 9.1 ± 0.2 0.21 ± 0.02
1686 1684.0 ± 0.5 7.6 ± 0.2 0.30 ± 0.02
1697 1694.0 ± 0.5 9.1 ± 0.2 0.52 ± 0.02

vibrations of the carbonyl group (ν(C––O)) [135]. Although the vibrations of the C––C
and C––O groups are strongly coupled, the bands will be called ν(C––C) and ν(C––O)
for simplicity.

Dabrowski et al. [136] reported on an assignment of the ν(C––C) and ν(C––O) absorp-
tion bands to the four rotamers using FTIR spectroscopy. They varied the substituents
centered at the carbonyl group, the unsaturated C––C bond and the ether group with
the result that the spectral positions of the absorption bands changed. Thereof, they
assigned the bands to the corresponding oscillators of the rotamers. However, this
method is not exact and time consuming. An assignment using the 2D-IR spectroscopy
is more accurate, straightforward and thus, faster. It becomes apparent that the as-
signment found in the literature is not exact and a coupling of different rotamers will
be found.

In figure 4.22, a contour plot of the 2D-IR spectrum at a delay time of t1 = 0.6 ps, the
earliest one without coherent artifact, is presented. A complex pattern of diagonal and
off-diagonal peaks is observable. A pump-induced reduction of the detected intensity
is marked with blue contours, an increase of it with red ones (see section 2.3). For
guidance, the normalized stationary absorption spectrum is plotted on top of each
2D-IR spectrum. The occurrence of cross peak pattern at earliest delay times points
to a coupling of two oscillators rather than to a chemical exchange. For detailed
information, it is referred to section 2.3, and figures 2.8 (c, d). In the following, the
peak pattern is analyzed more in detail. Therefore, in figures 4.23 (a)-(b) different
patterns are highlighted for a detailed discussion.

Within figure 4.23, four contour plots at the temporal delay of t1 = 0.6 ps are shown.
Each sub-figure highlights a different pair of diagonal and off-diagonal cross peaks. For
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4.3 Two-dimensional infrared spectroscopy of MBO in tetrachloroethylene

Figure 4.22: 2D-IR spectrum of MBO in C2Cl4 at a delay time of t1 = 0.6 ps. For guidance,
the normalized stationary absorption spectrum is shown on top of the contour plot.

instance in figure 4.23 (a), the diagonal peaks centered at 1598 cm−1 and 1694 cm−1

are emphasized as well as the corresponding off-diagonal peaks. The latter absorption
band is located in the ν(C––O) spectral range, while the former in the ν(C––C) range.
These can be assigned to a rotamer numbered with 1 in table 4.14. Similar is the
assignment for the cross peak pattern in sub-figure (b) and (c). In the former, the
peaks centered at 1613 cm−1 and 1684 cm−1 feature a coupling pattern (rotamer 2 in
table 4.14), while in the latter, the peaks are centered at 1624 cm−1 and 1660 cm−1

and are assigned to rotamer 3 in table 4.14. To accentuate more cross peak patterns,
the range of signal intensities around zero is elongated, normalized and shown in sub-
figure (d). The high-frequency peak can be attributed to an absorption band centered
at 1673 cm−1, which is located in the spectral range of the ν(C––O) vibration. The
low-frequency peak is centered at 1647 cm−1 and thus, in the spectral region of the
ν(C––C) stretching vibration. These pattern is assigned to rotamer 4 in table 4.14.
For the latter mentioned frequency a band with very low intensity was observed in the
stationary absorption spectrum, meaning that only low amounts of this rotamer are
present in solution. At this point, it is noteworthy, that the peak intensity of a 2D-IR
spectrum scales with |µ|4 (µ is a transition dipole moment), while that of a stationary
absorption spectrum with |µ|2 [56]. The above described first assignment is concluded
in table 4.14.
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Chapter 4 Results and discussion

Figure 4.23: 2D-IR spectra of MBO in C2Cl4 at a delay time of t1 = 0.6 ps. For guidance, the
normalized stationary absorption spectrum is shown on top of the contour plot. Highlighted
are different pattern of diagonal and off-diagonal peaks of two absorption bands centered
at (a) 1598 cm−1 and 1694 cm−1 and (b) at 1613 cm−1 and 1684 cm−1. (c) highlights a
pattern of diagonal and off-diagonal peaks of two absorption bands centered at 1624 cm−1
and 1660 cm−1 and (d) at 1647 cm−1 and 1673 cm−1.
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4.3 Two-dimensional infrared spectroscopy of MBO in tetrachloroethylene

Table 4.14: Assignment of ν(C––C) and ν(C––O) absorption bands due to cross peaks in the
2D-IR spectrum at t1=0.60 ps.

ν̃(C––C) / cm−1 ν̃(C––O) / cm−1 rotamer
1598 ± 0.5 1694 ± 0.5 rotamer 1
1613 ± 0.5 1684 ± 0.5 rotamer 2
1624 ± 0.5 1660 ± 0.5 rotamer 3
1647 ± 0.5 1673 ± 0.5 rotamer 4

- (1660, 1684) rotamer 2+3

However, another cross peak pattern is recognizable, and highlighted in 4.24. Here,
a pattern of two vibrational modes, which absorb in the ν(C––O) range, is observable
indicating a coupling of both modes (see table 4.14, bottom) and thus, a coupling
of two rotamers. The reason for this as well as the final assignment of the different
patterns to the rotamers are presented in the following.

Figure 4.24: 2D-IR spectrum of MBO in C2Cl4 at a delay time of t1 = 0.6 ps to emphasize
a pattern of vibrational modes, which are assigned to two rotamers. For guidance, the
normalized stationary absorption spectrum is shown on top of the contour plot.

For a final assignment of the pattern to the rotamers, it is made use of the Förster
theory, which was described in section 2.5. It deals with an intra- or resonant inter-
molecular energy transfer from an energy donor (D) to an energy acceptor (A) [87]. In
the following, eq. (2.81) will be used to describe the relation between the interaction
matrix element Hel

DA, the dipole strength of a functional group and an orientation fac-
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tor. To estimate the magnitude of the dipole strength of each functional group within
the different rotamers, quantum mechanical calculations were performed by Prof. Dr.
P. Vöhringer using the Gaussian [138] program. For this, the B97D3 dispersion func-
tional [139] and an Ahlrichs def2-TZVP basis set [140] were used. Additionally, the
conductor-like polarizable continuum model (CPCM) was applied in Gaussian [141].
The dipole strengths of each vibrational mode are then obtained by the product of
the partial charges ei of functional group i with typical9 bond lengths r given in table
4.15 [142] according to

Di =
∑
i

r

2 · ei. (4.14)

Table 4.15: Typical bond lengths used for the calculation of distances and angles [142].

r(C––O) r(C––C) r(C–C)

122 pm 134 pm 154 pm

The angles α, β and θ as well as the distance vector between the C––C and C––O
functional groups were calculated by means of drafts, which consider the spatial ar-
rangement of the rotamers after geometry optimization. They are shown in figure
4.25, and highlight the structures of both subclasses trans/s-trans ((a), (c), (e)) and
trans/s-cis ((b), (d), (f)).

Based on eq. (2.81), the orientation factors κ as well as the interaction matrix elements
Hel
DA of each individual functional groups are obtained, and presented in table 4.16.

Table 4.16: Calculated distance vectors RDA, angles α, β and θ as well as orientation
factors κ to determine the interaction matrix element Hel

DA for the subclasses trans/s-trans
and trans/s-cis of the MBO rotamers.

trans/s-trans trans/s-cis
RDA 272 pm 206 pm
α 33◦ 295◦
β 20◦ 60◦
θ 0◦ 120◦
κ -1.36 -1.13

Hel
DA 1.22 · 1018 C/m2 2.63 · 1018 C/m2

9Typical bond lengths are the median of all values for that bond length found in an sample.
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4.3 Two-dimensional infrared spectroscopy of MBO in tetrachloroethylene

Figure 4.25: Schematic structure of MBO after geometry optimization. In (a) and (b) the
subclasses trans/s-trans and trans/s-cis are shown, and the distance RDA as well as the
angles are displayed. In (c) and (d), the dipole moments are highlighted, and the computed
partial charges for each subclass are given in (e) and (f).
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As can be seen from table 4.16, the matrix element H el
DA of a trans/s-cis rotamer is

doubled compared to that of a trans/s-trans rotamer. This means, that the energy split
of the absorption bands of the ν(C––C) and ν(C––O) stretching modes of a trans/s-cis
rotamer is higher that of a trans/s-trans rotamer. At the same time, the energy split
of a trans/s-cis/O-s-cis is as well higher than of a trans/s-cis/O-s-trans rotamer. In
table 4.17, these energy differences between both oscillators within a molecule are listed
together with the final assignment of the absorption bands to the rotamers.

Table 4.17: Final assignment of ν(C––C) and ν(C––O) vibrational modes to the four rotamers
of MBO.

ν̃(C––C) /
cm−1

ν̃(C––O) /
cm−1

∆ν̃ / cm−1 rotamer

1598 ± 0.5 1694 ± 0.5 96 ± 0.5 trans/s-cis/O-s-cis
1613 ± 0.5 1684 ± 0.5 71 ± 0.5 trans/s-cis/O-s-trans
1624 ± 0.5 1660 ± 0.5 36 ± 0.5 trans/s-trans/O-s-cis
1647 ± 0.5 1673 ± 0.5 26 ± 0.5 trans/s-trans/O-s-trans

The rotamer, whose absorption bands possesses the highest energy splitting, is the
trans/s-cis/O-s-cis, as presented in table 4.17. The assignment is highlighted in figure
4.26 (in purple) based on the parameters given in table 4.13. The absorption bands of
the ν(C––C) and ν(C––O) stretching vibrations, centered at 1613 cm−1 and 1684 cm−1,
are assigned to the trans/s-cis/O-s-trans rotamer (colored in green in figure 4.26), while
those centered at 1624 cm−1 and 1660 cm−1 to the trans/s-trans/O-s-cis rotamer (blue
colored absorption bands in figure 4.26). The rotamer, whose stretching bands show
the lowest energy split, is the trans/s-trans/O-s-trans, which is highlighted in red in
figure 4.26.

In the next paragraph, the occurrence of the cross peak pattern, which was presented
in figure 4.24, is explained. Herein, two oscillators, which are associated to the trans/s-
trans/O-s-cis and trans/s-cis/O-s-trans rotamers, are coupled at a delay time of 0.6 ps.
In the following, two possible approaches regarding the occurrence of the coupling are
discussed.

Firstly, according to figure 4.26 (b), two restricted rotations regarding the Csp2-Csp2 and
Csp2-O single bonds are essential to convert rotamer trans/s-cis/O-s-trans (highlighted
in green) into rotamer trans/s-trans/O-s-cis (highlighted in blue). If these rotations
occur on the femto- to picosecond timescale, spectral diffusion10 should occur. In figure
10Spectral diffusion can be described as an effect of the inhomogeneous broadened vibrational bands.
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4.3 Two-dimensional infrared spectroscopy of MBO in tetrachloroethylene

Figure 4.26: Visualization of assignment of vibrations to four rotamers of MBO.
(a) Stationary absorption spectrum of MBO in C2Cl4. Pairs of coupled oscillators are high-
lighted in purple (trans/s-cis/O-s-cis), green (trans/s-cis/O-s-trans), blue (trans/s-trans/O-
s-cis), and orange (trans/s-trans/O-s-trans).
(b) Corresponding colored chemical structures of the four different rotamers.

4.27, contour plots at delay times of (a) 1.0 ps, (b) 3.0 ps, (c) 7.5 ps, and (d) 10.0 ps
are shown.

As it can be observed, all apparent peaks exhibit a clear rounded shape, indicating
that no spectral diffusion is present within the temporal resolution of the experimental
setup. This invalidates the argument that chemical exchange in form of two consecutive
restricted rotations occurs.

Herein, the overlap of different individual vibrational bands of each oscillator leads to an elongation
of the peaks along the diagonal in the corresponding 2D-IR spectrum. A change of the oscillators
surrounding results in slightly different vibrational transition frequencies and thus, in a loss of the
diagonal shape of the signal contributions [56].
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Figure 4.27: Normalized 2D-IR spectra of MBO in C2Cl4 for delay times of (a) 1.0 ps, (b)
3.0 ps, (c) 7.5 ps, and (d) 10 ps.
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4.3 Two-dimensional infrared spectroscopy of MBO in tetrachloroethylene

However, another assignable cause considers an intermolecular interaction, such as a
dimerization, between the rotamers trans/s-trans/O-s-cis and trans/s-cis/O-s-trans.
In order to develop strong attractive forces between both, the rotamers are aligned on
top of one another. Due to the same partial charge distribution, which is shown in
figure 4.25 (e), (f), the dimerization angle is about 180◦ and the dipole moments are
orientated in parallel planes. This is shown in figure 4.28.

Figure 4.28: Interaction scheme of the rotamers trans/s-trans/O-s-cis and trans/s-cis/O-s-
trans resulting in a dimerization. Positive partial charges are highlighted in yellow, negative
ones in dark blue.

Here, negative partial charges are highlighted in blue, positive ones in yellow. It is
recognizable that there is an alternating pattern of positive and negative partial charges
between both rotamers resulting in an attractive interaction. Due to the fact that
these interactions are formed instantaneously, the corresponding cross peak pattern is
observable already at earliest delay times.

4.3.1 Conclusion III

Within this chapter, the investigation of trans-4-methoxy-but-3-en-2-one in C2Cl4 using
two-dimensional infrared spectroscopy leads to the following results: The occurrence
of four different rotamers due to restricted rotations around the Csp2-Csp2 or Csp2-O
single bonds resulted in eight different absorption bands within a spectral window of
1500 cm−1 to 1700 cm−1 indicating the ν(C––C) as well as ν(C––O) oscillator range.
The linear absorption spectroscopy was only able to resolve seven out of eight ab-
sorption bands with different optical densities with a reasonable signal-to-noise ratio.
Contrary to this, peak pattern for all suggested vibrations were observable within the
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2D-IR spectra. Additionally, the Förster theory as well as theoretical calculations per-
formed by Prof. Dr. P. Vöhringer were used to support the assignment of the cross
peak pattern within the 2D-IR spectra to the rotamers. Finally, the emergence of
another cross peak pattern involving two distinct ν(C––O) oscillators, namely those
of the rotamers trans/s-cis/O-s-trans and trans/s-trans/O-s-cis was explained by an
intermolecular interaction based on an alternating pattern of partial charges. There-
fore, both rotamers are aligned on top of one other and are orientated in parallel
planes, while one of the rotamers is rotated through 180◦. Furthermore, the existence
of spectral diffusion within the investigate temporal delay was not approved.
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Chapter 5

Summary and Outlook

Within this work, the experimental setup of the pump-probe along with that of the
2D-IR spectrometer was presented and discussed. The reconstruction was highlighted
and the implemented Pulse Shaper shortly explained.

Using the time-resolved pump probe spectroscopy, the ν3 stretching vibration of the
triatomic OCN– , O13CN– and O13C15N– as well as the CO2 dissolved in H2O were
investigated for various thermodynamic conditions.

The broadening of the carbon dioxide’s asymmetric stretching vibration was observed
and explained by overlapping Lorentzian shaped bands. They were attributed to tran-
sitions from the bending mode |0i0〉 to the combination tone |0i1〉 with i quanta of
energy in the bending mode νb of CO2. The absorption spectra were computed based on
the Kubo-Anderson stochastic theory under the assumption that the transition matrix
elements are identical. The agreement between experimental observed and computed
stationary IR spectra was quite good. The pump probe spectra featured two signal
contributions within the investigated temperature range. They were attributed to the
transient absorption, to the ground-state bleach and the stimulated emission. The
analysis of the kinetic traces of the maxima of the TA and the GB/SE resulted in
the lifetimes τ1 and τ0. They increased with rising temperature starting at around
9.0 ps at 303 K up to 17.1 ps at 603 K. In a pertubative treatment of the relaxation
rate constants, i. e. the inverse of the lifetimes, Fermi’s golden rule can be applied.
With that, the underlying relaxation mechanism was identified to be rather a solvent-
assisted sequential IVR than an intermolecular VET. Therefore, initially excited νas

mode of CO2 relaxed intramolecular into the νb mode with a time constant, which was
extracted from the temperature-dependent stationary spectra. The lifetimes τ0 and
τ1 were attributed to the intermolecular vibrational energy transfer from the bending
mode of the carbon dioxide to the resonant vibrational mode of the solvent H2O. Sub-
sequently, the excess energy in the solvent was internally redistributed within 50 fs.
The described relaxation mechanism is suitable to describe the observed temperature
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dependence of the time constants.

The vibrational energy relaxation mechanism of the investigated aqueous cyanate so-
lutions was assumed to follow a solvent-assisted sequential IVR, too. Here, the vi-
brational excess energy is redistributed intramolecular form the excited ν3 stretching
vibration into the bending mode ν2 followed by an energy transfer to the librational
modes of the solvent H2O. The VER mechanisms of the OCN– and its isotopologues
in aqueous solution are identical and possess same time constants. This means that no
isotope effect can be observed.

Comparing the different pseudohalide anions, the N3
– , the OCN– , the SCN– and

the SeCN– , the lifetimes decrease in this order. In a pertubative treatment of the
relaxation dynamics, the relaxation rate constants can be expressed by Fermi’s golden
rule. Herein, the interaction matrix element, which is proportional to the coupling
strength between the solute and the solvent, can be determined for the thio- and
selenocyanate solutions, since their VER mechanism follow a pure vibrational energy
transfer from the excited stretching vibration to the solvent’s resonant combination
tone. The analysis resulted in a stronger coupling strength between the SCN– anion
and H2O compared to the SeCN– anion in H2O. This behavior was validated by the
polarizability of the anions.

The underlying mechanism of the relaxation dynamics of OCN– and its isotopologues
in H2O are similar to those of aqueous N3

– and CO2 solutions. Nevertheless, the
lifetime of the azide and that of the cyanate are almost similar, while the lifetime of
the carbon dioxide differs more than ninefold. This might indicate that the coupling
strength between cyanate and H2O or N3

– and H2O are stronger than between carbon
dioxide and H2O. This has to be investigated in future.

Finally, the powerful 2D-IR spectroscopy was applied to study the conformational dy-
namics of trans-4-methoxybut-3-en-2-one (MBO) in C2Cl4, a β-alkoxy-α, β-unsaturated
ketone. A fast and efficient method was demonstrated to assign many overlapping
cross peaks to their corresponding oscillators of different isomers, i .e. rotamers, of
MBO. The Förster theory was therefore supportingly used. It was observed that two
rotamers underwent a dimerization. The dimer was described as a stacking of the
rotamers trans/s-cis/O-s-trans and trans/s-trans/O-s-cis, while one of them is rotated
by through 180◦ to obtain an alternating pattern of partial charges.

Within the investigated temporal range, no pump-induced conformational dynamics,
which are expressed in the absence of spectral diffusion, were observed. This means
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that the conformers were in equilibrium to each another. In future, the time con-
stants of the pump-induced changes of the absorption as well as the vibrational en-
ergy relaxation mechanism are investigated. Furthermore, an investigation of the dy-
namics depending on the concentration of MBO in C2Cl2 is of interest to investigate
concentration-dependent effects on the dynamics.
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Appendix

MATLAB Code

This appendix contains further information about the used MATLAB script for com-
puting temperature-dependent absorption spectra of CO2.

1 close all; clear all;
2
3 % Define Integers :
4 ny03 = 2383; %cm -1
5 ny02 = 672.9; %cm -1
6 ny01 = 1353.8; %cm -1
7 x13 = -19.1; %cm -1
8 x23 = -12.542; %cm -1
9 x33 = -13.0; %cm -1
10 x12 = -5.726; %cm -1
11 x22 = 1.580; %cm -1
12 x11 = -2.993; %cm -1
13
14 T = (303:30:603) ; % in K
15 h = 6.626*10^( -34) ; % in J*s
16 clight = 2.998*10^8; % in m/s
17 kB = 1.38065*10^( -23) ; % in J/K
18 N = 12;
19
20 % Define variance Delta and coherence tauc:
21 Delta =[39.49 ,47.13 ,55.71 ,65.72 ,76.43 ,87.30 ,94.55 ,105.68 ,

114.84 ,125.71 ,134.99]; % cm -1
22 tauc = [2.42*10^( -13) ,2.15*10^( -13) ,0.187*10^( -12)

,0.171*10^( -12) ,0.153*10^( -12) ,0.144*10^( -12)
,0.139*10^( -12) ,0.129*10^( -12) ,0.125*10^( -12)
,0.117*10^( -12) ,0.111*10^( -12) ]; % s
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23
24 Deltau = Delta .*10^2.* clight .* tauc;
25
26 % Calculation of nya:
27 nya001 = ny03 +2* x33+x13 *0.5+ x23 *0.5+2.4;
28 nya011 = nya001 +2* x23 +2.4;
29 nya021 = nya001 +4* x23 +2.4;
30 nya031 = nya001 +6* x23 +2.4;
31 nya041 = nya001 +8* x23 +2.4;
32 nya13C = 2277;
33
34 nya = vertcat (nya001 ',nya13C ',nya011 ',nya021 ',nya031 ',

nya041 ');
35
36 % Calculation of population according to Boltzmann

distribution :
37 % First: Calculation of the partition function Q
38 q = zeros(size(nya ,1) ,size(T ,2));
39 n = [1 1 2 3 4 5];
40 for tt = 1: size(T ,2)
41 for ti = 1: size(nya ,1)
42 q(ti ,tt)=exp(-(h*clight*nya(ti)*10^2*n(ti))/(kB*T(tt)

));
43 end
44 end
45 Q = sum(q ,1);
46
47 % Second: Degeneracy factor g
48 g = [1 1 2 2 2 2];
49 % Third: Calculation of the population :
50 p = zeros(size(nya ,1) ,size(T ,2));
51 for to = 1: size(T ,2)
52 for tz = 1: size(nya ,1)
53 p(tz ,to)=( exp(-(h*clight*nya(tz)*10^2*n(tz))/(kB*T(to)

))*g(tz))./(Q(to));
54 end
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55 end
56
57 % Define time function :
58 t = zeros (1 ,2^N -1);
59 for ii = 1:2^N-1
60 t(ii) = (ii) /100*10^( -12) ;
61 end
62 Deltat = t(2) -t(1);
63
64 % Temeprature - dependent spectral shift of center wavenumber

:
65 dn = [0 0.02 0.22 -0.14 -0.02 -0.43 -0.63 -1.23 -1.99 -2.70

-3.0];
66 % Calculate phi function :
67 phi001 = zeros (1, size(t ,2));
68 for ia = 1: size(t ,2)
69 for aa = 1: size(T ,2)
70 phi001(aa ,ia) = exp(-( Delta(aa)*tauc(aa)*10^2* clight)

^2*( exp(-t(ia)/tauc(aa))+t(ia)/tauc(aa) -1))*cos (2* pi
*( nya (1)+dn(aa))*10^2* clight*t(ia));

71 end
72 end
73
74 phi13C = zeros (1, size(t ,2));
75 for ib = 1: size(t ,2)
76 for ab = 1: size(T ,2)
77 phi13C(ab ,ib) = exp(-( Delta(ab)*tauc(ab)*10^2* clight)

^2*( exp(-t(ib)/tauc(ab))+t(ib)/tauc(ab) -1))*cos (2* pi
*( nya (2)+dn(aa))*10^2* clight*t(ib));

78 end
79 end
80
81 phi011 = zeros (1, size(t ,2));
82 for ic = 1: size(t ,2)
83 for ac = 1: size(T ,2)
84 phi011(ac ,ic) = exp(-( Delta(ac)*tauc(ac)*10^2* clight)
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^2*( exp(-t(ic)/tauc(ac))+t(ic)/tauc(ac) -1))*cos (2* pi
*( nya (3)+dn(aa))*10^2* clight*t(ic));

85 end
86 end
87
88 phi021 = zeros (1, size(t ,2));
89 for id = 1: size(t ,2)
90 for ad = 1: size(T ,2)
91 phi021(ad ,id) = exp(-( Delta(ad)*tauc(ad)*10^2* clight)

^2*( exp(-t(id)/tauc(ad))+t(id)/tauc(ad) -1))*cos (2* pi
*( nya (4)+dn(aa))*10^2* clight*t(id));

92 end
93 end
94
95 phi031 = zeros (1, size(t ,2));
96 for ie = 1: size(t ,2)
97 for ae = 1: size(T ,2)
98 phi031(ae ,ie) = exp(-( Delta(ae)*tauc(ae)*10^2* clight)

^2*( exp(-t(ie)/tauc(ae))+t(ie)/tauc(ae) -1))*cos (2* pi
*( nya (5)+dn(aa))*10^2* clight*t(ie));

99 end
100 end
101
102 phi041 = zeros (1, size(t ,2));
103 for ig = 1: size(t ,2)
104 for ag = 1: size(T ,2)
105 phi041(ag ,ig) = exp(-( Delta(ag)*tauc(ag)*10^2* clight)

^2*( exp(-t(ig)/tauc(ag))+t(ig)/tauc(ag) -1))*cos (2* pi
*( nya (6)+dn(aa))*10^2* clight*t(ig));

106 end
107 end
108
109 % Fourier transformation of phi for each temperature
110 S001 = zeros(size(T ,2) ,size(t ,2));
111 for ik = 1: size(T ,2)
112 S001(ik ,:) = fft(phi001(ik ,:));
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113 end
114
115 S13C = zeros(size(T ,2) ,size(t ,2));
116 for ika = 1: size(T ,2)
117 S13C(ika ,:) = fft(phi13C(ika ,:));
118 end
119
120 S011 = zeros(size(T ,2) ,size(t ,2));
121 for ikb = 1: size(T ,2)
122 S011(ikb ,:) = fft(phi011(ikb ,:));
123 end
124
125 S021 = zeros(size(T ,2) ,size(t ,2));
126 for ikc = 1: size(T ,2)
127 S021(ikc ,:) = fft(phi021(ikc ,:));
128 end
129
130 S031 = zeros(size(T ,2) ,size(t ,2));
131 for ikd = 1: size(T ,2)
132 S031(ikd ,:) = fft(phi031(ikd ,:));
133 end
134
135 S041 = zeros(size(T ,2) ,size(t ,2));
136 for ike = 1: size(T ,2)
137 S041(ik ,:) = fft(phi041(ike ,:));
138 end
139
140
141 % Use only the real part of the Fourier transformation
142 res001 = zeros(size(T ,2) ,size(t ,2));
143 for ij = 1: size(T ,2)
144 res001(ij ,:) = abs(S001(ij ,:));
145 end
146
147 res13C = zeros(size(T ,2) ,size(t ,2));
148 for ija = 1: size(T ,2)
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149 res13C(ija ,:) = abs(S13C(ija ,:));
150 end
151
152 res011 = zeros(size(T ,2) ,size(t ,2));
153 for ijb = 1: size(T ,2)
154 res011(ijb ,:) = abs(S011(ijb ,:));
155 end
156
157 res021 = zeros(size(T ,2) ,size(t ,2));
158 for ijc = 1: size(T ,2)
159 res021(ijc ,:) = abs(S021(ijc ,:));
160 end
161
162 res031 = zeros(size(T ,2) ,size(t ,2));
163 for ijd = 1: size(T ,2)
164 res031(ijd ,:) = abs(S031(ijd ,:));
165 end
166
167 res041 = zeros(size(T ,2) ,size(t ,2));
168 for ije = 1: size(T ,2)
169 res041(ije ,:) = abs(S041(ije ,:));
170 end
171
172 % Calculate frequency axis:
173 nyaxis = zeros (1, size(t ,2));
174 u = size(t ,2);
175 for j = 1:u
176 nyaxis(j) = (1/ clight *((j -1))/max(t))/100;
177 end
178
179 % Calculate spectra with population weighted fft Kubo

function
180 Spectra = zeros(size(T ,2) ,size(nyaxis ,2));
181 for ab = 1: size(T ,2)
182 Spectra (ab ,:) = -0.5+ res001(ab ,:)*p(1,ab)+res13C(ab ,:)*p

(2,ab) *0.004+ res011(ab ,:)*p(3,ab)*20+ res021(ab ,:)*p
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(4,ab)+res031(ab ,:)*p(5,ab)+res041(ab ,:)*p(6,ab);
183 end
184
185 % Load experimental data:
186 M = load('DOD_alleT_original_baselinecorrection .txt ');
187
188 % Plot calculated and orignial data
189 f = zeros (1, size(T ,2));
190 for jj = 1: size(T ,2)
191 f(jj) = figure;
192 end
193
194 % Define scaling factor for calculated spectra
195 norm_orig = zeros (1, size(T ,2));
196 norm_fit = zeros (1, size(T ,2));
197 m = zeros (1, size(T ,2));
198 for ji = 1: size(T ,2)
199 norm_orig (ji)=max(M(:,ji +1));
200 norm_fit (ji) =max( Spectra (ji ,:));
201 m(ji)= norm_fit (ji)./ norm_orig (ji);
202 end
203
204 % Plot scaled spectra and original data
205 Spectra_scal = zeros(size(T ,2) ,size(nyaxis ,2));
206 for j = 1: size(T ,2)
207 figure(f(j))
208 Spectra_scal (j ,:)= Spectra (j ,:)/m(j);
209 plot(nyaxis (2457:3378) ,Spectra_scal (j ,2457:3378) ,'r');
210 xlabel('Wavenumber ');
211 title (['Temperature is ',num2str (T(j)),'K']);
212 ylabel('DOD ');
213 hold on;
214 plot(M(: ,1) ,M(:,j+1) ,'k');
215 end
216 hold off;
217
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218 % Save data
219 Spektren = horzcat (nyaxis (2457:3378) ',Spectra_scal

(: ,2457:3378) ');
220 Simulationsparameter = horzcat (T',Delta ',tauc ',dn ');
221
222 dlmwrite ('simulierte_Spektren_alleT_pseudoVoigt_20200708 .

txt ',Spektren );
223 dlmwrite ('Simulationsparameter_pseudoVoigt_20200708 .txt ',

Simulationsparameter );
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List of Abbreviations

2D-IR two-dimensional infrared

∆OD differential optical density

µ transition dipole moment

AOM acousto-optic modulator

DFG difference frequency generation

DFT density functional theory

fs femtosecond

FWHM full-width at half-maximum

GB ground-state bleach

He:Ne Helium-Neon laser

HO harmonic oscillator

HRp high reflective for p-polarized light

HRs high reflective for s-polarized light

HTHP high-temperature high-pressure

HTp high transmittant for p-polarized light

IR infrared

IVR intramolecular vibrational redistribution

LP long-pass filter

MCT mercury cadmium telluride

mid-IR mid-infrared

NDIR neutral density filters for IR light

OAP off-axis parabolic

OPA optical parametric amplifier

PD photo diode
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PFID perturbed free induction decay

ps picosecond

rds rate determining step

RFL reflected focal length

ROC radius of curvature

SE stimulated emission

TA transient absorption

t1 temporal delay

Ti:Sa Titan-Sapphire

TS translation stage

VER vibrational energy redistribution

VET vibrational energy transfer
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