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Abstract

This thesis is devoted to the evaluation and application of efficient quantum chemical methods for the

simulation of inorganic molecular chemistry. These methods include dispersion corrected density func-

tional theory (DFT-D) and semi-empirical electronic structure methods, which represent a beneficial

compromise of computational speed and accuracy and can be applied to large systems with hundreds

to thousands of atoms. Nevertheless, with increasing size and complexity of the investigated system,

the number of reasonably applicable methods decreases rapidly. Especially semi-empirical quantum

mechanical (SQM) methods are often not universally applicable due to incomplete parametrizations

or conceptual shortcomings. Despite the desirable properties of efficient SQM methods, the so-called

parametric methods (PMx) were for a long time the only more widely applicable representatives. This

changed with the more recently developed extended tight binding methods of the GFNn-xTB family

which are parametrized for a major part of the periodic table up to radon (Z = 86). Although the con-

ception of the GFNn-xTB methods is generally promising, the performance for more exotic chemical

systems or in combination with other methods to enable new efficient workflows for the computation of

complex chemical properties, has yet to be examined. Therefore, the first part of this thesis deals with

the application of the GFNn-xTB methods for the calculation of structures of large transition metal

and lanthanoid complexes which are of high interest for various fields of modern chemistry. In the

course of this, new comprehensive test scenarios are developed for testing the GFNn-xTB methods and

supporting future method development. Such benchmark sets were not available in this form in the

literature and are absolutely fundamental for an assessment of new methods. This evaluation is further

extended to thermochemical properties, such as conformational energies of transition metal complexes

for which the GFNn-xTB methods are compared to a large number of high-level double-hybrid DFT and

local coupled cluster reference energies. It is shown that the GFNn-xTB methods yield good molecu-

lar geometries for a variety of challenging lanthanoid and transition metal complexes at a fraction of

computation time compared to conventional DFT methods. In general, the GFNn-xTB methods out-

perform the only comparable competitor, the PMx methods by far in all aspects. This is specifically

reflected by high success rates of the geometry optimizations for GFN1- and GFN2-xTB. The robust

geometry optimization of such complexes, is further used in the context of automated sampling of the

low energy conformation space. For the calculations of conformational energies, the GFNn-xTB meth-

ods outperform the PMx methods and yield reasonable energetic rankings, even though the accuracy of

also evaluated composite DFT methods like B97-3c is not reached. Nevertheless, the unrivaled strength

of combining GFNn-xTB and efficient composite DFT methods in the context of conformer sampling

and energetic ranking is demonstrated. Based on the insights regarding the robust geometry optimiza-

tion and reasonable energy calculations, the GFNn-xTB and DFT-3c methods are applied to chemical



problems in the field of frustrated Lewis pair (FLP) chemistry. A combination of fast GFNn-xTB based

reaction path simulation and final geometry optimization with PBEh-3c is used to elucidate complex

reaction mechanisms of interrelated FLP catalyzed hydrogenation reactions, for which final free ener-

gies are calculated at high (double-)hybrid DFT level of theory. This demonstration of the capabilities of

reliable SQM/DFT-3c based workflows for mechanistic studies leads the way for future investigations

involving even larger systems composed of various elements throughout the periodic table.

The last part of this thesis is accordingly devoted to inorganic main group chemistry, focusing on the

group 14 elements. Here, in particular the role of London dispersion on bonding and structural fea-

tures is investigated. This is demonstrated for various examples from inorganic main group chemistry,

including the inorganic Lewis pair [I3Si–BI3]
−

as well as heavy analogues of carbenes and alkynes. For

the latter, the GFNn-xTB methods are further used to investigate the structural flexibility of the Pb-Pb

moiety and the consequences on structural and spectroscopic properties. It is shown, that the usually

assumed picture of a rigid multiply bonded region as it is found in alkynes does not hold true for the

situation in diplumbynes for which the unusual bonding situation is studied in detail.

Especially in the context of inorganic main group, and more specific group 14, chemistry, hetero nucleus

nuclear magnetic resonance (NMR) spectroscopy is a highly indicative and frequently applied analytic

method. While the computational prediction of NMR properties with respect to
1
H or

13
C isotopes is

well studied, the comprehensive evaluation of popular DFT methods for the prediction of
29

Si NMR

chemical shifts is lacking. Therefore this thesis also deals with a comprehensive benchmark study on

the prediction of
29

Si NMR covering the entire structural diversity of silicon compounds. This study

allows computational chemists to make a profound method choice to reliably predict
29

Si NMR in the

future and supports further method development in the field of chemical shift prediction for silicon

compounds.

The final chapter of this thesis deals with an in depth study on non-covalent interactions in azide-

pnictogen, -chalcogen, and -halogen adducts. Here, DFT-D and local coupled cluster methods are ap-

plied to calculate highly accurate association energies and local energy decomposition methods are used

to understand the nature of the corresponding interactions in detail. As already done for the group 14

elements, London dispersion interactions are studied in detail, highlighting their crucial importance

for the investigated adducts shedding new light on the non classical coordination of these formal Lewis

acid and base pairs.

Overall, this thesis establishes the foundation for future studies in the fields of inorganic main group,

transition metal, and lanthanoid chemistry based on efficient combination of London dispersion cor-

rected SQM and DFT methods. The GFNn-xTB and DFT-3c methods are shown to be a reliable and

invaluable tools for computational chemists, that reduce the computational demand for various quan-

tum chemical applications. Specifically, the GFNn-xTB methods open up the fully quantum mechanical

description of inorganic molecules and reaction mechanisms at previously inaccessible scales. Further,

the benchmark sets created throughout this thesis will be of inestimable value for future method devel-

opment. The detailed insights into the decisive role of London dispersion interactions and the bonding

situation in complex inorganic molecules will also enhance the perception on London dispersion as an

indispensable aspect in the design and planning of new chemical applications.



Kurzzusammenfassung

Die vorliegende Arbeit beschäftigt sich mit der Evaluation und Anwendung effizienter quantenchemis-

cher Methoden zur Simulation anorganischer Molekülchemie. Zu diesen Methoden zählen disper-

sionskorrigierte Dichtefunktionaltheorie (DFT-D) und semiempirische Elektronenstrukturmethoden.

Solche Methoden stellen einen günstigen Kompromiss zwischen Geschwindigkeit und Genauigkeit dar

und können auf große Systeme mit hunderten bis tausenden von Atomen angewendet werden. Nichts-

destotrotz nimmt die Anzahl brauchbarer Methoden mit zunehmender Größe und Komplexizität des

untersuchten Systems stark ab. Insbesondere semiempirische quantenmechanische (SQM) Methoden,

sind oft durch unvollständige Parametrisierungen oder konzeptionelle Schwachpunkte nicht universell

anwendbar. Trotz der erstrebenswerten Eigenschaften effizienter SQM Methoden, stellten die soge-

nannten parametric methods (PMx) für lange Zeit die nahezu einzigen, breit anwendbaren Vertreter

dar. Dies änderte sich mit der kürzlichen Entwicklung der erweiterten Tight Binding Methoden der

GFNn-xTB Methodenfamilie, welche für einen Großteil des Periodensystems bis zu Radon (Z = 86)

parametrisiert sind. Auch wenn das Konzept der GFNn-xTB Methoden allgemein vielversprechend ist,

steht eine ausführliche Evaluation ihrer Leistungsfähigkeit für exotischere Systeme oder in Kombina-

tion mit anderen Methoden im Rahmen neuer effizienter Arbeitsabläufe zur Berechnung komplexer

chemischer Eigenschaften aus. Entsprechend widmet sich der erste Part dieser Dissertation der An-

wendung der GFNn-xTB Methoden zur Berechnung von Strukturen großer Übergangsmetall- und Lan-

thanoidkomplexe, welche von hohem Interesse für vielfältige Bereiche der modernen Chemie sind. Im

Zuge dessen, wurden neue umfassende Testszenarien erstellt, um eine ausgiebige Erprobung der GFNn-

xTB Methoden zu ermöglichen und zukünftige Methodenentwicklungen zu unterstützen. Derartige

Testsätze waren vorher nicht in der Literatur verfügbar und sind absolut fundamental für die Ein-

schätzung neuer Methoden. Die hier durchgeführte Evaluation wird weiterhin auf thermochemische

Eigenschaften ausgeweitet. So werden die GFNn-xTB Methoden in diesem Kontext mit einer großen

Anzahl an hochqualitativen Doppelhybrid DFT und lokalen Coupled Cluster Referenz Konformation-

senergien für Übergangsmetallkomplexe verglichen. Es wird gezeigt, dass die GFNn-xTB Methoden

gute Molekülgeometrien für eine Vielzahl anspruchsvoller Lanthanoid- und Übergangsmetallkomplexe,

zu einem Bruchteil der Rechenzeit konventioneller DFT Methoden liefern. Insgesamt zeigen die GFNn-

xTB Methoden in jeglicher Hinsicht eine eindeutige Überlegenheit gegenüber den einzig vergleich-

baren Konkurrenzmethoden der PMx Familie. Dies wird insbesondere durch die sehr hohe Erfolgsrate

bei Geometrieoptimierungen mit GFN1- und GFN2-xTB deutlich. Die robuste Geometrieoptimierung

solcher Komplexe wird weiterhin im Kontext automatisierter Konformerensuche genutzt. Auch für

die Berechnung von Konformationsenergien übertreffen die GFNn-xTB die PMx Methoden und liefern

vernünftige energetische Reihenfolgen, auch wenn die Genauigkeit der ebenfalls getesteten Komposit-



methoden wie B97-3c nicht erreicht wird. Nichtsdestotrotz, wird die unangetastete Stärke der GFNn-

xTB Methoden bei Kombination mit effizienten DFT basierten Kompositmethoden bei der schnellen

Berechnung von Konformationsenergien demonstriert.

Basierend auf diesen Erkenntnissen bezüglich der robusten Geometrieoptimierung und vernünftigen

Berechnung von relativen Energien, werden die GFNn-xTB und DFT-3c Methoden im zweiten Teil

dieser Dissertation auf chemische Probleme im Bereich der Chemie frustrierter Lewispaare (FLPs)

angewendet. Eine Kombination schneller GFNn-xTB basierter Reaktionspfadsimulation und finaler Ge-

ometrieoptimierung mit PBEh-3c wird genutzt, um komplexe Reaktionsmechanismen zu untersuchen.

Hierbei wird ein detaillierter Einblick in miteinander zusammenhängende, FLP katalysierte Hydroge-

nierungsreaktionen gewonnen. Weiterhin werden diesbezüglich Gibbs Energien auf hohem (Doppel-)

hybrid DFT Niveau berechnet. Diese Demonstration der Möglichkeiten zuverlässiger SQM/DFT-3c

basierter Arbeitsabläufe, ebnet den Weg für zukünftige Untersuchungen noch größerer Systeme, be-

stehend aus einer Vielzahl verschiedenster Elemente des Periodensystems.

Der letzte Teil dieser Dissertation behandelt entsprechend die anorganische Hauptgruppenchemie, mit

Fokus auf die Elemente der Gruppe 14. Hier wird insbesondere auch die Rolle von London Disper-

sionswechselwirkungen bezüglich der Bindungs- und Struktureigenschaften beleuchtet. Dies wird für

verschiedene Beispiele aus der anorganischen Hauptgruppenchemie gezeigt. So zum Beispiel für das

anorganische Lewispaar [I3Si–BI3]
−

und schwere Homologe der Carbene und Alkine. Für letztere wird

die strukturelle Flexibilität der vorhandenen Pb–Pb Einheit und dessen Konsequenzen für strukturelle

und spektroskopische Eigenschaften mit Hilfe der GFNn-xTB Methoden untersucht. Es wird gezeigt,

dass das typischerweise angenommene Bild einer rigiden Mehrfachbindung, wie es auch in Alkinen

der Fall ist, nicht auf die ungewöhnliche Bindungssituation in Diplumbinen anwendbar ist.

Insbesondere im Bereich der anorganischen Hauptgruppenchemie, und besonders für Gruppe 14, stellt

die magnetische Kernresonanzspektroskopie (NMR) an Heterokernen eine hochindikative und häu-

fig genutzte analytische Methode dar. Während die computergestützte Berechnung von NMR Eigen-

schaften für
1
H oder

13
C Isotope gut untersucht ist, fehlen systematische und umfassende Studien

im Bereich der Anwendbarkeit populärer DFT Methoden zur Berechnung von
29

Si chemischen Ver-

schiebungen. Entsprechend widmet sich ein Teil dieser Dissertation einer umfassenden Evaluation

bezüglich der Berechnung
29

Si chemischer Verschiebungen unter Abdeckung der gesamten strukturellen

Diversität von Siliciumverbindungen. Diese Studie ermöglicht Computerchemikern eine fundierte Meth-

odenwahl zur zuverlässigen Vorhersage von
29

Si chemischen Verschiebungen und unterstützt zukün-

ftige Methodenentwicklung im Bereich der NMR Spektroskopie anorganischer Hauptgruppenverbindun-

gen.

Das finale Kapitel dieser Arbeit beschäftigt sich mit einer detaillierten Studie der nichtkovalenten Wech-

selwirkungen in Azid-Pnictogen, -Chalcogen und -Halogen Addukten. Hierbei werden moderne DFT-

D und lokale Coupled Cluster Methoden genutzt um hoch genaue Assoziationsenergien zu berech-

nen. Die Interaktionsenergie wird darüber hinaus mittels lokaler Energiedekompositionsmethoden

zerlegt um die grundlegende Natur der untersuchten Wechselwirkung zu verstehen. Wie schon für

die Elemente der Gruppe 14, werden London Dispersionswechselwirkungen detailliert untersucht und

ihre Wichtigkeit bezüglich der untersuchten Addukte herausgestellt. Hierbei wird neues Licht auf die



nichtklassische Koordination dieser formalen Lewis Säure-Base-Paare geworfen.

Zusammenfassend etabliert diese Dissertation die Grundlage für zukünftige Studien im Bereich der

anorganischen Hauptgruppen-, Übergangsmetall- und Lanthanoidchemie basierend auf effizienten

Kombinationen London dispersionskorrigierter SQM und DFT Methoden. Es wird gezeigt, dass die

GFNn-xTB und DFT-3c Methoden Werkzeuge von unschätzbarem Wert sind, um den Zeitaufwand bei

vielfältigen computerchemischen Anwendungen zu verringern. Insbesondere die GFNn-xTB Methoden

eröffnen die voll quantenmechanische Beschreibung anorganischer Moleküle und Reaktionsmechanis-

men in bislang unerreichbarer Größenordnung. Darüber hinaus sind die im Rahmen dieser Arbeit

konstruierten Benchmark Sätze von unschätzbarem Wert für zukünftige Methodenentwicklungen. Die

detaillierten Einblicke in die entscheidende Rolle von London Dispersionswechselwirkungen und die

Bindungssituation komplexer anorganischer Moleküle, werden außerdem den Blick auf London Dis-

persion als unvernachlässigbaren Aspekt bei der Planung und dem Design neuer chemischer Anwen-

dungen stärken.
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1. Introduction

In the last decades, computational simulations have become an integral part of modern science. Espe-

cially in chemistry, where a detailed understanding of complex chemical systems is essential for tar-

geted development, computational chemistry has emerged as a powerful and efficient tool
1–12

. Quan-

tum chemical methods are particularly valuable where the limits of experimental possibilities are rea-

ched, whether due to technical limitations, physical obstacles, or even limited resources. Thus, one of

the highest goals of modern computational chemistry is the reliable prediction of chemical and phys-

ical properties of a wide variety of compounds. Such predictive power can optimally be used to save

resources, guide the experiment, and understand previously unexplained findings
3,13

. Research fields

that can particularly benefit in this respect include catalysis research regarding catalyst design
3,14–21

,

pharmacological drug research
10,11,22,23

and materials research
20,21,24,25

. In this context, the relationship

between molecular structure and physical and chemical properties plays a decisive role. Most experi-

mental methods for structure determination, such as nuclear magnetic resonance (NMR), rotational and

vibrational spectroscopy, or mass spectrometry, often only provide an indirect or incomplete picture

of the molecular structure. The most established methods to comprehensively elucidate the three-

dimensional structure of a molecule are diffraction experiments, where classical single crystal X-ray

diffraction or increasingly gas phase X-ray diffraction experiments are the most common structure

characterization methods
26

. In the analysis of crystalline structures, however, solid-state effects can

have a crucial influence on the structure present, and an agreement with the molecular structure in

solution or in the gas phase is not necessarily given. At this point, computational chemistry provides

an efficient alternative for the theoretical study of molecular structures, further allowing structural

variation of the compounds studied in a much more resource-efficient manner and with significantly

less effort than by synthetic means. Since the calculation and optimization of the molecular structure

is correspondingly fundamental, numerous quantum chemical methods and computational algorithms

have been developed for this purpose
27

. The most prominent of physics-based molecular simulation

methods are wave function theory (WFT), Kohn-Sham density functional theory (DFT), semi-empirical

quantum mechanical (SQM) and force field (FF) methods (Figure 1.1)
4,28,29

. Each of these method classes

has different strengths and weaknesses depending on its construction and the degree of approximation

used. Nevertheless, due to limited computational resources, choosing an appropriate method always

requires a compromise between accuracy, speed and generality (Figure 1.2). Here, particular aspects

to be taken into account are the size of the system, its electronic complexity, and the desired property

to be examined. Therefore, two fundamental questions must always be asked: can the necessary com-

putational resources be afforded and can the method guarantee a sufficient quality of the result? The

latter is particularly critical when the simulation of the target system is increasingly challenging due

3
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Figure 1.1.: Illustrative classification of prominent method families in terms of degree of approximation,

specialization, speed, and accuracy.

to its chemical composition, size, flexibility, and complexity of its electronic structure. In such cases,

the correct description of a variety of physical effects and interactions is fundamental, which makes

the simulation of the complete system even more difficult. This is very often the case when transition

metals, lanthanoids or heavier inorganic main group elements are involved. Molecules containing such

elements often exhibit a great structural diversity that does not follow clear patterns, as it is the case

in much of organic chemistry. This is mainly a consequence of the increasing relevance of orbitals of

higher magnetic quantum numbers for electronic and structural properties of these compounds
30

. Fur-

ther, the chemistry of modern inorganic compounds often requires the introduction of large, sterically

demanding substituents and ligands to control the reactivity and properties of the molecule. The elec-

tronic complexity can moreover result in so-called multi-reference situations, limiting the applicability

of otherwise highly accurate methods that apply approximations regarding the nature of the electronic

ground state. This problem correspondingly complicates the development of more efficient approxi-

mate methods for describing larger systems. Another aspect to consider is the role of relativistic effects

in heavier elements. These can have a decisive influence on structural and spectroscopic properties

Speed

A
cc
ur
ac
y

G
enerality

Quality

Figure 1.2.: Trade-off triangle of computational chemistry.
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of the affected elements and molecules. In addition to these special problems that arise in inorganic

compounds, generally important properties and interactions still have to be described correctly by com-

putational methods. These include non-covalent interactions such as London dispersion, which plays a

crucial role for structural properties of most chemical systems
31–33

. Furthermore, another critical point

preventing the development of reasonably accurate SQM and FF methods for inorganic chemistry is

the lack of comprehensive benchmark scenarios. While numerous benchmark sets are available for a

variety of properties of organic molecules
34–36

, the number of sets dealing with inorganic systems is

significantly smaller. This lack of suitable reference data is even more crucial for molecular structures

of inorganic molecules of relevant size. All of these challenges have resulted in little to no sufficiently

accurate methods being developed to date that are suitable for simulating inorganic compounds of rel-

evant size. Accordingly, the development of efficient, approximate but yet widely applicable methods

in this field is particularly desirable and a close cooperation between experiment and theory to con-

stantly improve such methods is indispensable. Nevertheless, the focus of development in the field of

fast computational methods has long been on the description of very large organic molecules, such as

proteins or other biomolecules. This is reflected in the large number of force fields designed exclusively

for applications in bioorganic chemistry like the commonly used AMBER
37

, CHARMM
38

, and OPLS
39

force fields. The universal force field UFF by Rappe from 1992
40

, the extensible and systematic force

field ESFF
41

and the SHAPES FF
42

were almost the only representatives being generally applicable for

transition metal complexes. Nevertheless, specialized variants like the UFF4MOF
43

or the MOMEC
44

FF, focusing on the optimization of metal organic frameworks, are available. The same holds for the

less approximate but still very fast SQM methods
45,46

, where MSINDO
47,48

and the PMx 49–52
methods

represented the only notable available SQM methods able to treat a significant number of transition

metals. The sparsity of widely applicable and efficient methods is accordingly in strong contradiction

to the immense importance of transition metal and lanthanoid complexes in diverse areas of chemistry

like catalysis and life sciences. To fill this fatal gap, the family of GFNn-xTB and -FF methods
53–57

has

been developed over the last five years. These include the generic force field GFN-FF
56

, as well as the

density functional based tight binding methods GFN1-xTB
53

and GFN2-xTB
54

. All these methods have

been developed primarily with a focus on the name-giving core competencies, geometry optimization,

frequency calculation, and non-covalent interactions, and are applicable to almost the entire periodic

table of elements. Therefore, these methods conceptually allow a computational treatment of large

inorganic compounds with several hundred to thousands of atoms. General and sufficiently accurate

SQM and FF methods can further be used in tandem with efficient London dispersion corrected DFT

methods
31,58–60

to enable new computational chemistry work-flows, also in inorganic chemistry. The

development and optimization of such processes through an interweaving of methods is particularly

important. This becomes apparent from the fact, that the actual path from the conception of a project to

finally answering the initial question usually requires large numbers of quantum chemical calculations,

while the final calculations of the target properties often represent only the tip of the iceberg (Figure

1.3). In this context, each step leading to the full description of the chemical problem holds varying

degrees of potential for efficiency optimization. Specifically, complex tasks such as conformational

sampling or reaction path simulations for large molecules are common bottlenecks of modern com-

5
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Figure 1.3.: Illustration of work time distribution of common computational chemistry applications.

putational chemistry approaches. These tasks typically demand large numbers of molecular dynamics

simulations, geometry optimizations and vibrational frequency calculations which are computationally

expensive, even at DFT level of theory. Even though many studies try to avoid such fundamental pre-

liminary investigations by using single structure approaches or even starting the investigation based on

experimentally determined structures, they proved indispensable for the correct prediction of a variety

of molecular properties
61–64

. Many of these processes can only be realized by the application of efficient

SQM or FF methods and thus the appropriate treatment of inorganic compounds in this context was for

a long time impossible or, if at all, very unreliable. At this point, the GFNn-xTB/-FF methods may rep-

resent the key to novel quantum chemical applications and studies in inorganic chemistry. Therefore,

this thesis deals with the following objectives:

1. Creation of comprehensive benchmark scenarios for diverse inorganic systems of relevant molec-

ular size.

2. Thorough testing of the new GFNn-xTB/FF methods for the geometry optimization and calcula-

tion of thermochemical properties of large inorganic molecules.

3. Pioneering the efficient combination of GFNn-xTB/FF and dispersion corrected DFT for multi-

level applications in inorganic chemistry.

4. Expanding the understanding of London dispersion as an important interaction in inorganic com-

plexes.

6



Overall, this thesis aims for the evaluation and application of efficient quantum chemical methods for

the sophisticated simulation of inorganic molecular chemistry and the creation of a robust and com-

prehensive basis of test scenarios for future method developments. In this context, various subdomains

and properties of inorganic compounds are studied in detail using cutting edge computational methods.

These methods are being tested on an unprecedented scale, both for their independent performance and

in combination with other methods to enable and optimize efficient quantum chemical investigations

in various areas of inorganic chemistry.

In chapter 2 of part I, an overview of the theoretical background of selected key methods used through-

out this thesis is given. The next major part deals with various necessities that pave the way for future

quantum chemical work in inorganic chemistry using GFNn-xTB methods. This includes detailed as-

sessment of the performance of GFNn-xTB and FF methods for geometry optimization of transition

metal and lanthanoid complexes, as well as their applicability for the calculation of thermochemical

quantities, such as reaction and conformational energies (Part II). Further, in part III, the GFNn-xTB

methods are applied to investigate chemical problems in the field frustrated Lewis-pair (FLP)
65–68

chem-

istry. Here, the GFN-xTB methods are combined with the efficient PBEh-3c
69

composite method to

conduct sophisticated reaction path simulation for the elucidation of complex reaction mechanisms of

metal-free dihydrogen activation reactions. In part IV, dispersion corrected density functional theory

and SQM methods are used to study structural, thermochemical and spectroscopic properties of di-

verse inorganic compounds. These studies include the investigation of bonding situations and nuclear

magnetic resonance spectroscopic chemical shifts of group 14 elements. Moreover, the role of London

dispersion interactions in inorganic compounds is examined in detail. Part V finally summarizes the

achievements of this thesis and provides perspectives regarding their use in future studies.
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2. Theoretical Background

2.1. Method Overview

Parts of this thesis deal quantum chemical investigations supported by experimental studies involving

complex experimental setups. Since the focus of this thesis is on quantum chemical studies, experimen-

tal details beyond those published directly in the respective publications, will not be discussed further.

Any supplementary experimental details on the publications discussed in the following chapters can

be found online in the corresponding Supporting Information materials of the original publications. In

this chapter, an overview of the used computational methods is given, while the very details of the spe-

cific methods can be found in the respective original publications. This presented overview discusses

the origins and basics of modern Kohn-Sham density functional theory (KS-DFT) (Sections 2.2.1–2.2.3),

as well as London dispersion corrections to the same within the established DFT-D scheme. Further,

composite methods based on the latter are discussed in the framework of the so-called DFT-3c concept.

Subsequently, the fundamentals for semi-empirical quantum mechanical (SQM) methods intensively

used in this work are described (Section 2.2.5).

2.2. Electronic Structure Methods

2.2.1. Definition of the Electronic Hamiltonian

A cornerstone of modern wave function based quantum chemical methods is the time-independent,

non-relativistic Schrödinger equation (SE) (Equation 2.1)
70

. The SE connects the molecular wavefunc-

tion Ψ, the energy 𝐸, and the molecular Hamiltonian �̂� . The latter is composed of kinetic and potential

energy operators𝑇 and𝑉 for electrons and atomic nuclei, which are indicated by 𝑒 and 𝑛, respectively

(Equation 2.2). In the following, atomic units are used for clarity
28,29,71

.

�̂�Ψ = 𝐸Ψ (2.1)

�̂� ≡ �̂�𝑒 = 𝑇𝑒 +𝑇𝑛 +𝑉𝑛𝑒 +𝑉𝑒𝑒 +𝑉𝑛𝑛 (2.2)

A commonly employed approximation is the Born-Oppenheimer approximation
72

. Here, it is assumed

that the comparably light electrons move much faster compared to the heaver nuclei. Hence, the latter

are generally treated as fixed particles when solving the electronic Schrödinger equation. Hereby the

kinetic energy operator 𝑇𝑛 of the nuclei can be neglected and the potential energy operator 𝑉𝑛𝑛 of the

nucleus-nucleus interaction can be assumed as a constant that will not affect the electronic Hamilto-

nian. These approximations result in the molecular electronic Schrödinger equation (Eq. 2.3) and the

9
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corresponding electronic Hamiltonian (Eq. 2.4).

𝐻𝑒Ψ𝑒 = 𝐸𝑒Ψ𝑒 (2.3)

�̂� ≡ �̂�𝑒 = 𝑇𝑒 +𝑉𝑛𝑒 +𝑉𝑒𝑒 = ℎ̂𝑒 +𝑉𝑒𝑒 (2.4)

The terms in the electronic Hamiltonian are the kinetic energy operator of the electrons 𝑇𝑒 (Eq. 2.5),

the operator 𝑉𝑒𝑛 (Eq. 2.6), which describes the (Coulomb-) interaction between electrons and nuclei,

and 𝑉𝑒𝑒 (Eq. 2.7), the operator for the electron-electron interaction. All one-electron terms are often

expressed as a one-electron operator ℎ̂𝑒 . Here, subscripts 𝑖 and 𝑗 denote the electrons involved, 𝐴 and

𝐵 the corresponding nuclei. 𝑍 is the nuclear charge of the nucleus, while r and R represent the position

vectors of the electrons and the nuclei, respectively.

𝑇𝑒 = −1

2

𝑁∑︁
𝑖

∇̂2

𝑖 (2.5)

𝑉𝑛𝑒 = −
𝑁∑︁
𝑖

𝑀∑︁
𝐴

𝑍𝐴

|r𝑖 − R𝐴 |
(2.6)

𝑉𝑒𝑒 =

𝑁∑︁
𝑖> 𝑗

1

|r𝑖 − r𝑗 |
(2.7)

Combined with the electronic SE, the electronic energy 𝐸𝑒 is given by the expectation value of �̂�𝑒 with

respect to the normalized electron wave function Ψ𝑒 (Eq. 2.8).

𝐸𝑒 = ⟨Ψ𝑒 |𝐻𝑒 |Ψ𝑒⟩ (2.8)

As only electronic energies are considered further on, the index 𝑒 is dropped in the following. To

describe the ground state wave function Ψ0 of a system with 𝑁 electrons, it can be reasonably approx-

imated as a normalized Slater determinant (Eq. 2.9)
73–75

with 𝑁 independent one-electron wavefunc-

tions 𝜙𝑖 , or molecular orbitals (MOs), occupied by 𝑁 electrons. The Slater determinant is equivalent

to an antisymmetrized product of one particle function and thus ensures the Pauli principle
73,76

with

respect to interchange of two electrons.

Ψ0 ≈ Φ0(1, 2, · · · ,N) = 1
√
𝑁 !

����������
𝜙1(1) 𝜙2(1) · · · 𝜙𝑁 (1)
𝜙1(2) 𝜙2(2) · · · 𝜙𝑁 (2)
...

...
. . .

...

𝜙1(N) 𝜙2(N) · · · 𝜙𝑁 (N)

���������� (2.9)
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2.2.2. Hartree-Fock Theory and Electron Correlation

The variational principle states that the energy expectation value of any test wave function Φ̃ cannot

be lower than that of the true wave function Ψ (Eq. 2.10).

𝐸 = ⟨Φ̃|�̂� |Φ̃⟩ ≥ ⟨Ψ|�̂� |Ψ⟩ = 𝐸 (2.10)

Accordingly, in Hartree-Fock (HF) theory, a set of orbitals 𝜙𝑖 (cf. Eq. 2.9) is sought for which the energy

expectation value is minimized. Orthonormality (Eq. 2.11) is enforced during the optimization by means

of Lagrange multipliers (Eq. 2.12 and 2.13).

⟨𝜙𝑖 |𝜙 𝑗 ⟩ =


0 for 𝑖 ≠ 𝑗

1 for 𝑖 = 𝑗
(2.11)

𝐿 = 𝐸 −
𝑁∑︁
𝑖 𝑗

_𝑖 𝑗
(
⟨𝜙𝑖 |𝜙 𝑗 ⟩ − 𝛿𝑖 𝑗

)
(2.12)

𝛿𝐿 = 𝛿𝐸 −
𝑁∑︁
𝑖 𝑗

_𝑖 𝑗
(
⟨𝛿𝜙𝑖 |𝜙 𝑗 ⟩ + ⟨𝜙𝑖 |𝛿𝜙 𝑗 ⟩

)
= 0 (2.13)

These conditions yield equation 2.14.

𝑓𝑖𝜙𝑖 =

𝑁∑︁
𝑗

_𝑖 𝑗𝜙 𝑗 (2.14)

The resulting Hartree-Fock equations may be further simplified by unitary transformation, yielding the

HF eigenvalue problem, where the canonical molecular orbitals 𝜙𝑖 are eigenfunctions of the effective

one-electron Fock operator 𝑓𝑖 (Eq. 2.15). The one-electron operator ℎ̂𝑖 contains the nuclear Coulomb

interaction operator and the kinetic energy operator, each acting on one orbital 𝑖 , while the electron-

electron Coulomb interactions are approximated by the electron interaction with a mean field generated

by all other electrons a𝑖 (Eq. 2.15a), which is described by the Coulomb operator 𝐽𝑖 𝑗 (Eq. 2.16) and the

exchange operator �̂�𝑖 𝑗 (Eq. 2.17). The exchange operator �̂�𝑖 𝑗 originates from the wave function anti-

symmetry and occurs only for two electrons of the same spin.

𝑓𝑖𝜙𝑖 = 𝜖𝑖𝜙𝑖 (2.15)

=

(
ℎ̂𝑖 + a𝐻𝐹𝑖

)
𝜙𝑖 (2.15a)

=

[
ℎ̂𝑖 +

𝑁∑︁
𝑗

(
𝐽𝑖 𝑗 − �̂�𝑖 𝑗

)]
𝜙𝑖 (2.15b)

𝐽𝑖 𝑗 |𝜙𝑖⟩ = ⟨𝜙 𝑗 |
1

𝑟𝑖 𝑗
|𝜙 𝑗 ⟩|𝜙𝑖⟩ (2.16)

�̂�𝑖 𝑗 |𝜙𝑖⟩ = ⟨𝜙 𝑗 |
1

𝑟𝑖 𝑗
|𝜙𝑖⟩|𝜙 𝑗 ⟩ (2.17)
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2. Theoretical Background

Following that ⟨𝜙𝑖 |�̂�𝑖𝑖 |𝜙𝑖⟩ equals ⟨𝜙𝑖 |𝐽𝑖𝑖 |𝜙𝑖⟩, no artificial interaction of an electron with itself is obtained,

and thus the HF method is free of the so-called self-interaction error (SIE). As HF is a difficult system

of integrodifferential equations, yet unknown MOs 𝜙𝑖 can be approximated as linear combination of a

set of known atomic orbitals or basis functions 𝜓` following the linear-combination of atomic orbitals

(LCAO) approach (Eq. 2.18) with 𝐶`𝑖 being molecular orbital coefficients. The LCAO approach is exact

for a complete set of basis functions (complete basis set, CBS).

𝜙𝑖 =
∑̀︁

𝐶`𝑖𝜓` (2.18)

Based on equation 2.15, the HF eigenvalue problem can be reformulated as a linear matrix equation. This

results in the so-called Roothaan-Hall equation (Eq. 2.19) with the Fock matrix F, the LCAO coefficient

matrix C and the overlap matrix S77,78
. Due to the non-orthogonality of the AOs, S contains only

elements of the form 𝑆𝑖 𝑗 = ⟨𝜙𝑖 |𝜙 𝑗 ⟩.
FC = SC𝜖 (2.19)

Since the Fock operator F depends directly on the orbital coefficients C, the equation must be solved

iteratively, e.g., by linear variation of C in a self-consistent field (SCF) approach. The obtained set of

self-consistent molecular orbitals can then be used to calculate the HF energy according to equation

2.20a. The computational effort of Hartree-Fock calculations formally scales to O(𝑁 4) with respect to

𝑁 atomic orbitals.

𝐸𝐻𝐹 =

𝑁∑︁
𝑖

〈
𝜙𝑖

���ℎ̂𝑖 ���𝜙𝑖〉 + 1

2

𝑁∑︁
𝑖 𝑗

(〈
𝜙𝑖

��𝐽𝑖 𝑗 ��𝜙𝑖〉 − 〈
𝜙𝑖

���̂�𝑖 𝑗 ��𝜙𝑖〉) (2.20)

The orbitals are occupied according to the "Aufbau" principle where this electron configuration is di-

vided into occupied and unoccupied or virtual orbitals (Figure 2.1). As a consequence of the mean-field

approximation, explicit electron interaction 𝑉𝑒𝑒 is not described. While the interaction between two

electrons with the same spin (Fermi correlation) is considered following the Pauli principle, the mean-

field approximation results in an uncorrelated motion of two electrons with opposite spins. Therefore,

the correlation of the spatial positions of these electrons that results from their Coulomb repulsion

(Coulomb correlation) is neglected. Accordingly, even when using a complete set of basis functions,

the HF energy for any system with more than one electron is always larger than that of the exact so-

lution of the non-relativistic Schrödinger equation within the Born-Oppenheimer approximation. The

missing energy contribution, whose largest component is Coulomb correlation, is usually referred to

as correlation energy 𝐸𝑐𝑜𝑟𝑟 (Eq. 2.21).

𝐸𝑐𝑜𝑟𝑟 . = 𝐸 − 𝐸𝐻𝐹 (2.21)

The magnitude of the correlation energy with respect to total energies is usually small for many elec-

tronic ground states and in typical mean-field methods about 99% of the total energy can be reproduced.

However, with respect to relative energies, molecular properties, or even the correct description of co-

valent bonds, e.g. in the context of bond dissociation, the correlation energy takes on an important

role. Further, London dispersion interactions, an attractive part of van-der-Waals interactions, are also

12
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Figure 2.1.: Schematic depiction of the approximation of the ground state wave function Ψ0 by a single

Slater determinantΦ0 following the "Aufbau" principle by variational ground state methods.

Figure adapted from ref. 63.

a result of the long-range part of the electron correlation and, accordingly, are not described within the

Hartree-Fock method. To overcome these shortcomings, several approaches have been developed to

calculate the correlation energy. The most notable non-perturbative approaches are configuration in-

teraction (CI)
28,29,71

and coupled cluster (CC)
28,71,79,80

. Both are based on a single HF determinant from

which new electron configurations are generated by exciting the electrons into virtual orbitals. The

wave function is then represented as combination of Slater determinants with expansion coefficients

or amplitudes being optimized. The variant of CI considering all possible configurations is termed

FullCI. Although these methods provide more accurate results as higher excitations are taken into ac-

count, their applicability is limited by the sharp increase in computer effort. Accordingly, a truncation

of the expansion is often necessary and the CC variant considering singles, doubles, and perturba-

tive triples, also called CCSD(T), has established itself as the so-called "gold standard" in computational

chemistry
28,71,80,81

. Even this truncated variant already scales with O(𝑁 7). Therefore, such calculations

are usually performed only for very small systems, and the results obtained often serve as a reference

for the development of faster, more approximate methods. The DLPNO-CCSD(T) method represents

a comparatively new approach to reducing computational costs. Here the DLPNO stands for domain-

based local pair natural orbitals, which are used to reduce the number of operations by defining the

most relevant electron domains that contribute most to the correlation energy. As the reduced compu-

tational demand allows for computations of larger systems at still high accuracy, DLPNO-CCSD(T)
82–84

is often applied as reference method, where CCSD(T) is not feasible anymore.

The most prominent and lowest-scaling wavefunction based electron correlation approach is 2nd order

Møller-Plesset perturbation (MP2) theory
85

where the correlation energy correction is obtained from

13



2. Theoretical Background

equation 2.22 with 𝑖 and 𝑗 indicating occupied and 𝑎 and 𝑏 unoccupied orbitals
28

.

𝐸𝑀𝑃2 =

𝑜𝑐𝑐.∑︁
𝑖< 𝑗

𝑣𝑖𝑟𝑡 .∑︁
𝑎<𝑏

[
⟨𝜙𝑖𝜙 𝑗 |𝜙𝑎𝜙𝑏⟩ − ⟨𝜙𝑖𝜙 𝑗 |𝜙𝑏𝜙𝑎⟩

]2

𝜖𝑖 + 𝜖 𝑗 − 𝜖𝑎 − 𝜖𝑏
(2.22)

Equation 2.22 immediately reveals the major weakness of the MP2 approach. The difference of the

orbital energies in the denominator can lead to a strong overestimation of the MP2 energy in systems

where this becomes very small or even close to zero, e.g. for dissociation or 3d transition metal com-

plexes. Nevertheless, due to its formally relatively small computational scaling of O(𝑁 5) (resulting

from the transformation of AO to MO integrals), and its non iterative nature, MP2 correlation energy

corrections are frequently applied.

2.2.3. Kohn-Sham Density Functional Theory

The idea that the properties of a system correlate with the electron density (𝜌 (r)), a three-dimensional

observable, goes back to the assumptions of Thomas and Fermi in 1927
86,87

. It is supposed that the

electronic ground state of a system can be described by a density functional, which was proven by

Hohenberg and Kohn in 1964
88

. Accordingly, the first Hohenberg-Kohn theorem states that a density

functional 𝐸 [𝜌] exists which relates the electron density of the ground state to the energy of the system.

Following the second Hohenberg-Kohn theorem, this density functional yields an energy for any test

density 𝜌 that is always higher than or equal to the true one (Eq. 2.23)
89

.

𝐸 [𝜌] ≥ 𝐸0 (2.23)

While the Hohenberg-Kohn theorems form the basis for density functional theory, they do not provide

guidance for constructing the exact density functional whose composition is unknown. Therefore, the

best possible approximation of the exact density functional is the decisive goal of modern research in

the field of density functional theory. In analogy to the electronic Hamiltonian operator (vide supra),

the density functional can be decomposed into interaction specific components (Eq. 2.24). These are

the kinetic energy of the electron 𝑇𝑒 [𝜌], the interelectronic Coulomb interactions 𝑉𝑒𝑒 [𝜌], and the in-

teraction of the electrons with the nuclei𝑉𝑛𝑒 [𝜌]. 𝑉𝑒𝑒 [𝜌] is further split into an exchange part 𝐾 [𝜌] and

a Coulomb part 𝐽 [𝜌] (Eq. 2.24a)
28,90

.

𝐸𝐷𝐹𝑇 [𝜌] = 𝑇𝑒 [𝜌] +𝑉𝑛𝑒 [𝜌] +𝑉𝑒𝑒 [𝜌] (2.24)

= 𝑇𝑒 [𝜌] +𝑉𝑛𝑒 [𝜌] + (𝐽 [𝜌] + 𝐾 [𝜌]) (2.24a)

This basic DFT approach is inherently orbital free, but the exact description of the kinetic energy in

particular remains problematic, which is why early attempts by Thomas and Fermi failed. A break-

through regarding the calculation of the kinetic energy was made by Kohn and Sham, who developed

the idea of a fictitious reference system of non-interacting particles, which has the same electron den-

sity as the real system
91

. The resulting Kohn-Sham density functional theory (KS-DFT) is one of the

workhorses of modern quantum chemistry
92

. To calculate the kinetic energy, a Slater determinant
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2.2. Electronic Structure Methods

approach (𝑇𝑆𝐷 [𝜌]) with orbitals is used in analogy to Hartree-Fock theory. The missing difference

in kinetic energy, as well as the correlation and exchange energy, are formally described by the in-

troduced exchange-correlation functional 𝐸𝑋𝐶 [𝜌] (Eq. 2.25). The latter is commonly divided into an

exchange part 𝐸𝑋 [𝜌] and a correlation part 𝐸𝐶 [𝜌] (Eq. 2.25b). Based on this approach, a plethora of

density functional approximations (DFAs) has been developed, following different strategies including

(semi-)empirical and physically motivated approaches
93–96

.

𝐸𝐾𝑆 [𝜌] = 𝑇𝑆𝐷 [𝜌] +𝑉𝑛𝑒 [𝜌] + 𝐽 [𝜌] + 𝐸𝑋𝐶 [𝜌] (2.25)

=

[
𝑁∑︁
𝑖=1

⟨𝜙𝑖 | −
1

2
∇2 |𝜙𝑖⟩

]
+𝑉𝑛𝑒 [𝜌] + 𝐽 [𝜌] + 𝐸𝑋𝐶 [𝜌] (2.25a)

=

[
𝑁∑︁
𝑖=1

⟨𝜙𝑖 | −
1

2
∇2 |𝜙𝑖⟩

]
+𝑉𝑛𝑒 [𝜌] + 𝐽 [𝜌] + (𝐸𝑋 [𝜌] + 𝐸𝐶 [𝜌]) (2.25b)

In analogy to the HF equation (Eq. 2.15), the energy is calculated iteratively with the Kohn-Sham equa-

tion (Eq. 2.26) where the exchange-correlation potential a𝑋𝐶 [𝜌] and the one-electron Kohn-Sham oper-

ator 𝑓 𝐾𝑆𝑖 [𝜌] are introduced (Eq. 2.26a). The exchange-correlation functional 𝐸𝑋𝐶 [𝜌] is linked to a𝑋𝐶 [𝜌]
by its derivative with respect to the electron density 𝜌 following equation 2.27.

𝑓 𝐾𝑆𝑖 [𝜌]𝜙𝑖 = 𝜖𝑖𝜙𝑖 (2.26)

=

[
ℎ̂𝑖 [𝜌] +

𝑁∑︁
𝑗

(
𝐽𝑖 𝑗 [𝜌] + a𝑋𝐶 [𝜌]

)]
𝜙𝑖 (2.26a)

a𝑋𝐶 =
𝛿𝐸𝑋𝐶 [𝜌]
𝛿𝜌

(2.27)

The (semi-)local density dependent exchange-correlation functional 𝐸𝑋𝐶 [𝜌] can be formulated in a

more general form following equation 2.28 with 𝜖𝑋𝐶 being the energy density or energy per particle

and ∇𝛾 indicating the dependence on the density or its derivatives
28,93

.

𝐸𝑋𝐶 [𝜌] ≡ 𝐸𝑋 [𝜌] + 𝐸𝐶 [𝜌] =
∫

𝜌 (r)𝜖𝑋𝐶 [∇𝛾𝜌 (r)]𝑑r (2.28)

This dependence and further modifications of density functional approximations allow a categorization

of DFAs in terms of accuracy and computational demand according to the so-called "Jacob’s ladder", a

metaphoric DFA hierarchy coined by Schmidt an Perdew in 2001 (Figure 2.2)
93

. The "Hartree world" at

the bottom is connected with the "Heaven" of chemical accuracy rungs of established DFA categories

that will be discussed briefly in the following.

Local (Spin) Density Approximation

The local density approximation (LDA) is based on the idea of the uniform electron gas (UEG) which

assumes only small variations in the electron density of the system and its more general form regarding

individual 𝛼 and 𝛽 densities is termed local spin density approximation. It directly depends on the local
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Figure 2.2.: Schematic presentation of DFA categorization according to the "Jacob’s ladder" coined by

Schmidt and Perdew. ρ is the electron density, τ the kinetic orbital energy, ∇ the Nabla

operator, and ϕ a molecular orbital.

density 𝜌 (r) and the exchange functional is based on the early formulation by Dirac (Eq. 2.29)
97,98

the

correlation part is omitted for brevity. Further, in the following the only the case of equal 𝛼 and 𝛽

densities is discussed, for which LSDA equals LDA.

𝐸𝐿𝑆𝐷𝐴𝑋 [𝜌] ≡ 𝐾𝐷 [𝜌] = −3

4

(
3

𝜋

) 1

3
∫

𝜌 (r) 4

3𝑑r (2.29)

Due to the UEG foundation, systems with a homogeneous electron density like metals are described

well by LSDA approaches, while its performance for systems with inhomogenous electron densities as

found in most molecules is poor.

Generalized Gradient Approximation

To overcome the shortcomings of the LSDA approach for systems with inhomogeneous electron densi-

ties, the general gradient approximation (GGA) modifies LSDA by an enhancement factor 𝐹𝐺𝐺𝐴
𝑋𝐶

[𝜌,∇𝜌].
This enhancement factor depends on the local electron density and its gradient (Eq. 2.30). As the latter

introduces information about the electron density in the immediate vicinity of the local density, these
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2.2. Electronic Structure Methods

DFAs are typically referred to as semi-local DFAs.

𝐸𝐺𝐺𝐴𝑋𝐶 =
∑︁
𝜎=𝑎,𝑏

∫
𝜌𝜖𝐿𝑆𝐷𝐴𝑋𝐶 [𝜌]𝐹𝐺𝐺𝐴𝑋𝐶 [𝜌,∇𝜌]𝑑r (2.30)

Even though the description of molecules is greatly improved for semi-local DFAs, (semi-)local DFAs

suffer from the self-interaction error (SIE). The SIE is not canceled properly for 𝑖 = 𝑗 as it is the case

in HF by the corresponding exchange term. A direct consequence of the SIE, is a pronounced or over-

delocalization of the electron density.

Meta-Generalized Gradient Approximation

The next rung of Jacob’s ladder is taken by meta-generalized gradient approximation (meta-GGA) func-

tionals. These typically involve the second order derivatives of the electron density described by the

Laplacian ∇2𝜌 in addition to the known GGA approach. As the Laplacian is known to show numerical

instability, it is often replaced by the kinetic orbital energy 𝜏 (r) (Eq. 2.31)
99

.

𝜏 (r) = 1

2

∑︁
𝜎=𝑎,𝑏

𝑁𝜎∑︁
𝑖

|∇𝜙𝑖 (r) |2 (2.31)

Unlike the significant improvement moving from LSDA to GGA functionals, the meta-GGA approach

typically only yields comparably small improvement over GGA functionals.

Hybrid DFT

To further improve (semi-)local DFAs, they can be modified by non-local information involving the

occupied Kohn-Sham orbitals
95

. Typically the exchange functional is modified by a fraction 𝑎𝑋 of exact

exchange from HF, called Fock exchange. This is based on the idea of interpolating the non-correlated

Hartree-Fock and the correlated DFT method in the so-called adiabatic connection. The introduction of

Fock exchange typically reduces the SIE in global hybrid functionals which mostly outperform (semi-

)local DFAs for the calculation of many ground- and excited state properties
34,94,100–102

.

𝐸
ℎ𝑦𝑏𝑟𝑖𝑑

𝑋𝐶
= 𝐸

(𝑚𝑒𝑡𝑎−)𝐺𝐺𝐴
𝐶

+ (1 − 𝑎𝑋 )𝐸 (𝑚𝑒𝑡𝑎−)𝐺𝐺𝐴
𝑋

+ 𝑎𝑋𝐸𝐻𝐹𝑋 (2.32)

Nevertheless, global hybrid functionals still suffer from the fact that the (meta-)GGA type potentials

a𝑋𝐶 decay with
1

𝑟12
and thus the exchange potential is not described correctly in the asymptotic limit.

To correct for this, a range-separation scheme is established separating the exchange part into a short-

ranged and a long-ranged regime (Eq. 2.33)
103–107

.

1

𝑟12

=
1 − 𝑎′

𝑋
− 𝑎′′

𝑋
erf(`𝑟12)

𝑟12︸                     ︷︷                     ︸
short−range

+
𝑎′
𝑋
+ 𝑎′′

𝑋
erf(`𝑟12)
𝑟12︸                ︷︷                ︸

long−range

(2.33)
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The short-ranged regime is typically described by a modified (semi-)local DFA while the long-ranged

regime is described by regular and modified Fock exchange terms scaled by 𝑎′
𝑋

and 𝑎′′
𝑋

, respectively. An

error function is applied to interpolate between both regimes with an interpolation steepness parameter

`.

Double-hybrid DFT

As already indicated in section 2.2.2, mean field methods typically lack a sufficient description of the

correlation energy. Thus, the fifth rung of Jacob’s ladder, the so-called double-hybrid functionals, in-

troduce information of the virtual Kohn-Sham orbitals to the correlation part by modified perturbation

theory treatments like second order Møller-Plesset perturbation theory
85

or random phase approxima-

tion (RPA)
108

(Eq. 2.34). Double-hybrid functionals were pioneered by Truhlar in 2004
109

and Grimme

in 2006
110,111

and since then a plethora of variants has been developed. Generally, double-hybrid func-

tionals applying an MP2 treatment are still the most prominent and typically perform well for thermo-

chemistry and basic molecular properties
34,112

. Due to the MP2 correlation energy calculation based on

the KS orbitals from the hybrid calculation, the computational scaling of typical double-hybrid func-

tionals rises to O(𝑁 5), thus limiting their applicability to large systems. Nevertheless, double-hybrid

functionals typically achieve much better accuracy than MP2 and in some cases even reach the accuracy

of CC methods
34,112

.

𝐸
𝑑𝑜𝑢𝑏𝑙𝑒−ℎ𝑦𝑏𝑟𝑖𝑑
𝑋𝐶

= (1 − 𝑎𝑋 )𝐸 (𝑚𝑒𝑡𝑎−)𝐺𝐺𝐴
𝑋

+ 𝑎𝑋𝐸𝐻𝐹𝑋 + (1 − 𝑎𝐶 )𝐸 (𝑚𝑒𝑡𝑎−)𝐺𝐺𝐴
𝐶

+ 𝑎𝐶𝐸𝑃𝑇 2

𝐶 (2.34)

2.2.4. Dispersion Corrected DFT

DFT-D3

Electronic structure methods based on mean field approximations like HF and (semi-)local Kohn-Sham

DFT can not describe long-range correlation effects. One of these effects is the London dispersion, an

attractive type of van-der-Waals interactions. It is a crucial part of non-covalent interactions. London

and Eisenschitz derived the well-known asymptotic formula of the dispersion energy in 1930 (Eq. 2.35)

from perturbation theory with the distance 𝑅 and the pair-specific dispersion coefficient 𝐶6
113,114

.

𝐸𝐴𝐵
𝑑𝑖𝑠𝑝

≈ −
𝐶𝐴𝐵

6,𝑎𝑝𝑝𝑟𝑜𝑥

𝑅−6
(2.35)

In a more general form, perturbation theory yields the isotropic pair-wise dispersion energy 𝐸𝑑𝑖𝑠𝑝 (𝑅𝐴𝐵)
following equation 2.36. The dispersion coefficients of𝑛𝑡ℎ order𝐶𝐴𝐵𝑛 , are chosen to be generally positive

in this thesis. A damping function 𝑓
(𝑛)
𝑑𝑎𝑚𝑝

is introduced to avoid erroneous behavior at small distances.

𝐸𝐴𝐵
𝑑𝑖𝑠𝑝

=
∑︁

𝑛=6,8,10,...

𝐸
(𝑛)
𝑑𝑖𝑠𝑝

= −
∑︁
𝐴𝐵

∑︁
𝑛=6,8,10,...

𝐶𝐴𝐵𝑛

𝑅
(𝑛)
𝐴𝐵

𝑓
(𝑛)
𝑑𝑎𝑚𝑝

(2.36)
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Such dispersion energy corrections can be used to correct DFT or other mean field methods (Eq. 2.37)

and the most prominent and efficient of such correction schemes is the DFT-D approach of Grimme

and co-workers
31

.

𝐸𝑀𝐹−𝐷 = 𝐸𝑀𝐹 + 𝐸𝐷
𝑑𝑖𝑠𝑝

(2.37)

For the sake of brevity, only the newer commonly applied variants DFT-D3
59

and DFT-D4
115,116

will

be discussed in the following, with the prior ones DFT-D1
117

and DFT-D2
58

being mentioned for com-

pleteness. The DFT-D3 approach was reported by Grimme and co-workers in 2010 and extends the D2

approach by explicitly considering the structural environment. To achieve this, empirically determined

fractional coordination numbers (CNs) are defined. For the atom 𝐴 and 𝐵 the CN is obtained following

equation 2.38 with the element specific covalent radii 𝑅𝑐𝑜𝑣
118

.

𝐶𝑁𝐴 =

𝑁𝑎𝑡𝑜𝑚𝑠∑︁
𝐵≠𝐴

1

1 + 𝑒−16(4(𝑅𝐴,𝑐𝑜𝑣+𝑅𝐵,𝑐𝑜𝑣)/(3𝑅𝐴𝐵 )−1) (2.38)

Additionally, reference dispersion coefficients 𝐶𝐴𝐵
6,𝑟𝑒 𝑓

(𝐶𝑁𝐴,𝐶𝑁 𝐵) are calculated using electric dipole

polarizabilities 𝛼𝐴 (𝑖𝜔) in a modified Casimir-Polder approach (Eq. 2.39)
119

. These are calculated for

the isolated atom as well as for model systems𝐴𝑚𝐻𝑛 and 𝐵𝑘𝐻𝑙 i.e. hydrides with different coordination

patterns.

𝐶𝐴𝐵
6,𝑟𝑒 𝑓

(𝐶𝑁𝐴,𝐶𝑁 𝐵) = 3

𝜋

∞∫
0

1

𝑚

[
𝛼𝐴𝑚𝐻𝑛 (𝑖𝜔) − 𝑛

2
𝛼𝐻2 (𝑖𝜔)

]
1

𝑘

[
𝛼𝐵𝑘𝐻𝑙 (𝑖𝜔) − 1

2
𝛼𝐻2 (𝑖𝜔)

]
𝑑𝜔 (2.39)

Atom pair specific dispersion coefficients are then obtained from equation 2.40.

𝐶𝐴𝐵
6

≡ 𝐶𝐴𝐵
6

(𝐶𝑁𝐴,𝐶𝑁 𝐵) =

𝑁𝐴∑
𝑖

𝑁𝐵∑
𝑗

𝐶𝐴𝐵
6,𝑟𝑒 𝑓

(𝐶𝑁𝐴
𝑖 ,𝐶𝑁

𝐵
𝑗 )𝑒

−4[ (𝐶𝑁𝐴−𝐶𝑁𝐴
𝑖
)2+(𝐶𝑁𝐵−𝐶𝑁𝐵

𝑗
)2 ]

𝑁𝐴∑
𝑖

𝑁𝐵∑
𝑗

𝑒
−4[ (𝐶𝑁𝐴−𝐶𝑁𝐴

𝑖
)2+(𝐶𝑁𝐵−𝐶𝑁𝐵

𝑗
)2 ]

(2.40)

Dispersion coefficients for dipole-quadrupole contributions 𝐶𝐴𝐵
8

are obtained following equation 2.41

with the atomic number 𝑍 and the multipole expectation values ⟨𝑟 4⟩ and ⟨𝑟 2⟩ which are derived from

atomic densities
120

.

𝐶𝐴𝐵
8

= 3𝐶𝐴𝐵
6

√︁
𝑄𝐴𝑄𝐵 = 3𝐶𝐴𝐵

6

√︄√︁
𝑍𝐴

⟨𝑟 4

𝐴
⟩

⟨𝑟 2

𝐴
⟩
√︁
𝑍𝐵

⟨𝑟 4

𝐵
⟩

⟨𝑟 2

𝐵
⟩

(2.41)

All dispersion coefficients considered in the DFT-D3 model are based on either the geometry of the

system or pre-computed reference data. Thus, DFT-D3 is highly efficient and the computational cost

even for huge systems is almost negligible. The final DFT-D3 pair-wise dispersion correction energy is

obtained from equation 2.42.

𝐸
𝐷3,𝐴𝐵

𝑑𝑖𝑠𝑝
=

∑︁
𝑛=6,8

𝐸
(𝑛)
𝑑𝑖𝑠𝑝

= −
∑︁
𝐴𝐵

∑︁
𝑛=6,8

𝑠𝑛
𝐶𝐴𝐵𝑛

𝑅
(𝑛)
𝐴𝐵

𝑓
(𝑛)
𝑑𝑎𝑚𝑝

(𝑅) (2.42)
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𝑠𝑛 are DFA specific scaling parameters for the respective multipolar contributions. As damping func-

tion 𝑓
(𝑛)
𝑑𝑎𝑚𝑝

(𝑅) two variants can be applied, the originally applied zero-damping (Eq. 2.43) or the more

frequently used Becke-Johnson damping
121–123

(Eq. 2.44), indicated as D3(0) and D3(BJ), respectively.

𝑓
(𝑛)
𝑑𝑎𝑚𝑝,𝑧𝑒𝑟𝑜

(𝑅) = 1

1 + 6(𝑅/(𝑠𝑟,𝑛𝑅0))𝑎𝑛
(2.43)

𝑓
(𝑛)
𝑑𝑎𝑚𝑝,𝐵𝐽

(𝑅) = 𝑅𝑛

𝑅𝑛 + (𝑎1𝑅0 + 𝑎2)𝑛
(2.44)

For these damping functions 𝑅0 =

√︃
𝐶𝐴𝐵

8
/𝐶𝐴𝐵

6
, and 𝑠𝑟,𝑛 , 𝑎1, 𝑎2 are functional specific parameters. For

𝑓
(𝑛)
𝑑𝑎𝑚𝑝,𝑧𝑒𝑟𝑜

(𝑅) 𝑎6 = 14 and 𝑎8 = 16. Beside pair wise dipole-dipole and dipole-quadrupole interactions,

three-body dipole-dipole-dipole contributions can be incorporated by means of an Axilrod-Teller-Muto

(ATM)
124,125

term as described in equation 2.45.

𝐸𝐷3−𝐴𝑇𝑀
𝑑𝑖𝑠𝑝

= −
∑︁
𝐴𝐵

∑︁
𝑛=6,8

𝑠𝑛
𝐶𝐴𝐵𝑛

𝑅𝑛
𝑓
(𝑛)
𝑑𝑎𝑚𝑝

(𝑅) −
∑︁
𝐴𝐵𝐶

𝑠9

𝐶𝐴𝐵𝐶
9

(3𝑐𝑜𝑠\𝑎𝑐𝑜𝑠\𝑏𝑐𝑜𝑠\𝑐 + 1)
(𝑅𝐴𝐵𝑅𝐴𝐶𝑅𝐵𝐶 )3

𝑓
(9)
𝑑𝑎𝑚𝑝

(𝑅𝐴𝐵𝐶 ) (2.45)

DFT-D4

DFT-D4
33,115,116

represents a further development of DFT-D3 and introduces an atomic partial charge

dependence of the atomic reference polarizabilities 𝛼 (𝑖𝜔) that are used to calculate reference dispersion

coefficients according to equation 2.39. Thus, a scaling function Z (𝑧𝐴, 𝑧𝐴,𝑟𝑒 𝑓 ) is introduced (Eq. 2.46)

with 𝑧𝐴 being the effective nuclear charge directly depending of the atomic partial charge 𝑞𝐴 (Eq. 2.47).

Z (𝑧𝐴, 𝑧𝐴,𝑟𝑒 𝑓 ) = 𝑒𝑥𝑝
[
𝛽1

{
1 − 𝑒𝑥𝑝

[
𝛾𝐴

(
1 − 𝑧𝐴,𝑟𝑒 𝑓

𝑧𝐴

)]}]
(2.46)

𝑧𝐴 = 𝑍𝐴 + 𝑞𝐴 (2.47)

Applying this scaling function subsequently yields the scaled atomic reference polarizabilities following

equation 2.48.

𝛼𝐴,𝑟𝑒 𝑓 (𝑖𝜔, 𝑧𝐴) = 𝛼𝐴,𝑟𝑒 𝑓 (𝑖𝜔)Z (𝑧𝐴, 𝑧𝐴,𝑟𝑒 𝑓 ) (2.48)

The element specific polarizabilities 𝛼𝐴,𝑟𝑒 𝑓 (𝑖𝜔) are only defined for infinitely separated systems, and

are thus approximated by equation 2.49 for all 𝑋 atoms with the stochiometric factor 𝑙 .

𝛼𝐴,𝑟𝑒 𝑓 (𝑖𝜔) = 1

𝑚

[
𝛼𝐴𝑚𝑋𝑛 (𝑖𝜔) − 𝑛

𝑙
𝛼𝑋𝑙 (𝑖𝜔)Z (𝑧𝐴, 𝑧𝐴,𝑟𝑒 𝑓 )

]
(2.49)

In similarity to DFT-D3 fractional coordination numbers are calculated by equation 2.50 utilizing the

electronegativity (EN) dependent term 𝛿𝐸𝑁
𝐴𝐵

(Eq. 2.51) where 𝑘𝑛 (𝑛=0,1,2,3) are empirical parameters.

𝐶𝑁𝐴 =
∑︁
𝐴

∑︁
𝐵≠𝐴

𝛿𝐸𝑁
𝐴𝐵

2

(
1 + 𝑒𝑟 𝑓

(
−𝑘0

(
𝑅𝐴𝐵 − 𝑅𝑐𝑜𝑣𝐴𝐵

𝑅𝑐𝑜𝑣
𝐴𝐵

)))
(2.50)
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2.2. Electronic Structure Methods

𝛿𝐸𝑁𝐴𝐵 =

(
𝑘1𝑒𝑥𝑝 ( |𝐸𝑁𝐴 + 𝐸𝑁𝐵 | + 𝑘2)2

)
𝑘3

(2.51)

Final CN and charge dependent polarizabilities are subsequently obtained from equation 2.52 with the

manually adjusted parameter 𝛽2 = 2 and the reference system specific number of Gaussian functions

𝑁 𝑠 utilized in the weighting procedure.

𝛼𝐴 (𝑖𝜔) ≡ 𝛼𝐴,𝑟𝑒 𝑓 (𝑖𝜔, 𝑧𝐴,𝐶𝑁𝐴) =
𝑁𝐴,𝑟𝑒𝑓∑︁
𝐴,𝑟𝑒 𝑓 =1

𝛼𝐴,𝑟𝑒 𝑓 (𝑖𝜔, 𝑧𝐴)

𝑁 𝑠∑
𝑗=1

𝑒𝑥𝑝

(
−𝛽2 𝑗

(
𝐶𝑁𝐴 −𝐶𝑁𝐴,𝑟𝑒 𝑓

)2
)

𝑁𝐴,𝑟𝑒𝑓∑
𝐴,𝑟𝑒 𝑓 =1

𝑁 𝑠∑
𝑗=1

𝑒𝑥𝑝

(
−𝛽2 𝑗

(
𝐶𝑁𝐴 −𝐶𝑁𝐴,𝑟𝑒 𝑓

)2
) (2.52)

With 𝛼𝐴 (𝑖𝜔), atom pair wise dispersion coefficients can be calculated according to equation 2.53 that

are further used to calculate a pair wise dispersion energy correction in analogy to the DFT-D3 approach

(cf. Eq. 2.42).

𝐶𝐴𝐵
6

≡ 𝐶𝐴𝐵
6

(𝐶𝑁𝐴, 𝑧𝐴,𝐶𝑁 𝐵, 𝑧𝐵) = 3

2𝜋

22∑︁
𝑗=1

(𝜔 𝑗+1 − 𝜔 𝑗 )
(
𝛼𝐴 (𝑖𝜔 𝑗+1)𝛼𝐵 (𝑖𝜔 𝑗+1) + 𝛼𝐴 (𝑖𝜔 𝑗 )𝛼𝐵 (𝑖𝜔 𝑗 )

)
(2.53)

The usually recommended DFT-D4 approach applies a Becke-Johnson type damping function as well

as the three-body ATM treatment discussed in the context of DFT-D3 by default. The atomic par-

tial charges can generally be obtained from various sources, with the default atomic partial charges

being calculated by en electronegativity equilibrium (EEQ) model as described by Goedecker and co-

workers
126

.

Composite Methods

Due to their efficiency, the discussed dispersion corrections can be used to construct new DFT based

methods with significantly improved performance at negligible additional computational cost. Even

though the problematic description of long range dispersion effects is solved by the DFT-D approach,

typically DFAs have to be applied in conjunction with almost converged numbers of basis functions, i.e.

large basis sets, to yield sufficiently accurate results. This goes hand in hand with drastically increas-

ing computational effort, hence limiting the applicability to large systems. A successful approach to

address this problem are composite methods like the HF-3c and DFT-3c, where the "3c" indicates correc-

tions to the basic electronic structure method
60,69,127–130

. In the 3c composite methods, relatively small

modified basis sets are applied and corrected for the resulting basis set superposition error (BSSE) by

geometrical counterpoise (gCP) correction
131,132

. Further, short-ranged basis set (SRB) errors, mainly

influencing covalent bond lengths in most (meta-)GGA DFAs, can be addressed by a specific correction.

For some of the 3c methods, even direct modifications in the exchange correlation part are made. All

3c composite methods moreover apply either the accurate D3 or D4 London dispersion correction. The

combination of various corrections allows good results at comparably small computational effort for a

variety of chemical systems and thus the 3c composite methods provide a collection of efficient elec-

tronic structure methods, which are intensively used in the course of this thesis. An overview of the
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2. Theoretical Background

most important 3c composite methods and the respectively applied corrections is shown in Table 2.1.

Table 2.1.: Overview of 3c composite methods and their specific components and modifications.

HF-3c
127

PBEh-3c
a

69
B97-3c

129
r

2
SCAN-3c

130

AO basis set MINIX def2-mSV(P) mTZVP
b

mTZVPP
b

# parameters in FX
c

0 2 4 0

# parameters in FC
c

0 1 6 0

Fock exchange / % 100 42 0 0

Dispersion correction D3 D3 D3 D4

SRB correction yes no yes no

gCP correction yes yes no yes

a
The screened non-local exchange variant of PBEh-3c dubbed HSE-3c uses Fock exchange range-separation.

b
Modified def2-TZVP basis sets.

c
Enhancement factors to the exchange and correlation treatments.

2.2.5. Semi-Empirical Quantum Mechanical Methods

Modified Neglect of Differential Overlap (MNDO) Methods

Some of the most prominent SQM methods are based on the neglect of diatomic differential overlap

(NDDO) approach and its modified variant called modified neglect of differential overlap (MNDO)
49

.

These methods typically apply minimal Slater-type orbital (STO) basis sets, that are restricted to the

valence shells. Moreover, the common idea of MNDO based methods is the approximation of the Fock

matrix by further reducing the number of calculated two-electron repulsion integrals. The respective

expression for a Fock matrix element 𝐹`a is given by equation 2.54 with the density matrix 𝐷_𝜎 .

𝐹`a = ⟨` |ℎ̂ |a⟩ +
𝐴𝑂∑︁
_𝜎

𝐷_𝜎 [⟨`a |_𝜎⟩ − ⟨`_ |a𝜎⟩] (2.54)

Here, all basis function products are neglected that depend on same electron coordinates but at different

atoms. Consequently, the overlap matrix S`a is reduced to a unity matrix according to equation 2.55

for basis functions of s- or p-type being indicated by `, a , _, and 𝜎 at centers 𝐴 and 𝐵.

S`a = ⟨` |a⟩ = 𝛿`a𝛿𝐴𝐵 (2.55)

Further, all three-center one-electron integrals are assumed to equal zero. The remaining one-electron

integrals are given by equations 2.56 and 2.57 with 𝑍 ′
being the effective nuclear charge, removing the

core electrons.

⟨`𝐴 |ℎ̂ |a𝐴⟩ = ⟨`𝐴 | −
1

2
∇2 −

𝑍 ′
𝐴

|R𝐴 − r| |a𝐴⟩ −
𝑀∑︁
𝑎≠𝐴

⟨`𝐴 |
𝑍 ′
𝑎

|R𝑎 − r| |a𝐴⟩ (2.56)
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⟨`𝐴 |ℎ̂ |a𝐵⟩ = ⟨`𝐴 | −
1

2
∇2 −

𝑍 ′
𝐴

|R𝐴 − r| −
𝑍 ′
𝐵

|R𝐵 − r| |a𝐵⟩ (2.57)

Additionally, all four- and three-center two-electron integrals are neglected (Eq. 2.58).

⟨`𝐴a𝐵 |_𝐶𝜎𝐷⟩ = 𝛿𝐴𝐶𝛿𝐵𝐷 ⟨`𝐴a𝐵 |_𝐴𝜎𝐵⟩ (2.58)

For the chosen basis set of 𝑠 and 𝑝 basis functions, only six unique one-center two-electron integrals

remain, with five being approximated by orbital- and element-specific parameters (Eq. 2.59–2.63).

𝛾𝑠𝑠 = ⟨𝑠𝑠 |𝑠𝑠⟩ (2.59)

𝛾𝑝𝑝 = ⟨𝑝𝑝 |𝑝𝑝⟩ (2.60)

𝛾𝑠𝑝 = ⟨𝑠𝑠 |𝑝𝑝⟩ (2.61)

𝛾𝑝𝑝′ = ⟨𝑝𝑝 |𝑝 ′𝑝 ′⟩ (2.62)

𝛾𝑠𝑝 = ⟨𝑠𝑝 |𝑠𝑝⟩ (2.63)

The sixth is calculated from 𝛾𝑝𝑝 and 𝛾𝑝𝑝′ according to equation 2.64.

𝛾𝑝𝑝′ = ⟨𝑝𝑝 ′ |𝑝𝑝 ′⟩ = 1

2

(
𝛾𝑝𝑝 − 𝛾𝑝𝑝′

)
(2.64)

The most general MNDO methods in terms of applicability are the parametric methods x with the

most popular representatives PM6
51

and PM7
52

. They apply an 𝑠𝑝𝑑 basis set and are parametrized

for most elements, including transition metals. Both methods were further extended by inclusion of

several corrections, like the D3 dispersion or hydrogen bonding corrections to overcome the intrinsic

shortcomings of MNDO type SQM methods.

Extended Tight Binding Methods

A different popular approach to construct SQM methods is density functional tight binding (DFTB).

In contrast to MNDO type methods it is not based on HF but on DFT and does not apply any zero-

differential overlap (ZDO) approximation. Nevertheless, both share the concepts of valence shell re-

striction and small basis sets. The most prominent representatives of this class of SQM methods are

the DFTB methods developed by Elstner and co-workers
45,133–139

and the more recently developed ex-

tended tight binding methods of the GFNn-xTB method family
53–55,57

. As a major part of this thesis

focuses on the evaluation and application of the latter, only the GFN1-
53

and GFN2-xTB
54

methods are

discussed in the following. The basic idea of DFTB is to employ an Taylor expansion of the energy

around Δ𝜌 = 0 (for a reference system of neutral atoms) according to equation 2.65 which is typically

truncated after the third-order term
57

.

𝐸 [𝜌] = 𝐸 (0) [𝜌0] + 𝐸 (1) [𝜌0, 𝛿𝜌] + 𝐸 (2) [𝜌0, (𝛿𝜌)2] + 𝐸 (3) [𝜌0, (𝛿𝜌)3] + ... (2.65)
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GFN1-xTB

The first generation of the GFNn-xTB methods, GFN1-xTB is composed of energy terms up to third

order according to equation 2.66.

𝐸𝐺𝐹𝑁 1−𝑥𝑇𝐵 = 𝐸𝑟𝑒𝑝 + 𝐸𝐷3

𝑑𝑖𝑠𝑝
+ 𝐸𝐺𝐹𝑁 1

𝑋𝐵 + 𝐸𝐸𝐻𝑇 + 𝐸𝛾 + 𝐸𝐺𝐹𝑁 1

Γ +𝐺𝐹𝑒𝑟𝑚𝑖 (2.66)

𝐸𝑟𝑒𝑝 is the classical pair wise repulsion energy and is given by equation 2.67 with 𝑍𝑒 𝑓 𝑓 being effective

nuclear charges screened by the reference core density. 𝛼 are element specific fit parameters, 𝑘𝑓 is a

global parameter (𝑘𝑓 =
3

2
for GFN1-xTB), and 𝑅𝐴𝐵 is the interatomic distance between the atoms𝐴 and

𝐵.

𝐸𝑟𝑒𝑝 =
1

2

∑︁
𝐴,𝐵

𝑍
𝑒 𝑓 𝑓

𝐴
𝑍
𝑒 𝑓 𝑓

𝐵

𝑅𝐴𝐵
𝑒−

√
𝛼𝐴𝛼𝐵 (𝑅𝐴𝐵 )𝑘𝑓 (2.67)

𝐸𝐷3

𝑑𝑖𝑠𝑝
is the D3 London dispersion correction and 𝐸𝐺𝐹𝑁 1

𝑋𝐵
is a GFN1-xTB specific, geometry dependent

halogen bond correction (Eq. 2.68) with the damping function 𝑓𝑑𝑎𝑚𝑝,𝐴𝑋𝐵 for the halogen 𝑋 (Eq. 2.69).

𝐸𝐺𝐹𝑁 1

𝑋𝐵 =

𝑁𝑋𝐵∑︁
𝐴𝑋𝐵

𝑓𝑑𝑎𝑚𝑝,𝐴𝑋𝐵𝑘𝑋

[(
𝑘𝑋𝑅𝑅𝑐𝑜𝑣,𝐴𝑋

𝑅𝐴𝑋

)12

− 𝑘𝑋2

(
𝑘𝑋𝑅𝑅𝑐𝑜𝑣,𝐴𝑋

𝑅𝐴𝑋

)6
] [(

𝑘𝑋𝑅𝑅𝑐𝑜𝑣,𝐴𝑋

𝑅𝐴𝑋

)12

+ 1

]−1

(2.68)

𝑓𝑑𝑎𝑚𝑝,𝐴𝑋𝐵 =
1

2

(
1 − 1

2

𝑅2

𝑋𝐴
+ 𝑅2

𝑋𝐵
+ 𝑅2

𝐴𝐵

|𝑅𝑋𝐴 | |𝑅𝑋𝐵 |

)6

(2.69)

Covalent bond formation is described by the first-order energy term 𝐸𝐸𝐻𝑇 derived from extended

Hückel theory (EHT) and is described by equations 2.70 and 2.71, where 𝑃`a is the density matrix

of the valence electrons in a nonorthogonal atomic orbital basis.

𝐸𝐸𝐻𝑇 =
∑̀︁
a

𝑃`a𝐻
𝐸𝐻𝑇
`a (2.70)

𝐻𝐸𝐻𝑇`a =
1

2
𝐾𝑙𝑙

′
𝐴𝐵𝑆`a (𝐻`` + 𝐻aa )𝑋 (𝐸𝑁𝐴, 𝐸𝑁𝐵)Π(𝑅𝐴𝐵, 𝑙, 𝑙 ′)𝑌 [Z𝐴𝑙 , Z

𝐵
𝑙 ′ ],∀ ` ∈ 𝑙 (𝐴), a ∈ 𝑙 ′(𝐵) (2.71)

Here, 𝐻`` corresponds to the extended Hückel matrix elements (Eq. 2.72), for which an atomic envi-

ronment dependence is introduced by atomic fractional coordination numbers𝐶𝑁 derived from the D3

model (vide supra). They further depend on global angular momentum-specific parameters 𝑘 and shell-

and element-specific parameters ℎ.

𝐻`` = ℎ
𝑙
𝐴 (1 + 𝑘𝐶𝑁,𝑙𝐶𝑁𝐴),∀ ` ∈ 𝑙 ∈ 𝐴 (2.72)

The distance-dependent scaling function Π(𝑅𝐴𝐵,𝑙,𝑙 ′) is given by equation 2.73 and contains the summed

atomic covalent radii 𝑅𝑐𝑜𝑣,𝐴𝐵 for an atom pair 𝐴𝐵 and the shell- and element-specific parameters 𝑘𝑝𝑜𝑙𝑦 .
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2.2. Electronic Structure Methods

For GFN1-xTB, the shell-exponent dependent term 𝑌 [Z𝐴
𝑙
, Z 𝐵
𝑙 ′ ] equals one.

Π(𝑅𝐴𝐵,𝑙,𝑙 ′) =
(
1 + 𝑘𝑝𝑜𝑙𝑦

𝐴,𝑙

(
𝑅𝐴𝐵

𝑅𝑐𝑜𝑣,𝐴𝐵

) 1

2

) (
1 + 𝑘𝑝𝑜𝑙𝑦

𝐵,𝑙 ′

(
𝑅𝐴𝐵

𝑅𝑐𝑜𝑣,𝐴𝐵

) 1

2

)
(2.73)

𝑋 directly depends on the difference in Pauling electronegativities Δ𝐸𝑁𝐴𝐵 and a global parameter 𝑘𝐸𝑁

(Eq. 2.74).

𝑋 (𝐸𝑁𝐴, 𝐸𝑁𝐵) = (1 + 𝑘𝐸𝑁Δ𝐸𝑁 2

𝐴𝐵) (2.74)

The second-order exchange-correlation and isotropic electrostatic energy contributions incorporated

in 𝐸𝛾 are described by equation 2.75 where 𝑞𝑙 represents Mulliken
140

partial shell charges and 𝛾𝐴𝐵,𝑙𝑙 ′

the Coulomb interaction energy (Eq. 2.76) damped by the term [𝐴𝐵,𝑙𝑙 ′ (Eq. 2.77). In this short-range

damping function, [ is an element-specific atomic hardness parameter and ^ a shell-dependent scaling

parameter.

𝐸𝛾 =
1

2

𝑁𝑎𝑡𝑜𝑚𝑠∑︁
𝐴,𝐵

∑︁
𝑙 ∈𝐴

∑︁
𝑙 ′∈𝐵

𝑞𝑙𝑞𝑙 ′𝛾𝐴𝐵,𝑙𝑙 ′ (2.75)

𝛾𝐴𝐵,𝑙𝑙 ′ =
1√︃

𝑅2

𝐴𝐵
+ [−2

𝐴𝐵,𝑙𝑙 ′

(2.76)

[𝐴𝐵,𝑙𝑙 ′ = 2

(
1

[𝐴 (1 + ^𝑙𝐴)
+ 1

[𝐵 (1 + ^𝑙
′
𝐵
)

)−1

(2.77)

The third-order exchange-correlation and isotropic electrostatic energy correction 𝐸𝐺𝐹𝑁 1

Γ includes the

Mulliken partial charge 𝑞𝐴 which is defined as the sum over all partial shell charges for 𝑙 ∈ 𝐴 and the

so-called element-specific atomwise Hubbard parameter
141 Γ (Eq. 2.78).

𝐸𝐺𝐹𝑁 1

Γ =
1

3

𝑁𝑎𝑡𝑜𝑚𝑠∑︁
𝐴

(𝑞𝐴)3Γ𝐴 (2.78)

To incorporate static electron correlation effects, which arise when a single Slater determinant is not

sufficient to describe the electronic ground state, the GFNn-xTB energy expressions are augmented by

an electronic entropy, or Fermi-smearing term 𝐺𝐹𝑒𝑟𝑚𝑖 that is described by equation 2.79
142

. This finite

electronic temperature treatment enables the dissociation of covalent bonds and increases the stability

of the GFNn-xTB methods for the description of, e.g. transition-states and transition metal complexes,

significantly. Usually moderate electronic temperatures are used, with the default value for 𝑇𝑒𝑙 being

300 K. For equation 2.79, 𝑘𝐵 is the Boltzmann constant and 𝑛𝑖𝜎 the fractional occupation number with

respect to a spin molecular orbital𝜓𝑖𝜎 . 𝑛𝑖𝜎 is defined by the Fermi distribution according to equation 2.80

with the respective Fermi levels 𝜖𝜎
𝐹

and the energies 𝜖𝑖 of the spatial MOs whose occupation numbers

refer to 𝑛𝑖 = 𝑛𝑖𝛼 + 𝑛𝑖𝛽 . 𝛼 and 𝛽 indicate the respective spin orbital space.

𝐺𝐹𝑒𝑟𝑚𝑖 = 𝑘𝐵𝑇𝑒𝑙

∑︁
𝜎=𝛼,𝛽

∑︁
𝑖

[𝑛𝑖𝜎𝑙𝑛(𝑛𝑖𝜎 ) + (1 − 𝑛𝑖𝜎 )𝑙𝑛(1 − 𝑛𝑖𝜎 )] (2.79)
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𝑛𝑖𝜎 =
1

𝑒𝑥𝑝 [(𝜖𝑖 − 𝜖𝜎𝐹 )/(𝑘𝐵𝑇𝑒𝑙 )] + 1
(2.80)

As a consequence of the generally spin-restricted nature of the GFNn-xTB methods, spin state splitting

energies are generally described badly and a low-spin configuration is always favored within the GFNn-

xTB framework. Nevertheless, this behaviour also improves the robustness of the methods with respect

to complicated electronic structures. With the GFNn-xTB methods being generally parametrized for all

elements up to radon (Z = 86), they are also able to treat the lanthanoids. The lanthanoids have special

properties with respect to binding and coordination due to the fact that the 4f shell is typically located

below the 5d shell and thus does have a strongly reduced influence on chemical binding. Therefore,

the GFNn-xTB methods apply an "f-in-core" approximation
143

, treating the lanthanoids as 4d transi-

tion metals with three valence electrons. The f-electrons are thus only treated implicitly by means of

parametrization or pseudopotentials.

GFN2-xTB

The second generation GFNn-xTB method, GFN2-xTB, shares many of the concepts and energy contri-

butions already applied in GFN1-xTB (vide supra). Accordingly, only the GFN2-xTB specific differences

and extensions are discussed in the following, including multipole electrostatics, exchange-correlation

anisotropy, and a charge-dependent London dispersion correction. The GFN2-xTB energy is calculated

according to equation 2.81.

𝐸𝐺𝐹𝑁 2−𝑥𝑇𝐵 = 𝐸𝑟𝑒𝑝 + 𝐸𝐷4
′

𝑑𝑖𝑠𝑝
+ 𝐸𝐸𝐻𝑇 + 𝐸𝛾 + 𝐸𝐴𝐸𝑆 + 𝐸𝐴𝑋𝐶 + 𝐸𝐺𝐹𝑁 2

Γ +𝐺𝐹𝑒𝑟𝑚𝑖 (2.81)

For GFN2-xTB the shell-exponent dependent term 𝑌 (Z𝐴
𝑙
, Z 𝐵
𝑙 ′ ) is described by equation 2.82 with the

orbital exponents Z𝐴
𝑙

.

𝑌 (Z𝐴
𝑙
, Z 𝐵
𝑙 ′ ) =

©«
2

√︃
Z𝐴
𝑙
Z 𝐵
𝑙 ′

Z𝐴
𝑙
+ Z 𝐵

𝑙 ′

ª®®¬
1

2

(2.82)

The extended Hückel matrix diagonal elements 𝐻^^ are described by equation 2.83 introducing an

element- and shell-specific parameter 𝛿ℎ𝑙
𝐶𝑁 ′

𝐴

and a modified fractional coordination number 𝐶𝑁 ′
𝐴

.

𝐻^^ = ℎ𝑙𝐴 − 𝛿ℎ𝑙
𝐶𝑁 ′

𝐴
𝐶𝑁 ′

𝐴 (2.83)

The modified short-range damping parameter [𝐴𝐵,𝑙𝑙 ′ for GFN2-xTB is given by equation 2.84.

[𝐴𝐵,𝑙𝑙 ′ =
1

2

[
[𝐴 (1 + ^𝑙𝐴) + [𝐵 (1 + ^

𝑙 ′
𝐵 )

]
(2.84)

While GFN1-xTB applies the D3 dispersion correction, GFN2-xTB uses the more recent charge de-

pendent D4 correction in a modified form (Eq. 2.85) here using self-consistently solved atomic partial
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charges from a Mulliken population analysis.

𝐸𝐷4
′

𝑑𝑖𝑠𝑝
= −

∑︁
𝐴≥𝐵

∑︁
𝑛=6,8

𝑠𝑛
𝐶𝐴𝐵𝑛 (𝑞𝐴,𝐶𝑁𝐴

𝑐𝑜𝑣, 𝑞𝐵,𝐶𝑁
𝐵
𝑐𝑜𝑣)

𝑅𝑛
𝐴𝐵

𝑓
(𝑛)
𝑑𝑎𝑚𝑝,𝐵𝐽

(𝑅𝐴𝐵)

− 𝑠9

∑︁
𝐴≥𝐵≥𝐶

(3𝑐𝑜𝑠 (\𝐴𝐵𝐶 )𝑐𝑜𝑠 (\𝐵𝐶𝐴)𝑐𝑜𝑠 (\𝐶𝐴𝐵) + 1)𝐶𝐴𝐵𝐶
9

(𝐶𝑁𝐴
𝑐𝑜𝑣,𝐶𝑁

𝐵
𝑐𝑜𝑣,𝐶𝑁

𝐶
𝑐𝑜𝑣)

(𝑅𝐴𝐵𝑅𝐴𝐶𝑅𝐵𝐶 )3

× 𝑓 (9)
𝑑𝑎𝑚𝑝,𝑧𝑒𝑟𝑜

(𝑅𝐴𝐵, 𝑅𝐴𝐶 , 𝑅𝐵𝐶 ) (2.85)

For 𝐸𝐺𝐹𝑁 2

Γ a shell-specific global parameter 𝐾Γ
𝑙

is introduced according to equation 2.86.

𝐸𝐺𝐹𝑁 2

Γ =
1

3

𝑁𝑎𝑡𝑜𝑚𝑠∑︁
𝐴

∑︁
𝑙 ∈𝐴

(𝑞𝑙 )3𝐾Γ
𝑙
Γ𝐴 (2.86)

The most crucial improvement of GFN2-xTB over its predecessor is the explicit treatment of anisotropic

electrostatic interactions in a multipole expansion (Eq. 2.87) and thus being free from of any hydrogen-

or halogen bond corrections. For an atom 𝐴, the cumulative atomic multipole moments (CAMM)
144

are given by the cumulative atomic dipole moment `𝐴 and its traceless quadrupole moment Θ𝐴. The

distance dependence damping function 𝑓𝑛 (𝑅𝐴𝐵) is defined by equation 2.88 with the global parameters

𝑎𝑛 .

𝐸𝐴𝐸𝑆 = 𝐸𝑞` + 𝐸𝑞Θ + 𝐸`` (2.87)

=
1

2

∑︁
𝐴,𝐵

{
𝑓3(𝑅𝐴𝐵)

[
𝑞𝐴 (`𝑇𝐵R𝐵𝐴) + 𝑞𝐵 (`𝑇𝐴R𝐴𝐵)

]
+ 𝑓5(𝑅𝐴𝐵)

[
𝑞𝐴R𝑇𝐴𝐵Θ𝐵R𝐴𝐵 + 𝑞𝐵R𝑇𝐴𝐵Θ𝐴R𝐴𝐵 − 3(`𝑇𝐴R𝐴𝐵) (`𝑇𝐵R𝐴𝐵) + (`𝑇𝐴`𝐵)𝑅

2

𝐴𝐵

] }
(2.87a)

𝑓𝑛 (𝑅𝐴𝐵) =
𝑓𝑑𝑎𝑚𝑝 (𝑎𝑛, 𝑅𝐴𝐵)

𝑅𝑛
𝐴𝐵

=
1

𝑅𝑛
𝐴𝐵

1

1 + 6

(
𝑅𝐴𝐵

0

𝑅𝐴𝐵

)𝑎𝑛 (2.88)

Based on the CAMM introduced in equation 2.87, the anisotropic second-order exchange-correlation

energy 𝐸𝐴𝑋𝐶 is calculated following equation 2.89 with the element-specific parameters 𝑓
`𝐴
𝑋𝐶

and 𝑓
Θ𝐴

𝑋𝐶
.

𝐸𝐴𝑋𝐶 =
∑︁
𝐴

(
𝑓
`𝐴
𝑋𝐶

|`𝐴 |2 + 𝑓 Θ𝐴

𝑋𝐶
∥Θ𝐴∥2

)
(2.89)

As GFN1- and GFN2-xTB apply slightly different STO basis sets, an overview of the respective basis set

compositions is given in table 2.2.
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Table 2.2.: Composition of the Slater-type atomic orbital basis sets applied in GFN1- and GFN2-xTB.
a,b

group or element basis functions

GFN1-xTB GFN2-xTB

H ns, (n+1)s ns

He ns ns, (n+1)p

Ne nsp, (n+1)d nsp, (n+1)d

Be–F nsp nsp

1 nsp nsp

2 nsp, (n−1)d nsp, (n−1)d

3–11 nsp, (n−1)d nsp, (n−1)d

12 nsp nsp

13 nspd nspd

14 nspd nspd

15 nspd nspd

16 nspd nspd

17 nspd nspd

lanthanoids nsp, (n−1)d nsp, (n−1)d

Tl–Bi nsp nsp

Po nsp, (n−1)d nsp

an denotes the principal quantum number of the element specific valence shell (for d (l = 2) up to n = 5).
b
The compositions shown differ in parts from those mentioned in the original literature, but reflect those used in the final

versions of the respective methods.
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2.3. Multi-Level Approach and General Remarks

Throughout this thesis various computational methods are applied and discussed in the context of

efficiency and computational speed. Therefore, a classification of the applied methods regarding com-

putational demand, accuracy and applicability with respect to the size of the system is necessary. A sim-

plified classification of prominent method families is shown in figure 2.3. At this point it is to note, that

technical settings, the choice of the basis set, as well as method specific thresholds and specifications

can influence the final computational demand significantly. Nevertheless, the presented classification

reflects a simplified picture of the expected performance considering the method intrinsic computa-

tional demand. This estimate is based on typically applied methodological and technical setups and

serves only for orientation. As different computational tasks require varying degree of computational

FF

DFT-3c

DFT-D

DLPNO-
CCSD(T)

CCSD(T)

computational cost

ac
cu

ra
cy

SQM

HF-3c

applicable molecular size / atoms

> 5000 > 500 > 250 > 100 > 20

Figure 2.3.: Schematic depiction of the accuracy of prominent computational methods as function of

their computational cost. See chapter 2.2 for explanations regarding the depicted methods.

effort, it is impossible to choose the most accurate available method for each of these tasks. Therefore,

so-called multi-level approaches are common practice in computational chemistry. In such approaches,

very time consuming calculations are typically conducted with fast but also more approximate meth-

ods. For example, even a single point calculation with CCSD(T) applying a sufficiently large basis set,

can take weeks to months for small to average sized molecules. Therefore, geometry optimizations that

require many optimization cycles are not feasible with such accurate but computationally demanding

methods. Accordingly, more efficient methods are applied for such tasks, with DFT being the most

frequently used choice. Typically, the errors resulting from such substitutions are relatively small if the
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used methods are appropriate for the computational tasks they are chosen for
34

. Generally, the cost-

benefit ratio of such multi-level approaches is sufficiently good and for larger systems they are usually

inevitable (cf. table 2.3). With increasing size of the system, even more approximate methods such as

SQM methods and FFs have to be applied to allow any treatment of such systems. Further, multi-level

approaches can be used to increase the efficiency of tasks in computational chemistry.

Table 2.3.: Exemplary classification of methods employed in multi-level approaches regarding the task

and the system size. Note that no comment is made on the applied basis set or technical

specifications.

Task System size (Natoms)

small medium large huge

(< 100) (100–500) (500–5000) (> 5000)

Conformational sampling SQM SQM FF –

Reaction path simulation DFT DFT/SQM SQM –

Geometry optimization DFT DFT/SQM SQM FF

Vibrational frequencies DFT DFT/SQM SQM/FF FF

Single point energies WFT/DFT WFT/DFT DFT/SQM SQM/FF
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II. Studies on Extended Tight Binding Methods

Many quantum chemical investigations require hundreds or thousands of quantum chemical calcula-

tions or or deal with large systems with more than 500 atoms. Such chemical problems are typically

untreatable by usual DFT or WFT methods anymore due to the drastically increasing computational

demand. Thus, semi-empirical quantum chemical methods are needed that combine sufficient accu-

racy and small computational cost relative to higher levels of theory. As the speed usually comes

at the cost of accuracy resulting from progressive approximation, the development of SQM methods

mainly focused on the treatment of elements and systems that are electronically simple like it is often

the case for organic chemistry, involving light elements of the first and second row of the periodic

table
45

. Focusing on such systems, a plethora of SQM methods was developed based on HF theory

and (semi-)local DFT, applying variants of the NDDO and DFTB approximations, respectively. NDDO-

based SQM methods include AM1
146

, the OMx 46,147–149
and RM1

150
methods, and the PMx 50–52,151–153

methods with the prominent representatives PM6
51

and PM7
52

, to name just a few
49

. The most promi-

nent DFTB based methods are those developed by Porezag, Frauenheim, Elstner and co-workers. These

include DFTB1
134

, SCC-DFTB
136,137

(DFTB2), and DFTB3
138

, which are frequently used for molecular

and solid-state simulations
133,154

. Nevertheless, most of these methods are not generally applicable,

mostly due to the lack of a comprehensive parametrization including large parts of the periodic ta-

ble. The most general of these methods, and almost the only ones also applicable to most transition

metals, are PM6 and PM7. This lack of SQM methods applicable to transition metals, lanthanoids, and

heavy inorganic main group elements, may origin from their often complex electronic structures and

unprecedented chemical behavior compared to organic, carbon based chemistry. The small number of

10-6

10-4

10-2

100

102

104

106

108

0 10 20 30 40 50 60 70 80 90 100

C
ru

st
al

 a
bu

nd
an

ce
 b

y 
m

as
s 

/ p
pm

Atomic number Z

Main group elements
Transition metals

Lanthanoids
Actinoids

H

Be

Li
B

C

N

O

F

Na

Mg

Al
Si

P

S

Cl

K
Ca

Sc

Ti

V Cr

Mn

Fe

Co

Ni

Cu

Zn

Ga

Ge

As

Se

Br

Rb

Sr

Y

Zr

Nb

Mo

Ru Rh

Pd

Ag
Cd

In

Sn

Sb

Te

I

Cs

Ba

La

Ce

Pr

Nd

Sm

Eu

Gd

Tb

Dy

Ho

Er

Tm

Yb

Lu

Hf

Ta W

Re

Os

Ir

Pt

Au

Hg

Tl

Pb

Bi

Th

U

Figure 2.4.: Estimated element abundance in the upper continental crust of the Earth in ppm by mass.

Noble gases and elements with very low abundances are excluded. The green area covers

the rock-forming elements and the yellow the rarest metals
145

.
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suitable SQM methods stands in strong contrast to the importance of these elements in diverse areas

of modern chemistry, such as organometallic catalysis, bioinorganic chemistry, or metalorganic mate-

rial research
155–157,157–165

. Further, the chemistry of the lanthanoids has developed rapidly in the last

decades and their importance for biological systems has received new attention
166

. Their perception

was also coined by their consideration as so-called "rare earth" elements even though their estimated

abundance in the earth crust is comparable to that of many metals that are heavily used in industry

(cf. 2.4). Nevertheless, these elements have seen a renaissance being used in bioinorganic, medicinal

and photochemistry, as well as in catalysis and synthesis
166–172

. Inspired by this development and the

high demand for more sophisticated and generally applicable SQM methods, the family of GFNn-xTB

extended tight binding methods has been developed by Grimme and co-workers more recently
53–55,57

.

Further, a generic FF termed GFN-FF
56

has been developed in the spirit of the GFNn-xTB methods as

well to cover even larger systems. The target properties of these methods are the efficient calculation

of geometries, frequencies, and non-covalent interactions as reflected by the acronym GFN. All GFN

methods share a comprehensive parametrization for a major part of the periodic table up to radon (Z

= 86). With these new tools at hand the quantum mechanical investigation of a variety of chemical

systems involving transition metals and lanthanoids as well as efficient workflows to enable large scale

screening of organometallic compounds become possible. Therefore, part II is devoted to the evalua-

tion and application of the new GFN methods for the description of transition metal and lanthanoid

complexes for which suitable testing scenarios, yet unavailable in the literature, were created. In this

context chapter 3 deals with the fast and reasonable geometry optimization of lanthanoid complexes

with the GFN1-xTB method. Further, chapter 4 extends the evaluation of the GFNn-xTB methods to

GFN2-xTB for large to huge transition metal complexes using a newly created benchmark set termed

TMG145. Based on the insights from chapter 4, the GFNn-xTB methods were used for automated con-

former generation applying the CREST approach, and were evaluated for their application in multi-level

based calculation of conformational energies of transition metal complexes.
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3. Geometry Optimization of Lanthanoid Complexes with an Extended Tight Binding Method

Abstract The recently developed tight binding electronic structure approach GFN1-xTB is tested in

a comprehensive and diverse lanthanoid geometry optimization benchmark containing 80 lanthanoid

complexes. The results are evaluated with reference to high-quality X-ray molecular structures ob-

tained from the Cambridge Structural Database (CSD) and theoretical DFT-D3(BJ) optimized structures

for a few Pm (Z = 61) containing systems. The average structural heavy atom root-mean-square devi-

ation (RMSD) of GFN1-xTB (0.65 Å) is smaller compared to its competitors, the Sparkle/PM6 (0.86 Å)

and HF-3c (0.68 Å) quantum chemical methods. It is shown that GFN1-xTB yields chemically reason-

able structures, less outliers, and performs well in terms of overall computational speed compared to

other low-cost methods. The good reproduction of large lanthanoid complex structures corroborates

the wide applicability of the GFN1-xTB approach and its value as efficient low-cost quantum chemi-

cal method. Its main purpose is the search for energetically low-lying complex conformations in the

elucidation of reaction mechanisms.

3.1. Introduction

Lanthanoid complexes of various size are of interest in a broad field of applications like photo-emitting

materials
173

, bio imaging
174

, luminescent lanthanoid-based metal organic frameworks
175–177

, and ho-

mogeneous catalysis
178

to name only a few known applications. Thus, the correct computation of such

lanthanoid complex structures is fundamental for theoretical and mechanistic studies in these fields of

research. In the last decades the Sparkle
179–181

model extensions of several semi-empirical methods like

AM1
146,182–191

, PM3
50,192–198

, PM6
51,199

, PM7
52,200

, and RM1
150,201

were developed to optimize the ge-

ometries of coordination complexes containing +3 charged lanthanoid ions. Specifically Sparkle/PM6

still represents the state-of-the-art for semi-empirical methods in this field, in which theoretical alterna-

tives are lacking. In this work, we investigate the applicability of the recently developed GFN1-xTB
53

tight binding electronic structure approach for geometry optimization of a large and diverse set of

common lanthanoid complexes. High-quality X-ray molecular structures obtained from the Cambridge

Structural Database (CSD)
202

and theoretical DFT-D3(BJ) reference structures for Pm (Z = 61) contain-

ing systems are taken as reference. The competitive quantum chemical methods Sparkle/PM6 as well

as HF-3c
127

are applied to the same set of structures in order to put the quality of the new method into

some perspective. While GFN1-xTB and PM6 should formally have the same computational cost (for

practical computation times see Section Computation time3.3), HF-3c usually is 1-2 orders of magnitude

slower (but an order of magnitude faster than DFT-D3 with a reasonable AO basis set). Energetic (ther-

mochemical) properties are not considered here but we note, that GFN1-xTB has recently been applied

successfully to study high energy processes like the dissociation of transition metal complexes in elec-

tron ionization mass spectrometry
203

(QCEIMS method
204

). Furthermore, reasonable atomic charges

are in general obtained from GFN1-xTB which were recently used to improve the widely used D3 dis-

persion model
115

. In a few examples we further demonstrate the ability of GFN1-xTB for the search of

energetically low-lying conformations for complexes with flexible ligands.
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3.2. Computational Details

3.2. Computational Details

The semi-empirical tight binding method GFN1-xTB is parametrized for all elements up to Z = 86. The

number of parameters is kept small and element-pair-specific parameters are largely avoided. As the

GFN1-xTB method does not focus on the description of electronic (spectroscopic) or magnetic proper-

ties, the lanthanoids are treated like 4d transition metals in a ’f-in-core’ approximation
143

. Accordingly,

the f-electrons are not explicitly considered and all lanthanoids contribute three valence electrons to

the electronic structure. Note, that in the Sparkle/PM6 approach no electrons (basis functions) are pro-

vided by the lanthanoid atom meaning that all bonding is basically of electrostatic origin. Furthermore

the parametrization of the lanthanoids was simplified by linear interpolation with the nuclear charge

Z, where only Ce (Z = 58) and Lu (Z = 71) were fitted as the start and end points. As reference data

mainly structures including hard bases as ligands (halides, amines, carboxylates etc.) were employed,

as these are predominantly observed in most common lanthanoid complexes. Nevertheless, several in-

organic ligands (alanates, boranes, metal organic ligands) were also included in the parametrization set.

The coordination numbers of the utilized structures ranges from 3 to 15. For further methodological

details on GFN1-xTB and its parameters see reference
53

. All Sparkle/PM6 calculations were carried

out with the MOPAC2016
205

program package. HF-3c
127

calculations were conducted with the TUR-

BOMOLE 7.0.2
206,207

program and the DFT-D3(BJ)-ATM reference structures were calculated with the

ORCA 4.0.0
208,209

program package at the ZORA-PBE0-D3(BJ)-ATM
31,59,121,122,124,125,210–213

/ZORA-def2-

TZVP
214

all electron level of theory applying the SARC2-ZORA-QZV
215

basis set for the lanthanoid

atoms and a fine numerical integration grid (GRID7 as implemented in ORCA). The GFN1-xTB struc-

ture optimizations were carried out with the xtb 4.8
216

stand alone program which can be obtained

free of charge for academic use. GFN1-xTB default convergence criteria were used (SCF: 1.0 · 10
−6

Eh;

Gradient: 1.0 · 10
−3

Eh). Sparkle/PM6 calculations were conducted with identical convergence criteria.

For HF-3c calculations slightly changed TURBOMOLE convergence criteria were used (SCF: 1.0 · 10
−7

Eh; Gradient: 1.0 · 10
−4

Eh). For further details see appendix A2.

3.3. Results and Discussion

General Remarks

Our benchmark set consists of 77 disorder-free high-quality crystallographic structures with R-factors

below 0.05 extracted from the Cambridge Structural Database. Three additional promethium containing

complex structures were calculated as molecular reference (due to its radioactivity, no crystal structures

are available). The structure numbering and the corresponding CSD identification numbers can be

found in tables 3.1 and 3.2. Missing entries indicate not achieved convergence or failed SCF convergence

occurred during geometry optimization. We observed this in four GFN1-xTB, three Sparkle/PM6 and six

HF-3c calculations. For GFN1-xTB this was rarely observed for larger multi nuclear lanthanoid clusters

with small bridging anionic ligands. In these special cases an artificial contraction of the lanthanoid

framework was observed. The benchmark set contains mono-, multi nuclear, and lanthanoid-transition

metal mixed complexes with versatile organic and inorganic ligands. Neutral and ionic mono- and
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3. Geometry Optimization of Lanthanoid Complexes with an Extended Tight Binding Method

multi dentate ligands of variable flexibility and size are included. Four structural quality criteria for

comparison of experimental and theoretical molecular structures are applied: (i) heavy-atom (all except

H) root-mean-square deviation (RMSD), (ii) absolute mean coordination number (CN) change of the

lanthanoid atoms (∆CNmean), (iii) the mean absolute deviation (MAD) of the Ln-Ligand bond distances

(dA-B) and (iv) structural correctness (SC). The latter criteria indicates chemical or coordinative changes

that might not be reflected by the previous criteria.

Geometry Optimization

Overall GFN1-xTB performs well in all quality criteria compared to the well established method

Sparkle/PM6 (for the raw data see the online Supporting Information of the original publication). It

yields a smaller mean heavy atom RMSD (Figure 3.2a, table 3.4) of 0.65 Å compared to Sparkle/PM6

(0.86 Å) and HF-3c (0.68 Å) indicating, that ligand-ligand and electrostatic interactions are well de-

scribed within GFN1-xTB on a competitive level. The investigation of the lanthanoid-ligand bond

distances indicates that GFN1-xTB reproduces the direct coordination sphere with a MAD of 0.23 Å

slightly worse than Sparkle/PM6 with a MAD of 0.19 Å. HF-3c clearly outperforms both, GFN1-xTB

and Sparkle/PM6, with a MAD of only 0.10 Å. The performance of GFN1-xTB for this property can

be partly explained by several outliers of sterically overloaded structures containing cyclopentadienyl
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RMSD = 0.18 Å

f

b

Er-5

RMSD = 0.04 Å

Tm-1

RMSD = 0.38 Å

g

c

Gd-4

RMSD = 0.10 Å

Sm-1

RMSD = 0.30 Å

h

d

Sm-4

RMSD = 0.96 Å

Eu-2

RMSD = 0.22 Å

Eu

Sm

TmDy

Gd

Er

Gd Sm

Figure 3.1.: Overlays of structures for eight selected lanthanoid complexes. The GFN1-xTB optimized

structures are depicted in transparent blue, the X-ray structures with color coded atoms.

Most hydrogen atoms are omitted for clarity. The heavy atom RMSD is given in Å.
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3.3. Results and Discussion

Table 3.1.: Data comparison for complexes containing elements La–Eu. The RMSD is given in Å, wall

time (WT) in seconds. Structural Correctness (SC): Yes = Y; No = N.

GFN1-xTB Sparkle/PM6

entry CSD CHRG RMSD WT cycles ∆CNm SC RMSD WT cyc. ∆CNm SC

La-1 1406265 0 0.63 39 87 0.43 Y 0.58 144 597 1.15 Y

La-2 1409125 0 1.08 22 146 0.84 Y 0.92 197 997 0.65 Y

La-3 1410388 0 0.49 10 48 0.02 Y 0.90 29 270 4.43 N

La-4 1418152 −1 1.68 19 98 5.22 N 2.82 177 1699 2.4 N

La-5 215859 0 0.70 46 62 1.48 Y 0.44 117 350 1.07 Y

La-6 913893 0 0.50 19 51 2.42 Y 0.45 80 301 1.82 Y

Ce-1 1044879 0 – – – – – – – – – –

Ce-2 1409131 0 0.58 12 84 0.30 Y 0.55 58 278 0.95 Y

Ce-3 636475 0 0.32 21 53 0.57 Y 0.43 35 195 1.94 Y

Ce-4 774594 0 0.89 229 179 0.39 N 1.21 208 219 1.6 N

Ce-5 797225 +4 0.41 12 40 1.91 Y 1.33 45 333 0.5 Y

Ce-6 804892 0 1.33 7 155 1.64 N 1.99 6 103 0.55 N

Ce-7 836189 −1 0.77 101 100 0.24 N 0.69 306 397 2.35 Y

Ce-8 904596 0 – – – – – 1.18 752 549 1.38 N

Ce-9 220013 0 0.47 7 33 0.15 Y 1.67 39 127 1.83 N

Ce-10 862911 0 0.34 6 39 0.37 N 1.31 24 426 0.97 Y

Pr-1 211410 0 0.18 9 26 0.42 Y 0.76 52 327 0.19 Y

Pr-2 222805 +3 0.17 5 32 1.00 Y 0.34 17 323 0.2 Y

Pr-3 229509 0 0.65 18 107 0.67 Y 0.45 15 202 0.56 Y

Pr-4 789537 0 – – – – – 1.11 230 386 0.81 N

Pr-5 812633 0 0.28 13 36 0.44 Y 0.43 11 78 0.89 Y

Pr-6 815090 0 0.47 23 75 0.02 Y 0.57 87 757 0.86 Y

Nd-1 1058297 0 1.67 57 219 0.27 N 1.14 124 102 0.09 N

Nd-2 1409126 0 0.55 23 91 1.57 Y 0.50 65 291 0.19 Y

Nd-3 186711 0 0.47 58 71 0.80 Y 1.22 364 536 0.01 Y

Nd-4 789536 0 0.95 139 153 0.47 N 0.67 265 524 1.08 Y

Nd-5 906651 0 1.02 142 151 3.52 Y 0.97 276 424 0.35 Y

Pm-1 0 0.28 2 27 0.60 Y 0.18 2 37 2.89 N

Pm-2 0 0.13 1 19 1.22 Y 0.70 7 174 0.14 Y

Pm-3 0 0.06 0 9 0.15 Y 0.31 01 66 1.54 N

Sm-1 1016561 0 0.30 63 77 0.29 Y 0.68 56 98 1.54 N

Sm-2 209486 0 0.17 3 19 1.01 Y 0.82 7 187 0.71 Y

Sm-3 228522 0 1.23 58 177 0.48 Y 0.27 253 209 0.21 Y

Sm-4 914587 0 0.96 260 196 0.64 Y 1.11 528 364 0.8 Y

Sm-5 963104 −2 0.15 0 17 1.95 Y 0.13 0 25 0.62 Y

Eu-1 1151903 0 1.43 144 343 1.11 Y 1.45 28 71 1.54 N

Eu-2 1402204 0 0.22 22 55 0.66 Y 0.76 2934 213 0.66 N

Eu-3 815914 +2 0.82 20 75 0.42 Y 2.59 141 597 1.01 N

Eu-4 1158110 +2 0.17 4 25 0.82 Y 0.20 13 198 0.06 Y

Eu-5 1158110 −2 0.56 3 98 0.41 N 1.29 10 637 2.49 Y
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3. Geometry Optimization of Lanthanoid Complexes with an Extended Tight Binding Method

Table 3.2.: Data comparison for complexes containing elements Gd–Lu. The RMSD is given in Å, wall

time (WT) in seconds. Structural Correctness (SC): Yes = Y; No = N.

GFN1-xTB Sparkle/PM6

entry CSD CHRG RMSD WT cycles ∆CNm SC RMSD WT cyc. ∆CNm SC

Gd-1 1145951 0 0.16 2 27 1.23 Y 0.80 7 126 0.41 Y

Gd-2 191242 0 0.19 21 31 0.37 Y 0.75 80 126 1.28 Y

Gd-3 809026 0 0.78 194 133 0.36 Y 0.69 506 536 1.59 N

Gd-4 854536 0 0.10 6 25 0.28 Y 0.43 18 119 1.32 Y

Gd-5 908963 0 0.75 44 70 0.63 N 1.84 40 65 3.25 N

Tb-1 1008454 0 0.65 18 60 1.69 N 0.31 20 135 1.01 Y

Tb-2 741843 0 1.51 96 179 2.58 N 0.89 249 476 1.05 Y

Tb-3 914007 0 0.81 119 184 0.39 Y – – – – –

Tb-4 132373 0 0.81 98 151 0.31 Y 1.06 261 419 0.17 N

Tb-5 1227115 0 0.60 24 81 0.40 Y 0.86 45 160 1.7 Y

Dy-1 789527 0 1.41 139 196 1.73 N 0.96 65 137 0.83 Y

Dy-2 920636 0 0.18 58 53 5.59 Y 0.52 252 476 0.76 Y

Dy-3 642445 0 1.91 10 105 0.43 N 0.75 19 111 2.13 N

Dy-4 938031 0 0.35 27 42 1.95 N 0.65 134 382 2.5 N

Dy-5 1209340 0 0.39 4 34 1.08 Y 0.81 38 397 1.38 Y

Ho-1 1160702 0 0.28 2 28 0.28 Y 0.24 1 18 3.59 N

Ho-2 949430 0 0.17 3 38 2.31 Y 0.41 3 60 0.26 N

Ho-3 1008527 0 0.58 113 166 1.37 Y 0.82 186 386 0.19 Y

Ho-4 1107060 0 1.80 108 260 0.46 N 1.60 30 33 0.61 Y

Ho-5 287100 0 0.15 2 19 0.17 Y 0.50 5 141 0.53 Y

Er-1 1063556 −2 1.36 232 307 0.47 N – – – – –

Er-2 1140170 0 1.14 30 130 2.87 Y 2.13 91 351 1.02 Y

Er-3 186712 0 0.75 78 121 0.34 Y 1.28 790 1204 0.02 N

Er-4 1276830 0 0.49 17 56 0.42 Y 0.21 36 90 0.09 Y

Er-5 1282289 0 0.04 1 11 0.27 Y 0.40 16 268 0.47 Y

Tm-1 695868 0 0.38 20 100 0.36 Y 0.52 30 216 0.85 Y

Tm-2 752927 0 – – – – – 1.11 59 226 1.63 Y

Tm-3 241797 0 2.06 129 233 0.70 N 1.82 450 1359 0.66 Y

Tm-4 984462 0 0.17 62 52 0.51 Y 0.61 264 531 0.72 Y

Tm-5 1130736 0 0.99 36 161 0.17 Y 1.13 69 419 0.6 Y

Yb-1 1016562 0 0.21 19 59 0.56 Y 1.28 62 213 1.26 N

Yb-2 136019 0 0.52 33 53 0.74 Y 0.49 1283 496 0.37 Y

Yb-3 1404893 0 0.27 25 46 0.15 Y 0.68 914 123 0.97 Y

Yb-4 153628 0 0.61 29 75 1.07 Y 0.72 51 173 0.7 Y

Yb-5 174206 0 0.63 28 91 1.22 Y 0.76 140 540 0.43 Y

Lu-1 1164391 0 0.21 10 25 0.16 Y 0.48 243 369 0.93 Y

Lu-2 213481 0 0.53 60 105 1.76 Y 0.97 138 326 0.66 Y

Lu-3 233097 0 1.40 290 241 1.85 Y 0.36 256 337 0.62 Y

Lu-4 138662 0 0.39 26 61 0.09 Y 0.40 117 287 0.1 Y

Lu-5 1236083 0 0.39 14 47 0.13 Y 0.61 11 31 0.57 Y
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Figure 3.2.: Mean absolute coordination number change of the lanthanoid atoms relative to the refer-

ence structures and overall mean absolute deviations for GFN1-xTB (blue), Sparkle/PM6

(yellow) and HF-3c (gray).

ligands, where a partial decoordination of these ligands causes large deviations. The mean absolute de-

viation of the mean coordination number of the lanthanoid atoms (Figure 3.2b) shows comparably good

performance with a MAD of 0.95 compared to 1.04 for Sparkle/PM6 and 0.93 for HF-3c. The few outliers

(La-4, Nd-4 and Dy-1) for GFN1-xTB refer to hydride bridged lanthanoid cluster structures that show

strong reorganization of the inner ligand sphere during the optimization. The individual data as well

as the structural correctness criterion are shown in table 3.1 and 3.2. Overall the structures obtained

with GFN1-xTB are of good quality and some examples are depicted in figure 3.1. Remarkably good

structures are obtained for structures including conformationally well defined multi dentate ligands

like Er-5 (RMSD = 0.04 Å) or Gd-4 (RMSD = 0.10 Å). Even for the chemically rather ’exotic’ cases as

Sm-1, a thioarsenite bridged trinuclear samarium complex, or Tm-1, including short Tm-Pd contacts,

reasonable RMSD values of 0.32 Å and 0.38 Å, respectively, are obtained with GFN1-xTB. The obtained

overall structural quality data are summed up in table 3.3. At this point we emphasize that GFN1-
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Table 3.3.: Obtained overall structural quality data for GFN1-xTB, Sparkle/PM6 and HF-3c.

Method MRMSD / Å MD(dA-B) / Å MAD(dA-B) / Å MAD(CNm)

GFN1-xTB 0.65 0.10 0.23 0.95

Sparkle/PM6 0.86 −0.09 0.19 1.04

HF-3c 0.68 −0.01 0.10 0.93

xTB is less heavily parametrized compared to many other semi-empirical methods in common use (e.g.

DFTB
133–138

) and mainly employs a small number of global and element-specific parameters. A direct

comparison of six GFN1-xTB optimized structures with high quality DFT-D3(BJ)-ATM reference struc-

tures (Table 3.4) further reveals a good and even better accordance of the GFN1-xTB structures and the

high level DFT results for isolated molecules. This indicates that a small part of the residual deviations

between theory and experiment are due to crystal “packing” effects, which, however, presently due to

technical reasons can not be resolved by periodic calculations. Particularly, the deviations for spatially

expanded structures or such with highly flexible ligand spheres are expected to be significantly smaller

in comparison to gas phase reference data which should be kept in mind when judging the results.

Table 3.4.: RMSD and ∆CNm of the GFN1-xTB optimized structures to the X-ray structures (RMSDX-ray)

and exemplary DFT-D3(BJ)-ATM optimized structures (RMSDcalc.).

entry CSD RMSDX-ray / Å ∆CNm, X-ray RMSDcalc. / Å ∆CNm, calc.

Pm-1 – – – 0.28 1.22

Pm-2 – – – 0.13 0.15

Pm-3 – – – 0.06 0.29

Ho-5 287100 0.15 0.47 0.09 0.00

Pr-5 812633 0.28 0.02 0.28 0.51

Sm-5 963104 0.15 1.11 0.08 0.77

Computation Time

In terms of computation (wall) time, GFN1-xTB clearly outperforms Sparkle/PM6 in most cases (Figure

3.3). The generally low computation times (small number of electronic self-consistent field (SCF) cycles)

and the small number of required optimization steps emphasizes the high efficiency and robustness of

GFN1-xTB and the corresponding code. Specifically the highly efficient optimizer in the xtb code in

combination with fast SCF calculations lead to the short computation times observed. Note, that all
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Figure 3.3.: Serial computation (wall) time in seconds for GFN1-xTB (blue) and Sparkle/PM6 (yellow).

timings refer to a single CPU and hence, parallel runs which are possible further extend the broad

applicability of the method to even larger systems at reasonably turnaround times.

Conformational Search Application

For the complexes Er-2 and Ce-9, which have more flexible ligands, we conducted automated confor-

mational searches using a newly developed normal-mode-following algorithm that is implemented in

the xtb code and which will be published separately. The search was started with the optimized X-ray

structure and the resulting ensemble of energetically low-lying structures was re-evaluated by sin-

gle point energy calculations at the ZORA-PBE0-D3(BJ)/ZORA-def2-TZVP(SARC2-ZORA-QZV@Ln)//

GFN1-xTB level of theory. The input structures and the energetically lowest conformers at the DFT

level are depicted in figure 3.4. Specifically for Er-2 the maximization of attractive ligand-ligand in-

teractions (π stacking) in the absence of crystal packing becomes apparent in the energetically lowest

conformer found. Even though the GFN1-xTB conformer energy ranking may vary from that of higher
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level computations, the generation of an almost complete conformer ensemble of good structural qual-

ity is far from being trivial and the structure generation represents in many applications the most time

consuming step. Therefore the use of GFN1-xTB in efficient composite approaches is of high value. An

application and details on the automated conformational search algorithm based on GFN1-xTB were

recently shown in the context of fully automated quantum chemistry based computations of spin-spin

coupled nuclear magnetic resonance spectra
61

.

a

ΔE = 0.00 

b

ΔE = −2.26 ΔE = 0.00 ΔE = −0.65

Er-2 Sm-4

Er
Ce

Figure 3.4.: Exemplary conformational search for a) Er-2 and b) Ce-9. GFN1-xTB optimized

X-ray cutout (left) and the corresponding energetically lowest conformer after re-

evaluation obtained by the automated conformational search (right) with their rela-

tive ZORA-PBE0-D3(BJ)-ATM/ZORA-def2-TZVP(SARC2-ZORA-QZV@Ln)//GFN1-xTB en-

ergies in kcal mol
−1

.

3.4. Conclusion and Outlook

The new GFN1-xTB method proved to be a versatile and fast semi-empirical tool for the computation of

molecular structures containing elements up to Z = 86 including all lanthanoids (Z = 57–71), the latter

specifically considered in this work. Its flexible and robust design qualifies this method to deal with

a broad field of chemical applications without requiring large computational resources. The ability to

optimize lanthanoid complex structures at state-of-the-art semi-empirical or better quality and with

very low computational cost was demonstrated in this work for a very versatile and diverse set of 80

reference structures (77 X-ray structures). For 44 out of the 80 cases, the RMSD to the X-ray structure

was less than 0.6 Å meaning that the theoretical structure more or less coincides with the experimen-

tal one. Part of the residual deviations are attributed to crystal packing/crystal field effects which are

neglected in our study. The robustness of GFN1-xTB combined with its excellent cost/accuracy ratio en-

ables the consistent computation of molecular structures up to a few thousand atoms which also allows

the investigation of large lanthanoid frameworks. A periodic implementation to enable three dimen-

sional crystal structure optimization for material design is in progress in our lab. Large scale screening

investigations are now possible also for lanthanoid complexes allowing computational chemists and

experimentalists to gain more insight into the structural characteristics of such systems. Furthermore,

conformational analysis for systems with flexible ligands can be conducted quite routinely, which is
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important for the elucidation of reaction mechanisms or then the computation of spectra.
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4. Structure Optimization of Large Transition-Metal Complexes with Extended Tight Binding Methods

Abstract Large transition metal complexes are used in numerous areas of chemistry. Computer-aided

theoretical investigations of such complexes are limited by the sheer size of real systems often consist-

ing of hundreds to thousands of atoms. Accordingly, the development and thorough evaluation of fast

semi-empirical quantum mechanical methods, which are universally applicable for a large part of the

periodic table, is indispensable. Here we report on the capability of the recently developed GFNn-xTB

method family for full quantum mechanical geometry optimization of medium to very large transition

metal complexes and organometallic supramolecular structures. Furthermore, the results for a specially

compiled benchmark set of 145 diverse closed-shell transition metal complex structures for all metals

up to Hg are presented.

4.1. Introduction

Although the power of generally available computer hardware has increased tremendously in recent

years, the demand for fast, efficient and yet accurate quantum chemical methods still exists. Where

wave function and density functional theory based methods reach their limits regarding the feasible sys-

tem size, semi-empirical quantum mechanical (SQM) methods like GFNn-xTB
53,54

, DFTB
133,134,136–138

,

PMx 50–52
or OMx 147–149

to name only a few, have established themselves as valuable computational

tools. However, most SQM methods are limited in their applicability to a few elements of the peri-

odic table by incomplete or very specialized parametrization. In particular, the treatment of transition

metals is limited or even impossible in many SQM methods. This is contradicting the importance of

transition metals being used in numerous and diverse areas of chemistry partly involving very large

or extended molecular or periodic systems. Examples are supramolecular organometallic aggregates

such as metal organic polyhedra (MOP) or macrocycles (MOM), metal organic frameworks (MOF),

and metal containing biomolecules such as metalloproteins or a combination to metal-biomolecule

frameworks (MBioF)
217

. Such compounds are not only highly interesting from a fundamental chemical

point of view, but their unique properties also make them valuable for industrial technologies. They

are used, for example, in catalysis
160

, for fuel storage
218,219

, as semi-conductor materials
220

, in ferro-

electrics
221

, as filtration or selection materials, in biomedical applications like bioimaging and sens-

ing
222

, biomimetic mineralization
161

, or as drug delivery
223,224

systems
225–227

. The potential field of

application for efficient SQM methods is correspondingly large. However, universally applicable meth-

ods that are fully parametrized for transition metals is mostly limited to two method families, namely

the already frequently used neglect of diatomic differential overlap (NDDO) based PMx (Parametric

Method x) methods
50–52

and the recently introduced extended tight binding methods GFNn-xTB
53,54

(Geometries, vibrational frequencies and non-covalent interactions extended tight binding) from our

lab. The robustness and quality of the GFNn-xTB methods has already been demonstrated in numer-

ous applications with a predominantly organic chemistry focus. These applications include simula-

tion of electron ionization mass spectrometry
203,204

, fully automated computation of spin-spin-coupled

nuclear resonance spectra
61

including conformer-rotamer ensemble generation, atomic charge gener-

ation for the new D4 dispersion correction
115,116

, geometry optimization of lanthanoid complexes
228

,

automated determination of protonation sites
229

, pKa calculation in the SAMPL6 blind challenge
230

,
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meta-dynamics based exploration of chemical compound conformation and reaction space
231

, and few

studies on organometallic systems
232–236

. The focus here is on demonstrating the quality of GFN2-xTB

and its precursor GFN1-xTB for structure optimization of transition metal complexes and in particular

of very large organometallic systems which are to date not possible otherwise. The recently published

GFN2-xTB approach features less empiricism, improved electrostatic interactions (multipole terms up

to atomic dipole-quadrupole interactions), as well as a density(atomic charge)-dependent London dis-

persion energy correction
31,33

at even slightly reduced computational cost. Theoretically it seems inter-

esting to investigate how this improved physical description effects the performance for large ’real-life’

applications. Note that the GFNn-xTB methods usually describe also vibrational frequencies well if the

basic structure is obtained reasonably well and hence our conclusions furthermore have important con-

sequences for the efficient treatment of IR spectra or the computation of thermostatistical data (enthalpy

and free energy).

Computational Methods

All quantum mechanical calculations were performed with the TURBOMOLE 7.0.2
206,207

(DFT, UFF
40

),

xtb 6.0
237

(GFN1-xTB
53

, GFN2-xTB
54

), and MOPAC 2016
205

(PM6-D3
51

, PM6-D3H4
152

, PM7
52

) pro-

gram packages. The ANCOpt optimizer was applied for GFNn-xTB and PMx optimizations as imple-

mented in the xtb 6.0 program package for comparability with default convergence criteria for energies

and gradients (Econv = 5·10
−6

Eh; Gconv = 1·10
−3

Eh·bohr
−1

). All reference structures were optimized

starting from X-ray structure cutouts applying the TPSSh
238,239

meta hybrid functional with the def2-

TZVPP
240

basis set with default convergence criteria for energies and gradients as implemented in

TURBOMOLE. The D3
59

dispersion correction scheme with Becke-Johnson damping
121

and Axilrod-

Teller-Muto
124,125

three-body contributions was applied. The default effective core potentials (ECP)

ECP-28 and ECP-60 241,242
were used for all elements with atomic number larger than 36 (Kr) in order

to take account of scalar relativistic effects in the DFT calculations. The resolution-of-identity approx-

imation for Coulomb integrals (RIJ)
243–245

was generally used to speed up the DFT calculations. All

calculations were performed on a Intel
®

Xeon
®

E5-2660 v4 @ 2.00 GHz machine. For further details

see appendix A3.

4.2. Results and Discussion

Benchmark Study

Structural benchmarking is challenging, mainly because of the lack of reasonable, and easily compa-

rable reference data. As quantum mechanical approaches generally yield zero-temperature equilib-

rium and not thermally and zero-point vibrational motion expanded structures, a direct comparison

to structures obtained by e.g. X-ray diffraction methods has to be made with caution. High quality

gas-phase electron diffraction data are only available for comparably small molecules, and in general

are rare for transition-metal complexes
246–248

. In addition, solid state structures include interactions

with the crystal environment (packing effects) that are difficult to estimate. Therefore we decided
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Figure 4.1.: Exemplary structure overlays of unusual transition metal complexes and catalysts. Shown

is the DFT reference structure in color code and the GFN2-xTB optimized structure (trans-

parent blue). Hydrogen atoms bound to carbon are omitted for clarity. a) Crabtree cata-

lyst; b) Knölker catalyst; c) Brintzinger-Kaminsky catalyst; d) Karstedt’s catalyst variant; e)

Wilkinson’s catalyst; f) Grubbs-Hoveyda I catalyst; g) Molybdenumgermylidyne complex;

h) Alcohol dehydrogenation catalyst; i) PEPPSI catalyst; j) terminal dinitrogen complex.

to test the discussed SQM approaches first with reference to high quality DFT optimized structures

(TPSSh-D3(BJ)-ATM/def2-TZVPP level) which agree usually very well with appropriate experimen-

tal data
35,246–248

. The new benchmark set, in the future referred to as TMG145 (Transition Metal

Geometries), consists of 145 (five for each 1st, 2nd and 3rd row transition metal up to Hg) medium

sized (25-200 atoms), diverse transition metal complexes derived from high quality molecular X-ray

data. It was selected independently from the fit set underlying the parametrization of the GFNn-xTB

methods. All structures have been taken from the Cambridge Structural Database (CSD; all CSD ref-

erence codes are given in bold font, e.g. JAFFOL) and meet the following selection criteria: 1. high

quality structure (R
2

< 0.5, no disorders, no polymers), 2. singlet, closed-shell electronic structure, 3.

mononuclear complexes, and 4. diversity with respect to bonding patterns, ligand types, coordination

polyhedra and oxidation states. The quality of the SQM optimized structures is assessed on the basis

of 941 bond distances (d(A–B) including mainly transition metal ligand bond distances and few crucial

intraligand bonds, in pm). Further the overall heavy-atom (all elements except H) root–mean–square

deviation (RMSD in Å) and the reproduction of 2846 bond angles around the transition metal center

(∡(A–M–B) in °) are used for evaluation. A chemical intuition based structural correctness (SC) criterion

by visual inspection of each structure is used to identify structures, that are chemically transformed,

dissociated or critically deformed during optimization (cf. ref. 228). Statistical standard deviations cor-

relate well with mean absolute deviations (MAD) and hence only the later are discussed in addition to
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Figure 4.2.: Performance for bond distances and angles in the TMG145 benchmark set. Correlation plots

for bond distances and angles obtained with GFN1-xTB, GFN2-xTB and the PMx methods

with reference to the DFT structures. Bond distances in pm (a–c) and angles in ° (d–f). b)

and e) show the results upon exclusion of structurally incorrectly optimized structures.

the mean deviation (MD) which usually indicates systematic errors. The GFNn-xTB methods perform

very well over the whole set of transition metal complexes. A selection of representative catalysts and

some unusual complexes is shown in figure 4.1. Overall, reasonably small statistical deviations of bond

distances (MDGFN1 = 0.3 pm; MADGFN1 = 7.5 pm; MDGFN2 = 2.1 pm; MADGFN2 = 8.3 pm) and angles

(MDGFN1 = −0.2°; MADGFN1 = 4.0°; MDGFN2 = −0.5°; MADGFN2 = 3.9°, cf. figure 4.2a) are obtained. The

mean Cartesian RMSD (MRMSD) over the entire set of 0.34 Å for GFN1-xTB and 0.33 Å for GFN2-xTB

match these observations. 93% of the GFN2-xTB and 89% of the GFN1-xTB optimized structures re-

main structurally correct upon optimization while the tested PMx methods perform worse with values

of only 61% for PM6-D3 and PM6-D3H4 and 56% for PM7, respectively. The comparably bad perfor-

mance of the PMx methods is further reflected by large statistical deviations for all three tested meth-

ods, PM6-D3 (MRMSD = 0.74 Å; bond distances: MD = 21.7 pm; MAD = 30.2 pm; angles: MD = −3.0°;

MAD = 9.5°), PM6-D3H4 (MRMSD = 0.71 Å; bond distances: MD = 20.9 pm; MAD = 28.9 pm; angles:
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MD = −2.9°; MAD = 9.3°) and PM7 (MRMSD = 0.70 Å; MD = 21.3; MAD = 29.7; angles: MD = −0.1;

MAD = 9.3). The collected statistical data are shown in table 4.1. The larger amount of high devia-

tions for longer bonds can mainly be assigned to the few structures that are not structurally correctly

optimized. Upon their exclusion, the statistical data for both GFNn-xTB methods greatly improve (see

figure 4.2b). For both GFNn-xTB methods, both MAD and SD are reduced on average by 25% and

43% respectively. The improvement in the PMx methods is even greater due to the very large num-

ber of structurally incorrectly optimized structures. Nevertheless, even after the exclusion of all those

outliers, the PMx methods still perform worse in almost all statistical descriptors. To put this into per-

spective, the Universal Force Field (UFF)
40

which is also available for almost all elements, has also been

tested. It performs worse than the GFNn-xTB methods (MRMSD = 0.70 Å; bond distances: MD = 2.3 pm;

MAD = 14.4 pm; angles: MD = −0.2°; MAD = 8.4°) but better than the PMx methods tested here (the

number of incorrectly optimized structures is also relatively high at 52%). The very bad description

of cyclopentadienyl-like ligands is particularly striking for UFF. This underlines the difficulty in gen-

erating a robust description of the widely varying and often difficult electronic structure in metallic

compounds which has been achieved in GFNn-xTB but not in the PMx methods. We can only specu-

late at this point if this is more related to the better underlying reference theory (DFT for GFNn-xTB

versus Hartree-Fock for PMx) or to the way how important many-body and basis set effects are ac-

Table 4.1.: Statistical data for all tested semi-empirical methods with reference to TPSSh-D3(BJ)-

ATM/def2-TZVPP optimized geometries.

GFN1-xTB GFN2-xTB PM6-D3 PM6-D3H4 PM7 UFF

d(A–B) MD / pm 0.3 2.1 21.7 20.9 21.3 2.3

MAD / pm 7.5 8.3 30.2 28.9 29.7 14.4

SD / pm 15.2 15.1 75.1 71.1 65.0 20.8

AMAX / pm 224.9 155.3 697.6 669.6 483.2 188.4

MRMSD / Å 0.34 0.33 0.74 0.71 0.70 0.70

MDSC / pm −0.8 0.6 2.9 3.0 1.7 3.6

MADSC / pm 5.5 6.4 8.6 8.7 8.7 12.2

SDSC / pm 7.9 9.4 13.4 13.8 13.9 16.0

AMAXSC / pm 50.1 75.8 99.9 93.1 76.0 76.7

MRMSDSC / Å 0.31 0.30 0.37 0.40 0.42 0.59

∡(A–M–B) MD / ° −0.2 −0.5 −3.0 −2.9 −2.9 −0.2

MAD / ° 4.0 3.9 9.5 9.3 9.3 8.4

SD / ° 6.7 6.6 17.6 16.9 15.8 12.0

AMAX / ° 58.2 75.7 130.5 141.7 98.2 73.8

MDSC / ° −0.1 −0.1 −0.4 −0.3 −0.1 0.2

MADSC / ° 3.1 3.0 3.7 3.8 4.0 6.5

SDSC / ° 5.2 4.6 5.9 5.9 6.0 9.5

AMAXSC / ° 48.8 27.4 51.3 42.3 39.6 53.9
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counted for indirectly in the GFNn-xTB methods by coordination number dependent Fock matrix el-

ements
53,54

. In addition to the quality of structural optimizations, which among others represents the

core property of the GFNn-xTB family, the qualitatively correct calculation of reaction energies plays

an important role in typical applications. Especially the fast screening of reaction mechanisms and tran-

sition states can be facilitated and massively accelerated by effective SQM methods. The performance

of the GFNn-xTB methods was tested on the MOR41, WCCR10 (reaction energies of metal organic

reactions) and MOBH35
112,249,250

(back and forth barriers of metal organic reactions) benchmark sets

(Table 4.2). Although our methods were not explicitly adapted and parametrized to the reproduction of

reaction energies, both GFN2-xTB and GFN1-xTB perform well. While they are inferior to the best DFT

methods, they are almost in the range of poorer GGA functionals for the MOBH35 set (MADGFN1 = 12.3

kcal mol
−1

, MADGFN2 = 10.5 kcal mol
−1

). For the MOR41 and WCCR10 sets the GFNn-xTB methods

also achieve good results (MOR41: MADGFN1 = 13.2 kcal mol
−1

, MADGFN2 = 11.8 kcal mol
−1

; WCCR10:

MADGFN1 = 10.9 kcal mol
−1

, MADGFN2 = 10.7 kcal mol
−1

), whereby the tested DFT methods generally

performed better. Both GFNn-xTB methods clearly outperform the PMx methods which yield totally

unreasonable energetics and are practically of little use. Overall, the reaction energies provided by

the GFNn-xTB methods are reasonable and allow e.g. their application for initial reaction mechanisms

exploration
251

.

Table 4.2.: Performance of all tested semi-empirical methods on the MOBH35, MOR41 and WCCR10

reaction energy benchmark sets. All values given in kcal mol
−1

.

GFN1-xTB GFN2-xTB PM6-D3 PM6-D3H4 PM7

MOBH35 MAD 12.3 10.5 16.6 15.4 51.6

SD 16.7 14.6 22.2 20.9 89.8

AMAX 50.4 69.5 67.4 61.1 372.4

MOR41 MAD 13.2 11.8 62.5 61.3 51.6

SD 17.4 14.6 86.8 86.7 89.8

AMAX 55.3 37.0 295.6 294.9 372.4

WCCR10 MAD 10.9 10.7 67.1 67.1 26.0

SD 15.0 15.1 121.7 121.8 35.3

AMAX 34.4 31.7 372.8 373.8 67.2

Optimization of Large Organometallic Structures

The good and very robust performance of the GFNn-xTB methods for various medium sized transition

metal complexes was shown in the previous section. A strength of the GFNn-xTB methods compared

to standard DFT is their efficiency, thus allowing a full QM treatment of much larger systems with up

to thousands of atoms. The GFNn-xTB methods are several orders of magnitude faster than even lower
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Figure 4.3.: Computational wall times for the Ta complex optimization EVUJAH in seconds with vari-

ous SQM (on a single CPU core) and DFT methods (on eight CPU cores).

level DFT methods (see figure 4.3). Compared to e.g. PM6 variants, the GFNn-xTB methods prove to

be computationally faster on average by a factor of approx. six (GFN1-xTB) to eight (GFN2-xTB) even

for medium-sized systems. The higher speed results mainly from the better converging self-consistent

charge iterations in the GFNn-xTB methods compared to the self-consistent field in the PMx methods.

The much larger number of optimization steps required for optimization into structurally incorrect

minima also plays a role in the particularly conspicuous outliers. Note that the same efficient geometry

optimizer in the xtb code has been used for all SQM methods in order to allow a decent comparison.

With all elements up to Z = 86, including the lanthanoids, being parametrized in the GFNn-xTB meth-

ods, there are almost no limitations in the applicability to a manifold of chemically different systems.

Further, the GBSA (Generalized Born Solvent-Accessible surface area)
252

implicit solvation model al-

lows a realistic (charge-screened) treatment of highly charged or extensive, flexible systems with e.g.

large cavities or voids inherent to various structures. Here we present the capability of the GFNn-xTB

methods to optimize large to huge transition metal complexes. Metal organic polyhedra and metal

organic framework cutouts (Figures 4.4 and 4.5) are taken as examples. We are not aware of any

realistic full QM treatment of such structures in the literature. Figure 4.5e shows a cutout of the crys-

tal structure of the highly porous MOF DUT-60, which has a void fraction of 90.3% with a pore size

of up to 37 × 42 Å is shown
253

. Such high porosities are of particular interest for the design of high

performance materials and their applications for e.g. fuel storage or catalysis
226

. The molecular struc-

ture of the larger mesopore of DUT-60 can be reproduced with GFNn-xTB methods in excellent quality

(RMSDGFN2 = 0.82 Å) with the octahedral Zn4O
6+

nodes staying intact during optimization. This is

indicated by the small mean deviation of 4.8 pm (MAD = 5.0 pm) of the Zn–O bond distances. The

pore structure, here determined by the mean distances between opposite central oxygen atoms of the

Zn4O
6+

nodes (d(Ocent–Ocent’)), is only slightly compressed by 100.8 pm (d(Ocent–Ocent’)X-ray = 4768 pm;
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d(Ocent–Ocent’)GFN2 = 4668 pm). This compression can be mainly attributed to the missing periodic

network structure and the use of an implicit solvation model as replacement. Nevertheless, the high

structural stability of the DUT-60 mesopore is in good agreement with the experimentally observed

physical and mechanical properties of the DUT-60 MOF. One example of a complex MOP is the very

large coordination cage SK-1A (Figure 4.4)
254

. It can be described as a supramolecular Keplerate due

to its two-shell structure consisting of a cuboctahedral (Archimedean body) outer layer and an octahe-

dral (Platonic body) inner layer. Here Cu2 paddle-wheel units serve as nodes, which are connected by

rotation-flexible ligands. These node units are experimentally characterized by relatively labile terminal

coordination to solvent molecules (H2O removed for simplicity), which could be used post-synthetically

e.g. to bind guest molecules. Note that the GFNn-xTB methods by construction (and also in practice)

describe non-covalent interactions well and hence could be used e.g. in studies of adsorption in such

systems. SK-1A is optimized with GFN2-xTB in high quality with a small RMSD of 0.40 Å compared to

the X-ray data. The Cu2 nodes remain intact and the Cu–Cu distances are reproduced with a small mean

deviation of 6.5 pm (MAD = 6.5 pm). This also applies to the Cu–O bonds to the benzoate groups of

the bridging ligands. These are well reproduced with a mean deviation of 5.0 pm (MAD = 5.4 pm). The

particularly large cross-sectional diameter (here defined as the mean distance between the opposing

oxygen atoms of coordinated dimethylformamide molecules) of 4868 pm is retained after optimiza-

tion with GFN2-xTB with 4918 pm. An even larger example is the tetravalent Goldberg polyhedron

[Pd30L60]
60+

self assembled from 30 Pd
2+

ions and 60 ligands synthesized by Fujita and co-workers

(Figure 4.5b)
255

. The structure, consisting of 2430 atoms including the BF4
−

counter ions, can be fully
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optimized with the GFNn-xTB(GBSA) methods. GFN2-xTB yields a good quality structure with a rea-

sonable RMSD of 1.12 Å (with the largest deviations resulting from the flexible counter ions). The units

of planar coordinated Pd ions with bonds to four N terminal ligands each are well reproduced. The Pd-

N bond lengths deviate on average only by 3.9 pm (MAD = 4.2 pm) from those in the crystal structure.

With a relatively small mean deviation of −15.2 pm (MAD = 32.9 pm) of the distances of all not directly

connected Pd atoms from the optimized structure features only a low compression in comparison to

the crystal structure. Again, slightly smaller theoretical structures are expected due to the application

of an implicit solvation model instead of the real potential of the solid and the neglect of thermal as

well as zero-point vibrational effects usually leading to structural expansion. Non-covalently bound

aggregates of several MOPs can also be described. An example of this is the rotaxane-like cage-in-ring

aggregate {[Pd2L4]@[Pd4L8]}(BF4)12 synthesized by Lützen and co-workers (Figure 4.5d)
256

. The BOD-

IPY (4,4-Difluoro-4-bora-3a,4a-diaza-s-indazene) ligands with three pyridyl binding sites belong to a

widely used ligand family often used in Pd
II

MOP host-guest complexes, e.g. as drug carrier. GFN2-xTB

optimization of this 1122 atom large organometallic aggregate yields a structure with a small RMSD of

0.68 Å compared to the experimental structure. The Pd-L bonds of the quadratic planar node units are

reproduced with a small mean deviation of 1.6 pm (MAD = 2.6 pm) and the cage-in-ring superstruc-

ture is preserved. The broad applicability of the GFNn-xTB methods for a multitude of more complex

binding situations and electronic states is finally demonstrated by some examples shown in figure 4.6.

Among others, open shell systems with high-spin states can also be described (Figures 4.6a–c). Here the

Fermi-smearing technique, allowing fractional orbital occupations, inherent to the GFNn-xTB methods

can often be advantageous. Also complexes with participation of the metal atom in aromatic or Moebius

aromatic systems (Figures 4.6d–f) and (delocalized) metal-metal multiple bonds (Figure 4.6k, h, and i)

are well described, whereby the latter with GFN2-xTB tend to be slightly too long. Non-covalent metal-

metal contacts are well described by the inherently used D3 (GFN1-xTB) or D4 (GFN2-xTB) dispersion

energy schemes (Figure 4.6j). A good description of hydrogen bonds also enables the optimization of

very large hydrogen bonded organometallic complex aggregates (Figure 4.6g).

4.3. Conclusion and Outlook

We have tested the recently developed extended tight binding approaches GFN1- and in particular the

new GFN2-xTB for their ability to optimize transition metal complexes and evaluated the results with

respect to high quality hybrid DFT (TPSSh-D3(BJ)-ATM/def2-TZVPP) gas phase or X-ray structures.

It is shown that the tested GFNn-xTB methods consistently provide robust and good results for all

transition metals up to Hg (Z = 80). Both methods reproduce metal ligand bond distances as well as

characteristic bond angles around the metal atom with good accuracy (bond distances: MADGFN1 = 7.5

pm; SDGFN1 = 15.2 pm; MADGFN2 = 8.3 pm; SDGFN2 = 15.1 pm; angles: MADGFN1 = 4.0°; SDGFN1 = 6.7°;

MADGFN2 = 3.9°; SDGFN2 = 6.6°). Only a few molecules (approx. 7% with GFN2-xTB) could not be op-

timized satisfactorily, i.e., are obtained with qualitatively incorrect chemical structure. The excellent

cost/benefit ratio enables a standard full-QM optimization of small to medium-sized transition metal

complexes as well as a reliable treatment of very large complexes with up to several thousand atoms,
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e.g. extended metal organic polyhedra or metal organic frameworks. Furthermore, this opens a route

for standardized conformational search procedures for large metallic systems which are to date not

possible due to the lack of reasonably accurate underlying potential energy surfaces. Overall the new

GFN2-xTB method featuring an improved theoretical description of the basic electronic structure seems

to provide slightly better results than its predecessor. Particularly due to their easy, universal applicabil-

ity and speed coupled with reasonable accuracy and high numerical precision, the GFNn-xTB methods

represent an yet unrivaled quantum-mechanical tool for large organometallic structures. The avail-

ability of almost all elements of the periodic table, the generally robust treatment also of complicated

electronic structures, a reasonable treatment of large parts of the potential energy surface including

non-covalent interactions, and the coupled implicit solvent model allows even the targeted design of

new large organometallic constructs. Future implementations under periodic boundary conditions for

solids will further increase the range of applications to fields like polymorph screening or solid state

material science. Furthermore, we propose the here investigated benchmark set TMG145 as standard

test for future theoretical method developments.
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5. Theoretical Study on Conformational Energies of Transition Metal Complexes

Abstract Conformational energies are an important chemical property for which a performance assess-

ment of theoretical methods is mandatory. Existing benchmark sets are often limited to biochemical

or main group element containing molecules, while organometallic systems are generally less studied.

A key problem herein is to routinely generate conformers for these molecules due to their complexity

and manifold of possible coordination patterns. In this study we used our recently published CREST

protocol [Pracht et al., Phys. Chem. Chem. Phys., 2020, 22, 7169-7192] to generate conformer ensem-

bles for a variety of 40 challenging transition metal containing molecules, which were then used to

form a comprehensive conformational energy benchmark set termed TMCONF40. Several low-cost

semi-empirical, density functional theory (DFT) and force field (FF) methods were compared to high

level DLPNO-CCSD(T1) and double-hybrid DFT reference values. Close attention was paid to the en-

ergetic ordering of the conformers in the statistical evaluation. With respect to the double-hybrid

references, both tested low-cost composite DFT methods produce high Pearson correlation coefficients

of rp, mean, B97-3c//B97-3c = 0.922 and rp, mean, PBEh-3c//B97-3c = 0.890, with mean absolute deviations close

to or below 1 kcal mol
−1

. This good performance also holds for a comparison to DLPNO-CCSD(T1)

reference energies for a smaller subset termed TMCONF5. Based on DFT geometries, the GFNn-xTB

methods yield reasonable Pearson correlation coefficients of rp, mean, GFN1-xTB//B97-3c = 0.617 (MADmean

= 2.15 kcal mol
−1

) and rp, mean, GFN2-xTB//B97-3c = 0.567 (MADmean = 2.68 kcal mol
−1

), outperforming the

widely used PMx methods on the TMCONF40 test set. Employing the low-cost composite DFT method

B97-3c on GFN2-xTB geometries yields an slightly improved correlation of rp, mean, B97-3c//GFN2-xTB =

0.632. Furthermore, for 68% of the investigated complexes at least one low-energy conformer was

found that is more stable than the respective crystal structure conformation, which signals the impor-

tance of conformational studies. General recommendations for the application of the CREST protocol

and DFT methods for transition metal conformational energies are given.

5.1. Introduction

Transition metal (TM) complexes are an indispensable class of molecules, both in basic chemical re-

search and in industrial and pharmaceutical chemistry
155–157

. In addition, transition metal complexes

are crucial for numerous biological processes
158,159

. Accordingly, efforts to study this class of sub-

stances by means of quantum chemical methods are also great and more recent Kohn-Sham density

functional theory (DFT)
33,107,129,257–262

and modern wave function theory (WFT) based methods such

as DLPNO-CCSD(T)
83

have established themselves as reliable tools in computational organometallic

chemistry
3,263–266

. Unfortunately, such methods quickly reach their limits regarding the size of the

systems to be investigated and even with more efficient low-cost composite methods like B97-3c
129

or PBEh-3c
69

, only systems with up to 500 atoms can routinely be studied. For larger systems signif-

icantly faster semi-empirical quantum mechanical (SQM) (< 5000 atoms) or force field (FF) methods

(> 5000 atoms) are necessary. This is especially the case if complex reaction mechanisms are to be

elucidated or a large number of conformers play a role. Contrary to the importance of TM complexes,

many of these methods like DFTB
45,133,138

, OMx 46,149
or the prominent Amber

267
, CHARMM

268
, and
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OPLS
269,270

FFs are mostly limited to application to (bio-)organic systems, either conceptually or due

to the lack of a comprehensive parametrization for the whole periodic table. For a long time the only

notable exceptions were the well-known PMx 51,52,152,153
methods and the general force field UFF

40
.

More recently, the range of SQM and FF methods with comprehensive parametrization for the 3-5d

transition metals (and lanthanoids) has been extended by the GFNn-xTB
53–55,57

and GFN-FF
56

family

of methods. Besides the sheer size of many real transition metal complexes, the amount of required

calculations is often a limiting factor and decisive for sampling the relevant low-energy chemical space.

A particularly important aspect here is the investigation of the conformational space, since a profound

knowledge of the molecular conformation is mandatory for an accurate calculation of various molecu-

lar properties. Due to the manifold coordination patterns and electronic structures of transition metal

complexes, automated conformer sampling is difficult and only a few approaches are available that

can be applied almost generally
64,271,272

. The most universal approach for the generation of conform-

ers is the sampling based on molecular dynamics (MD) simulations employing FFs
273

. However, most

standard FFs are not parametrized for transition metals and therefore not applicable. Conformational

sampling in an ab inito molecular dynamics (AIMD)
274,275

approach (mostly at DFT/GGA level) solves

the parametrization problem but becomes prohibitively expensive with increasing system size and sim-

ulation length. The question if very recent on-the-fly machine learning techniques can help to solve the

problem in the future remains open
276,277

. The here proposed usage of robust and fast semi-empirical

methods in combination with metadynamics simulations provides a practical alternative (and signif-

icant acceleration) to the MD/AIMD approach
231

. In this study the meta-dynamics based iMTD-GC

algorithm, as implemented in the recently published CREST
64

, was used to routinely generate high

quality conformer ensembles. CREST utilizes the GFNn-xTB family of methods to sample potential

energy surface on-the-fly and is designed to generate physically plausible conformers employing an

(almost) black-box procedure. The second step after the conformer generation and optimization, the

energetic (re)ranking of the conformers, is comparably crucial and time consuming with conventional

quantum mechanical (QM) methods like DFT or DLPNO-CCSD(T). This is due to the typically large

amount of considered structures and the individual size of the investigated molecules, and thus a suf-

ficiently accurate energy pre-ranking using SQM methods is desirable in a multi-level approach. A

few conformational benchmark sets, such as the SCONF
278

and UPU23
279

subsets of the GMTKN55

database
34

, or the recently published MPCONF196
280

and PEPCONF
281

sets are readily available for the

evaluation of conformational energies. Even though the GFNn-xTB methods proved to yield reasonable

conformational energies for (bio)organic molecules
64,282,283

, the complexity of organometallic systems

is much more challenging and far less data is available for the latter. Minenkov and co-workers showed

that the prominent PMx methods are not reliably applicable to calculate conformational energies of

transition metal complexes
284

. Therefore, this work focuses on testing, if the GFNn-xTB methods can

do better for conformational gas-phase energies of transition metal complexes. The goal is to compose

a corresponding diverse benchmark data set that serves as basis for future studies. In this context,

the black-box conformer ensemble generation for this compound class using the CREST program was

thoroughly tested and some recommendations for its reliable application to transition metal complexes

are given. Moreover, the relation of crystal structure conformers to their gas-phase counterparts was
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investigated. Taking the crystal structure as basis for computational work is still common practice

but may be questionable if different conformations are energetically clearly favored in different states

(solid/liquid/gas).

Computational Details

All quantum chemical and FF calculations were conducted with the TUBOMOLE 7.3.1
206,285

, ORCA

4.2.1
208,286,287

, xtb 6.3.1
288

, and MOPAC2016
205

program packages. DFT geometry optimizations were

performed with the B97-3c composite method as implemented in TURBOMOLE. All semi-empirical

geometry optimizations and energy calculations were carried out with the xtb program directly or as

driver for MOPAC. Final DFT single point energy (SPE) calculations and fractional occupation density

(FOD) analyses
289,290

were conducted with ORCA applying TightSCF and Grid5/NoFinalGrid options.

Except for the low-cost composite methods, the quadruple-Z def2-QZVP
240

basis set was used for all

DFT calculations. The D4 London dispersion correction scheme
33,115,116

(v2.5.0) was generally applied

for the non-composite density functional approximations (DFAs) calculations, except for MN15
291

. The

RI approximation
243

for coulomb (RIJ) and exchange (RIJK) integrals was used in combination with

matching auxiliary basis sets
244,245

as implemented in TURBOMOLE and ORCA (def2/J, def2/JK options,

def2-QZVPP/C 292
for the MP2 correlation part) to speed up the DFT calculations. For elements with

Z > 36, Stuttgart-Dresden ECPs
241,242

were generally applied. DLPNO-CCSD(T1) calculations
82–84,293

employed the def2-TZVPP and def2-QZVPP basis sets with VeryTightPNO settings. If applicable the CBS

extrapolation as suggested by Neese and Valeev
293

was applied for the SCF and correlation energies. For

fully automated conformer searches, GFN2-xTB was applied in conjunction with a development version

(2.11) of the CREST program using the iMTD-GC algorithm. For further details see appendix A4.

5.2. The TMCONF40 Benchmark Set

The benchmark set to study the performance of low-cost DFT and semi-empirical GFNn-xTB meth-

ods for the calculation of conformational energies of transition metal complexes consists of 40 realistic

closed-shell complexes obtained from the CSD
202

. The entries are denoted by their respective CSD

identifier. Diverse coordination patterns, ligands and transition metals are included. Part of the set was

adapted from the work of Minenkov et al.284
, even though five of the 27 complexes were excluded as

qualitative FOD analysis indicated possible multi-reference character (See appendix A4) and thus no

reliable reference data can be obtained in the framework of single-reference DFT and coupled cluster

(CC) calculations used in this work. To ensure comprehensiveness of the benchmark, the remaining

structure collection (22 molecules) was extended by 18 new complexes. The full collection of transition

metal complexes is depicted in figure 5.1 and an overview of the involved elements in figure 5.2. For all

40 complexes a fully automated conformer search was conducted, applying GFN2-xTB and the default

iMTD-GC algorithm as implemented in the CREST program. The resulting conformer ensembles (CEs)

were simplified in a clustering approach, utilizing a combined principle component analysis (PCA) di-

mensionality reduction
294,295

and k-means clustering algorithm
296,297

. The clustering approach based
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Figure 5.1.: Structure collection forming the TMCONF40 benchmark set and the CSD identifiers of the

original X-ray structure. Systems marked with an asterisk transformed chemically in the

automated conformer search and thus, the transformed structure ensemble was used for

evaluation.
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on PCAs with dihedral angles as conformation descriptor reduces the full conformer ensemble to struc-

turally comparable clusters in a clustered conformer ensemble (CCE) with a representative structure

with low energy for each of the respective clusters. For each complex up to 30 of these representative

conformers were selected resulting in overall 969 evaluated conformers. The clustering procedure fur-

ther introduces a conformational energy range of up to 17 kcal mol
−1

for systems with only small num-

bers of structurally distinct low energy conformer clusters. These structures included in the CCEs were

then further optimized and re-ranked at the B97-3c level. Finally, high-level gas-phase conformational

energies were calculated at the double-hybrid PWPB95-D4/def2-QZVP
115,116,240,260

level of theory. A

schematic depiction of the generation workflow of the TMCONF40 is depicted in figure 5.3. The mean

reference conformational energy (energy difference to the lowest-lying structure) is 3.53 kcal mol
−1

.

Ti V Cr MnSc Fe Co Ni Cu Zn

Y Zr Nb Mo Tc Ru Rh Pd Ag Cd

HgAuPtIrOsReWTaHf

H

B C N O F

ClSPSi

Ge As Se Br

ITe

Figure 5.2.: Elements included in the TMCONF40 benchmark set. Included elements are highlighted

in yellow. Elements that are not available in the current parametrization of the GFNn-xTB

methods are depicted in grey.

Statistical Measures

To quantify the performance of the tested methods, mainly three statistical criteria were applied: (i)

mean absolute deviation (MAD) of the relative conformer energies, (ii) Pearson correlation coefficient

of the conformer energies (rp, Eq. 5.1), and (iii) Spearman correlation coefficient of the conformer rank-

ings (rs, Eq. 5.2). Both correlation coefficients are viable to elucidate the parallelism of potential energy

surfaces.

Pearson correlation coefficient (rp):

𝑟𝑝 =

∑𝑛
𝑖=1

(𝐸𝑥𝑖 − 𝐸𝑥 ) (𝐸𝑟𝑖 − 𝐸𝑟 )√︃∑𝑛
𝑖=1

(𝐸𝑥𝑖 − 𝐸𝑥 )2
∑𝑛
𝑖=1

((𝐸𝑟𝑖 − 𝐸𝑟 )2

(5.1)
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Spearman correlation coefficient (rs):

𝑟𝑠 =

∑𝑛
𝑖=1

(𝑅𝑥𝑖 − 𝑅𝑥 ) (𝑅𝑟𝑖 − 𝑅𝑟 )√︃∑𝑛
𝑖=1

(𝑅𝑥𝑖 − 𝑅𝑥 )2
∑𝑛
𝑖=1

(𝑅𝑟𝑖 − 𝑅𝑟 )2

(5.2)

with 𝐸𝑖 being the relative energy of the 𝑖th of 𝑛 conformers, and 𝐸 the average relative conformer

energy over all 𝑛 conformers for the tested method 𝑥 and the reference 𝑟 . For the Spearman correlation

coefficient 𝜌𝑠 the same notation is applied for conformer rankings 𝑅 instead of their relative conformer

energies.
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Ref. comparison

Opt.
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CCE
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Automated conformer generation 
with CREST (GFN2-xTB)
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Clustered conformer ensemble 
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Reoptimization of the CCE at 
DFT, SQM and FF level

Optimized CCEs

Single point energy calculations

PWPB95-D4/def2-QZVP//B97-3c
reference energies

Figure 5.3.: TMCONF40 testset generation procedure. All conformers were generated fully automatic

at the SQM level using CREST prior to DFT based post-procession.

5.3. Results and Discussion

Choice of the DFT Reference Level

To justify the use of a DFT method to compute reference conformational energies for the TMCONF40 set

and to choose the best candidate for this purpose, we conducted accurate energy calculations at DLPNO-

CCSD(T1)/def2-TZVPP/VeryTightPNO level for the complex AYISEG and at DLPNO-CCSD(T1)/
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Figure 5.4.: Conformer energy correlation diagrams for the TMCONF5 subset relative to DLPNO-

CCSD(T1)/CBS(def2-TZVPP/def2-QZVPP) (AXURER, YIDHAX, WECSEC, HAYGUJ)
and DLPNO-CCSD(T1)/def2-TZVPP (AYISEG) conformational energies. f) Mean MAD,

Pearson (rr), and Spearman (rs) correlation coefficients. Dashed lines indicate the refer-

ence conformational energies. The mean conformational energy is 3.45 kcal mol
−1

. The

color code represents individual conformers CC-1 = black; CC-2 = blue; CC-3 = grey; CC-
4 = yellow; CC-5 = green.
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CBS(def2-TZVPP/def2-QZVPP)/Very-TightPNO level for AXURER, HAYGUJ, YIDHAX, and WEC-
SEC with five conformers each and a mean conformational energy of 3.45 kcal mol

−1
. Due to the over-

all high number of investigated conformers in the TMCONF40 set and the size of the systems, a general

calculation of conformational energies at a comparable level has been refrained from. Five London dis-

persion corrected DFAs and MN15 that are known to perform well for thermochemistry of closed-shell

transition metal complexes based on the results for the MOR41
112

, WCCR10
249

and TMC151
298

bench-

mark sets were tested. The two smaller basis set composite-methods PBEh-3c and B97-3c were tested as

well. The other investigated DFAs are the (range-separated) hybrid functionals PBE0-D4
116,213

, ωB97X-

V
258

, ωB97M-V
259

, as well as the PWPB95-D4
260

and B2PLYP-D4
110

double hybrid functionals
299

in

conjunction with the large quadruple-ζ basis set def2-QZVP
240

. A general application of London dis-

persion corrections, e.g., the D3
59,121

or D4
116

scheme should be regarded as indispensable, as prior

studies demonstrated their important role for transition metal chemistry
33,112,300

and conformational

energies in general
34

. The performance of the tested methods for the subset termed TMCONF5 with

respect to the DLPNO-CCSD(T1) reference data is depicted in figure 5.4 and table 5.1. Overall, the tested

hybrid and double-hybrid DFAs with a large AO basis set perform comparably well with small mean

MADs between 0.4 and 0.6 kcal mol
−1

and high mean Pearson (rp, mean) and Spearman (rs, mean) corre-

lation coefficients above 0.990 and 0.960 (except for MN15 with MADmean = 0.76 kcal mol
−1

and rp, mean

= 0.983), respectively. B2PLYP-D4 yields the smallest mean MAD of 0.46 kcal mol
−1

but comparably

small Pearson correlation coefficient of rp, mean = 0.994 compared to PWPB95-D4. The best compro-

mise of best possible mean correlation coefficients and mean MAD is provided by PWPB95-D4 with

almost perfect correlation coefficients of rp, mean = 0.996 and rs, mean = 1.000, as well as a small mean

Table 5.1.: Collected statistics for the TMCONF5 subset with respect to DLPNO-CCSD(T1)/CBS(def2-

TZVPP/def2-QZVPP) (AXURER, YIDHAX, WECSEC, HAYGUJ) and DLPNO-

CCSD(T1)/def2-TZVPP (AYISEG) reference conformational energies. MD = mean

deviation in kcal mol
−1

, MAD = mean absolute deviation in kcal mol
−1

.

Method MDmean MADmean rp, mean rs, mean

PBEh-3c/B97-3c −0.86 0.96 0.842 0.820

B97-3c//B97-3c −0.51 0.64 0.988 0.960

PBE0-D4//B97-3c −0.51 0.57 0.995 0.980

MN15//B97-3c −0.60 0.76 0.983 0.980

ωB97X-V//B97-3c −0.54 0.57 0.992 0.980

ωB97M-V//B97-3c −0.53 0.59 0.990 1.000

PWPB95-D4//B97-3c −0.51 0.55 0.996 1.000

B2PLYP-D4/B97-3c −0.40 0.46 0.994 1.000

PM6//B97-3c −7.49 8.73 0.033 0.080

PM6-D3H4X//B97-3c −7.57 8.87 0.046 0.120

PM7//B97-3c −2.66 3.40 0.356 0.380

GFN2-xTB//B97-3c −2.83 2.96 0.542 0.700

GFN1-xTB//B97-3c −1.25 2.46 0.758 0.780

GFN-FF//B97-3c −1.31 1.78 0.648 0.680

UFF//B97-3c 1.57 8.14 0.131 0.280
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MAD of 0.55 kcal mol
−1

. The low-cost composite method B97-3c performs comparably well with only

slightly worse correlation coefficients of rp, mean = 0.988, rs, mean = 0.960. PBEh-3c, which by construction

employs the small def2-mSVP basis set and a high amount of Fock exchange (42%), not unexpectedly

performs worst with a comparably high mean MAD of 0.96 kcal mol
−1

and lower rp, mean = 0.842, rs, mean

= 0.820. At this point it should be noted, that due to the small number of conformers per system in-

cluded in the subset, deviations in the Spearman correlation coefficient should not be overinterpreted.

Based on these results and the experience from other benchmark studies mentioned vide supra, where

good double-hybrid functionals typically outperform range-separated hybrid functionals upon com-

parison to CBS extrapolated DLPNO-CCSD(T1) reference data, PWPB95-D4 was selected as DFT based

reference for testing low-cost methods on the full benchmark set. Thus, the PWPB95-D4/def2-QZVP

reference values are expected to be sufficiently accurate to evaluate the performance of several magni-

tudes faster semi-empirical and force field methods.

Benchmark Study of Low-Cost Methods

The performance of several low-cost DFT, SQM and FF methods and their combinations for calculation

of conformational energies was evaluated on the full TMCONF40 benchmark set (for the raw data see

the online Supporting Information of the original publication). These method combinations include,

SPEs calculated on the B97-3c geometries for all tested methods, as well as combinations of SPEs cal-

culated on SQM or FF geometries with focus on the GFNn-xTB/FF method family (See figure 5.5 and

table 5.2). In general, a successful application of a multi-level Ansatz, combining two different PESs

for energy calculation and geometry optimization, requires sufficient parallelism of both. Therefore,

Table 5.2.: Collected statistics for all tested methods on the full TMCONF40 set with respect to

PWPB95-D4/def2-QZVP//B97-3c reference conformational energies. MD = mean deviation

in kcal mol
−1

, MAD = mean absolute deviation in kcal mol
−1

.

Method MDmean MADmean rp, mean rs, mean

PBEh-3c//B97-3c −0.11 1.12 0.890 0.867

B97-3c//B97-3c −0.33 0.85 0.922 0.902

PM6//B97-3c −0.57 4.32 0.369 0.329

PM6-D3H4X//B97-3c −0.12 4.10 0.455 0.419

PM7//B97-3c −1.17 3.37 0.382 0.329

GFN2-xTB//B97-3c −2.30 2.68 0.567 0.563

GFN1-xTB//B97-3c −1.73 2.15 0.617 0.593

UFF//B97-3c 0.90 12.07 0.234 0.220

GFN-FF//B97-3c −0.46 5.01 0.304 0.328

B97-3c//GFN2-xTB −0.36 3.01 0.632 0.628

B97-3c//GFN1-xTB −1.47 3.51 0.599 0.577

B97-3c//GFN-FF 0.80 6.62 0.331 0.338

GFN2-xTB//GFN2-xTB −2.79 3.17 0.356 0.347

GFN1-xTB//GFN1-xTB −2.44 2.84 0.366 0.365

GFN2-xTB//GFN-FF −0.74 5.65 0.234 0.233

GFN-FF//GFN-FF −0.89 9.69 0.145 0.180
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Figure 5.5.: Mean absolute deviation (MADmean), mean Pearson (rp, mean), and Spearman (rs, mean) corre-

lation coefficients for all tested method combinations with reference to PWPB95-D4/def2-

QZVP//B97-3c results. The methods are sorted by descending computational cost.

a thorough evaluation of such method combinations is of interest. The calculation of high-level SPEs

on lower level structures (e.g., WFT energies for DFT structures) is standard practice in computational

chemistry because computation times can be reduced strongly. In the following, these method combi-

nations are labeled as “SPE//geometry” with “SPE” being the energy calculation method and “geometry”

being the method applied for geometry optimization. Only mean correlation coefficients and MAD

over all systems are discussed in the following. First of all, both tested low-cost composite DFT meth-

ods, B97-3c//B97-3c and PBEh-3c//B97-3c yield satisfactory (> 0.85) mean correlation coefficients of

rp, B97-3c//B97-3c = 0.922, rs, B97-3c//B97-3c = 0.902 and rp, PBEh-3c//B97-3c = 0.890, rs, PBEh-3c//B97-3c = 0.867. Fur-

ther, both yield relatively small mean MAD of MADB97-3c//B97-3c = 0.85 and MADPBEh-3c//B97-3c = 1.12

kcal mol
−1

, respectively. With average errors in the sub-kcal mol
−1

range with reference to the much

more costly double-hybrid PWPB95-D4, B97-3c provides an excellent cost-to-accuracy ratio. Consid-

ering the comparably high correlation coefficients, B97-3c and PBEh-3c are suitable for (at least pre-

liminary) energetic sorting of most closed-shell transition metal complex conformers (See below). For

SPEs calculated with SQM methods, as well as GFN-FF, on B97-3c geometries much smaller correla-

tion coefficients are obtained. Here, GFN1-xTB//B97-3c performs best with rp = 0.617, closely followed

by GFN2-xTB//B97-3c (rp = 0.567). The slightly poorer performance of the physically more sophisti-

cated GFN2-xTB method compared to its predecessor GFN1-xTB is unusual but is probably statisti-

cally insignificant. The PMx methods perform worse yielding mean correlation coefficients between

rp = 0.369 to 0.455 which is slightly better than the results for (the orders of magnitude faster) GFN-

FF (rp, GFN-FF//B97-3c = 0.304; MAD = 5.01 kcal mol
−1

). The only generally applicable competing force
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field UFF yields a very low correlation coefficient of rp, UFF//B97-3c = 0.234 and a very high mean MAD

of 12.07 kcal mol
−1

. The results for the PMx methods are in line with those reported by Minenkov et
al.284

, although it must be noted that the latter were obtained for a much smaller number of conform-

ers and less accurate reference values. Calculation of DFT, e.g., B97-3c, SPEs on SQM or FF geometries

represents a possible step for further increasing the efficiency of conformer search procedures because

the costly DFT geometry optimization may be replaced by a much faster SQM or FF one (Figure 5.6).

If the low-level method structure is reasonable, even the very costly Hessian calculations for thermo-

statistical free energy corrections can be conducted efficiently as recently shown for large supramolec-

ular complexes
301

. For these method combinations, at least semi-qualitatively correct conformational

energies are required since they may be used as the basis for pre-selections. Therefore, in figure 5.6

method combinations with high average correlation coefficients and very few outliers (correlation < 0.0,

anti-correlation) are to be preferred. B97-3c SPEs calculated on GFN2-, GFN1-xTB and GFN-FF ge-

ometries yield mean correlation coefficients of rp, B97-3c//GFN2-xTB = 0.632, rp, B97-3c//GFN1-xTB = 0.599, and

rp, B97-3c//GFN-FF = 0.331, respectively. These results are in between those for GFNn-xTB//B97-3c and B97-

3c//B97-3c. Calculating the geometry and the SPE purely at SQM and/or FF level further significantly

decreases the correlation with the double-hybrid reference method (cf. table 5.2). For a given geometry,

i.e., SPEs for the SQM methods on B97-3c geometries, GFNn-xTB methods clearly outperform their

PMx competitors, even though they still perform worse than the two low-cost composite DFAs.

Errors for GFNn-xTB increase slightly if the geometries are also optimized at the respective level, but

trends of the performances are maintained. The comparably low average correlation coefficients (< 0.4)

and the error increase due to geometry optimizations at SQM level indicate non-parallel PESs. This re-

sults in partially large deviations between the B97-3c and the GFN2-xTB structures and thus hardly

comparable energy calculations. In such cases both errors, the decreased accuracy of the SQM energy

calculation, and the difference in geometry, accumulate, resulting in worse performance compared to

e.g. B97-3c//GFN2-xTB. Nevertheless, previous studies
302

showed that the GFN methods provide mostly

good geometries of transition metal complexes and high robustness of the respective calculations com-

pared to other SQM methods. Considering the results discussed in this section, there seems to be an

obvious discrepancy between the quality of the structure and its energy at the SQM level. Regarding

the mean reference conformational energy of only 3.53 kcal mol
−1

, a relatively poor performance of

the SQM and FF methods may be expected. Possibly increasing errors upon descending the periodic

table due to shortcomings of the use of effective core potentials
303–305

to implicitly cover relativistic

effects, were not observed. For all method combinations discussed in figure 5.6, the overall mean Pear-

son coefficients amount to 0.320 for the 3d, 0.360 for the 4d, and 0.339 for the 5d transition metals.

The comparably lower mean Pearson coefficient for the 5d row mainly results from the generally bad

performance of most combinations for BIDHON. As discussed in section 5.3 (Figure 5.4), even so-

phisticated DFAs with very large basis sets yield residual mean MAD of around 0.5 kcal mol
−1

for the

small subset. This is a further indication that the electronically complicated structures require a high

theoretical level for the correct description of conformational energies. All tested SQM and FF meth-

ods should only be used with great care (i.e., with a large energy selection window in filtering steps,

see below) for energetic ranking of conformational energies of transition metal complexes. They may
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Figure 5.6.: Individual Pearson (rp) and Spearman (rs) correlation coefficients for a) B97-3c//GFN2-xTB,

b) B97-3c//GFN-FF, c) GFN2-xTB//GFN2-xTB, d) GFN2-xTB//GFN-FF, and e) GFN-FF//GFN-

FF with reference to PWPB95-D4/def2-QZVP//B97-3c results. Dashed lines show the aver-

age values.
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5. Theoretical Study on Conformational Energies of Transition Metal Complexes

be used for initial pre-sorting to exclude very high energy conformers and to reduce the investigated

conformational space, but for further refinement a combination with more sophisticated methods, e.g.,

B97-3c, is strongly advisable. In fact this holds to a weaker extend already for conformational ener-

gies of larger organic molecules regarding this very difficult chemical property. Furthermore, energy

thresholds for successive conformer post-processing at higher theoretical levels should be chosen more

conservatively (i.e., larger), compared to those applied for purely organic systems to account for non-

parallel PESs. Depending on the system a factor of two to three proved reliable. The calculation of SPEs

with B97-3c on GFN2-xTB geometries is particularly promising. B97-3c//GFN2-xTB yields reasonable

results and only a very small number of outliers w.r.t. energetic ordering (cf. figure 5.6a; BIDHON,

MOGWIP, TITVEX). Such an approach is still much cheaper than the full B97-3c geometry optimiza-

tion (few minutes vs. several hours). In general, the quality of a method for the conformer generation

and the final refinement should also be judged with respect to its applicability.

Difference Between Gas-Phase and Crystal Structure

It has previously been noted that conformations can significantly differ between the gas-phase and

the crystal structure
64,306,307

. The practical problem in this context is the very limited availability of

the gas-phase conformers from experimental data. Experimental techniques for the determination of

gas-phase conformers for example include rotational and vibrational spectroscopy
308,309

, or more spe-

cialized methods such as gas-phase electron diffraction
307,310

, but all of them are usually limited to

small molecules. Crystal structures from X-ray diffraction experiments, on the other hand, are readily

available even for large and complicated systems and have become the de facto standard for structure

determination. However, for computational work it is essential to investigate the molecular conforma-

tion in the actual state, i.e., typically solution or the gas-phase. Because energy differences between

low-energy conformers can reach several kcal mol
−1

, finding the optimum conformer is necessary,

e.g., for in silico design of catalytic cycles, thermochemical properties
230,311

, or the prediction of spec-

tra
61,62

. Here we compare the optimized crystal structure conformer directly to the calculated min-

imum energy conformation found in a CREST run. Both, the total energy difference and the heavy

iMTD-GC

X-ray GFN2-xTB

GOZYAX GOZYAX*

Fe

Figure 5.7.: Artificial chemical transformation of GOZYAX to GOZYAX* during the iMTD-GC proce-

dure. The GFN2-xTB correctly optimized X-ray structure cutout is depicted in transparent

blue for comparison.
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5.3. Results and Discussion

atom root-mean-square-deviation (RMSD)
312

of the atomic Cartesian coordinates are used to analyze

differences between the conformers. Importantly, for 68% of the investigated complexes at least one

conformer lower in energy than the respective crystal structure conformation was found. In five cases

(FEGGII, DUGVEH, DEFVIT, CAFKOJ, GOZYAX) the automated conformer search based on GFN2-

xTB yields mainly chemically transformed structures, i.e., no energetically lower conformers but a new

conformer ensemble of the transformed structure (Figure 5.7). This problem is mainly observed for

carbonyl ligands and may be avoided by application of GFN-FF for the automated structure generation,

because by construction new covalent bonds can not be formed at the force field level. Despite their

mediocre performance for the energetic ranking of conformers, the GFNn-xTB/FF methods generally

proved to be well suited for the generation of transition metal complex conformer ensembles. The

reason for this is an at least qualitatively correct description of the intramolecular forces within the

molecules and the moderate performance for structural parameters
302

. Differences between conforma-

tions in different phases are most likely the result of preferred intermolecular non-covalent interactions

in the solid phase (packing effects) opposed to the gas-phase (or solution). Figure 5.8 shows an exam-

ple in which non-covalent interactions in the crystal strongly influence the preferred conformation.The

here depicted bis(diethyl malonate)-mercury(II) complex (FONLID) is characterized by a S-shaped non-

covalent bonding pattern in the solid phase, which can be seen in a 2×2×2 supercell (Figure 5.8a). For-

mation of this non-covalent network is enabled by the pairwise coordination of a malonate group to the

neighboring monomers metal center via the dicarboxylic oxygen atoms. This can easily be observed

already for the two monomers contained in the crystal structure unit cell, where the pairwise coordi-

nation is indicated by the black arrows in figure 5.8b. Each of the FONLID monomers is coordinated by

two other monomers in this way, which strongly influences the molecular geometry. In the gas-phase,

however, both diethyl malonate groups can freely move in the isolated monomer. During the confor-

mational search this mainly leads to changes in the relative orientation of the two malonate groups

relative to each other. At the PWPB95-D4/def2-QZVP//B97-3c level the most stable gas-phase con-

a b

Hg

FONLID 2×2×2 supercell RMSDheavy = 3.253 Å

c

Hg

Hg

Figure 5.8.: The FONLID structure. a) 2×2×2 supercell b) unit cell c) overlay between the crystal struc-

ture (transparent blue) and gas-phase (solid color) conformer of the FONLID monomer.

Hydrogen atoms are omitted for clarity.
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5. Theoretical Study on Conformational Energies of Transition Metal Complexes

former is favored by −1.03 kcal mol
−1

over the reoptimized crystal structure monomer. With a heavy

atom RMSD (RMSDheavy) of 3.25 Å the two conformers show large structural differences. An overlay of

the two structures can be seen in figure 5.8c. As a second example the YIDHAX molecule is shown in

figure 5.9. In this structure the monomers align along the crystallographic a-axis and form 𝜋-bonded

columns, as can be seen in figure 5.9a. This leads to a parallel alignment of the 2-methoxyhexyl ligands

between neighboring YIDHAX monomers. From the overlay of the crystal structure monomer and the

most stable gas-phase conformer in figure 5.9b large structural changes (mainly for the 2-methoxyhexyl

ligand) become apparent, which result in a sizable RMSDheavy of 2.65 Å. The gas-phase conformer of

YIDHAX is more stable than the reoptimized crystal structure monomer by −0.94 kcal mol
−1

. The two

examples FONLID and YIDHAX demonstrate that structural changes between the gas-phase and the

crystal structure may be attributed to well-defined non-covalent interactions. However, the entirety

of packing effects is typically very complicated in the crystal structure and molecular conformations

should generally be investigated at the beginning of a computational project referring to the gas-phase

or solution.

a b

Au

YIDHAX 3×1×1 supercell RMSDheavy = 2.645 Å

Figure 5.9.: The YIDHAX structure. a) 3×1×1 supercell b) overlay between the crystal structure (trans-

parent blue) and gas-phase (solid color) conformer of the YIDHAX monomer. Hydrogen

atoms are omitted for clarity.

Recommendations for CREST

Based on this study showing that the GFNn-xTB/FF methods can routinely be applied for conformer

generation of transition metal complexes, some recommendations for applying the iMTD-GC algorithm

in CREST for fully automated conformer search and subsequent conformer ensemble reranking with

e.g. ENSO
313

for organometallic complexes can be made:

• During long meta-dynamics simulations in CREST, the RMSD bias potential might add up too

strongly and lead to bond dissociation or chemical transformations as shown in figure 5.7. To

remedy this problem additional bond constraints can be applied in the conformational search

with the -cbonds or -cmetal keywords. A default force constant of 0.02 Eh is used for the bond

constraints, but can manually be increased for critical cases.
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• With an increasing level of electronic complexity it becomes more difficult to pre-select the cor-

rect structures at a cheap SQM/DFT level. To ensure a correct pre-processing very conservative

sorting criteria should be chosen for the energetic ranking thresholds in post-processing pro-

grams like ENSO. An increase of typical default values between 2.0 and 4.0 kcal mol
−1

by a factor

of 2-3 should be considered.

• For very fast conformer ensemble sampling, the general force field GFN-FF may be applied. Here,

the additional bond constraint options are applied by default to avoid dissociation in the meta-

dynamics simulations. A further increase in the iMTD-GC energy energy windows may be nec-

essary, typically from the default of 6.0 to 10.0 kcal mol
−1

.

• B97-3c//GFNn-xTB may be applied as an intermediate energy screening level, drastically reduc-

ing the number of considered conformers in further optimizations.

Note, that even though the convenient, fully automatic conformer ensemble generation can be applied

almost black-box in this way, for complex molecules with challenging electronic structures the obtained

results should be analyzed carefully by an experienced computational chemist.

5.4. Conclusion and Outlook

Accurate conformational energies are very important for the correct description of molecular systems in

various areas of chemistry. Many conformer benchmarks are available for mostly organic systems, but

only very few studies of organometallic conformational energies exist. One reason for this is the lack

of conformer generation methods that are able to routinely handle transition metal containing systems.

In this study we composed a benchmark set of 40 organometallic molecules to investigate the perfor-

mance of low-cost composite DFT and SQM methods for this problem. Conformers for the 40 molecules

were automatically generated using the recently published iMTD-GC workflow with crystal structure

geometries as input, i.e., all studied systems are chemically existing and relevant. Up to 30 conformers

were selected for each of the complexes, leading to overall 969 conformational energies for the bench-

mark termed TMCONF40. Besides errors for relative energies, two correlation coefficients (Pearson,

Spearman) were used in the evaluation as a measure for parallelism between different potential energy

surfaces. In a first step, several composite, hybrid and double-hybrid DFAs were investigated on a small

subset of TMCONF40 in comparison to high level DLPNO-CCSD(T1) values. Based on these results the

PWPB95-D4/def2-QZVP level was chosen as the theoretical reference for the full set. Here, several

combinations of low-cost composite DFAs, SQM methods and generic FFs were tested. Overall, SQM

methods perform worse than low-cost DFAs for the conformational energies, which is consistent with

findings from other benchmark studies for organic systems. Within the SQM class, GFNn-xTB methods

in general outperform the PMx methods. The combination of SQM derived geometries with efficient

composite DFAs like B97-3c (B97-3c//GFN2-xTB) yields reasonable conformational energies and is rec-

ommended for first steps in multi-level procedures. The automated conformer generation within the

CREST program, which is done at the GFNn-xTB/FF level, proved to reliably yield low-energy con-

formers in a black-box approach despite the only mediocre performance for conformational energies.

77



5. Theoretical Study on Conformational Energies of Transition Metal Complexes

However, some transition metal complexes require an adjusted technical setup in CREST due to their

complicated coordination patterns. A chemically important result of our study is, that experimental

solid state conformers provided by X-ray diffraction in probably many cases do not correspond to the

lowest energy structure in gas-phase (and likely also not to the solution structure). Thus, application of

automated procedures like the one proposed here in addition to automated post-processing tools like

ENSO (for which an updated version will be made available soon) are strongly recommended. The elec-

tronic complexity of transition metal complexes remains challenging, especially for semi-empirical and

force field methods, even though recent developments like the GFNn-xTB/FF methods are promising.

This complexity of transition metal complexes generally renders the careful analysis by experienced

scientists indispensable. This not only holds for SQM or FF methods, but also for DFT and WFT based

methods. Further development, e.g., in the direction of ligand field molecular mechanics (LFMM)
314

based on available composite DFT and SQM/FF methods, may further increase the reliability of auto-

mated workflows also for TM complexes. The TMCONF40 benchmark set represents a valuable tool

for the evaluation of such further developments in the future.
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III. Quantum Chemical Studies on Frustrated Lewis Pair Catalysis

Frustrated Lewis pairs (FLPs) are pairs of a Lewis acid and a Lewis base, for which the formation of a

strongly bound adduct is hindered by steric, structural or electronic aspects (Figure 5.10). Since the first

steps of FLP chemistry in the middle of the 20th century
315,316

, it has seen a strong scientific interest and

the development of new concepts and representatives is still a highly topical field of research
65–68,317–322

.

Specifically, the metal-free activation of small molecules like dihydrogen represents a key application

P

Ph

Ph

Ph

B

C6F5

C6F5

C6F5

B(C6F5)3Ph2N

LB LA

repulsion

repulsion

a b c

attraction

Figure 5.10.: a) Schematic depiction of a frustrated Lewis pair, b) example of an P/B intermolecular FLP,

and c) intramolecular N/B FLP.

of FLPs and a plethora of chemical variants has been developed since. Further, the variety of possi-

ble elements and substituents used in FLPs has grown rapidly, including other main group elements

such as phosphorus and aluminum or even transition metals. This chemical flexibility further enabled

new applications, such as the capture or reduction of green house gases like nitrogen oxides, SO2 or

CO2
251,323–325

. As the variety of stoichiometric and catalytic FLP applications is still growing, their

quantum chemical description has been intensively studied as well
326–334

. Specifically, the involved

mechanisms and chemical concepts are of high interest to understand the nature of FLP based chem-

istry and allow for a prediction and even design of new FLP systems and reactions. In this context,

due to the increasing complexity and often also the size of the investigated FLP systems, reliable and

efficient computational methods are required. Therefore, DFT based methods are commonly applied to

study FLP chemistry. Nevertheless, mechanistic studies at the DFT level are still time consuming due

to the large amount of simulations and calculations needed to find the most probable reaction mecha-

nism. In particular, the often complex modeling of the transition states involved, usually requires high

computational effort. Thus, multi-level approaches may be used to reduce the computational effort in

time-consuming parts of the computational investigation, such as reaction path simulations. This can

be done by using more efficient quantum chemical methods based on either DFT composite schemes,

or even faster SQM methods such as GFNn-xTB
335

. Therefore, part III is devoted to the application of

the DFT-3c and GFNn-xTB methods for the elucidation of complex reaction mechanisms in the field of

frustrated Lewis pair chemistry. Here, chapter 6 deals with the special role of halides in the FLP cat-

alyzed hydrogenation of amides, while chapter 7 describes the electrophilic phosphonium cation (EPC)

mediated reduction of phosphane oxides by oxalyl chloride and molecular hydrogen. Chapter 8 utilizes

the insights gained from chapters 6 and 7, combining both concepts in the FLP catalyzed hydrogenation

of secondary amides using phosphane oxides.
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6. FLP Catalyzed Hydrogenation of Amides: Halides as Active Lewis Base in the Hydrogen Activation

Abstract A method for the metal-free reduction of carboxylic amides using oxalyl chloride as an acti-

vating agent and hydrogen as the final reductant is introduced. The reaction proceeds via the hydrogen

splitting by B(2,6-F2-C6H3)3 in combination with chloride as the Lewis base. Density functional the-

ory calculations support the unprecedented role of halides as active Lewis base components in the

frustrated Lewis pair mediated hydrogen activation. The reaction displays broad substrate scope for

tertiary benzoic acid amides and α-branched carboxamides.

6.1. Introduction

The reduction of carboxylic amides is one of the most important key transformations in preparative

chemistry on both the laboratory and industrial scale. The development of mild, chemoselective, and

robust general methods relying on catalytic reactions is of great importance for the pharmacological

industry, since this serves as a platform for the implementation of the structural diversity of amines.

Most abundant reductions of carboxamides require strong nucleophilic “ate” hydride donors, such as

aluminum or boron reagents. Catalytic processes are highly demanded because of the reduced func-

tional group tolerance, safety issues of these pyrophoric reagents, and byproduct separation. The most

desirable reduction of carboxylic amides with molecular hydrogen
336

(H2) was reported in 1934 by the

use of a heterogeneous Cu/Cr catalyst and required over 990 bar at 250°C
337,338

. These drastic con-

ditions were improved (10–30 bar, 160°C) by the application of a bimetallic Pd/Re@graphite
339

and a

homogeneous ruthenium catalyst
340,341

. Milder amide reductions were realized using stoichiometric

hydrosilane based reduction equivalents in combination with metals, e.g. iron
342

, platinum
343,344

, or

zinc
345,346

, and main group Lewis acids, such as boronic acids
347

, B(C6F5)3 (1)
348,349

, and electrophilic

phosphonium cations
350

. Triflic anhydride proved to be a useful, but difficult to handle, carbonyl activa-

tion agent for the direct reduction with Hantzsch’s esters
351

or silanes
352

, with the significant drawback

O

NR1 R3

R2

NR1 R3

R2

Pelletier et al. J. Am. Chem. Soc. 2010, 132, 12817-12819
for sec. amides (R2 = H):
1.05 equiv. Tf2O
1.1 equiv. 2-fluoropyridine
1.1 equiv. Et3SiH
1.4 equiv. Hantzsch's ester

Barbe et al. J. Am. Chem. Soc. 2008, 130, 18-19
for tert. amides:
1.1 equiv. Tf2O
2.5 equiv. Hantzsch's ester

THIS WORK
for tert. amides:
1.5 equiv. (COCl)2

80 bar H2, 2 mol% B(2,6-F2-C6H3)3

Figure 6.1.: Metal-free reductions of secondary and tertiary amides.
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of producing stoichiometric amounts of byproducts. In light of this, frustrated Lewis pairs (FLPs) of-

fer a unique catalytic access to borohydrides from H2
67,68,317,319,321,353,354

and may serve as a reduction

equivalent in the metal-free reduction of activated carboxamides (Figure 6.1).

6.2. Results and Discussion

Here we present the metal-free hydrogenation of carboxamides to amines in excellent yields under

mild conditions (50–70°C, 80 bar), taking advantage of oxalyl chloride as an activating reagent. The

produced amines are furnished as hydrochloride salts, enabling the most convenient isolation by filtra-

tion. Mechanistic details support the unparalleled role of chloride as the Lewis base in the frustrated

Lewis pair catalyzed hydrogenation
67,317,319,353,355

. We initiated our investigation using the FLP system

consisting of B(C6F5)3 (1), B(2,4,6-F3-C6H2)3 (2)
356,357

, or B(2,6-F2-C6H3)3 (3)
356–359

in combination with

2,6-lutidine (4) and the in situ generated chloroiminium chloride 5 from the reaction of the amide 6a
with oxalyl chloride

𝑎
(Table 6.1)

360–362
. The hydrogenation of 6a with the FLP 1/4 was not observed

because 1 was inhibited by the chloride (Entry 1) as evidenced by the
11

B NMR resonance at 6.53 ppm

(see the online Supporting Information of the original publication for details). However, in the presence

of 20 mol% 2/4 or 3/4 the hydrochloride salt of N-benzyl piperidine (7a) was obtained within 18 h in

40% and 90% yield respectively (entries 2 and 3). These results are surprising, since the base is proto-

Table 6.1.: One-pot activation and FLP-catalyzed hydrogenation of amide 6a.
a

(COCl)2

catalyst
BArF

3 / additive (1:1)
H2

CDCl3
70°C
− CO
− CO2

6a

O

NPh

5

Cl

NPh

Cl

in situ

+ HCl

7a

NPh
H Cl

entry cat. / mol% add. 4 / mol% equiv. (COCl)2 H2 / bar time / h yield / %

1 20 (1) 20 1.0 4 18 0

2 20 (2) 20 1.0 4 18 40

3 20 (3) 20 1.0 4 18 90

4 0 20 1.0 4 18 0

5 20 (3) – 1.0 4 18 85

6 10 (3) – 1.2 4 48 90

7 5 (3) – 1.5 12 28 90

8 2 (3) – 1.5 80 22 90

a
Conditions: 2–20 mol% 3, 0–20 mol% 4, 0.1 mmol of 6a in CDCl3 (0.16 M), 1.0–1.5 equiv. of oxalyl chloride in 0.2 mL CDCl3,

4–80 bar of H2.

𝑎
The reaction can also be performed with oxalyl bromide.
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nated under the reaction conditions and should no longer engage in the H2-activation event. Control

experiments clearly revealed that the borane is necessary for the hydrogenation (Entry 4) whereas the

Lewis base 2,6-lutidine (4) had essentially no impact on the reaction (Entry 5). The catalyst loading

could be reduced to 2 mol% using 1.5 equiv. of oxalyl chloride and 80 bar of H2 at 70°C in the absence

of a supporting base (Entries 6–8). Further studies support chloride operating as a weak Lewis base

in the transient
363

FLP-mediated H2-activation. In contrast to 1, the boranes 2 and 3 show dynamic

11
B NMR spectra in the temperature range 20 to 60°C in the presence of a chloride source which as-

sures the availability of free Lewis acid in solution.
𝑏

Halides have not yet been considered as a Lewis

base in borane-mediated H2 activation probably due to two obvious reasons. First, the halide, particu-

larly, chloride and fluoride, forms an irreversible adduct with strong Lewis acids. Second, the basicity

of the halide decreases dramatically going from fluoride to iodide. However, very weak Lewis bases,

e.g. fluorinated phosphanes or ethers, have been reported as an active component in the FLP-catalyzed

hydrogenation of olefins
363,364

and in the reduction of carbonyls
365,366

. Systematic studies focusing

on the dependence of FLP-reactivity on the pKa of the conjugate Brønsted acid
356,358,363

support that

chloride should be able to activate H2 (pKa (MeCN): 10.30)
367

provided that it does not deactivate the

Lewis acid (vide supra). We were able to exclude the amide and the chloroimine, which may arise from

nucleophilic ring opening
368,369

as active Lewis bases in the H2 splitting (see the online Supporting

Information of the original publication). Instead we observed the fast isotope scrambling of a H2/D2

mixture by 3 in the presence of the chloride sources 8, 9, and 10 at 50–70°C (Figure 6.2). HD was

X = Cl, Y = PPh4

X = Cl, Y = NBu4

X = Cl, Y = BMIM
X = Br, Y = BMIM
X = I, Y = BMIM

(8)
(9)

(10)
(11)
(12)

3
H2/D2

CDCl3
− HD

Y+ X− [3-H/D]Y + H/D-X+

Figure 6.2.: H2/D2-scrambling using B(2,6-F2-C6H3)3 (3) and halides. BMIM = 1-Butyl-3-

methylimidazolium.

unmistakably identified by its
1
H NMR resonance at 4.43 ppm with the characteristic coupling con-

stant of
1JH–D = 43 Hz. The three chloride sources 8, 9, and 10 featured identical performance in the

H/D exchange supporting the role of the chloride as an active Lewis base. Importantly, the 1-butyl-

3-methylimidazolium (BMIM) bromide and iodide salts 11 and 12 also displayed activity in the H/D

scrambling; however, elevated temperatures were required (11, 70°C; 12, 90°C). Quantum chemical in-

vestigations at the PW6B95-D3(BJ)-ATM+COSMO-RS(CHCl3)/def2-QZVP//PBEh-3c(COSMO(CHCl3))

level of theory
31,59,69,121,122,124,125,206,240,370–375

(See appendix A5 for further details) strongly support the

activity of halides as an active Lewis base in the heterolytic splitting of H2 in combination with 3. The

reaction of 3 with dihydrogen and a halide cation pair [Me4N]X was investigated in chloroform at 50°C

for X = Cl
−

, Br
−

, and I
−

. For all three halides, transition states (TSX) for a H2 splitting with 3 were

𝑏
The boranes remained intact throughout the reaction as evidenced by

1
H and

11
B NMR spectroscopy despite the strong

acidic conditions.
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identified in a thermally accessible energy range (Figure 6.3). All investigated reactions are endergonic

giving rise to the observed transient formation of a borohydride upon H2 splitting at the given reaction

conditions as evidenced by the NMR experiments. The observed trend of energetically higher lying

transition states in the order Cl < Br < I is reflected by the increased demand of heating upon using Br

and I salts. The bond length of the split hydrogen molecule in the TS increases from Cl over Br to I as

bases. The value computed for the most active system of about 0.8 Å is similar to that observed in typical

P· · · B FLP systems and points to an early TS
326

. The substrate scope of the metal-free hydrogenation of

amides was explored (Figure 6.4). Benzoic amides bearing cyclic and acyclic alkyl chains, heterocycles,

or aromatic substituents were hydrogenated in excellent yields (7a–k). Notably, small N-Me substituted

amides as well as amides bearing steric encumbrance in the α-position (6m) were reduced in excellent

yields. Highly reactive aromatic compounds, e.g. the diphenylamine 6l and the indole 6n, decomposed

under the reaction conditions. However, electron-rich compounds such as indoline 6o or the lactam 6p
cleanly underwent reduction in high yields. Benzoic amides derived from primary amides were cleanly

activated, but the corresponding chloro imines were not susceptible to FLP-catalyzed hydrogenation.
𝑐

Nonetheless, the protocol enables the reduction of amides derived from aliphatic carbonic acids (6q–

6aa). The acetyl derivatives 7q and 7r were obtained in low yields.
𝑑

However, the formyl and branched

amides 6s–6aa were converted to the corresponding N-methyl amines 7s–v and α-branched amines

7w–7aa in high to excellent yields. Furthermore, we investigated the functional group tolerance of

the reaction. Esters, ethers, nitro, cyano, or thiophenyl groups were well tolerated (7ab–ag, 67–99%).

Amides bearing reactive multiple bonds as in the acrylate 6ai, the allyl amine 6aj, or in the alkyne 6ak
𝑐
The corresponding chloroimine is not protonated under the reaction conditions so that it remains unreactive to hydride

addition. The calculated pKa of a chloro imine is ca. 5, whereas the pKa of HCl is 9.92 (exptl. 10.3, see SI for details). The

chloroimine is not active as a Lewis base in the H2-splitting with 3.

𝑑
This is the result of the high propensity of enamine formation of the corresponding chloro iminium chlorides and subsequent

polymerization. Accordingly, aliphatic carboxamides and lactones were not compatible with the reaction conditions.
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Figure 6.4.: Substrate scope for the FLP-catalyzed reduction of amides.
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6.3. Conclusion

remained unchanged, and the amines 7aj–ak were isolated in high to excellent yields. Even substrates

bearing acid-sensitive groups were reduced in good yields. The proline derivative 7al was obtained in

65% yield in the presence of 1.0 equiv. of 2,6-di-tbu-pyridine with marginally diminished enantiomeric

purity of 93% ee (without base 76%, 69% ee). The TBDPS- (tert-Butyldiphenylsilyl) and even the Boc

(tert-Butyloxycarbonyl) group were stable under the reaction conditions and enabled the reduction of

silyl ether 6am and of the carbamate 6an in 65% and 70% yield, respectively.

6.3. Conclusion

In summary, we developed the FLP-catalyzed hydrogenation of carboxylic amides with the aid of ox-

alyl chloride as a deoxygenating agent. Mechanistic and quantum-mechanical investigations strongly

support the role of halides in the FLP-mediated H2-activation. The reaction displays broad generality

and high functional group tolerance, providing access to tertiary amines in the presence of hydride

sensitive functional groups.
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7. EPC-Mediated Phosphane Oxide Reduction Using Oxalyl Chloride and H2

Abstract The metal-free reduction of phosphane oxides with molecular hydrogen (H2) using oxalyl

chloride as activating agent was achieved. Quantum-mechanical investigations support the heterolytic

splitting of H2 by the in situ formed electrophilic phosphonium cation (EPC) and phosphane oxide and

subsequent barrierless conversion to the phosphane and HCl. The reaction can also be catalyzed by the

frustrated Lewis pair (FLP) consisting of B(2,6-F2-C6H3)3 and 2,6-lutidine or phosphane oxide as Lewis

base. This novel reduction was demonstrated for triaryl and diaryl phosphane oxides providing access

to phosphanes in good to excellent yields (51–93%)

7.1. Introduction

The reduction of phosphane oxides, inparticular triphenyl-phosphane oxide (Ph3PO, 1a), is of great

interest since Ph3PO is produced on ton-scale in the industrial Wittig reaction for the synthesis of vita-

mins
376

. Typical processes to recycle the phosphane oxides rely on the reductive deoxygenation with

hydrosilanes at elevated temperatures in the presence of amines
377–386

. Only recently, a metal-free re-

duction of phosphane oxides using phosphites as reduction equivalent was reported
387

. Alternative

oxygen trapping reagents are phosgene derivatives and oxalyl chloride
388,389

that convert the phos-

phane oxides to the corresponding dichlorophosphoranes
390

, which are in equilibrium with the cor-

responding ionic chlorophosphonium chlorides (Figure 7.1). Treatment of these phosphorus(V) elec-

+PR
R

R

Cl

Cl

PR
R

R

Cl +

Cl−

Figure 7.1.: Equilibrium of dichlorophosphorane and chlorophosphonium chloride.

trophiles with elemental main-group metals (Si or Al) or sodium borohydride produces the correspond-

ing phosphanes accompanied with stoichiometric amounts of aluminum/silicon chlorides or boron

species
362,388,391–393

. The use of molecular hydrogen (H2) as stoichiometric reductant would be highly

desirable since only hydrochloric acid is produced. To date, no catalyst has been reported for such

application. Only one patent details the reduction of phosgene-generated chlorotricyclohexylphos-

phane chloride with 150 bar H2 at 160°C. Neither further examples were presented nor the mechanism

has been explored
394

. Boron-derived Lewis acids show outstanding reactivity in small-molecule acti-

vation providing unique catalytic access to hydride species directly from H2
65–68,317,319,320

. Similarly,

EPCs act as active Lewis acids and demonstrate high reactivity in bond activation
395–400

and in hydro-

genations
401

. Both classes of maingroup-derived Lewis acids found wide application in hydro-silane

reductions, reductive defluorinations
395

, and deoxygenations
350,400,402–412

. The reduction of phosphane

oxides or derived chlorophosphoranes using H2 as final reductant and main-group Lewis acid catalysts

have so far not been precedented.
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7.2. Results and Discussion

7.2. Results and Discussion

We initiated our investigations by pressurizing a mixture of 1a and 1.5 equiv. oxalyl chloride in CDCl3

with H2 (4 bar). The typical
31

P NMR resonances of the phosphane oxide (δ = 38.3 ppm) vanished

over aperiod of 30 min with concomitant appearance of two new resonances, which were assigned

to the dichlorotriphenylphosphorane (δ = −46.2 ppm) and to the chlorophosphonium chloride (δ =

65.5 ppm)
𝑎

(lit. ref. δ = −47.0 ppm; 65.5 ppm)
413–416

. However, the reduction of these phosphorus

species was not observed, potentially due to the absence of a suitable Lewis acid and/or Lewis base for

H2-activation (Figure 7.2). This prompted us to use a FLP catalyst consisting of the weak Lewis acid

P

O

Ph
Ph

Ph
P

Ph
Ph

1.5 equiv. (COCl)2

additive
H2 (4 bar)

CDCl3
130°C, 48 h
− CO
− CO2

+ 2 HCl

1a 2a

Ph

additive: yield

no additive, 4 bar 0%

B(2,6-F2-C6H3)3 (20 mol%)
2,6-lutidine (20 mol%), 4 bar 93%

B(2,6-F2-C6H3)3 (20 mol%), 4 bar 98%

no additive, 80 bar 93%

Figure 7.2.: FLP-catalyzed reduction of triphenylphosphane oxide (1a) by (COCl)2/H2. Yields were de-

termined after column chromatography.

B(2,6-F2-C6H3)3
356–359,417

(3) and 2,6-lutidine (4) to generate hydroborate species in situ. Indeed, the

presence of 20 mol% of 3/4 and 4 bar H2 resulted in 93% yield triphenylphosphane (2a). This result is

remarkable, since 2 equiv. HCl are produced in the reaction, which protonates 2,6-lutidine and should

shut-down the hydrogenation. The control experiment with 3 (20 mol%) alone provided the product in

almost quantitative yield of 98%. We identified triphenylphosphane oxide 1a as the active Lewis base in

the activation of H2 (Figure 7.3). The reaction of a 1:1 mixture of 3 and 1a with H2/D2 (4 bar) at 80°C re-

sulted within 5 d in the isotope scrambling to HD/H2/D2.These observations clearly indicate the ability

of 3/1a to act as hydrogenation catalyst. Finally, we investigated the reaction at 80 bar H2 in the absence

4.504.554.604.65

1JH-D = 42.7 Hz

H2

1H NMR spectrum (700 MHz, CDCl3)

B(2,6-F2-C6H3)3

(3)
Ph3PO (1a)

CDCl3
80°C, 5 d

+H–H H–D D–DH2 + D2

(4 bar)

+

Figure 7.3.: Isotope exchange experiment with the FLP consisting of B(2,6-F2-C6H3)3 (3) and Ph3PO (1a)

as Lewis base.

𝑎
In chloroform the equilibrium was shifted to the chlorophosphonium species, whereas in toluene the dichlorophosphorane

was the dominant species.
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of borane or amine. Surprisingly, under these conditions the product 2a was obtained in 93% yield. The

reduction proceeds presumably through the activation of H2 by a Lewis pair consisting of Ph3PO (1a)

and of the electrophilic phosphonium cation [Ph3PCl]
+
. Careful consultation of the

31
P NMR spectra of

the reaction revealed small quantities of phosphane oxide, most probably arising from water traces in

the H2 atmosphere. As control experiment, a sample of Ph3PCl2 was allowed to react with purified H2

(4 bar) for 24 h at 130°C in CDCl3, but the formation of PPh3 was not observed. After addition of phos-

phane oxide 1a (20 mol%) to the sample, re-pressurization with purified H2 (4 bar), and heating to 130°C

for 24 h, 2a was produced in 25% yield. The reduced reaction rate must be attributed to the drastic pres-

sure decrease. Nevertheless, these experiments strongly support the role of phosphane oxide as active

Lewis base. Quantum mechanical investigations at the double-hybrid PWPB95-D3(BJ)-ATM+COSMO-

RS(CHCl3)/def2-QZVPP//PBEh-3c(COSMO(CHCl3))
31,59,69,121,122,124,125,206–209,240,260,286,371–373,375

level of

theory with structure pre-optimizations applying GFN1-xTB
53,418

revealed the ability of [Ph3PCl]
+

to

act as Lewis acid in combination with Ph3PO as Lewis base (Figure 7.4). The triphenylchlorophospho-

nium cation 5a is obtained in a strongly exergonic reaction from the triphenylphosphane oxide (1a) and

(COCl)2. Cation 5a is in an almost barrierless equilibrium with the energetically slightly favored triph-

enyldichlorophosphorane (5a-Cl) (∆∆G = 1.2 kcal mol
−1

). An O-P coordinated, π-stacked adduct 1a/5a
(see appendix A6) of 1a and 5a is disfavored by 4.2 kcal mol

−1
with respect to its isolated fragments in

solution, while the gas-phase association free energy amounts to −3.0 kcal mol
−1

. The heterolytic acti-

vation of H2 by 5a and the phosphane oxide 1a requires 35.8 kcal mol
−1

with an overall reaction barrier

of 37.0 kcal mol
−1

with respect to 5a-Cl, which is in agreement with the required drastic reaction condi-

tions. The transition state TSa has an asymmetric, non-linear O–H–H–P unit (angles / °: O–H–H 176.1,

P–H–H 142.7; distances / Å: O–H1.337, P–H 1.864) with a significantly elongated H–H bond length of

0.904 Å. Some short intermolecular C–C interligand distances of approximately 3.5 Åin the structure

of the transition state indicate the significance of attractive intermolecular interligand interactions,

including π–π stacking for the stabilization of the transition state
326

. The subsequent conversion of
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7.2. Results and Discussion

the triphenylhydrochlorophosphorane (6a) into the protonated phosphane (2a-H) by chloride loss is

exergonic by −5.7 kcal mol
−1

leading to an overall exergonic process of −30.8 kcal mol
−1

after depro-

tonation of the protonated phosphane oxide intermediate (1a-H) and 2a-H re-yielding 1a and 2a, re-

spectively. According to this mechanistic model, the competence of the phosphane oxide/phosphonium

Lewis pair to activate H2 is strongly influenced by their electronic and steric properties. We investigated

the reduction of a series of phosphane oxides (Figure 7.5) at 80 bar H2 (the results of the FLP-catalyzed

low-pressure variant are summarized in the online Supporting Information of the original publication).

Generally, triaryl and diaryl phosphane oxides were efficiently reduced. The diminished Lewis acidity

of more electron-rich chlorophosphonium ions is apparently counterbalanced by the increased Lewis

basicity of the corresponding phosphane oxides in the H2-activation step. In detail, triphenylphos-

phane oxide 1a was reduced in excellent yield. Increase of steric bulk resulted in decrease of yields,
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Figure 7.5.: Reduction of phosphane oxides with oxalyl chloride/hydrogen and its phosphane products.

Yields were determined by NMR spectroscopy, values in parentheses correspond to isolated

yields after column chromatography.
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as observed for P(oTol)3 (1b, 51%) and Ph2P(oTol) (1c, 88%). Methyl groups in meta or para position in

1d–f were well tolerated and yields of 56% to 93% were obtained. The steric impact on the reactivity

is also observed for bisphosphane derivatives. Although the dioxide derivatives of BINAP, xantphos,

and DPEphos (1g) were cleanly converted into the corresponding bis(chlorophosphonium) chlorides,

only the DPEphos derivative (2g) could be reduced in moderate yield of 45%. Next, we investigated

the reactivity of alkyl-substituted phosphane oxides. Both, the benzyl and cyclohexyl derivatives 2h
and 2i were reduced in 48% and 85% yield, respectively, although differing methods were required. The

low yield of 2h may arise from a nucleophilic substitution on the chlorophosphonium intermediate by

chloride. Steric hindrance in 1i provides some kinetic stabilization and leads to significantly enhanced

yield. Higher steric congestion in the tricyclohexyl derivative 1j did not result in the formation of 2j
although quantitative formation of the corresponding chlorophosphonium chloride was observed. This

is in agreement with a higher computed reaction barrier of 39.7 kcal mol
−1

and an endergonic reaction

free energy of 6 kcal mol
−1

from 5j to 2j (for details see appendix A6). Finally, we investigated the

impact of electron-withdrawing groups on the arene ring. Substituents in the 4-position of the arene

ring in 1k–m were well tolerated and the functionalized phoshanes were obtained in 90–98% yield.

Also, fluorinated triphenylphosphane derivatives 1n–p were reactive. Whereas the 4-fluoro derivative

1n was reduced in 86% yield, the corresponding CF3-substituted derivative 1o was only reactive in the

presence of 20 mol% of the FLP. However, the 2-fluorophenyl derivative 2p was obtained in high yield

of 86%.

7.3. Conclusion and Outlook

In summary, we have developed the metal-free reduction of phosphane oxides using oxalyl chloride and

H2. Quantum-mechanical calculations support the EPC-mediated heterolytic splitting of H2 by the in
situ generated chlorophosphonium ion followed by barrierless conversion to the phosphane and HCl.

The applicability of the reduction was demonstrated for electron-donating and electron-withdrawing

group substituted triaryl phosphane oxides providing the products in 51–98% yield.
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8. Hydrogenation of Secondary Amides Using Phosphane Oxide and Frustrated Lewis Pair Catalysis

Abstract The metal-free catalytic hydrogenation of secondary carboxylic acid amides is developed.

The reduction is realized by two new catalytic reactions. First, the amide is converted into the imidoyl

chloride by triphosgene (CO(OCCl3)2) using novel phosphorus(V) catalysts. Second, the in situ gener-

ated imidoyl chlorides are hydrogenated in high yields by an FLP-catalyst. Mechanistic and quantum

mechanical calculations support an autoinduced catalytic cycle for the hydrogenation with chloride

acting as unusual Lewis base for FLP-mediated H2-activation.

8.1. Introduction

The acylation of primary and secondary amines serves as a highly efficient method for the construc-

tion of simple secondary and tertiary amides, complex molecules
419

, natural products
420

and in late

stage macrocyclizations
421

. Such readily available key intermediates are valuable starting points for

the selective synthesis of secondary and tertiary amines. Therefore, the reduction of carboxamides

is a key transformation for the selective synthesis of symmetrical and unsymmetrical amines
422

. The

reduction can be realized using stoichiometric amounts of strongly reducing metal hydrides but these

reagents suffer from major drawbacks such as limited functional group tolerance and require a rig-

orous protection group strategy. Metal catalyzed hydrogenations of amides are by far the most atom

economic reductions
423

but require drastic conditions
337

. Recently, milder reaction conditions were

realized
339,340,424–426

, however selectivity issues due to C–N bond cleavage of hemiacetals
424,427

or ex-

haustive reduction of functional groups such as alkenes and alkynes are still prevailing problems. The

hydrosilylation of amides facilitates the reduction by the removal of the oxygen atom as siloxane, but

comes at the cost of atom efficiency (Figures 8.1a and 8.1b). Nonetheless, high tolerance towards hy-

drogenation susceptible functionalities was achieved with inorganic
428–433

and organic
352,434–437

cat-

alysts. Recently, we reported the highly effective hydrogenation of tertiary amides using an FLP-

catalyst
319,322,353

and oxalyl chloride as low molecular weight deoxygenation reagent
438

. However,

the hydrogenation of secondary amides remained a major challenge. Thus, a new strategy for the

hydrogenation of secondary amides is required.

8.2. Results and Discussion

We envisioned a new phosphane oxide catalyzed conversion of the sec. amide to the imidoyl chlo-

ride, which is subsequently reduced with H2 in the presence of an FLP catalyst (Figures 8.1c and d).

This approach required the development of two new catalytic reactions with particular consideration

of compatible conditions. First, we set out to investigate the efficient formation of the imidoyl chlo-

ride which will later serve as in situ formed substrate for the FLP-catalyzed hydrogenation. We ob-

served that SOCl2 cleanly converts the amide 1a into the imidoyl chloride 2a in excellent yields under

mild conditions (Table 8.1, entry 1)
439,440

. However, SOCl2 was incompatible with the conditions of

the FLP-catalyzed hydrogenation. The addition of (COCl)2 to the amide 1a furnished mostly acyla-

tion products (Entry 2). Alternatively, in situ generated dichlorotriphenyl phosphorane
389,441,442

is a
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a          Metal-free reduction of sec. amides:

1.1 equiv. Et3SiH
1.4 equiv. Hantzsch's ester

1.05 equiv. Tf2O
1.1 equiv. 2-fluoropyridine

O

NR1 R2

H

NR1 R2

H

b          Catalytic hydrosilylation of sec. amides:

2.4 equiv. PhSiH3

S
(HO)2B

Br

20 mol%O

NR1 R2

H

NR1 R2

H

THIS WORK

c          Phosphane oxide and FLP-catalyzed reduction of sec. amides:

5 mol% B(2,3,6-F3-C6H2)3

80 bar H2

20 mol% O=P(1-naphth)3

0.34 equiv. CO(OCCl3)2

                 then
O

NR1 R2

H

NR1 R2

H HCl

+ 3 CO2

d          Proposed strategy:

O

NR1 R2

H

NR1 R2

HNR1 R2

Cl

Cl2PR3 O=PR3

chlorination reagent H2

BR3
[LB-H]
[H-BR3]

phosphane oxide catalysis FLP-cat. hydrogenation

Figure 8.1.: Metal-free reductions of secondary carboxamides. LB = active Lewis base.

known dehydrating reagent
443,444

. We investigated the conversion of 1a into 2a in the presence of 1.0

equiv. O=PPh3 and indeed, 2a was obtained in 93% yield (Entry 3). The catalytic version with (COCl)2

could not be elaborated because the acylation could not be outcompeted by the phosphane oxide re-

action (Entry 4). We found with triphosgene (CO(CCl3)2) a selective alternative for the conversion of

O=PPh3 to PPh3Cl2 in shorter reaction times without noticeable background reaction (Table 8.1, entry

6). The catalytic conversion of 1a by CO(CCl3)2 is achieved in the presence of all four investigated

phosphane oxides (O=PPh3 (3a), O=P(2,6-F2-C6H3)3 (3b), O=PtBu3 (3c) and O=P(1-naphth)3 (3d), en-

tries 6-9). Up to >98% yield within 18 h was obtained at 90 °C. Among the investigated phosphine

oxides, 3d preformed best (Entry 10) and displayed in contrast to 3a and 3b no interference with the

borane 4e in the FLP-catalyzed hydrogenation (vide infra).
𝑎

Whereas the mechanism of the phosphane

𝑎3a and 3b strongly interacted with the borane 4e, whereas 3c and 3c did not. The reactivity of 3c was inferior compared to

3d due to steric bulk.
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8. Hydrogenation of Secondary Amides Using Phosphane Oxide and Frustrated Lewis Pair Catalysis

Table 8.1.: Phosphine oxide catalyzed imidoyl chloride formation.

reagent, catalyst,
time, temperature

CDCl3

1a 2a

O

N
iPr

H
Br

Cl

N
iPr

Br

PO
3

PO
3

F

F

PO
3

PO
3

catalysts

3a 3b

3c 3d

entry reagent (equiv.) cat. / mol% temp. / °C time / h yield / %
a

1 SOCl2 (10) – 70 3 >98

2 (COCl)2 (1.1) – 70 18 0
b

3 (COCl)2 (1.1) 3a (100) 70 110 93

4 (COCl)2 (1.1) 3a (20) 70 18 20
c

5 CO(OCCl3)2 (0.4) – 70 18 <20

6 CO(OCCl3)2 (0.4) 3a (20) 70 34 >98 (>98)
a, d

7 CO(OCCl3)2 (0.4) 3b (20) 70 18 80 (90)
e

8 CO(OCCl3)2 (0.4) 3c (20) 70 18 <30 (55)
e

9 CO(OCCl3)2 (0.4) 3d (20) 70 42 85

10 CO(OCCl3)2 (0.4) 3d (20) 90 18 >98

a
Determined by

1
H NMR spectroscopy.

b
Contaminated with >98% of acylation product.

c
Contaminated with 5% 1a and 75% of acylation product.

d
18 h.

e
Performed at 90°C.

oxide dichlorophosphorane interconversion is known
442

, the subsequent reaction with sec. amides to

the imidoyl chloride is so far unreported. Quantum-mechanical calculations at the PW6B95-D4/def2-

QZVP+COSMO-RS(CHCl3)//PBEh-3c(COSMO(CHCl3))
69,116,206,240,285,370–373,375

level of theory level (for

details see appendix A7) identify the SN2-type addition of the amide oxygen (TS1b) to the chloro phos-

phonium ion as rate determining step (Figure 8.2) with a reactions barrier of 27.0 kcal mol
−1

under

chloride loss and formation of INT1b. Deprotonation of INT1b by a chloride anion yields INT4b via

TS2b (22.4 kcal mol
−1

). Phosphane oxide 3a is reformed via TS3b (26.7 kcal mol
−1

), yielding 2b after

chloride addition The overall free reaction energy amounts to 6.5 kcal mol
−1

, indicating that the sub-

sequent deoxygenation of the formed phosphane oxide (not shown in figure 8.2), which is known to

be strongly exergonic, is needed as driving force
442

. The generally high reaction barriers qualitatively

agree with the necessity of heating the reaction mixture and relatively slow reactions. This observa-

tion is supported by the increased reactivity of the fluorinated aryl phosphane 3b compared to 3a or

3c. The steric restrictions also play a significant role due to the back-side attack of the amide to the
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Figure 8.2.: Free energy diagram of the conversion of carboxamides to imidoyl chlorides at the PW6B95-

D4/def2-QZVP+COSMO-RS(CHCl3)//PBEh-3c(COSMO(CHCl3)) level of theory. All free en-

ergies in kcal mol
−1

.

phosphorane in order to form the P-O bond. The second challenge of the amide reduction is the

FLP-catalyzed hydrogenation of the imidoyl chloride intermediate. We investigated the catalytic hy-

drogenation of 2b with a series of the five boranes 4a-e, comprising Lewis acidities between 100% and

82%. Treatment of 2b (0.16M) in chloroform with H2 (4 bar) at 70°C in the presence of 20 mol% of the

two strongest Lewis acids 4a and 4b in our study resulted in essentially no conversion as a consequence

of catalyst inhibition. However, the application of the weaker Lewis acid 4c provided the product 5b as

hydrochloride salt in 53% yield (Table 8.2, entries 1-3). Further decrease of the Lewis acidity to 82% (4d,

entry 4) resulted in inefficient H2-activation by the imidoyl chloride/borane Lewis pair and caused the

drastic decrease of the catalytic productivity
438

. The Lewis acid 4e with an acidity between 87% and

98% provided an even more efficient catalyst, which produced the product in quantitative yield (Entry

5). Moreover, the catalyst loading was reduced to 5 mol% employing 80 bar H2 without yield depletion

in 20 h (Entry 6). Finally, we successfully merged both catalytic processes in a one-pot hydrogenation

of sec. amides. The carboxylic amide was reacted with 0.34 equiv. CO(COCl3)2 in the presence of 20

mol% 3d at 90°C for 0.5-15 h. Then, 5 mol% 4e dissolved in chloroform was added and the reaction

was pressurized with H2 (80 bar) for 18 h at 70°C.
𝑏

A series of benzamides bearing aliphatic, benzylic

𝑏
Sequential addition of the hydrogenation catalyst 4e and H2 at 70°C was necessary because the amide formed an irreversible

adduct with the borane.
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8. Hydrogenation of Secondary Amides Using Phosphane Oxide and Frustrated Lewis Pair Catalysis

and aromatic N-substituents were hydrogenated in good to excellent yields (Table 8.3, 58-95%). The

reaction displayed excellent functional group tolerance, resulting in the high yielding hydrogenation

of bromide 5a, ester 5j, ether 5k and even the nitro compound 5l. Notably, α,β-unsaturated esters and

alkynes remained fully intact. The chiral amide 1h was reduced in 73% yield with full conservation of

the stereochemical purity. N-phenyl substitution of the benzoic amide (1f) required the application of

2,6-lutidine as auxiliary Lewis base and the product 5f was obtained in 61% yield. Furthermore, amines

with small N-substituent (5c, 5d) were accessible in high yields, which is so far unprecedented in FLP-

catalyzed imine hydrogenation
317,450–452

. Finally, we investigated the hydrogenation mechanism by

kinetic and quantum mechanical experiments. The reaction profile of the catalytic hydrogenation of

2b with 10 mol% 4e in CDCl3 (0.16M) and 4 bar H2 displayed an induction period (cf. the online Sup-

porting Information of the original publication). This increase of the reaction rate over the first three

hours suggests the slow activation of H2 by the FLP consisting of 4e and 2b (Compare figure 8.4, sim-

ple catalytic cycle). The imidoyl chloride salt [2b–H][H–4e] collapses to the corresponding iminium

salt [6b–H][Cl–4e], which is hydrogenated by the Cl
−

/4e FLP to yield 5b·HCl salt as uncompetitive

Lewis base for H2-activation. These last two steps can be considered as fast, since neither 6b nor the

intermediates [2b–H][H–4e] and [6b–H][Cl–4e] were detected by NMR spectroscopy. The preferred

splitting of H2 by Cl
−

/4e in contrast to 2b/4e is supported by the difference of the pKa of the conjugate

Table 8.2.: FLP-catalyzed hydrogenation of imidoyl chloride 2b.

catalysts

catalyst
H2

70°C, CDCl3

2b 5b

Cl

NPh
iPr NPh

iPr

H

Lewis 

aciditya

4a

B
3

F F

FF

F

100%

B
3

F F

FF

4b

98%

B
3

F

F

F

4c

87%

B
3

F

F

4d

82%

B
3

F F

F

4e

92%

HCl

entry cat. (mol%) H2 / bar time / h yield / %
b

1 4a (20) 4 90 traces

2 4b (20) 4 90 0

3 4c (20) 4 90 53

4 4d (20) 4 90 12

5 4e (20) 4 90 99

6 4e (5) 80 20 99

a
According to Gutmann-Beckett with B(C6F5)3 referenced to 100% Lewis acidity

445–449
.

b
Determined by

1
H NMR spectroscopy.
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Products

1a-l 5a-l

NR1 R2

H

NR1 R2

H

O

20 mol% 3d
0.34 equiv. CO(OCCl3)2

90°C, 0.5-15 h, CHCl3

5 mol% 4e, 80 bar H2

90°C, 20 h, CHCl3

then

N
iPr

H
Br

N
Et

H

N
Me

H

N
iPr

H

5a, 81% 5b, 76%b 5c, 62% 5d, 71%

N
Bn

H
NiPr
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H
N

H

N
Ph

H

5e, 64% 5f, 61%c,d 5g, 80% 5h, 73%
(96% ee)

N
iPr

H

Ph

N
iPr

H
MeO

N
iPr

H
O2N

N

H

O

O

Ph

5k, 95% 5l, 86%d,e5j, 58%b,c,d5i, 89%

a
Reactions were typically performed with 1 equiv. of 1 in CDCl3 (0.83 M), 0.34 equiv. CO(OCCl3)2, 20 mol% 3d at 90°C for

0.5-15 h, followed by the addition of 5 mol% 4e in CHCl3 giving a 0.17 M solution, H2 (80 bar), 90°C for 20 h.
b
10 mol% 4e.

c
1.0 equiv. 2,6-Lutidine added.

d
Performed at 70°C.

e
40 h.

Figure 8.3.: Catalytic hydrogenation of secondary amides.

acids (pKa([H–2b]
+
) = 5, pKa(HCl) = 10.3)

438
as a measure for the activation potency

356,358,363
. A sec-

ond, autoinduced, catalytic cycle is opened up with a lower barrier for the H2 activation (vide infra) as

a result of the slow increase of Cl
−

. The autocatalysis is supported by the drastic rate increase when

20 mol% of the product 2b·HCl is added at the beginning of the reaction (cf. the online Supporting

Information of the original publication). In contrast to the FLP-catalyzed imine hydrogenation
356

, the

imidoyl chloride hydrogenation displays saturation kinetic and follows zeroth-rate order after equal

amounts of the product compared to the borane are generated (cf. the online Supporting Information

of the original publication). This indicates that the chloride anion is reversibly bound to the borane,

which is in concert with the observed broadening in the
11

B and
19

F NMR spectra (see the online Sup-

porting Information of the original publication). Free energy calculations reveal that the heterolytic

splitting of H2 by the FLP 2b/4e to the chloro iminium hydroborate [2b–H][H–4e] is endergonic by 9.7

kcal mol
−1

over a barrier of 25.5 kcal mol
−1

(TS4b, simple catalytic cycle, figures 8.4 and 8.5). In con-

trast, the splitting of H2 by Cl
−

/4e (TS6) requires 0.7 kcal mol
−1

less energy than TS4b rendering this

step kinetically more favorable. The comparison of the H–H bond lengths in TS4b and TS6 indicates

an early transition state for the H2-activation for the Cl
−

/4e FLP. In case of the simple catalytic cycle

the formed chloride ions also increasingly form Cl
−

/4e (−2.5 kcal mol
−1

) thus further disadvantaging
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the H2-splitting via TS4.
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H

NPh
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+

H-Cl
2b

Cl−

+ [H−BR3]
− ([4e−H]−)

BR3 (4e)
([2b−H]+)

+ [Cl−BR3]
− ([4e−Cl]−)
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([5b−H]·HCl)
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− ([4e−H]−)

simple
cat. cycle

SLOW

autoinduced
cat. cycle

FAST

Figure 8.4.: Proposed simplified catalytic cycle of the FLP-catalyzed hydrogenation of imidoyl chlorides.

8.3. Conclusion

In summary, we developed the FLP-catalyzed hydrogenation of amides to yield secondary amines. The

in situ formed imidoyl chloride intermediate was generated by the new developed phosphane oxide

catalysis and triphosgene as oxygen scavenger. The final hydrogenation of the intermediate proceeds

through two catalytic cycles as revealed by DFT-calculations, incorporating H2-activation by the imi-

doyl chloride and by chloride as active Lewis base. The reaction displays high functional group tol-

erance towards Lewis basic sites and hydrogenation susceptible groups and provides the secondary

amines in high yields under mild conditions.
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Inorganic main group elements tend to have less predictable and thus much more diverse chemical

and structural properties than their organic counterparts
30,453–462

. This is partly due to an increasing

electronic flexibility descending the periodic table by successively involving orbitals of higher angular

momentum quantum numbers, such as d-type orbitals. Further, relativistic effects can have an increas-

ing influence on the structure and the properties of heavy elements
463

. A prominent case of such an

influence is the switch in the energetic ordering of the s- and p-type valence molecular orbitals descend-

ing group 14 from tin to lead. Here the 6s orbital is energetically lowered below the corresponding 6p

orbitals by relativistic effects resulting in a 6s localized lone-pair that has significant influence on the

chemical bonding in lead compounds. As many compounds involving inorganic main group elements

tend to be highly reactive and are thus prone to unintended chemical conversion, kinetic hindering by

introducing sterically demanding ligands is common practice. Besides increasing the controllability of

the reactivity of the compounds, the introduction of large ligands can have other beneficial effects. For

example, large ligands can cause an unprecedented stabilization of usually unstable compounds contra-

dicting the expectation of increasing intramolecular repulsion with increasing size of the ligand. This is

for example the case in formally multiply bonded heavy main group compounds, like in heavy alkyne

and alkene homologues, where intramolecular non-covalent interactions between the ligands strongly

influence the bonding energy. The most crucial attractive component of such non-covalent interaction

may be London dispersion, which is increasingly being used as conceptual part of synthetic strategies

in inorganic and organometallic chemistry
32

. As such interactions can play an decisive role regarding

the structural features of such compounds, part IV is devoted to quantum chemical investigations of

non-covalent interactions in inorganic main group compounds and their influence on structural fea-

tures, thermochemistry, and spectroscopic properties. Thus chapter 9 deals with a key intermediate

of halogenosilane chemistry, the trichlorosilanide anion, which is transformed into the corresponding

triiodo compound in an attempt to trap the anion with the Lewis base BI3. Chapter 10 discusses the

role of London dispersion on the counterintuitive interligand angles of diaryltetrylenes, with chap-

ter 11 extending the investigation to the bonding situation in diplumbynes, the heavy homologues of

alkynes. In this context the influence of structural flexibility on spectroscopic properties is investigated.

A key analytical method of inorganic molecular chemistry of group 14 compounds in nuclear magnetic

resonance (NMR) spectroscopy. In particular
29

Si NMR spectroscopy yields invaluable insights into

the chemical environment of specific Si atoms, which are typically representing the reactive region of

the molecule
464

. Thus, the reliable computational prediction of
29

Si NMR chemical shifts is desirable

and the performance of popular DFAs for the calculation of such is evaluated in chapter 12. The last

chapter of part IV is devoted to a in depth energy decomposition study of non-covalent interactions in

azide-pnictogen, chalcogen and halogen contacts applying cutting edge DFT and WFT methods.
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9. Trapping Experiments on a Trichlorosilanide Anion: a Key Intermediate of Halogenosilane Chemistry

Abstract Treatment of Si2Cl6 with [Et4N][BCl4] in CH2Cl2 furnished the known products of a chloride-

induced disproportionation reaction of the disilane, such as SiCl4, [Si(SiCl3)3]
−

, and [Si6Cl12·2Cl]
2−

. No

Si–B-bonded products were detectable. In contrast, the addition of Si2Cl6 to [Et4N][BI3Cl] afforded the

Si–B adduct [Et4N][I3SiBI3]. Thus, a quantitative Cl/I exchange at the silicon atom accompanies the

trihalogenosilanide formation. [Et4N][I3SiBI3] was also accessible from a mixture of Si2I6, [Et4N]I, and

BI3. According to X-ray crystallography, the anion [I3SiBI3]
−

adopts a staggered conformation with an

Si–B bond length of 1.977(6) Å. Quantum chemical calculations revealed a polar covalent Si–B bond

with significant contributions from intramolecular I· · · I London dispersion interactions.

9.1. Introduction

Perchlorinated oligosilanes (PCSs) are valuable precursors for the deposition of silicon thin films. The

PCS sample is either thermolyzed directly to give elemental silicon in a disproportionation reaction
465

or converted to the corresponding perhydrogenated oligosilanes prior to thermolysis
466,467

. Apart

from these industrial applications, PCSs are also attractive in their own right because they exhibit

rich molecular chemistry, which often proceeds via intriguing intermediates to finally furnish products

with sophisticated structural frameworks. The underlying mechanistic pathways are characterized by

the tendency of covalent Si–Si bonds to undergo rearrangement reactions, a dynamic behavior that

can be triggered deliberately by the addition of Lewis bases. As one of the first examples, Urry and

co-workers reported that hexachlorodisilane (Si2Cl6) undergoes quantitative transformation to per-

chlorinated neopentasilane Si(SiCl3)4 and SiCl4 upon the catalytic action of various trialkylamines

(R3N)
468–473

. Recent experimental and quantum chemical studies have shown that dichlorosilylene

adducts R3N–SiCl2 play a decisive role in the course of this reaction
474–477

. Certain diarylmethanones

can also liberate dichlorosilylenes from Si2Cl6, albeit only at elevated temperatures. Under these con-

ditions, the resulting ketone–SiCl2 adducts ultimately lead to the reductive coupling of carbonyl com-

pounds to afford tetraarylethylenes (sila-McMurry reaction)
478

. Reduction reactions have also success-

fully been performed on organic nitro compounds, phosphane oxides, and sulfoxides by means of Si2Cl6

or HSiCl3/R3N
380,479–484

. In most cases, donor-stabilized SiCl2 has been proposed as the key interme-

diate. One of the simplest Lewis bases that can be employed for the disproportionation of Si2Cl6 is

the chloride ion. Depending on the reaction temperatures and the molar ratios of the starting materi-

als, treatment of the disilane with soluble chloride salts [R4N]Cl in CH2Cl2 leads either to open-chain

oligosilane-chloride adducts, such as [Si3Cl9]
−

and the branched [Si6Cl15]
−

, or to chloride-complexed

cyclohexasilanes, such as [Si6Cl12·2Cl]
2−

(Figure 9.1)
485

.
𝑎

The propensity of the underlying PCSs to

coordinate additional chloride ions not only testifies to the high Lewis acidity of these species but also

facilitates their isolation and crystallographic characterization. In the case of the cyclohexasilane di-

adduct, the two chloride ions can be conveniently abstracted using AlCl3, which opens up a facile route

for preparing Si6Cl12 on a larger scale
489

. In addition to chainlike and cyclic PCSs, monodisperse silicon

cluster compounds are also readily accessible: Our group has recently prepared the first Si20 dodecahe-

𝑎
The [Si6Cl12·2 Cl]

2−
ion has previously been prepared by amine-promoted disproportionation of HSiCl3, and the electronic

structure of this diadduct has been investigated by quantum chemical calculations, see refs. 486–488.
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a b c d

− − 2−

−

Si

Cl

Figure 9.1.: X-ray crystallographically determined molecular structures of the anions a) [Si3Cl9]
−

, b)

[Si6Cl15]
−

, c) [Si6Cl12·2 Cl]
2−

, and d) [Si32Cl45]
−

.

drane (“silafullerane“) from Si2Cl6, [nBu4N]Cl, and nBu3N through a one-step self-assembly protocol in

27% yield (Figure 9.1)
490

. Each silafullerane cage hosts an endohedral chloride ion and thereby acquires

a negative charge. Moreover, the clusters are decorated regioselectively with 12 SiCl3 substituents,

which may serve as anchor groups to link individual silafulleranes together. A quantum chemical as-

sessment of the chloride-induced disproportionation of Si2Cl6 indicates an initial nucleophilic attack

of the chloride ion on one of the silicon atoms with subsequent heterolytic cleavage of the Si–Si bond

and formation of SiCl4 and an [SiCl3]
−

anion
485–488

. [SiCl3]
−

ions have previously been proposed as

key intermediates of the so-called “Benkeser reactions“, which employ a HSiCl3/R3N combination to

introduce SiCl3 groups into various different substrates via a nucleophilic pathway
491–499

. In view of

these mechanistic models, [SiCl3]
−

represents an important link between the chemistries of Si2Cl6, on

the one hand, and HSiCl3, on the other hand. A second link relates [SiCl3]
−

to SiCl2 chemistry be-

cause the ion can be viewed as a chloride-stabilized dichlorosilylene. However, only a small amount

of experimental data have been gathered on [SiCl3]
−

to date, despite its importance for preparative

(organo)silicon chemistry and its formal analogy to the well-known [CX3]
−

ions (X = Cl, Br, I; compare

the Appel
500

, Corey-Fuchs
501

, and haloform
502

reactions). Collision-induced dissociation experiments

carried out in a mass spectrometer on mixtures of Si(SiCl3)4 and [Et4N]Cl in CH2Cl2 produced a peak at

m/z 134.9, which is assignable to [SiCl3]
−

and thus indicates that this ion can indeed be generated in the

gas phase
503

. Moreover, the above-mentioned species [Si3Cl9]
−

can be viewed not only as a chloride

adduct of the trisilane Si3Cl8 but also as the trapping product of [SiCl3]
−

by 1 equiv. of the starting

material Si2Cl6. This latter result encouraged us to try to trap [SiCl3]
−

also with other Lewis acids and

thereby to prove its intermediate appearance. In order to be able to unequivocally distinguish between

the trapping reagent and a coordinating [SiCl3]
−

ion, the Lewis acid needs to be silicon-free, which

led to our choice of boron trihalides. Herein, we report on the reactions of Si2X6 with [R4N]X in the

presence of BX3 (X = Cl, I) and on the characterization of the unique Si–B adduct [I3SiBI3]
−

by means

of X-ray crystallography. The electronic structure of the anion was elucidated by quantum chemical

calculations.
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9.2. Results and Discussion

Reactions Between Si2X6, [R4N]X, and BX3 (X = Cl, I)

In order to avoid halogen scrambling, we first selected BCl3 to trap the putative [SiCl3]
−

ion. A funda-

mental problem in designing the experiment lies in the fact that the Lewis acid has to already be present

when the highly reactive [SiCl3]
−

is generated. Thus, Si2Cl6 and BCl3 will necessarily compete for the

added chloride ions, and one has to make sure that Cl
−

will not just neutralize the boron Lewis acid

without getting a chance to disproportionate Si2Cl6. We have previously shown that the Lewis acidity

of BCl3 is comparable to that of cyclo-Si6Cl12
489

, which made us confident that the chloride affinity of

Si2Cl6 is also sufficiently high to abstract chloride ions from preformed [BCl4]
−

complexes in a dynamic

equilibrium. A formal metathesis reaction could therefore lead from [BCl4]
−

and Si2Cl6 to [Cl3SiBCl3]
−

and SiCl4. Given these considerations, we first prepared a suspension of [Et4N][BCl4] in an NMR tube

by mixing equimolar solutions of BCl3 and [Et4N]Cl in CH2Cl2
504

. After 1 equiv. of neat Si2Cl6 had

been added at room temperature, an exothermic reaction occurred, but the visual appearance of the

mixture remained essentially the same. The sample was vacuum-sealed and investigated by
11

B and

29
Si NMR spectroscopy. The

11
B NMR spectrum showed only one resonance, which was assignable

to the [BCl4]
−

ion (δ = 6.6 ppm)
505

. The
29

Si NMR spectrum contained no signal for residual Si2Cl6

(δ = −6.6 ppm)
490

, but numerous other resonances with chemical shift values characteristic of SiCl4

(δ = −18.9 ppm)
485–488

, [Si(SiCl3)3]
−

(δ = −137.9 and +29.9 ppm),(37) and chloride diadducts of (SiCl3-

substituted) cyclohexasilanes (such as [Si6Cl12·2Cl]
2−

in figure 9.1)
485–488

. These observations lead to

the conclusion that disproportionation of Si2Cl6 can indeed be induced by [BCl4]
−

ions. However, un-

der the conditions applied, the vast majority of the generated [SiCl3]
−

intermediates further react with

yet unconsumed Si2Cl6 rather than with BCl3. As a consequence, the usually observed products of

the chloride-induced assembly of PCSs are formed (Figure 9.2a)
485–488

. We next repeated the previous

experiment but switched from BCl3 to BI3 for the following reasons: (i) BI3 is a much stronger Lewis

acid than BCl3, (ii) iodinated products should crystallize more readily than their chlorinated congeners,

(iii) the higher electron count of iodo substituents should facilitate product analysis by X-ray crystal-

a

+ +
rt

CH2Cl2
Cl3Si–SiCl3 BCl3 Cl– [Si(SiCl3)3]– + [Si6Cl12·2Cl]2–+

[1,1-(SiCl3)2Si6Cl10·2Cl]2– + [BCl4]–+

b

+ +
rt

CH2Cl2
Cl3Si–SiCl3 2 BI3 Cl– [I3Si–BI3]– [BClnI4–n]– SiCl3I

SiCl4

SiCl4+ + +

c

+ +
rt

CH2Cl2
I3Si–SiI3 BI3 I– [I3Si–BI3]– [BClI3]– [BI4]–+ +

Figure 9.2.: Reactions between Si2X6, [R4N]X, and BX3 (X = Cl, I).
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lography and energy-dispersive X-ray (EDX) spectroscopy. As a downside of this approach, two types

of halogen atoms are now present in the sample such that various mixed-halogen species are likely to

be formed. Indeed, an
11

B NMR spectroscopic investigation of the sample revealed the presence of all

five possible tetrahalogenoborate anions [BClnI4−n]
−

(n = 0-4), and the corresponding
29

Si NMR spec-

trum contained the signals of SiCl4 and SiCl3I (see the online Supporting Information of the original

publication for more details). The NMR tube was stored at room temperature in the dark in order to

avoid photolysis of iodoborane species. After 24 h, single crystals had grown on top of an amorphous

precipitate, which were identified as [Et4N][I3SiBI3] by means of X-ray crystallography (Figure 9.3).

Compound [Et4N][I3SiBI3] represents the desired borane adduct of an [SiX3]
−

ion; however, all orig-

inally silicon-bonded chloro substituents have been replaced by iodine atoms. Improved yields of the

adduct should thus be achievable by employing Si2Cl6 and BI3 in a 1:2 ratio rather than a 1:1 ratio. A

corresponding synthesis was subsequently carried out on a preparative scale and furnished crystals of

[Et4N][I3SiBI3] in 44 % yield (Figure 9.2b). With the aim of minimizing the number of byproducts from

a b c d
− −

Si B

− −
I

Figure 9.3.: Solid-state structure of [Et4N][I3SiBI3] (cation omitted for clarity; thermal ellipsoids at 50 %

probability; Si, gold; B, pink; I, purple): a) side view of the anion and b) projection along

the Si–B axis. Selected bond lengths in Å and bond angles in °: Si–B = 1.977(6), Si–I =

2.457(2) / 2.454(2) / 2.451(2), B–I = 2.261(6) / 2.249(6) / 2.246(6); Si–B–I = 108.5(3) / 110.8(3) /

109.4(3), B–Si–I = 112.9(2) / 112.2(2) / 112.3(2), I–B–I = 108.9(2) / 108.9(3) / 110.2(3), I–Si–I =

106.8(1) / 106.3(1) / 105.9(1). c) Overlay of the X-ray (color code) and the PBE0-D3(BJ)/def2-

QZVP optimized (blue) structure of [I3SiBI3]
−

. d) Foster-Boys localized molecular orbital

representing the Si–B σ-bond. Isosurface value = e
−1/2·bohr

−3/2
.

which [Et4N][I3SiBI3] has to be separated, we finally conducted the synthesis starting from Si2I6
506

,

[Et4N]I, and BI3 in a stoichiometric ratio of 1:1:1 (Figure 9.2c). Single crystals of [Et4N][I3SiBI3] grew

upon storage of the mixture in the dark at room temperature for 10 days. The comparatively long

reaction time is likely due to the poor solubilities of Si2I6 and [Et4N]I in CH2Cl2. An
11

B NMR spec-

trum recorded on the mother liquor revealed almost exclusively the resonance of the [BI4]
−

ion (cf. the

online Supporting Information of the original publication for a plot of the spectrum).
𝑏

Consequently,

this sample of the Si–B adduct was used for elemental analysis and EDX spectroscopy. In contrast

to [Et4N][BI4], the target compound [Et4N][I3SiBI3] is only sparingly soluble in CH2Cl2 as well as all

other common inert solvents. We, nevertheless, noticed a loss of crystalline material during extensive

washing. In parallel, a resonance at δ = −32.4 ppm, which we assign to an unknown decomposition

𝑏
The resonance of the minor component [BI3Cl]

−
was also present in the

11
B NMR spectrum, arising from a sidereaction of

BI3 and the solvent CH2Cl2.
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product, became increasingly apparent in the
11

B NMR spectrum of the washing solution. The yield of

the single-crystalline [Et4N][I3SiBI3] left over after repeated rinsing with CH2Cl2 amounted to 31 %.

Characterization of [Et4N][I3SiBI3]

The generally poor solubility of the adduct [Et4N][I3SiBI3] precluded its characterization by solution-

phase NMR spectroscopy. Solid-state magic-angle-spinning NMR spectroscopy also did not provide

interpretable data, likely because the
29

Si NMR resonance is severely broadened due to coupling with

the
10

B and
11

B nuclei (S = 3 and 3/2, respectively). The quadrupolar nature of the boron nuclei leads to

a further broadening of the
29

Si NMR signal and also affects the resolution of the
11

B NMR resonance.

The experimental characterization of [Et4N][I3SiBI3] will therefore be based on elemental analysis,

EDX spectroscopy, and X-ray crystallography. Elemental analysis of [Et4N][I3SiBI3] gave satisfactory

values for hydrogen [2.32 % (requires: 2.17 %)], carbon [11.05 % (10.33 %)], nitrogen [1.60 % (1.51 %)],

iodine [79.7 % (81.8 %)], and silicon [3.51 % (3.02 %)]. According to EDX analysis, the crystals contained

silicon and iodine in a ratio of Si:I = 1:5.7 (±0.04). We note that the experimentally determined car-

bon/hydrogen/nitrogen content is slightly too high, while the iodine content is somewhat too low. A

contamination of the sample with a small amount of [Et4N][BI4] could well account for these devia-

tions, however, the corresponding
11

B resonance should be detectable by NMR spectroscopy, which is

not the case. Moreover, our EDX measurements do not support the presence of excess iodine (with

respect to silicon). As an alternative explanation, we propose that the sample contains a few chloro

substituents in place of the iodo substituents: In addition to the signals assignable to silicon and iodine

atoms, the EDX measurements indeed showed a small signal indicating the presence of chlorine atoms

(cf. the online Supporting Information of the original publication for a plot of the spectrum). As a con-

ceivable chlorine source, we identified the solvent CH2Cl2, which undergoes some halogen exchange

with BI3 to furnish small amounts of CH2ICl and BClI2 (cf. the online Supporting Information of the

original publication). The ultimate proof of the composition of [Et4N][I3SiBI3] was provided by X-ray

crystallography (Figure 9.3 and table 9.1). The crystal lattice of the compound contains [Et4N]
+

cations

Table 9.1.: Comparison of experimentally determined bond lengths and bond angles of [Et4N][I3SiBI3]

with the corresponding calculated values.
a

[Et4N][I3SiBI3] calcd. [I3SiBI3]
− b

[Et3Si(H)BFlu]
− c

Cy3PBI3
d

I3SiSiI3

d(Si–B) / Å 1.977(6) 2.011 2.018(2)

d(Si–I)mean / Å 2.454 2.474 2.425(1)

d(B–I)mean / Å 2.252 2.228 2.241

Σ∠(I–Si–I) / ° 319.0 316.8 333.3

Σ∠(I–B–I) / ° 328.0 335.2 326.7

a
Key geometric parameters of three selected literature-known compounds are included for comparison.

b
Calculated bond lengths obtained at the PBE0-D3(BJ)/def2-QZVP level of theory.

c
[Et3Si(H)BFlu]

−
= adduct between [SiEt3]

−
and 9H-9-borafluorene.

d
Cy3P = tricyclohexylphosphane

507–509
.
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and [I3SiBI3]
−

anions in a 1:1 ratio. The anion can be interpreted as the adduct between [SiI3]
−

and BI3

with an Si–B bond length of 1.977(6) Å (cf. Si–B = 2.018(2) Å in the adduct between [SiEt3]
−

and 9H-

9-borafluorene
507

). As a prominent structural feature, [I3SiBI3]
−

adopts an almost perfectly staggered

conformation with the absolute values of the smaller I–Si–B–I torsion angles ranging from 56.8(3)° to

63.0(3)°. The average Si–I bond length amounts to 2.454 Å and thus lies close to that of Si2I6 (2.425(1) Å;

Table 9.1). The average B–I bond length also possesses almost the same value as that in the comparable

P–B adduct Cy3PBI3 (2.252 vs. 2.241 Å; Cy = cyclohexyl). Both the silicon and boron centers are fully

pyramidalized, which points toward a strong covalent Si–B bond.

9.3. Quantum Chemical Calculations

In order to obtain more information about the electronic structure of the [I3SiBI3]
−

anion, quantum-

chemical calculations were performed to answer the following questions: (i) Is the molecule mainly

bound by a covalent Si–B bond or do intramolecular dispersion interactions between the six iodo sub-

stituents also play an important role? (ii) What is the driving force behind the observed Cl/I exchange

reaction on the silicon center? The computational studies were carried out using density functional

theory. Geometry optimizations were conducted using the D3(BJ) dispersion corrected
31,59,121

PBE0
213

hybrid functional in conjunction with the def2-QZVP
240

basis set. Final gas-phase single-point energies

were obtained at the B2PLYP-D3(BJ)
110

/def2-QZVP//PBE0-D3(BJ)/def2-QZVP level of theory. Gibbs

Table 9.2.: Dissociation free energies and its components for [I3SiBI3]
−

in kcal mol
−1

at the B2PLYP- and

B3LYP-D3(BJ)/def2-QZVP+COSMO-RS(CH2Cl2)//PBE0-D3(BJ)/def2-QZVP levels of theory.

B2PLYP

∆Gdiss
a ∆E

b ∆GRRHO
c ∆δGsolv

d ∆ED3
e

[I3SiBI3]
−

24.3 35.9 −16.5 −4.2 9.1

[Cl3SiBI3]
−

34.3 52.0 −16.0 −8.3 6.7

[I3SiBCl3]
−

13.3 23.0 −14.9 −0.6 5.7

[Cl3SiBCl3]
−

23.2 37.8 −14.8 −4.3 4.4

B3LYP

∆Gdiss ∆E ∆GRRHO ∆δGsolv ∆ED3

[I3SiBI3]
−

26.2 30.8 −16.5 −4.2 16.0

[Cl3SiBI3]
−

34.3 46.5 −16.0 −8.3 12.2

[I3SiBCl3]
−

15.1 20.2 −14.9 −0.6 10.6

[Cl3SiBCl3]
−

23.7 34.4 −14.8 −4.3 8.3

a∆Gdiss = dissociation free energy.
b∆EE = electronic gas-phase energy difference.
c∆GRRHO = ro-vibrational energy correction difference.
d∆δGsolv = solvation free energy correction difference.
e∆ED3 = D3 dispersion correction.

117



9. Trapping Experiments on a Trichlorosilanide Anion: a Key Intermediate of Halogenosilane Chemistry

free energies were obtained by summing the dispersion corrected electronic energies, ro-vibrational

corrections from a modified harmonic oscillator statistical treatment based on harmonic frequencies
510

,

and solvation corrections computed by means of the COSMO-RS
371,372

model (2014 parametrization for

dichloromethane). All calculations were conducted with the TURBOMOLE 7.0.2 program package
206,207

and COSMOtherm, version C3.0, release 16.01
375

. For further computational details, see appendix A8.

The solid-state structure of the [I3SiBI3]
−

anion in a staggered conformation was reproduced in good

accordance in the gas phase at the PBE0-D3(BJ)/def2-QZVP level of theory (Figure 9.3, table 9.1). The

strongly pyramidalized boron atom indicates a covalent B–Si bond. This assumption is supported by

analysis of the Foster-Boys
511

localized molecular orbitals (LMOs) obtained at the PBE0/def2-QZVP(-g)

level of theory. The LMO representing the Si–B bond is predominantly of the σ type with a major local-
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Figure 9.4.: a) EDA of [I3Si–BI3]
−

; b) Interfragment pair-wise D3(BJ) dispersion correction matrix for

PBE0 (B3LYP results in parentheses); Unrelaxed potential energy surface scan and EDA

along the Si–B bond for c) PBE0 and d) B3LYP. All calculations apply the def2-QZVPD basis

set.
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ization at the silicon center (populations: Si, 0.748; B, 0.335). The atomic orbitals involved in the Si–B

bond are mainly of s character at the silicon center (s, 75.0 %; p, 23.8 %) and mainly of p character for

the boron atom (s, 40.2 %; p, 61.3 %), which matches the expectation of an s-type lone pair at the [SiI3]
−

fragment, forming a strong bond with the vacant pz orbital of the Lewis acid BI3. The calculated dissoci-

ation free energy of ∆Gdiss = 24.3 kcal mol
−1

for [I3SiBI3]
−

at the B2PLYP-D3(BJ)/def2-QZVP+COSMO-

RS(CH2Cl2)//PBE0-D3(BJ)/def2-QZVP level of theory further indicates a relatively strong Si–B bond.

Analysis of the relative energy contributions to the dissociation free energy (Table 9.2) indicates that

dispersion interactions (∆ED3, B2PLYP = 9.1 kcal mol
−1

, ∆ED3, B3PLYP = 16.0 kcal mol
−1

) contribute signif-

icantly to stabilization of the [SiI3]
−

and BI3 fragments upon bond formation. Especially for the B3LYP

functional, which is know to almost not account for any dispersion effects indirectly by its parametriza-

tion, the dispersion contribution represents 61% of the dissociation free energy. Due to the repulsive

nature of B3LYP, the D3 dispersion contribution can be used as reasonable dispersion energy estimate.

In [I3SiBI3]
−

the major contributions to the total intramolecular dispersion interaction between the BI3

and the SiI3
−

originates from the interaction between the respective iodine atoms (Figure 9.4b). A Mo-

rokuma type energy decomposition analysis (EDA)
512

as function of the Si–B distance in an unrelaxed

scan supports the picture of a polar bond dominated by orbital relaxation effects with significant dis-

persion contribution (Figure 9.4c, d). Because the full mechanism of the formation of [I3SiBI3]
−

has yet

to be elucidated, we investigated the reaction free energies for a stepwise halide exchange between the

[SiX3]
−

and BX3 fragments (Figure 9.5). This consideration indicates that the Cl
−

/I
−

exchange starting

from [SiCl3]
−

with BI3 is overall strongly exergonic (∆G = −18.2 kcal mol
−1

). Each exchange step is

exergonic itself until a complete halide exchange between the silicon and boron fragments has taken

place. We conclude that the strongly exergonic exchange reactions represent the driving force of the

[I3SiBI3]
−

formation. The reaction free energy is dominated by the enthalpic component.

+ BI3

− BClI2

[SiCl3]
− [SiCl2I]

−

+ BClI2

− BCl2I

[SiClI2]
−

+ BCl2I

− BCl3

[SiI3]
−

ΔG = 0.0 kcal mol−1 −5.7 kcal mol−1 −11.7 kcal mol−1 −18.2 kcal mol−1

Figure 9.5.: Calculated relative Gibbs free energies of the species involved in progressive halide

exchange between [SiCl3]
−

and BI3 at the B2PLYP-D3(BJ)/def2-QZVP+COSMO-

RS(CH3C3)//PBE0-D3(BJ)/def2-QZVP level of theory. All free energies in kcal mol
−1

are given relative to the corresponding starting compound [SiCl3]
−

in the context of the

given model reaction.

9.4. Conclusion

It has been postulated that the deprotonation of HSiCl3 with amine bases as well as the chloride-induced

disproportionation of Si2Cl6 result in the formation of [SiCl3]
−

ions as the primary intermediates. How-

ever, to date, only a small amount of experimental evidence exists to support this suggestion. We

have now shown that the treatment of Si2Cl6 with [Et4N]Cl in the presence of BI3 leads to the single-

crystalline adduct [Et4N][I3SiBI3]. The isolation of [Et4N][I3SiBI3] not only represents the first suc-
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cessful trapping of a trihalogenosilanide with a boron Lewis acid but also reveals a quantitative Cl/I

exchange reaction at the silicon center under the conditions applied. The same product was obtained

from a mixture of Si2I6, [Et4N]I, and BI3. The Si–B bond length amounts to 1.977(6) Å (calculated

value: 2.011 Å); the SiI3 and BI3 fragments are pronouncedly pyramidalized. These experimental ob-

servations, together with quantum chemical calculations, point toward a strong, yet highly polarized

covalent bond. The atomic orbitals involved in bonding possess mainly s character at the silicon center

and p character at the boron center. In addition to the direct Si–B dative bond, intramolecular dispersion

interactions between the six iodo substituents contribute significantly to the stability of the [I3SiBI3]
−

anion (∆Gdiss, B2PLYP = 24.3 kcal mol
−1

, ∆Gdiss, B3LYP = 26.2 kcal mol
−1

; ∆ED3, B2PLYP = 9.1 kcal mol
−1

,

∆ED3, B3LYP = 16.0 kcal mol
−1

).
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10. Counterintuitive Interligand Angles in Diaryltetrylenes and Related Species: The Role of Dispersion

Abstract The straightforward reaction of two equivalents of the lithium salt of the bulky terphenyl lig-

and Li(OEt2)C6H3-2,6-(C6H2-2,4,6-iPr3)2 with suspensions of GeCl2·dioxane, SnCl2, or PbBr2 in diethyl

ether resulted in the isolation of the very crowded σ-bonded diaryl tetrylenes of formula E{C6H3-2,6-

(C6H2-2,4,6-iPr3)2}2 (E = Ge (1), Sn (2), Pb (3)) as blue crystalline solids. Despite their high level of

steric congestion, X-ray crystallography showed that compounds 1–3 possess Cipso–E–Cipso interli-

gand bond angles in the range 107.61–112.55°, which are narrower than those observed in analogous

species with less bulky terphenyl substituents. Compounds 1–3 were characterized by
1
H,

13
C{

1
H} (1–

3), and
119

Sn{
1
H} (2) NMR spectroscopy, whereas solution

207
Pb{

1
H} NMR spectroscopy of 3 has not

yet afforded a signal under ambient conditions. FT-IR and UV/VIS spectra of 1–3 were also recorded.

The relatively narrow interligand angles displayed by 1–3 are attributed in part to the increase in at-

tractive London dispersion interactions between the two Ar
iPr6

(Ar
iPr6

= -C6H3-2,6-(C6H2-2,4,6-iPr3)2)

groups from carbon atoms in some of the isopropyl substituents and several carbon atoms from the

flanking aryl rings. Density functional theory (DFT) calculations carried out on the full series of diaryl

tetrylenes, E(Ar
iPr6

)2, E(Ar
iPr4

)2 (Ar
iPr4

= -C6H3-2,6-(C6H3-2,6-iPr2)2), and E(Ar
Me6

)2 (Ar
Me6

= -C6H3-

2,6-(C6H2-2,4,6-Me3)2), afford London dispersion contributions to the interaction energies of up to 27

kcal mol
−1

at the PBE0-D3(BJ)-ATM/def2-QZVP level (36 kcal mol
−1

for B3LYP).

10.1. Introduction

Since the discovery of the first stable diorgano tetrylenes, E{CH(SiMe3)2}2 (E = Ge, Sn, or Pb)
513–518

,

the study of their physical, spectroscopic, and structural properties as well as their reactivity has been

a major research theme in main group chemistry
519–521

. Studies of these and related dialkyl species have

been complemented by work on tetrylenes with aryl
522–524

, silyl
525

, boryl
526

, thiolato
527,528

, amido
529–537

,

aryloxo
538–543

, or heteroleptic
544,545

substituents (Figure 10.1). Recent work has also shown that the re-

activity of the related aryl tin(II) hydrides {Ar
iPr6

Sn(μ-H)}2 (Ar
iPr6

= C6H3-2,6-(C6H2-2,4,6-
iPr3

)2), and

Ar
iPr4

Sn(μ-H)2 (Ar
iPr4

= -C6H3-2,6-(C6H3-iPr2)2) with olefins and alkynes was strongly affected by

the presence or absence of an additional isopropyl group at the remote para position on the flank-

ing ring
546,547

. The most prominent terphenyl-substituted tetrylenes involve either Ar
Me6

(Ar
Me6

=

C6H3-2,6-(C6H2-2,4,6-Me3)2) or the bulkier Ar
iPr4

ligand as substituents but their structures displayed

a pattern in which there is little correlation between the ligand size and the interligand angle at the

tetrel atom
523

. Thus, we became interested in the effects of the size of terphenyl substituents on the

structures to see if the unusual steric effects observed for Ar
Me6

and Ar
iPr4

substituents also extended

to the bulkier Ar
iPr6

derivatives. We note that in earlier work
528

on the chalcogenato (Ch = O, S, or Se)

derivatives E(ChR)2 (E = Si, Ge, Sn, or Pb; R = Ar
Me6

, Ar
iPr4

, Ar
iPr6

, and Ar
iPr8

= -C6H-3,5-iPr2-2,6-(C6H2-

2,4,6-iPr3)2) (See figure 10.2 for images of the terphenyl ligands) DFT disclosed similar irregularities in

the Ch–E–Ch angles, and dispersion-corrected calculations on the ChAr
iPr8

derivatives supported the

presence of significant dispersion force effects
528

. Herein we report the synthesis and characterization

of the heavier tetrylenes E{C6H3-2,6-(C6H2-2,4,6-iPr3)2}2 (E = Ge (1), Sn (2), or Pb (3)) and in addition

computational studies on 1–3 and their Ar
Me6

- and Ar
iPr4

-substituted counterparts and show that the
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10.2. Experimental Section

GeCl2·dioxane, SnCl2 or PbBr2

− 2 LiX
Li

Me3Si

Me3Si
2

EMe3Si

Me3Si

SiMe3

SiMe3

GeCl2·dioxane, SnCl2 or PbBr2

− 2 LiX
2 LiArMe6 E(ArMe6)2

GeCl2·dioxane, SnCl2 or PbBr2

− 2 LiX
2 LiAriPr4 E(AriPr4)2

GeCl2·dioxane, SnCl2 or PbBr2

− 2 LiX, 2 Et2O
2 Li(OEt2)AriPr6 E(AriPr6)2

SnCl2 or PbBr2

− 2 LiX
2 (Me3Si)3SiLi E[Si(SiMe3)3]2

THIS WORK

513–518

522

523

525

Figure 10.1.: Synthesis of selected examples of tetrylenes by metathesis reactions. E = Ge, Sn, or Pb; X

= Cl or Br.

narrower Cipso–E–Cipso angles observed for the bulkier substituents is probably a result of the interli-

gand London dispersion force attractions between the two terphenyl groups, which were calculated to

range between ca. 15–25 kcal mol
−1

at the chosen level of theory in the nine compounds studied in

this paper.

Me

Me

Me

Me

Me

Me

iPr

iPr

iPr

iPr

iPr

iPr

iPr

iPr

iPr

iPr

iPr

iPr

iPr

iPr

iPr

iPr

iPr

iPr

ArMe6 AriPr4 AriPr6 AriPr8

Figure 10.2.: Schematic depiction of the discussed terphenyl ligands.

10.2. Experimental Section

General Considerations

All manipulations were performed under anaerobic and anhydrous conditions using Schlenk tech-

niques or a Vacuum Atmospheres drybox. Li(OEt2)Ar
iPr6

was prepared by a literature procedure
548

.

GeCl2·dioxane (Gelest), SnCl2 (Acros), and PbBr2 (Acros) were purchased from the named commercial
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10. Counterintuitive Interligand Angles in Diaryltetrylenes and Related Species: The Role of Dispersion

suppliers and used as received. Solvents were dried over alumina columns, stored over potassium, and

degassed via three freeze–pump–thaw cycles.
1
H,

13
C{

1
H},

119
Sn{

1
H}, and

207
Pb{

1
H} NMR spectra were

collected on a Varian 600 MHz spectrometer and referenced internally to known solvent signals or ex-

ternally to SnMe4 (0.0 ppm) in C6D6 or PbMe4 (0.0 ppm) in C6D6. IR spectra were recorded as Nujol

mulls between CsI plates on a PerkinElmer 1430 spectrometer. UV/VIS spectra were recorded as dilute

hexanes (as a mixture of n-hexane and methyl cyclopentane) solutions in 3.5 mL quartz cuvettes using

an Olis 17 Modernized Cary 14 UV/VIS/NIR spectrophotometer. Melting points were determined with

a Meltemp II apparatus using glass capillaries sealed with vacuum grease and are uncorrected.

X-ray Crystallography

Crystals of 1–3 suitable for single-crystal X-ray diffraction studies were covered in Paratone oil and

attached to a glass fiber on the mounting pin of the goniometer. Crystallographic measurements were

collected at 90 K with a Bruker APEX II DUO diffractometer using Mo Kα (λ = 0.71073 Å) radiation

or Cu (λ = 1.54178 Å) radiation. The crystal structures were corrected for Lorentz and polarization

effects with SAINT
549

and absorption using Blessing’s method as incorporated into the program SAD-

ABS
550,551

. The SHELXTL program was used to determine the space groups and set up the initial

files
552

. The structures were determined by direct methods using the program SHELXS and refined

with the program SHELXL
553

. All non-hydrogen atoms were refined with anisotropic displacement

parameters. Hydrogen atoms were placed in idealized positions throughout the refinement process and

refined as riding atoms with individual isotropic refinement parameters. A summary of data collection

and refinement parameters is given in the online Supporting Information of the original publication.

Ge(AriPr6)2 (1)

A diethyl ether (20 mL) solution of Li(OEt2)Ar
iPr6

(2.81 g, 5.0 mmol) was added dropwise to a rapidly

stirred diethyl ether (ca. 10 mL) suspension of GeCl2·dioxane (0.556 g, 2.4 mmol) cooled in an ice bath.

The reaction mixture gradually changed color from yellow to green to blue. It was stirred for a further

12 h and subsequently warmed to room temperature. The solvent was removed under reduced pressure

and hexanes (ca. 30 mL) were added. The solids were allowed to settle, and the supernatant liquid was

filtered via a filter-tipped cannula. The filtrate was concentrated to ca. 5 mL and stored in ca. −18°C

freezer to afford air sensitive blue crystals of Ge(Ar
iPr6

)2 (1) that were suitable for X-ray diffraction

studies. Yield (1.51 g, 60.5%). mp 90°C (dec).
1
H NMR (600 MHz, C6D6, 298 K, ppm) δ: 0.62 (br, 6H,

CHMe2); 1.05 (br, 9H, CHMe2); 1.20 (dd,
3J = 6 Hz, 6H, CHMe2); 1.30 (d,

3J = 6 Hz, 15H, CHMe2); 2.54

(br, 2H, CHMe2); 2.84 (sept,
3J = 6 Hz, 3H, CHMe2); 2.97 (sept,

3J = 6 Hz, 1H, CHMe2); 6.85 (t,
3J = 6

Hz, 1H, ArH); 7.03 (s, 2H, ArH); 7.09 (s, 2H, ArH); 7.14 (br, 1H, ArH); 7.20 (s, 1H, ArH).
13

C{
1
H} NMR

(150 MHz, C6D6, 298 K, ppm) δ: 24.57, 24.70, 24.88, 24.91, 25.03, 26.35, 31.30, 32.40, 34.97, 35.32, 35.40,

121.18, 122.58, 127.63, 128.76, 132.41, 133.56, 138.02, 141.68, 145.41, 146.75, 148.83, 150.06, 174.97. λmax

(nm, ϵ in L mol
−1

cm
−1

): 617 (770).
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Sn(AriPr6)2 (2)

A rapidly stirred diethyl ether (ca. 10 mL) suspension of SnCl2 (0.427 g, 2.25 mmol) cooled in an ice bath

was treated dropwise with a diethyl ether solution (ca. 40 mL) of Li(OEt2)Ar
iPr6

(2.589 g, 4.60 mmol).

The reaction solution, initially colorless, gradually changed to yellow then to green and finally to blue.

After 30 min of stirring at 0°C, the reaction solution was warmed to room temperature and stirring

was continued for 12 h. The solvent was removed under reduced pressure, and hexanes (ca. 40 mL)

were added. The solids were allowed to settle, and the supernatant liquid was filtered via a filter-tipped

cannula. The filtrate was concentrated to ca. 5 mL and stored in ca. −18°C freezer to afford crystals

of the product that were suitable for X-ray diffraction studies. Sn(Ar
iPr6

)2 (2) was isolated as an air-,

moisture-, and light-sensitive blue crystalline solid. Yield (1.977 g, 81%). mp 132°C (dec).
1
H NMR

(600 MHz, C6D6, 298 K, ppm) δ: 0.93 (br, 9H, CHMe2); 1.07 (d, 9H, CHMe2); 1.20 (dd,
3J = 6 Hz, 6H,

CHMe2); 1.31 (d,
3J = 6 Hz, 12H, CHMe2); 2.85 (sept,

3J = 6 Hz, 2H, CHMe2); 2.97 (sept,
3J = 6 Hz, 1H,

CHMe2); 3.16 (br, 3H, CHMe2); 6.89 (s, 2H, ArH); 7.06 (s, 2H, ArH); 7.14–7.18 (m, 2H, ArH); 7.20 (s, 1H,

ArH).
13

C{
1
H} NMR (150 MHz, C6D6, 298 K, ppm) δ: 23.16, 24.67, 24.76, 24.88, 24.91, 25.03, 26.32, 31.30,

31.94, 35.01, 35.32, 121.17, 122.46, 126.47, 128.75, 132.40, 134.53, 137.36, 138.01, 141.68, 147.03, 147.27,

148.46, 148.83, 148.94, 169.01, 197.85.
119

Sn{
1
H} NMR (223.6 MHz, C6D6, 298 K, ppm) δ: 2129. λmax (nm,

ϵ in L mol
−1

cm
−1

): 612 (720).

Pb(AriPr6)2 (3)

A rapidly stirred diethyl ether (ca. 10 mL) suspension of PbBr2 (0.880 g, 2.4 mmol) at 0°C was treated

dropwise with a diethyl ether solution (ca. 20 mL) of Li(OEt2)Ar
iPr6

(2.81 g, 5.0 mmol). The reaction

mixture changed color from yellow to green and finally to dark blue with further stirring for 12 h.

The solvent was removed under reduced pressure, and hexanes (ca. 30 mL) were added. The solids

were allowed to settle, and the supernatant liquid was filtered via a filter-tipped cannula. The solvent

was concentrated to ca. 5 mL and stored in ca. −18°C freezer to afford crystals that were suitable for

X-ray diffraction studies. Pb(Ar
iPr6

)2 was isolated as an air-, moisture-, and light-sensitive dark blue

crystalline solid. Yield (1.67 g, 59.2%). mp 127°C (dec).
1
H NMR (600 MHz, C6D6, 298 K, ppm) δ: 0.97

(d,
3J = 6 Hz, 9H, CHMe2); 1.04 (d,

3J = 6 Hz, 9H, CHMe2); 1.20 (dd,
3J = 6 Hz, 6H, CHMe2); 1.29 (d,

3J
= 6 Hz, 3H, CHMe2); 1.32 (d,

3J = 6 Hz, 9H CHMe2); 2.87 (sept,
3J = 6 Hz, 2H, CHMe2); 2.97 (sept,

3J =

6 Hz, 2H, CHMe2); 3.15 (sept, threej = 6 Hz, 2H, CHMe2); 7.08 (s, 2H, ArH); 7.14 (s, 1H, ArH); 7.20 (s, 2H,

ArH); 7.22 (t,
3J = 6 Hz, 1H, ArH); 7.59 (d,

3J = 6 Hz, 1H, ArH).
13

C{
1
H} NMR (150 MHz, C6D6, 298 K)

δ: 23.91, 24.07, 24.11, 24.19, 25.40, 30.45, 30.91, 34.16, 34.49, 120.31, 121.64, 123.20, 131.63, 136.63, 137.27,

140, 84, 142.54, 146.41, 147.35, 147.80, 147.96, 148.36. Ipso carbon not found.
207

Pb{
1
H} NMR (125 MHz,

C6D6, 298 K, ppm) δ: not observed. λmax (nm, ϵ in L mol
−1

cm
−1

): 588 (1070).
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10.3. Results and Discussion

Synthesis

Compounds 1–3 were synthesized by the dropwise addition of a 2:1 ratio of an ethereal solution of

Li(OEt2)Ar
iPr6

to the appropriate tetrel dihalide suspended in diethyl ether chilled in an ice bath. After

being stirred for ca. 30 min, the solutions were warmed to room temperature, and stirring was continued

for a further 12 h, whereupon the solvent was removed under reduced pressure. The blue residues

were extracted with hexanes (as a mixture of n-hexane and methylcyclopentane) (ca. 40 mL), and any

remaining solids were removed by filtration. Compounds 1, 2, and 3 were isolated as air- and moisture-

sensitive blue solids in yields of ca. 60–80% by reduction of filtrate volume to ca. 5 mL and cooling in

a ca. −18°C freezer. In addition to being air- and moisture-sensitive, 2 and 3 are also light-sensitive

as evident by a color change from blue to green for 2 and the deposition of elemental lead for 3 upon

standing as a solution under ambient light. Blue crystals of 1–3 suitable for X-ray diffraction were

grown from saturated hexanes solutions.

X-ray Data and Crystal Structures

The X-ray data for 1 showed that one molecule of n-hexane and one molecule of methylcyclopentane

(present in hexanes solvent) co-crystallized with Ge(Ar
iPr6

)2. Because of severe disorder of methylcy-

clopentane, SQUEEZE
554

was used to truncate the X-ray data. Figure 10.3 depicts the single crystal

X-ray structure of Ge(Ar
iPr6

)2 (1). There are short C–H–H–C contacts between the isopropyl groups

C10

C9

C11

C50

C19 Ge1

C1

C37

C70

C60

C61

C29

Figure 10.3.: Plot of the crystallographically determined structure of Ge(Ar
iPr6

)2 (1) with several short

C–C contacts. Thermal ellipsoids are shown at 30% of electronic probability. Hydrogen

atoms and co-crystallized solvent molecules are omitted clarity. Selected bond lengths in

Å and angles in °: C(1)–Ge(1), 2.0389(15) Å; C(37)–Ge(1), 2.0430(15) Å; C(1)–Ge(1)–C(37),

112.55(6)°.
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in the range ca. 2.08–2.49 Å
32

. There are also several short C–C contacts between carbon atoms from

the isopropyl moieties and those from the flanking aryl rings that span the range of ca. 3.37–3.55

Å. The proximity may be a result of attractive intramolecular London dispersion interaction between

each terphenyl ligand based on the sum of the van der Waals radii between CH–HC (2.40 Å) and C–

C (3.54 Å)
555,556

. The Ge–Cipso bond lengths in 1 are very similar to each other having the values

2.0389(15) and 2.0430(15) Å, which slightly exceed the sum of the single bond radii of carbon (0.77

Å) and germanium (1.22 Å)
118

and are similar to the Ge–Cipso distances observed in other terphenyl-

stabilized germanium tetrylenes that span the range 2.019(2)–2.051(3) Å.(11,45–47) The Cipso–Ge–Cipso

angle is 112.55(6)°, which is marginally narrower than the corresponding angles in the less crowded

Ge(Ar
iPr4

)2, 112.77(4)°, and Ge(p-Cl-Ar
Me6

)2, 112.64(7)°
32

. The Cipso–Ge–Cipso angles in other reported

germanium tetrylenes vary from 102.71(9)° in Ge{2,6-(1-naphthyl)phenyl}2 (Ge–C = 2.030(2), 2.036(2)

Å)
557

to 124.45(9)° in the more crowded species Ge{C6H-2,6-(2,4,6-Me3-C6H2)2-3,5-iPr2}2, which has ad-

ditional isopropyl substituents on the central aryl ring
558

. The Cipso–E–Cipso angles in the less crowded

Ge(Ar
Me6

)2
524

, 114.4(2)°, and Ge(p-SiMe3-Ar
Me6

)2
558

, 115.85(14)° are wider than that in 1 by ca. 2–3°

despite the increased size of the terphenyl substituent Ar
iPr6

in 1. The X-ray structure of 2 is shown

in figure 10.4 and displays short C–H–H–C contacts that range from 2.235 to 2.500 Å. In this struc-

ture, several short C–C contacts are also present that range ca. 3.32–3.53 Å
555,556

. The Cipso–Sn bond

lengths are 2.281(2) and 2.263(3) Å, which are slightly longer than those reported for other terphenyl-

stabilized tetrylenes that range between 2.226(5) and 2.261(4) Å
523,524,558

. The Cipso–Sn–Cipso angle is

C51

C10

C9

C19
Sn1

C1

C71

C60
C61

C30

C37

Figure 10.4.: Plot of the crystallographically determined structure of Sn(Ar
iPr6

)2 (2) with several short

C–C contacts. Thermal ellipsoids are shown at 30% of electronic probability. Hydrogen

atoms are omitted for clarity. Selected bond lengths in Å and angles in °: C(1)–Sn(1),

2.281(2) Å; C(37)–Sn(1), 2.263(3) Å; C(1)–Sn(1)–C(37), 107.61(9)°.
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107.61(9)° and is the narrowest angle of any of the reported terphenyl-substituted stannylenes. For

example, it is ca. 10° narrower than the 117.56(8)° in the slightly less crowded stannylene, Sn(Ar
iPr4

)2,

and it is also narrower than the Cipso–Sn–Cipso angles in the para-substituted terphenyl tetrylenes of

formula Sn(p-R-Ar
Me6

)2 (R = H, Cl, SiMe3) that range between 114.7(3)° and 115.39(12)°. In contrast, the

highly crowded Sn(C6H-2,6-(2,4,6-Me3-C6H2)2-3,5-iPr2)2, which carries meta isopropyl substituents on

the central aryl ring, has a much wider Cipso–Sn–Cipso angle of 123.44(14)°
523,524,558

. The structure of

Pb(Ar
iPr6

)2 (3) is shown in figure 10.5 and contains short C–H–H–C contacts between the isopropyl

groups that span 2.10–2.46 Å. The short C–C contacts between the carbon atoms of some of the iso-

propyl groups and flanking aryl rings of the second terphenyl ligand bound to the tetrel atom span the

range of ca. 3.38–3.56 Å
555,556

. The Cipso–Pb bond lengths are 2.372(3) and 2.391(3) Å, which are similar

to those of other reported terphenyl-stabilized lead tetrylenes that range between 2.322(4) and 2.391(8)

Å
32,523,524

. The Cipso–Pb–Cipso angle is 108.12(9)°, which is narrower by ca. 6° than those observed in the

less bulky Ar
Me6

-substituted Pb(Ar
Me6

)2 whose Cipso–Pb–Cipso angle is between 114.5(6) and 115.30(8)°,

and it is almost 14° narrower than the 121.5(3)° Cipso–Pb–Cipso angle observed in Pb(Ar
iPr4

)2
523

, which

bears the smaller Ar
iPr4

substituent. The presence of isopropyl groups at the 3,5-position of the cen-

tral aryl ring in Pb(C6H-2,6-(2,4,6-Me3-C6H2)2-3,5-iPr2)2 causes the Cipso–Pb–Cipso angle to increase to

123.89(12)° whereas the Cipso–Pb–Cipso angle observed in Pb(Ar
iPr4

)2 is 121.5(3)°. The Cipso–Pb–Cipso

angle in 3 is wider than that observed in Pb(2,6-(1-naphthyl)phenyl)2 (100.39(17)°), which carries no

alkyl substituents on the flanking aryl ring
557

. Thus, the change of ligand from Ar
iPr4

to the nominally

C11

C10

C71

C13
Pb1

C37

C49

C35

C46

C47

C1

Figure 10.5.: Plot of the crystallographically determined structure of Pb(Ar
iPr6

)2 (3) with several short

C–C contacts. Thermal ellipsoids are shown at 30% of electronic probability. Hydrogen

atoms are omitted for clarity. Selected bond lengths in Å and angles in °: C(1)–Pb(1),

2.372(3) Å; C(37)–Pb(1), 2.391(3)Å; C(1)–Pb(1)–C(37), 108.12(9)°.
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bulkier Ar
iPr6

group causes a narrowing of the Cipso–E–Cipso angle from 117.56(8) to 107.61(9)° in the

tin derivatives and from 121.5(3) to 108.12(9)° in the lead species. Curiously, this effect is not seen in

the germanium analogue, perhaps as a result of limited flexibility in these species as a result of extreme

steric congestion caused by the smaller radius of germanium (1.22 Å) in comparison to tin (1.40 Å) or

lead (1.45 Å)
118

. Table 10.1 summarizes the Cipso–E–Cipso angles of selected heavier group 14 tetrylenes.

The data show that for the Ge, Sn, and Pb derivatives of the smaller terphenyl ligand Ar
Me6

, the Cipso–

E–Cipso angles are essentially invariant. For the Ar
iPr4

derivatives, however, the angles become wider

in increments of ca. 4–5° as the group is descended Ge to Sn to Pb. In contrast for the Ar
iPr6

derivatives,

the Cipso–E–Cipso angle decreases by ca. 5° from Ge to Sn with the Cipso–Pb–Cipso angle being slightly

wider than that of the tin species. Thus, the Cipso–E–Cipso angles display no consistent pattern but in

several instances the changes are contrary to steric expectations. The E–Cipso bonds lengthen modestly

with the E–Cipso distances in the ligand order Ar
iPr6

> Ar
iPr4

> Ar
Me6

(cf. table 10.1). For example, for

the tin diaryls, the Sn(Ar
iPr6

)2 has Sn–Cipso distances that are ca. 0.02 Å longer than those in Sn(Ar
iPr4

)2

which, in turn, has Sn–Cipso distances that are ca. 0.02 Å longer than those in Sn(Ar
Me6

)2.

Table 10.1.: E–Cipso bond lengths in Å and Cipso–E–Cipso angles in ° of selected m-terphenyl-stabilized

tetrylenes
523,524

.

GeAr2 Ge–Ci SnAr2 Sn–Ci PbAr2 Pb–Ci

Ar
Me6

114.4(2) 2.034(4) 114.7(3) 2.226(5) 114.5(6) 2.332(12)

Ar
iPr4

112.77(9) 2.033(2),

2.048(3)

117.56(8) 2.2532(16) 121.5(3) 2.378(8),

2.391(8)

Ar
iPr6

112.55(6) 2.0389(15),

2.0430(15)

107.61(9) 2.263(3),

2.281(2)

108.12(9) 2.372(3),

2.391(3)

Angular Distortions Compounds 1–3

In addition to the trends in the bond lengths and angles at the central E atom discussed above, the

structures 1–3 display several other noteworthy features. Inspection of the Cortho–Cipso–E angles in-

volving the central aryl ring of the ligand show that they have large variations from values that are

expected to be near the trigonal planar angle of 120°. For example, in the least crowded germylene,

Ge(Ar
Me6

)2 the Cortho–Cipso–Ge angles, 112.7(3)° and 128.2(3)°, differ by 15.5°. In the more crowded

germylene, Ge(Ar
iPr4

)2, the Cortho–Cipso–E angles are 102.68(16)°/113.83(16)° and 125.51(15)°/131.42(17)°,

affording larger differences of 22.83° and 17.59° (the pairs of values are from two crystallographically in-

dependent molecules). The most sterically encumbered germylene, Ge(Ar
iPr6

)2 (1), has Cortho–Cipso–Ge

angles of 108.68(11)°/108.97(10)° and 133.57(11)°/133.9(11)°, giving an average difference near 24.9° (two

crystallographically independent molecules). Thus, the data show that as the ligands become larger,

the Cortho–Cipso–Ge angles display more deviation from the trigonal value and become more unequal.

In addition to the Cortho–Cipso–Ge angular distortions, there are also distortions in which the Ge–Cipso
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Figure 10.6.: Plots of the crystallographically determined GeAr units in a) Ge(Ar
Me6

)2, b) Ge(Ar
iPr4

)2

and c) Ge(Ar
iPr6

)2 showing the Ge(1)–Cipso–Cortho angles and the deviation of the Ge(1)–

Cipso bond from the averaged plane of the central ring
524

. Hydrogen atoms are omitted for

clarity.

bond deviates from the plane of the Cipso ring. In the least crowded germylene, Ge(Ar
Me6

)2 (Figure

10.6a), the angle between the Ge(1)–Cipso bond and the averaged plane of the C(1) ring is 14.2(2)°. How-

ever, an increase in the size of the ligand from Ar
Me6

to Ar
iPr4

(Figure 10.6b) affords the angles 10.50(14)°

and 27.6(1)° between the Ge(1)–Cipso bonds and the plane of the rings to which they are attached. The

corresponding angles in Ge(Ar
iPr6

)2, (Figure 10.6c) are 12.7(8)° and 13.1(8)° for the two crystallograph-

ically independent ligands. Of these three m-terphenyl-substituted germylenes, the Ar
iPr4

substituent

displays the most angular distortion between each substituent. The flanking aryl rings also display

deviations from expected geometries. For example, the crowding causes the Cortho–Cipso bond to de-

Table 10.2.: Key angles and angular distortions in ° in selected germanium tetrylenes
523,524

.

Ge–C1–C2 Ge–C1–C6 Ge–C1–C4 Co–Ci, flank.–Cp, flank. Co–Ci, flank.–Cp, flank.

Ge(Ar
Me6

)2 112.7(3) 128.2(3) 14.2(2) 5.8(3) 14.6(3)

Ge(Ar
iPr4

)2 113.83(16),

131.42(17)

125.51(15),

102.68(16)

10.50(14),

27.6(1)

5.47(19), 8.52(18) 15.9(2), 1.47(18)

Ge(Ar
iPr6

)2 133.57(11),

108.68(11)

108.98(10),

133.91(11)

12.7(8),

13.1(8)

0.71(11), 16.87(12) 16.15(12), 1.70(3)
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Figure 10.7.: Plots of the crystallographically determined SnAr units in a) Sn(Ar
Me6

)2, b) Sn(Ar
iPr4

)2 and

c) Sn(Ar
iPr6

)2 showing the Sn(1)–Cipso–Cortho angles and the deviation of the Sn(1)–Cipso
bond from the averaged plane of the central ring

523
. Hydrogen atoms and co-crystallized

solvent molecules are omitted for clarity.

viate from the plane of the flanking Cipso ring. In Ge(Ar
Me6

)2, the deviations have values of 5.8(3)° and

14.6(3)°. The more crowded germylene Ge(Ar
iPr4

)2 displays four angles with values of 5.47(19)°, 8.52(18)°,

15.9(2)°, and 1.47(18)° (two crystallographically independent molecules). The most crowded germylene,

Ge(Ar
iPr6

)2 (1), also displays two distinct pairs of distorted angles involving the flanking rings of the

terphenyl to the central aryl ring which have the values of 0.71(11)°, 16.87(12)°, 16.15(12)°, and 1.70(3)°.

A summary of these data is given in table 10.2. The Sn–Cipso–Cortho angles for the central aryl ring

of the least crowded stannylene, Sn(Ar
Me6

)2, are 111.7(3)° and 129.6(3)° (Figure 10.7a). The slightly

more crowded stannylene, Sn(Ar
iPr4

)2 displays angles of 114.71(11)° and 125.45(11)° (Figure 10.7b). The

Table 10.3.: Key angles and angular distortions in ° in selected tin tetrylenes
523,524

.

Sn–C1–C2 Sn–C1–C6 Sn–C1–C4 Co–Ci, flank.–Cp, flank. Co–Ci, flank.–Cp, flank.

Sn(Ar
Me6

)2 111.7(3) 129.6(3) 14.2(3) 4.1(3) 4.0(3)

Sn(Ar
iPr4

)2 125.45(11) 114.71(11) 14.0(8) 1.31(13) 8.37(12)

Sn(Ar
iPr6

)2 107.37(17),

135.47(17)

136.13(18),

107.31(17)

16.3(1),

14.8(1)

3.72(18), 12.28(17) 16.6(2), 8.17(19)
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a b c
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Figure 10.8.: Plots of the crystallographically determined PbAr units in a) Pb(Ar
Me6

)2, b) Pb(Ar
iPr4

)2 and

c) Pb(Ar
iPr6

)2 showing the Pb(1)–Cipso–Cortho angles and the deviation of the Pb(1)–Cipso
bond from the averaged plane of the central ring

524
. Hydrogen atoms are omitted for

clarity.

largest stannylene, Sn(Ar
iPr6

)2, has slightly less distortion with angles of 107.37(17)°/107.31(17)° and

135.47(17)°/136.13(18)° due to two crystallographically independent substituents (Figure 10.7c). The

other angular distortions for the tin species are listed in table 10.3. The key angular distortions in the

lead diaryls (Figures 10.8a-c) are given in table 10.4. Despite the larger size of lead
118

the distortions

are generally greater than those in the germanium and tin series, perhaps because of the greater ionic

character of the Pb–Cipso bond. The partial charges at the respective atoms (Mulliken partial charges

for 3: Pb, 0.305 e; Cipso, −0.528 e) indicate a strongly polarized bond, that may facilitate increasing dis-

Table 10.4.: Key angles and angular distortions in ° in selected lead tetrylenes
523,524

.

Pb–C1–C2 Pb–C1–C6 Pb–C1–C4 Co–Ci, flank.–Cp, flank. Co–Ci, flank.–Cp, flank.

Pb(Ar
Me6

)2 110.6(9) 129.8(8) 14.0(6) 4.7(1) 3.4(8)

Pb(Ar
iPr4

)2 126.8(7),

132.8(8)

112.5(6),

110.8(5)

14.1(4),

14.5(4)

7.7(6), 4.9(7) 9.7(6), 9.1(6)

Pb(Ar
iPr6

)2 136.68(17),

106.33(18)

105.79(17),

136.83(18)

16.3(1),

17.0(3)

7.5(2), 15.2(2) 11.62(17), 4.10(18)
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tortions in favor of conformational rearrangement and interlocking of the high steric demand of the

ligands.

1H NMR Spectroscopy

The
1
H NMR spectra of 1–3 were recorded in C6D6 at 25°C. They revealed a complex pattern of alkyl

hydrogen signals for 1 and 2 indicating the existence of several hydrogen atom environments caused

by restricted rotations of the isopropyl groups. The
1
H NMR spectrum of 1 reveals four resonances

assignable to the methyl hydrogens. Of these resonances, two are broad (0.62 ppm, 6H, and 1.05 ppm,

9H) and two are well resolved as a doublet of doublets centered at 1.20 ppm (6H) with a
3JH-H coupling

of 6 Hz and a doublet centered at 1.30 ppm (15H) also with coupling of 6 Hz. The broadening of the

signals at 0.62 and 1.05 ppm is due to the restricted rotation of the terphenyl substituents which is also

observed in the
1
H NMR spectrum of Ge(Ar

iPr4
)2

523
. When rotation of the flanking aryl rings of the

terphenyl ligand is unrestricted, the
1
H NMR spectrum displays three well resolved resonances for the

isopropyl groups, each integrating to 12 hydrogen atoms. Figure 10.9 shows cutouts of the
1
H NMR

spectra of the isopropyl methyl groups for 1–3. As group 14 is descended, the broad resonances become

sharper and are more fully resolved. In the
1
H NMR spectrum of 2, two broad resonances are shifted

downfield to 0.93 ppm (9H) and 1.07 ppm (9H). The remaining two isopropyl – CH3 resonances are

observed as a doublet of doublets, centered at 1.20 (6H) ppm and a doublet centered at 1.31 ppm (12H),

each with couplings of 6 Hz. In the
1
H NMR spectrum of 3, all of the isopropyl methyl hydrogens

are well resolved, and the spectrum features four separate well-resolved doublets centered at 0.97 ppm

(9H), 1.04 ppm (9H), 1.28 ppm (3H), and 1.32 ppm (9H) with
3JH-H couplings of 6 Hz. There is also a

doublet of doublets centered at 1.20 ppm integrating to 6 hydrogen atoms with
3JH-H couplings of 6 Hz.

In the
1
H NMR spectra of 1–3, there are also three methine hydrogen resonances from the isopropyl

substituents that appear further downfield between 2.5 and 3.3 ppm. For the methine signals of 1, one

of these is very broad (full width at half-height = 42 Hz), centered at 2.54 ppm, and corresponds to

two hydrogen atoms. A second resonance centered at 2.85 ppm has a septet pattern and integrates to

three hydrogen atoms with
3JH-H couplings of 6 Hz. The third methine resonance is centered at 2.97

ppm and corresponds to a single hydrogen atom also with
3JH-H coupling of 6 Hz. The three methine

resonances indicate that the sterically encumbered environment of the ligands is due to the restricted
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Figure 10.9.:
1
H NMR spectra cutouts of 1–3 between 0.4 and 1.4 ppm recorded in C6D6 at 25°C.
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rotation of the Ar
iPr6

group. When rotation is unrestricted, two septets corresponding to the ortho and

para positions are observed for the methine hydrogens of the isopropyl groups for Ar
iPr6

, integrating

to 4H and 2H, respectively. Two of the three resonances for the isopropyl methine hydrogen atoms

in 2 are displayed as poorly resolved septet patterns and are centered at 2.85 ppm (2H) and 2.97 ppm

(1H) with coupling of 6 Hz. The third methine resonance is centered at 3.16 ppm (3H) and is broad due

to the steric congestion that restricts rotation of the terphenyl substituents. The
1
H NMR spectrum

of 3 displays three well-resolved methine septets centered at 2.87, 2.96, and 3.15 ppm each integrating

to two hydrogen atoms with
3JH-H = 6 Hz. Figure 10.10 shows cutouts of the

1
H NMR spectra of the

isopropyl methine groups for 1–3. Because of the steric congestion in tetrylenes 1–3, the flanking aryl

1
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Figure 10.10.:
1
H NMR spectra cutouts of 1–3 between 2.25 and 3.30 ppm recorded in C6D6 at 25°C

illustrating the resonances of the isopropyl methine groups.

rings of each terphenyl ligand are magnetically inequivalent. The aryl hydrogens of the flanking rings

are observed as two singlets centered at 7.03 and 7.09 ppm for 1, 6.89 and 7.07 ppm for 2, and 7.08

and 7.20 ppm for 3, each integrating to two hydrogen atoms. The meta-hydrogen atoms of the central

aryl ring are also magnetically inequivalent. A singlet is observed at 7.20 ppm for both 1 and 2 which

corresponds to one of the hydrogen atoms. The second meta-hydrogen resonance is broad and poorly

resolved due to the overlap of the C6D5H resonance of the deuterated solvent. In 3, one hydrogen atom

resonance is moderately well-resolved at 7.14 ppm while the second resonance is clearly resolved at

7.59 ppm as a doublet with
3JH-H coupling of 6 Hz. The para-hydrogen atom is observed as a triplet

signal centered at 6.85 ppm for 1 and 7.22 ppm for 3. In 2, this hydrogen atom is not resolved due

to overlapping resonances. In essence, as group 14 is descended the
1
H NMR spectra show that the

isopropyl signals become more resolved due to the relief of steric crowding caused by the increasing

size of the tetrylene atom, which allows faster rotation of the Ar
iPr6

ligands.

119Sn NMR Spectroscopy

The
119

Sn{
1
H} NMR spectrum of 2 was recorded at 25°C in a C6D6 solution and displays a single down-

field resonance at 2129 ppm and is within the range of other two coordinate diorgano tin(II) species

that range between 1200 and 2600 ppm.(8,11,43–45,47) The X-ray structure of Sn(Ar
Me6

)2 shows that

the Cipso–Sn–Cipso angle is 114.7(3)°, and a solution
119

Sn{
1
H} NMR spectrum affords a signal centered at

1971 ppm
523

. The X-ray structure of Sn(Ar
iPr4

)2 displays a wider Cipso–Sn–Cipso angle of 117.56(8)° and

a solution
119

Sn{
1
H} NMR signal further downfield at 2235 ppm

524
. If the X-ray structure is correlated
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with the
119

Sn{
1
H} NMR spectrum, the

119
Sn{

1
H} NMR chemical shift of 2 should appear upfield to those

of Sn(Ar
Me6

)2 and Sn(Ar
iPr4

)2. However, the
119

Sn{
1
H} NMR chemical shift of 2 lies between those of

Sn(Ar
Me6

)2 and Sn(Ar
iPr4

)2. Tetrylenes substituted at the para position of the central aryl ring with the

p-R-Ar
Me6

moiety (R = –Cl or –SiMe3) exhibit
119

Sn{
1
H} resonances that are shifted upfield with re-

spect to 2 at 1891 ppm (–Cl) and 1975 ppm (–SiMe3) with X-ray structures having Cipso–Sn–Cipso angles

of 115.30(8)° and 114.93(14)°, respectively
558

. The
119

Sn{
1
H} NMR spectrum for Sn(C6H-2,6-(2,4,6-Me3-

C6H2)2-3,5-iPr2)2 is also shifted upfield with respect to 2 and displays a resonance at 2081 ppm with a

Cipso–E–Cipso angle of 123.89(12)° in the solid state.

207Pb NMR Spectroscopy

Despite numerous efforts to observe the
207

Pb{
1
H} NMR of 3, including changes of acquisition times,

relaxation delays, and pulse angles, the
207

Pb{
1
H} NMR of 3 was not observed, possibly as a result of

the large anisotropies in the chemical shift tensor. Nonetheless, the
207

Pb{
1
H} NMR gas phase chemical

shift of 3 was calculated to resonate at 7374.46 ppm at the SO-ZORA-PBE0/ZORA/TZ2P//PBE0-D3(BJ)-

ATM)/def2-TZVP
210,211,559–562

level of theory applying gauge-including atomic orbitals (GIAO)
561,563,564

as implemented in the ADF2016 program package
565

, which is upfield to the values observed experi-

mentally for Pb(Ar
Me6

)2 (δ: 8884 ppm)
524

and Pb(Ar
iPr4

)2 (δ: 9430 ppm)
523

in solution (for details see

the online Supporting Information of the original publication).

UV/VIS Spectroscopy

Compounds 1–3 have an intense blue color due to an n→p transition
520

. The λmax for 1 (617 nm), 2 (612

nm), and 3 (588 nm) are red-shifted in comparison to the terphenyl-substituted tetrylenes, E(Ar
Me6

)2 and

E(Ar
iPr4

)2 (E = Ge, Sn, or Pb), consistent with a decrease in the HOMO–LUMO gap of the tetrylenes re-

ported here, which also suggests an increase in reactivity. The tetrylene Ge{C6H-2,6-(2,4,6-Me3-C6H2)2-

3,5-iPr2}2 displays a λmax value of 622 nm, which is similar to the λmax of 1558
. The λmax values of

E{C6H-2,6-(2,4,6-Me3-C6H2)2-3,5-iPr2}2 (E = Sn (591 nm) or Pb (566 nm)) are red-shifted compared to

those of 2 and 3 respectively, indicating that 2 and 3 may be more reactive than the E{C6H-2,6-(2,4,6-

Me3-C6H2)2-3,5-iPr2}2 series
566

. The λmax data from selected tetrylenes are summarized in table 10.5.

Table 10.5.: UV/VIS absorption maxima λmax in nm of selected tetrylenes
523,524

.

GeAr2 SnAr2 PbAr2

Ar
Me6

578 553 526

Ar
iPr4

608 600 586

Ar
iPr6

617 612 588
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10.4. Computational Studies

Computational studies were carried out applying Kohn-Sham Density Functional Theory (DFT) at the

PBE0-D3(BJ)-ATM/def2-QZVP//PBE0-D3(BJ)-ATM/def2-TZVP
213,240

level of theory for all nine tetrel

ligand combinations. All molecular structures were optimized in the gas phase, and London dispersion

corrections were included by the D3 dispersion correction model
31,59,121

generally applying Becke–

Johnson damping (BJ)
122,123

if not otherwise stated. The Axilrod–Teller–Muto (ATM)
124,125

type three-

body dispersion energy was included to the total dispersion correction 𝐸𝐷3(𝐵𝐽 )−𝐴𝑇𝑀 . All molecular

PBE0 calculations except
207

Pb{
1
H} NMR chemical shift predictions were conducted with the TUR-

BOMOLE 7.2 program package
374

. Crystal structures were fully optimized applying a scaled mini-

mal basis set Hartree–Fock method with semi-classical correction potentials (sHF-3c)
60,127,128

as im-

plemented in the CRYSTAL17
567,568

program package. The calculated gas-phase molecular structures

of the tetrylenes show significant structural differences upon inclusion of dispersion corrections. The

statistical deviations are shown by the mean absolute deviation (MAD) and the mean deviation (MD) rel-

ative to the crystallographically determined molecular structure cutout. The non-dispersion-corrected

molecular geometries deviate significantly more from the crystallographic structures with systemati-

cally larger Cipso–E–Cipso angles (MAD = 3.1°; MD = 3.1°) and elongated E–Cipso bond distances (MAD

= 0.021 Å; MD = 0.020 Å). Upon including the D3 dispersion correction the agreement of the calcu-

lated structures compared to the experiment increases significantly. The Cipso–E–Cipso angles are re-

produced well with a small MAD of 1.2° and a MD of 0.3° indicating that the computed values are

scattering slightly around the experimental value. Also, the E–Cipso bond distances (MAD = 0.011 Å;

MD = 0.003 Å) are improved significantly. Furthermore, the experimentally observed structural distor-

tion of the E–Cipso–Cortho angles is shown to be clearly influenced by attractive dispersion interactions

between both terphenyl ligands indicated by MADs of 1.2° for the dispersion corrected structure and

2.5° for the uncorrected structure. The other key structural distortions indicated by the angles E–Cipso–

Cpara and Cortho–Cipso,flanking–Cpara,flanking are deviating more strongly from the experimental structures

with only slightly worse results for the uncorrected structures. An overview of the statistical data for

the key structural characteristics is shown in table 10.6. The overall improvement is further indicated

Table 10.6.: Overall mean absolute deviation (MAD), mean deviation (MD), and maximal absolute devi-

ation (AMAX) for the key structural characteristics of the calculated molecular structures

with respect to the experimental structures: bond lengths in Å and angles in °.

E–Ci Ci–E–Ci E–Ci–Co E–Ci–Cp Co–Ci, flank.–Cp, flank.

PBE0-D3 MAD 0.010 1.2 1.2 2.6 2.6

MD 0.003 0.3 −0.12 0.3 1.0

AMAX 0.021 2.4 4.8 9.6 5.5

PBE0 MAD 0.021 3.1 2.5 2.5 2.8

MD 0.020 3.1 −0.04 0.16 1.2

AMAX 0.035 9.3 6.2 15.0 7.0
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a b

hRMSD = 0.307 Å hRMSD = 0.828 Å

X-ray

PBE0-D3(BJ)-ATM

PBE0

Figure 10.11.: Molecular overlays of the experimental and the optimized structures of 3 at the a) PBE0-

D3(BJ)-ATM/def2-TZVP and the b) PBE0/def2-TZVP levels of theory.

by the mean heavy atom (all except H) root-mean-square deviations (MRMSD) of 0.55 Å without and

0.41 Å with dispersion corrections. As an example, the overlay of the calculated structure of Pb(Ar
iPr6

)2

and the experimental structure is depicted in figure 10.11. Even though the calculated structural param-

eters and trends fit the crystal structure cutout-based data very well, a direct comparison of computed

molecular gas-phase and experimental solid-state structures is far from being trivial as thermal expan-

sion and so-called packing effects (intermolecular interactions) are not considered theoretically in a

molecular approach. The literature on reliable theoretical treatments of packing effects is scarce. A few

years ago, we studied the intramolecular sulfur–sulfur distance in a representative organic molecule

with two intramolecularly π-stacked aromatic rings
569

by periodic DFT-D3 calculations and derived a

crystal-induced expansion of the S–S non-covalent contact of 0.1 Å. This is similar to the difference of

∆(d(C–C)2,X-ray – d(C–C)2,gas) = 0.094 Å for the shortest C–C contact in 3 (d(C–C)2,X-ray = 3.435 Å to

d(C–C)2,gas = 3.341 Å), indicating a physically sound behavior of the methods applied here. Further-

more, we can deduce that in cases for which we observe almost near coincidence between molecular

and solid-state interatomic distances, packing effects play a minor role may be because the interacting

fragments are not sufficiently exposed to the neighboring molecules in the unit cell to cause signifi-

cant intramolecular structural deviations. To further validate a molecular approach and the importance

of dispersion interactions for the presented systems, we conducted exemplary periodic crystal struc-

ture optimizations applying the fast sHF-3c method for 3 with and without D3 dispersion corrections.

The calculated crystal structure including the D3 dispersion correction shows good agreement with

the experiment (Figure 10.12, RMSD15 = 0.553 Å)
𝑎

while exclusion of dispersion corrections causes a

complete breakdown of the crystal structure causing no further RMSD15 match and reducing the unit

cell density significantly (∆ρ =−0.659 g·cm
−3

). A comparison of the calculated solid-state and gas-phase

𝑎
For the crystal structure comparison the RMSD1 represents the root-mean-square derivation of a mononuclear cutout while

RMSD15 represents the deviation of a cutout consisting of a cluster of 15 molecules.
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D3:

RMSD1 = 0.294 Å
RMSD15 = 0.553 Å
Δρ = 0.100 g⋅cm-3

No D3:

RMSD1 = 0.963 Å
RMSD15 = no match
Δρ = -0.659 g⋅cm-3

sHF-3c Exp.

Figure 10.12.: Overlay plot of the calculated unit cell (light blue molecules, white cell border) at sHF-

3c level of theory including the D3 dispersion correction and the crystallographically

obtained unit cell of 3 (gray molecules, black cell border).

molecular structures of 3 at sHF-3c level of theory indicates only very small influence of intermolecu-

lar interactions to the Cipso–E–Cipso angles in the presented systems with a deviation of only 0.4°. The

analysis of the intramolecular interligand dispersion interaction energies between the terphenyl lig-

ands (Table 10.7) shows two expected trends of a decrease with the increased size of the tetrel atom

(ED3,interligand(Ge) > ED3,interligand(Sn) > ED3,interligand(Pb)) and an increase in the number of introduced

isopropyl groups and therefore the size of the ligand (ED3,interligand(Pb, Ar
Me6

) < ED3,interligand(Pb, Ar
iPr4

)

< ED3,interligand(Pb, Ar
iPr6

)). A more detailed analysis involving the distance distribution of the pair-

wise dispersion energies in Pb(Ar
iPr6

)2 (Figure 10.13a) shows that the distance region between 2.7 and

4.5 Å is the most important in terms of stabilizing interligand dispersion interactions between the two

Table 10.7.: D3 London dispersion energy corrections for PBE0 and B3LYP calculated on PBE0-D3(BJ)-

ATM/def2-TZVP geometries. All energies in kcal mol
−1

.
a

PBE0 B3LYP

ED3(BJ)-ATM ED3, interligand ED3(BJ)-ATM ED3, interligand

Ge(Ar
Me6

)2 −100.882 −17.167 −182.762 −23.372

Sn(Ar
Me6

)2 −100.481 −15.533 −182.464 −21.016

Pb(Ar
Me6

)2 −100.602 −14.952 −183.070 −20.154

Ge(Ar
iPr4

)2 −141.996 −22.965 −252.616 −30.230

Sn(Ar
iPr4

)2 −144.223 −21.634 −257.453 −28.864

Pb(Ar
iPr4

)2 −143.033 −20.213 −256.116 −26.754

Ge(Ar
iPr6

)2 −171.659 −27.504 −304.430 −36.061

Sn(Ar
iPr6

)2 −172.981 −26.543 −307.371 −35.095

Pb(Ar
iPr6

)2 −171.610 −24.614 −305.678 −32.501

a
ED3,interligand represents the interligand dispersion correction contribution compared to the total ED3(BJ)-ATM.
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Figure 10.13.: a) Distance distribution of the interligand dispersion correction contributions in

Pb(Ar
iPr6

)2. b) Simplified plot of the isopropyl groups in Pb(Ar
iPr6

)2 with methyl groups

in blue and the methine moieties in cyan. The sums of all pairwise contributions of the

respective moieties are given in kcal mol
−1

.

terphenyl ligands in the discussed compound class. The role of the isopropyl groups in Ar
iPr6

can be

understood by investigating their specific contribution to the interligand dispersion (Figure 10.13b).

The pairwise interactions of the isopropyl groups with the other ligand yield −16.18 kcal mol
−1

, which

represents 66% of the whole interligand dispersion correction. A detailed look at selected pairwise con-

tributions including the largest overall pairwise contribution −0.123 kcal mol
−1

between the carbon

atom of a methyl moiety of an isopropyl group and an aryl carbon of the other terphenyl ligand is

depicted in figure 10.14, in which the interactions are indicated as dashed blue lines.

1: −0.069 (3.071 Å)

2: −0.123 (3.341 Å)

3: −0.046 (3.561 Å) 

4: −0.086 (2.547 Å)

5: −0.047 (4.242 Å)

6: −0.049 (3.310 Å)

1

2

3

4

5
6

Pb

Figure 10.14.: Plot of the cutout of the highest contributing isopropyl moiety to the interligand inter-

action in Pb(Ar
iPr6

)2 and selected pairwise dispersion contributions. All energy values in

kcal mol
−1

.
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10.5. Conclusion

In conclusion, the combined computational and experimental studies indicate that the experimentally

observed Cipso–E–Cipso angles appear to be contracted partially due to attractive dispersion force inter-

actions in contrast to an increase in the Cipso–E–Cipso angle that is expected from steric considerations.

The large influence of the isopropyl groups on the interligand attraction can be used to strongly in-

fluence the structural characteristics of bis(terphenyl) tetrylenes. A good description of dispersion

interactions, e.g. with the D3 dispersion model applied to DFT, has once more proven indispensable

for the correct calculations and understanding of molecular structures of organometallic compounds

involving large ligand systems.

Acknowledgements

We wish to thank the National Science Foundation (CHE-1565501) for support of this work and for the

funding (Grant Nos. 0840444 and 1531193) for the purchase of a dual-source and dual-microsource X-

ray diffractometer. This work was further supported by the Deutsche Forschungsgemeinschaft (DFG)

in the framework of the Gottfried Wilhelm Leibniz prize to S.G. We further thank Dr. J. G. Brandenburg

for support with the periodic calculations.

140



11. Isolation and Computational Studies of a
Series of Terphenyl Substituted
Diplumbynes with Ligand Dependent
Lead–Lead Multiple-Bonding Character

Joshua D. Queen,
𝑎

Markus Bursch,
𝑏

Jakob Seibert,
𝑏

Leonard R. Maurer,
𝑏

Bobby D. Ellis,
𝑎

James C.

Fettinger,
𝑎

Stefan Grimme,
𝑏

and Philip P. Power
𝑎

Received: 8 July 2019, Published online: 7 August 2019

Reprinted (adapted) with permission
†

from

Queen, J. D.; Bursch, M.; Seibert, J.; Maurer, L. R.; Ellis, B. D.; Fettinger, J. C.; Grimme, S.; Power, P. P. J.
Am. Chem. Soc. 2019, 141, 14370–14383.

— Copyright © 2019 American Chemical Society.

DOI 10.1021/jacs.9b07072

Own manuscript contribution

• Performing all DFT and SQM calculations (except for the MD simulations)

• Interpretation of the computational results

• Co-writing the manuscript

𝑎
Department of Chemistry, University of California-Davis, 1 Shields Avenue, Davis, California 95616, USA

𝑏
Mulliken Center for Theoretical Chemistry, Institut für Physikalische und Theoretische Chemie, Rheinische Friedrich-

Wilhelms-Universität Bonn, Beringstraße 4, 53115 Bonn, Germany

†
Permission requests to reuse material from this chapter should be directed to the American Chemical Society.

141

https://doi.org/10.1021/jacs.9b07072
https://doi.org/10.1021/jacs.9b07072
https://doi.org/10.1021/jacs.9b07072


11. Terphenyl Substituted Diplumbynes with Ligand Dependent Lead–Lead Multiple-Bonding Character

Abstract A series of formally triply bonded diplumbyne analogues of alkynes of the general formula

ArPbPbAr (Ar = terphenyl ligand with different steric properties) was synthesized by two routes. All

diplumbyne products were synthesized by a simple reduction of the corresponding Pb(II) halide precur-

sor ArPb(Br) by DIBAL-H with yields in the range 8–48%. For one of the diplumbynes Ar
iPr4

PbPbAr
iPr4

(Ar
iPr4

= C6H3-2,6-(C6H3-2,6-iPr2)2) it was shown that reduction of Ar
iPr4

Pb(Br) using a magnesium(I)

β-diketiminate afforded a much improved yield in comparison (29 vs. 8%) to that obtained by reduction

with DIBAL-H. The more sterically crowded diplumbyne Ar
iPr8

PbPbAr
iPr8

(Ar
iPr8

= C6H-3,5-iPr2-2,6-

(C6H2-2,4,6-iPr3)2) displayed a shortened Pb–Pb bond with a length of 3.0382(5) Å and wide Pb–Pb–C

angles of 114.73(7)° and 116.02(6)° consistent with multiple-bond character with a bond order of up to

1.5. The others displayed longer metal-metal distances and narrower Pb–Pb–C angles that were consis-

tent with a lower bond order that approached one. Computational studies of the diplumbynes yielded

detailed insight of the unusual bonding and explained their similar electronic spectra arising from the

flexibility of the C–Pb–Pb–C core in solution. Furthermore, the importance of London dispersion in-

teractions for the stabilization of the diplumbynes was demonstrated.

11.1. Introduction

The first stable, heavy group 14 element analogue of an alkyne was the diplumbyne Ar
iPr6

PbPbAr
iPr6

(Ar
iPr6

= C6H3-2,6-(C6H2-2,4,6-iPr3)2) (1), the syntheses and characterization of which was reported in

2000
570

. The following four years saw the synthesis of the remaining heavy element compounds of

the series REER (E = Si, Ge, Sn; R = aryl, silyl)
571–575

and a growing number of group 14 dimetallynes

of the elements Si–Sn continue to appear in the literature
576–584

. No further examples of diplumbynes

have been characterized, however. As a class the heavier group 14 element analogues have garnered

interest because of their peculiar structures and bonding that differ markedly from their carbon con-

geners. Unlike the carbon-based alkynes, they all possess trans-bent REER cores (B, figure 11.1), whose

bending increases as the group is descended, until it reaches nearly 90° in the case of lead (C, figure

11.1) (cf. 94.26(4)°, experimental value for the diplumbyne 1 below)
570

. In effect, the increasing atomic

R E E R E E

R

R

E E

R

R

A B C

Figure 11.1.: Bonding motifs of REER (E = C–Pb, R = alkyl, aryl, amide, silyl).

number upon descending the group results in increasing nonbonding, lone pair character at the group

14 element. The original triple bond in the carbon-based alkynes is transformed into a single bond and

two nonbonded pairs in the case of lead. These pairs are now mostly 6s in character and the remaining

single bond is a result of head-to-head overlap of a 6p orbital from each lead atom which affords an

unusually long Pb–Pb bond (3.1881(1) Å in 1), (cf. 2.9 Å expected from the sum of the single bond
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11.1. Introduction

radii)
585

. This result is consistent with decreasing hybridization of the elements that occurs upon de-

scending the group
586

. Early calculations by Frenking and co-workers suggested that the single bonded

structure of the original diplumbyne Ar
iPr6

PbPbAr
iPr6

in the crystalline phase is partially stabilized by

packing forces and indicated via calculations on less crowded model terphenyl ligands that structures

having wider bending angles and some multiple Pb–Pb bond character were more stable
587

. Later

calculations by Takagi and Nagase proposed that the diplumbyne assumes a less trans-bent multiple

bonded isomeric form in solution and that the multiple and single bonded forms might be distinguish-

able by UV/VIS spectroscopy
588

. Previous work by our group on terphenyl substituted distannynes,

which generally take multiply bonded trans-bent structures in the crystalline phase, showed that use

of a para-substituent on the central ring of the terphenyl ligand can afford a single bonded distan-

nyne in the crystalline form
576

. Presumably, this occurs as a result of changed packing forces, but this

possibility has not been examined in detail, however. Nonetheless, UV/VIS spectroscopy has shown

that the spectra of all distannynes are similar in solution and consistent with a multiple bonded struc-

ture
589

. Calculations have shown that the energy difference between the single and multiple bonded

structures is relatively small, only ca. 5 kcal mol
−1

in the case of 4-Me3Si-Ar
iPr4

SnSnAr
iPr4

-4-SiMe3, an

amount that is in the range of interactions generalized under the collective term “packing effects” in

the solid phase (i.e., intermolecular London dispersion interactions)
558,589–591

. Ziegler and co-workers

showed that isopropyl groups on the terphenyl substituents play an important role in stabilizing the

group 14 alkyne analogue structures via intramolecular dispersion interactions (cf. −44.0 kcal mol
−1

stabilization energy in the case of Ar
iPr6

PbPbAr
iPr6

)
592

. Given these observations, and the calculations

of Takagi and Nagase which assume that in a gas phase structure without packing effects the multiple

bonded structure is preferred, we sought to isolate an array of the multiple bonded diplumbyne iso-

mers by altering the substituents on the terphenyl ligand. These investigations have afforded a series

of new diplumbynes, ArPbPbAr, (Ar = terphenyl) (Figure 11.2) that show a considerable variation of the

trans-bending and torsion angles as well as the Pb–Pb distance in the Cipso–Pb–Pb–Cipso core, including

the highly substituted Ar
iPr8

PbPbAr
iPr8

(Ar
iPr8

= C6H-2,6-(C6H2-2,4,6-iPr3)2-3,5-iPr2) which contains a

shortened Pb–Pb bond with bond orders between 1.2 and 1.5.

Pb

iPr

iPr

iPr

iPr

iPr

iPr
2

Pb

iPr

iPr

iPr

iPr

iPr

iPr

iPr

iPr

2

Pb

tBu

tBu

tBu

tBu

tBu

tBu
2

Pb

iPr

iPr

iPr

iPr

2

Pb

iPr

iPr

iPr

iPr

SiMe3

2
1 5 6 7 8

Figure 11.2.: Lewis representations of compounds 1, 5-8.
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11.2. Experimental Section

General Procedures

All manipulations were carried out using modified Schlenk techniques or in a Vacuum Atmospheres

OMNI-Lab drybox under a N2 or argon atmosphere. Manipulations of the lead compounds were carried

out with careful exclusion of light when possible due to the tendency of low-valent lead compounds

to decompose or disproportionate. Solvents were dried over columns of activated alumina using a

Grubbs type purification system
593

(Glass Contour), stored over Na (Et2O) or K (hexanes, pentane,

toluene) mirrors, and degassed via three freeze-pump-thaw cycles prior to use.
1
H and

13
C{

1
H} spectra

were recorded on a Varian Inova 600 MHz spectrometer and were referenced to the residual solvent

signals in C6D6
594

. UV/VIS spectra were recorded in dilute hexane solutions in 3.5 mL quartz cu-

vettes using an Olis 17 Modernized Cary 14 UV/VIS/NIR spectrophotometer. Melting points were mea-

sured in glass capillary tubes sealed under argon using a Mel-Temp II apparatus and are uncorrected.

[Li(Et2O)Ar
iPr8

] was synthesized from Ar
iPr8

I
538

(see the online Supporting Information of the original

publication). [Li(Et2O)2Ar
tBu6

]
595

(Ar
tBu6

= C6H3-2,6-(C6H2-2,4,6-tBu3)2), LiAr
iPr4

-4-SiMe3
596

(Ar
iPr4

-4-

SiMe3 = C6H2-4-SiMe3-2,6-(C6H3-2,6-iPr2)2), {Pb(μ-Br)Ar
iPr4

}2
597

(Ar
iPr4

= C6H3-2,6-(C6H3-2,6-iPr2)2),

and [Mg
Mes

Nacnac]2 (
Mes

Nacnac = [HC{MeCN(C6H2-2,4,6-Me3)}2])
598

were synthesized according to

the literature methods. PbBr2 and DIBAL-H (neat or 1.0 M in hexanes) were purchased commercially

and used without further purification.

{Pb(µ-Br)AriPr8}2 (2)

A solution of [Li(Et2O)Ar
iPr8

] (3.12 g, 4.82 mmol) in Et2O (ca. 40 mL) was added dropwise over ca.

30 min to a stirred suspension of PbBr2 (1.77 g, 4.82 mmol) in Et2O (ca. 10 mL) cooled to ca. 0°C in

an ice bath. The mixture was allowed to warm to ambient temperature and stirred for a further 16 h.

The ether solvent was removed under reduced pressure and the orange residue was extracted with ca.

60 mL hexanes. The filtrate was concentrated to ca. 15 mL under reduced pressure and allowed to

stand at ambient temperature overnight to give orange crystals of 2. Yield: 2.15 g (52%). mp 159-162°C

(dec).
1
H NMR (600 MHz, C6D6, 298 K) δ 7.59 (s, 2H, ArH), 7.24 (s, 8H, ArH), 3.01 (sept,

3J = 6.9 Hz, 8H,

-CH(CH3)2), 2.80 (sept,
3J = 6.9 Hz, 4H, -CH(CH3)2), 2.71 (sept,

3J = 6.8 Hz, 4H, -CH(CH3)2), 1.44 (d,
3J

= 6.8 Hz, 24H, -CH(CH3)2), 1.27 (d,
3J = 6.7 Hz, 24H, -CH(CH3)2), 1.24 (d,

3J = 6.9 Hz, 24H, -CH(CH3)2),

1.15 (d,
3J = 6.8 Hz, 24H, -CH(CH3)2).

13
C{

1
H} NMR (151 MHz, C6D6, 298 K) δ 156.0, 149.3, 147.6, 141.8,

134.2, 122.7, 121.4, 34.8, 30.7, 30.6, 26.1, 25.5, 25.4, 24.3. UV/VIS (hexanes) λmax (nm, ϵ in L mol
−1

cm
−1

):

456 (750).

{Pb(µ-Br)ArtBu6}2 (3)

A solution of [Li(Et2O)2Ar
tBu6

]
595

(1.19 g, 1.65 mmol) in Et2O (ca. 30 mL) was added dropwise over ca.

5 min to a stirred suspension of PbBr2 (0.606 g, 1.65 mmol) in Et2O (ca. 10 mL) cooled to ca. 0°C in an

ice bath. The mixture was warmed to ambient temperature after ca. 30 min and stirred for 18 h. The

ether solvent was removed under reduced pressure and the yellow-orange solid was extracted twice
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with ca. 60 mL hexanes. The combined filtrates were concentrated to ca. 20 mL under reduced pressure

and stored at ca. 8°C overnight to give yellow crystals of 3. Yield: 0.625 g (44%). mp 215-220°C (dec).

1
H NMR (600 MHz, C6D6, 298 K) δ 8.41 (d,

3J = 7.6 Hz, 4H, ArH), 7.61 (s, 8H, ArH), 7.11 (t,
3J = 7.6 Hz,

2H, ArH), 1.35 (s, 72H, -C(CH3)3), 1.34 (s, 36H, -C(CH3)3).
13

C{
1
H} NMR (151 MHz, C6D6, 298 K) δ 149.8,

148.1, 141.6, 123.5, 39.1, 35.0, 31.5. UV/VIS (hexanes) λmax (nm, ϵ in L mol
−1

cm
−1

): 415 nm (960).

{Pb(µ-Br)AriPr4-4-SiMe3}2 (4)

A solution of LiAr
iPr4

-4-SiMe3(29) (1.73 g, 3.36 mmol) in Et2O (ca. 20 mL) was added dropwise over ca.

10 min to an Et2O (ca. 10 mL) suspension of PbBr2 (1.33 g, 3.62 mmol) cooled to ca. 0°C in an ice bath.

The green mixture was warmed to room temperature and stirred for three days to afford an orange

solution. The ether solvent was removed under reduced pressure and the orange residue was extracted

twice with hexanes (ca. 80 mL). The combined extracts were concentrated to ca. 15 mL under reduced

pressure and stored at ca. −18°C to give yellow crystals of 4. Yield: 1.35 g (51%). mp 206-210 °C (dec).

1
H NMR (600 MHz, C6D6, 298 K) δ 8.25 (s, 4H, ArH), 7.23 (t,

3J = 7.4 Hz, 4H, ArH) 7.16 (d,
3J = 7.4 Hz,

8H, ArH), 3.13 (sept,
3J = 6.8 Hz, 8H, -CH(CH3)2), 1.34 (d,

3J = 6.8 Hz, 24H, -CH(CH3)2) 1.03 (d,
3J =

6.8 Hz 24 H, -CH(CH3)2), 0.25 (s, 18H, -Si(CH3)3).
13

C{
1
H} NMR (151 MHz, C6D6 298 K) δ 147.9, 146.8,

142.6, 138.9, 137.4, 129.3, 123.7, 30.8, 26.2, 23.7, −1.3. UV/VIS (hexanes) λmax (nm, ϵ in L mol
−1

cm
−1

):

423 (840).

AriPr8PbPbAriPr8·1.5 C7H8 (5·1.5 C7H8)

A solution of 2 (0.429 g, 0.250 mmol) in Et2O (ca. 30 mL) was cooled to ca. −78°C with an ethanol/dry

ice bath. A freshly prepared solution of DIBAL-H (0.10 mL, 0.56 mmol) in Et2O (ca. 15 mL) was added

dropwise over ca. 10 min. The mixture was slowly warmed over 2 h to ambient temperature then stirred

for an additional ca. 30 min. The volatile components were removed under reduced pressure and the

dark red residue was extracted with hexanes (ca. 40 mL). The solvent was removed under reduced

pressure and the residue was dissolved in ca. 3 mL of toluene. Storage at ca. −30°C overnight gave 5
as red crystals. Yield: 0.196 g (48%). mp 141-146°C (dec).

1
H NMR (600 MHz, C6D6, 298 K) δ 6.96 (s,

8H, ArH), 5.77 (s, br, 2H, ArH), 3.10 (sept, br,
3J = 8H), 3.01 (sept,

3J = 7.0 Hz, 4H), 2.37 (sept,
3J = 6.7

Hz, 4H), 1.43 (d,
3J = 6.9 Hz, 24H), 1.36 (d,

3J = 6.6 Hz, 24 H), 1.30 (d,
3J = 6.5 Hz, 24H), 1.16 (d,

3J =

6.7 Hz, 24H).
13

C{
1
H} NMR (151 MHz, C6D6 298 K) δ 149.7, 147.4, 137.9, 133.4 129.3, 128.6, 125.7, 125.1,

34.6, 31.9, 30.89, 26.4, 24.8, 24.2, 21.5. UV/VIS (hexanes) λmax (nm, ϵ in L mol
−1

cm
−1

): 429 nm (9300),

757 (2700).

ArtBu6PbPbArtBu6 (6)

A solution of 3 (0.200 g, 0.117 mmol) in Et2O (ca. 15 mL) was cooled to ca. −78°C with an ethanol/dry

ice bath. A freshly prepared solution of DIBAL-H (0.45 mL, 0.25 mmol) in Et2O (ca. 5 mL) was added

dropwise over ca. 2 min. The mixture was warmed to ambient temperature over 1 h and stirred for an

additional ca. 30 min. The solvent was removed under reduced pressure and the dark green residue

was extracted with pentane (ca. 30 mL). The solution was concentrated to ca. 10 mL and stored at ca.
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11. Terphenyl Substituted Diplumbynes with Ligand Dependent Lead–Lead Multiple-Bonding Character

−30°C overnight to give 6 as green blocks. Yield: 0.045 g (23%). mp 132-140°C (dec).
1
H NMR (600 MHz,

C6D6, 298 K) δ 7.91 (d,
3J = 7.5 Hz, 2H, ArH), 7.62 (s, 4H, ArH), 6.63 (t,

3J = 7.6 Hz, 1H, ArH), 1.43 (s,

18H, p-C(CH3)3), 1.26 (s, 36H, o-C(CH3)3).
13

C{
1
H} NMR (151 MHz, C6D6 298 K) δ 157.2, 150.6, 148.3,

143.1, 136.4, 123.6, 39.3, 37.5, 34.9, 34.3, 32.5, 31.6, 31.5. UV/VIS (hexanes) λmax (nm, ϵ in L mol
−1

cm
−1

):

388 (7000), 668 (900).

AriPr4PbPbAriPr4 (7)

Method A: A solution of {Pb(μ-Br)Ar
iPr4

}2
597

(0.525 g, 0.383 mmol) in Et2O (50 mL) was cooled to ca.

−78°C with an ethanol/dry ice bath and 1.0 DIBAL-H in hexanes (0.78 mL, 0.78 mmol) was added via

syringe. The mixture was warmed to room temperature over 30 min and stirred an additional 2 h.

The reaction mixture was filtered and the solution was stored at ca. −18°C for 2 weeks to give amber

blocks of 7. Yield: 0.035 g (8%). Method B: A solution of {Pb(μ-Br)Ar
iPr4

}2 (0.400 g, 0.292 mmol) in

ether (ca.15 mL) was cooled to ca. 0°C in an ice/water bath. A solution of [Mg
Mes

Nacnac]2
596

(0.210 g,

0.292 mmol) in ether (ca. 10 mL) was added dropwise over ca. 3 min, resulting in an immediate dark-

ening of the solution. The reaction mixture was removed from the cooling bath and stirred a further

15 min. The ether was decanted and the dark powder washed with hexanes (ca. 15 mL). The olive-green

powder was identified as 7 by its
1
H NMR spectrum and sharp melting point (dec). Yield: 0.104 g (29%).

mp = 168-171°C (dec).
1
H NMR (600 MHz, C6D6, 298 K) δ 7.66 (d,

3J = 7.5 Hz, 4H, ArH) 7.24 (t,
3J = 7.7

Hz, 4H, ArH), 6.99 (d
3J = 7.8 Hz, 8H, ArH) 6.69 (t,

3J = 7.5 Hz, 2H, ArH) 3.29 (sept,
3J = 6.9 Hz, 8H,

-CH(CH3)2), 1.09 (d,
3J = 6.8 Hz, 24H, -CH(CH3)2), 0.93(d,

3J = 7.0 Hz, 24H, -CH(CH3)2).
13

C{
1
H} NMR

(151 MHz, C6D6 298 K) δ 148.2, 136.5, 133.0, 128.7, 128.4, 124.7, 31.7, 28.8, 26.7. UV/VIS (hexanes) λmax

(nm, ϵ in L mol
−1

cm
−1

): 682 (1200), 400 (11000).

4-Me3Si-AriPr4PbPbAriPr4-4-SiMe3·Et2O (8·Et2O)

A solution of 4 (0.600 g, 0.396 mmol) in diethyl ether (ca. 30 mL) was cooled to ca. −78°C in an

ethanol/dry ice bath and 1.0 M DIBAL-H in hexanes (0.79 mL, 0.79 mmol) was added via syringe. The

mixture was warmed to ambient temperature over ca. 30 min and stirred an additional 2 h. The solvent

was removed under reduced pressure and the residue extracted with pentane (ca. 20 mL). The filtrate

was concentrated to ca. 10 mL and stored at ca. −30°C overnight to give amber-green dichroic blocks of

8·Et2O. Yield: 0.173 g (32%). mp = 151-156°C (dec).
1
H NMR (600 MHz, C6D6, 298 K) δ 7.49(s, 4H, ArH),

7.34 (t, 3J = 7.7 Hz, 4H, ArH), 7.22 (d,
3J = 7.7 Hz, 8H, ArH), 2.95 (sept,

3J = 6.8 Hz, 8H, -CH(CH3)2), 1.16

(mult,
3J = 6.9 Hz, 48H, -CH(CH3)2), 0.21 (s, 18H, -Si(CH3)3).

13
C{

1
H} NMR (151 MHz, C6D6 298 K) δ

147.0, 140.4, 140.2, 140.1, 133.1, 133.0, 128.5, 31.0, 30.8, 24.50, 24.46, 24.39, 24.35, −1.2. UV/VIS (hexanes)

λmax (nm, ϵ in L mol
−1

cm
−1

): 410 (18000), 655 (860).

X-ray Crystallography

Crystals of 2-8 were removed from a Schlenk flask under a stream of nitrogen and immediately covered

with hydrocarbon oil. A suitable crystal was selected, attached to a glass fiber on a copper pin and

placed in the cold N2 stream on the diffractometer. Data were collected at 90 K on a Bruker APEX
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II diffractometer with Mo Kα radiation (λ = 0.71073 Å). Absorption corrections were applied using

SADABS
599

(2, 3, 5, 6, 8) or TWINABS
600

(4, 7) The crystal structures were solved by intrinsic phasing

methods using SHELXT
601

and refined by full matrix least-squares procedures using SHELXL
602

. All

non-H atoms were refined anisotropically. Disordered solvent in 3 was treated using the SQUEEZE

algorithm
554

.

Computational Methods

Quantum mechanical calculations were performed with the TURBOMOLE 7.0.2
206,207

, ORCA 4.1.0
208,603

,

xtb 6.1.0
57,604

, and NBO6.0
605

program packages. Geometries were preoptimized in the gas-phase from

the experimental structures applying the GFN2-xTB
54

extended tight binding method. All structures

were further optimized at TPSS
606

-D3(BJ)
31,59,121

-ATM
124,125

/def2-TZVP
240

level of theory. Gibbs free

energies were calculated at PBE0
213

and B3LYP
607,608

+COSMO-RS
371,372,609

(toluene)/def2-TZVPP level

in combination with the D3 and D4
115,116

dispersion correction schemes. All bond order and orbital

analyses were conducted at TPSS-D3(BJ)-ATM/def2-TZVP level of theory. UV/VIS spectra were cal-

culated at sTDA-xTB
610

(GBSA(toluene))//TPSS-D3(BJ)-ATM/def2-TZVP and sTD
611,612

-BHLYP
95

/def2-

TZVP level. Molecular dynamics simulations were performed at GFN2-xTB(GBSA(toluene)) level. For

further computational details see the appendix A10.

11.3. Results and Discussion

Synthesis and Spectroscopy

The terphenyl lead(II) bromide precursors 2-4 were synthesized following established procedures
597,613,614

by addition of a diethyl ether solution of the terphenyl lithium salt to a diethyl ether suspension of

PbBr2. During the preparation of 4, the reaction mixture assumed a dark green color, likely due to

some formation of the diarylplumbylene Pb(Ar
iPr4

-4-SiMe3)2. Continued stirring of the reaction mix-

ture for an extended time (ca. 3 days) leads to redistribution with the remaining unreacted PbBr2 to

afford 4. The aryl lead bromides form yellow to orange crystals which are thermally stable up to their

melting points, but are prone to decomposition by light over extended periods of time, noted by a dark-

ening of color or deposition of lead metal. The diplumbyne 1 was originally synthesized in ca. 10% yield

{Pb(μ-Br)Ar}2

{Pb(H)Ar}2

(PbAr)2

[MgMesNacnac]2
Et2O, 0°C, 30 min

− "[MgBrMesNacnac]2"

25°C
2 DIBAL-H
Et2O, −78°C, 2 h

− DIBAL-Br − H2

Figure 11.3.: Synthetic routes for diplumbynes. Reduction of the aryl lead(II)bromides with DIBAL-H

forms the lead(II) hydride in situ, which releases H2 upon warming to give compounds 1,

5-8. Alternatively, reduction with [Mg
Mes

Nacnac]2 was used to give 1 and 7.
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11. Terphenyl Substituted Diplumbynes with Ligand Dependent Lead–Lead Multiple-Bonding Character

by addition of LiAlH4 to {Pb(μ-Br)Ar
iPr6

}2 in diethyl ether solution at ca. −78°C.(1) The diplumbynes

5-8 were synthesized by addition of a DIBAL-H solution in diethyl ether or hexanes to the respective

aryl lead bromide cooled to ca. −78°C with an ethanol/dry ice bath as shown in figure 11.3. It was

proposed originally
570

that an aryl lead hydride “Pb(H)Ar” is formed as an intermediate, which upon

warming releases dihydrogen to form the diplumbyne. More recent work by Wesemann and his group

have shown that this hypothesis is essentially correct and the hydride can be isolated and structurally

characterized as the hydrogen-bridged dimeric species {Pb(μ-H)Ar
iPr6

}2 which, however, decomposes to

the diplumbyne and dihydrogen above ca. −40°C
615

. The resulting diplumbyne 1 and compounds 5-8
also have limited thermal stability and are sensitive to light, which lowers the yields of the reactions

and necessitates quick workup and isolation of the products. They are stable for extended periods of

time in the solid state but tend to decompose in solution at ambient temperature, resulting in a deposi-

tion of lead metal and protonated ligand, likely due to H atom abstraction from solvent molecules. The

diplumbyne 5 is stable in solution for at least several weeks at ambient temperature in the absence of

light, while 7 and 8 are stable in solution only at low temperature, ca. −20°C, and slowly decompose

at ambient temperature. Diplumbyne 6 decomposes in solution at temperatures as low as −30°C and

rapidly decomposes at ambient temperature. Compound 7 exhibited poor solubility in common hydro-

carbon and ethereal solvents, and as a result only low yields (<10%) could be isolated from the treatment

of {Pb(μ-Br)Ar
iPr4

}2 with DIBAL-H. Additionally, the low stability of 7 in solution and the comparatively

high solubility of the protonated terphenyl ligand formed by decomposition prevented an accurate de-

termination of the purity of 7 by
1
H NMR spectroscopy (only ca. 1:1 ratios of 7 and Ar

iPr4
H were

observed in C6D6 at 298 K). However, the crystals of 7 showed a sharp melting/decomposition point

in the range 168-171°C, during which the amber colored crystals turned black. We found that higher

yields (ca. 30%) of 7 (as well as 1, see the online Supporting Information of the original publication)

could be isolated by reduction of {Pb(μ-Br)Ar
iPr4

}2 with the magnesium(I) reagent [Mg
Mes

Nacnac]2
598

b
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Figure 11.4.: UV/VIS spectra of 5-8 in the range a) 300-900 nm and b) 500-900 nm.
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reported by Jones and co-workers. Addition of one equivalent of [Mg
Mes

Nacnac]2 to {Pb(μ-Br)Ar
iPr4

}2

in diethyl ether at 0°C resulted in an immediate color change from yellow-orange to dark brown. After

removing the volatile components under reduced pressure and washing the solid with hexanes, 7 was

obtained as an olive-green powder, which had a decomposition point matching that of crystalline 7 and

identical
1
H and

13
C{

1
H} NMR spectra. The UV/VIS spectra of 5-8 in hexanes show two absorptions:

one between 388 and 429 nm and another in the range of 655-759 nm. (Figure 11.4 and table 11.1) The

observation of two absorptions in the solution spectra are consistent with predicted spectra for struc-

tures containing multiple bond character in solution (a single absorption, n+→π, would be expected for

a single-bonded, strongly trans-bent structure), and have previously been calculated to belong to the

n−→n+ and π→π* transitions
588,589

. The absorbances appear at lower energy in comparison to those

of the analogous digermynes (320-380 nm, 430-510 nm) and distannynes (402-403 nm, 582-612 nm)
576

,

consistent with the decreasing strength of the E–E bond as the group is descended.

Table 11.1.: Summary of key structural and spectroscopic data for 1, 5-8.

(PbAr
iPr6

)2
a

(1)

(PbAr
iPr8

)2
b

(5)

(PbAr
tBu6

)2
b

(6)

(PbAr
iPr4

)2
b

(7)

(PbAr
iPr4

-4-SiMe3)2
b

(8)

Pb–Pb / Å 3.1881(1) 3.0382(6) 3.0394(9) 3.1751(4) 3.2439(9),

2.945(5) (6%)

C–Pb / Å 2.303(2) 2.311(3),

2.314(2)

3.357(6),

3.366(6)

2.301(2) 2.3076(17),

2.282(3)

C–Pb–Pb / ° 94.30(9) 114.73(7),

116.02(6)

101.77(14),

103.93(15)

98.60(5) 95.22(5),

100.82(15)

C–Pb–Pb–C / ° 180 −133.64(9) 136.8(2) 180 180

λmax / nm

(ϵ / L mol
−1

cm
−1

)

n−→n+

397

(10000)
b

429

(9300)

388

(7000)

400

(11000)

410

(18000)

λmax / nm

(ϵ / L mol
−1

cm
−1

)

π→π*

719

(1800)
b

759

(2700)

668

(900)

682

(1200)

655

(860)

a
Ref. 570.

b
This work.

X-ray Structures

The structures of the diplumbynes are shown in figures 11.5 and 11.6. The most important structural

parameters of the diplumbynes 5-8 are the Pb–Pb bond lengths and the Cipso–Pb–Pb bending and tor-

sion angles. These and other selected structural data are summarized in table 11.1. Diplumbynes 5 and

6 have the shortest aggregate Pb–Pb distances of 3.0382(6) Å and 3.0394(9) Å respectively. Both struc-

tures are noncentrosymmetric, the Cipso–Pb–Pb angles in 5 being 114.73(7)° and 116.02(6)° (cf. 94.30(9)°

in the original diplumbyne 1) with a Cipso–Pb–Pb–Cipso torsion angle of −133.64(9)°, while 6 has Cipso–

Pb–Pb angles of 101.77(17)° and 103.93(15)°, and a Cipso–Pb–Pb–Cipso torsion angle of 136.8(2)°. In 7
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11. Terphenyl Substituted Diplumbynes with Ligand Dependent Lead–Lead Multiple-Bonding Character

the Pb–Pb distances is 3.1751(4) Å and the structure is centrosymmetric with Cipso–Pb–Pb angles of

98.60(5)°. The two lead atoms in the core of 8 are disordered over two sites in 94% and 6% occupan-

cies. Both components are centrosymmetric, with the major component having a Pb–Pb distance of

3.2439(9) Å and a Cipso–Pb–Pb angle of 95.22(5)°, while the minor component has a Pb–Pb bond length

of 2.945(5) Å and the Cipso–Pb–Pb angle is 100.82(15)°. These parameters may be compared to the Pb–Pb

distance (3.1881(1) Å), Cipso–Pb–Pb angle (94.30(9)°) and 180° torsion angle in the original diplumbyne

1. Unlike in the structure of 6, the Cipso–Pb–Pb bond angles in 5 are substantially widened compared to

that in the original 1. This is likely due to the steric demand of the highly substituted Ar
iPr8

ligand and

corresponds to a shortening of the Pb–Pb bond by about 0.15 Å in comparison to 1 (3.1881(1) Å). The

wide angle, approaching 120°, suggests a multiple bonded isomer of the diplumbyne analogous to the

structures seen for its Si, Ge, and Sn analogues. The bond parameters of 5 are very close to the Pb–Pb

distance (3.071 Å), Cipso–Pb–Pb trans-bending angle (117.7°), and the Cipso–Pb–Pb–Cipso torsion angle

(119.8°, although fixing the torsion angle at 140° only raised the energy by 0.7 kcal mol
−1

) predicted by

a

b
 

top side

top side

Pb1
Pb2

C43

C1

Pb1

Pb2 C43C1

ArtBu6PbPbArtBu6 (6)

AriPr8PbPbAriPr8 (5)

Figure 11.5.: Plot of the crystallographically determined structures of the new diplumbynes 5 and 6.

Thermal ellipsoids are shown at 30% of electronic probability. Hydrogen atoms are omitted

for clarity. Light blue color indicates disordered groups.
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Nagase and Takagi for the multiply bonded isomer of 1588
. The bond parameters of 7 and the major

component of 8 are close to the Pb–Pb bond (3.1881(1) Å) and the Cipso–Pb–Pb angles (94.30(9)°) origi-

nally reported in 1 and are consistent with a Pb–Pb single bonded structure. The structures of 6 and the

minor component of 8 have short Pb–Pb bonds comparable to 5 but relatively narrow angles near 100°

similar to 1 and 7. This is in contrast with the singly bonded distannynes 4-Me3Si-Ar
iPr4

SnSnAr
iPr4

-

4-SiMe3 and 4-Me3Ge–Ar
iPr4

SnSnAr
iPr4

-4-GeMe3 which show lengthened Sn–Sn bonds at angles of

97.79(17)-99.07(3)°
576

. The short bonds in 5, 6, and 8 (Pb2–Pb2A) are still longer than typical Pb–Pb

singles bonds in diplumbanes (cf. 2.84 Å in Ph3PbPbPh3)
616

, but are similar to the Pb–Pb distances in

reported diplumbenes said to contain Pb–Pb double bonds: 3.0515(3) Å in Trip2Pb=PbTrip2(63) (Trip

= 2,4,6-iPr3-C6H2), 2.9899(5) Å in Trip(Hyp)Pb=Pb(Hyp)Trip(64) (Hyp = Si(SiMe3)3) and 2.9033(9) Å in

Mes(Hyp)Pb=Pb(Hyp)Mes
617

.

a

b
 

top side

top side

Pb1 Pb1A
C1AC1

C1Si1

Pb1

Pb2

Pb2A

Pb1A

C1A
Si1A

AriPr4PbPbAriPr4 (7)

4-Me3Si-AriPr4PbPbAriPr4-4-SiMe3 (8)

Figure 11.6.: Plot of the crystallographically determined structures of the new diplumbynes 7 and 8.

Thermal ellipsoids are shown at 30% of electronic probability. Hydrogen atoms are omitted

for clarity. Light blue color indicates disordered groups.
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11.4. Computational Studies

To investigate the structure-bonding relationship and the influence of intramolecular London disper-

sion interactions in compounds 1 and 5-8, their molecular structures were cut out of the crystal struc-

tures and optimized in the gas-phase with and without the D3 dispersion correction. In addition, the

opposing structural motif (strongly trans-bent with a longer Pb–Pb bond (Figure 11.1, structure motif

C) vs. less trans-bent with short Pb–Pb bond (Figure 11.1, structure motif B) was generated from the

basic structure of the corresponding crystal structure cutout. The generated structures are denoted by

an asterisk (e.g., 1*). In all structures, the underlying structure motif B or C is retained after geome-

try optimization. This reflects the existence of two dominant structural minima. The structures with a

shorter Pb–Pb bond and a less pronounced trans-bent angle (5, 6, 1*, 7*, 8*) are unusual. For the experi-

mental structures, the dispersion corrected optimized gas-phase structures show good agreement of the

key structural parameters: the Pb–Pb bond length (d(Pb–Pb)), the trans-bent angle (φ(C–Pb–Pb)) and

the torsion angle of the C–Pb–Pb–C unit (θ(C–Pb–Pb–C)) (Table 11.2). Upon neglecting the dispersion

correction (Table 11.2, values in parentheses), both a stretching of the Pb–Pb bond and a pronounced

increase of the trans-bent angle are observed. This indicates a large influence of intramolecular dis-

persion interactions on the molecular structure by partial compensation of steric repulsion between

the large terphenyl ligands. The intramolecular dispersion interaction energy (∆Edisp) varies unsys-

tematically between the structures in a range of 20-33 kcal mol
−1

(PBE0) or 30-51 kcal mol
−1

(B3LYP),

respectively (Table 11.3). Previous studies showed that the D3 and especially the D4 dispersion correc-

tions for the repulsive B3LYP hybrid functional correlate well with the dispersion energy contribution to

the interaction energy obtained from DLPNO-CCSD(T) local energy decomposition calculations
33

. It is

noteworthy that the calculated dispersion interaction energies far exceed the dissociation free energies

(∆Gdiss) for all systems and are a dominant factor in the stabilization of diplumbynes against dissocia-

Table 11.2.: Selected calculated gas-phase bond parameters for 1, 5-8 and 1*, 5*-8* at the TPSS-D3(BJ)-

ATM/def2-TZVP level of theory. Parameters calculated without London dispersion correc-

tion are given in parentheses.
a

Pb–Pb / Å C–Pb1 / Å C–Pb2 / Å C–Pb1–Pb2 / ° C–Pb2–Pb1 / ° C–Pb1–Pb2–C / °

1 3.216 (3.314) 2.329 (2.349) 2.329 (2.349) 93.5 (100.5) 93.5 (100.5) 180.0 (180.0)

5 2.972 (2.965) 2.319 (2.328) 2.318 (2.332) 118.2 (131.6) 118.5 (128.9) −145.3 (144.2)

6 3.079 (3.192) 2.389 (2.387) 2.390 (2.384) 98.9 (114.2) 100.3 (105.5) 133.9 (131.9)

7 3.207 (3.268) 2.321 (2.341) 2.321 (2.341) 94.8 (102.4) 94.8 (102.4) 180.0 (180.0)

8 3.207 (3.270) 2.318 (2.338) 2.317 (2.338) 94.3 (102.4) 94.2 (102.0) −178.9 (−179.8)

1* 3.022 (3.072) 2.337 (2.335) 2.336 (2.333) 110.4 (120.7) 109.6 (119.9) −109.2 (−113.7)

5* 3.294 (3.468) 2.358 (2.368) 2.366 (2.367) 102.0 (109.8) 99.3 (109.7) −174.4 (−177.0)

6* 3.281 (3.379) 2.355 (2.375) 2.354 (2.375) 99.7 (104.8) 99.7 (104.8) 180.0 (180.0)

7* 3.001 (3.073) 2.324 (2.333) 2.325 (2.334) 111.6 (118.8) 111.2 (119.3) −119.8 (−120.0)

8* 3.003 (3.077) 2.323 (2.331) 2.323 (2.332) 110.9 (118.6) 110.9 (119.0) −117.8 (−119.5)

a
The asterisk * indicates the non-isolated calculated structure.
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tion into two doublet fragments. For all compared structure pairs, the experimental structure motifs are

favored over the generated model systems in terms of free energy, with the difference increasing with

increasing congestion of the terphenyl ligands. This is supported by a qualitative conformer search

at GFN2-xTB(GBSA(toluene)) level applying the iMTD-GC
231

algorithm within the CREST
64

program,

which confirms the experimental structure motifs being favored in solution for all studied compounds.

Table 11.3.: Gibbs free energies and dispersion interaction energy contributions for 1, 5-8 and 1*, 5*-

8* at the PBE0/def2-TZVPP//TPSS-D3(BJ)-ATM/def2-TZVP and B3LYP/def2-TZVPP/TPSS-

D3(BJ)-ATM/def2-TZVP (in parentheses) levels of Theory. All values are given in

kcal mol
−1

.

∆Gdiss. ∆Gdiss.(D3) ∆Gdiss.(D4) ∆Edisp.(D3) ∆Edisp.(D4) ∆GG-G*(D3) ∆GG-G*(D4)

1 −11.9 (−23.7) 16.4 (19.7) 14.8 (15.2) −30.9 (−48.2) −29.9 (−44.4) 3.5 (5.1) 3.3 (5.0)

5 −19.1 (−31.3) 9.4 (12.1) 7.5 (7.2) −28.8 (−44.1) −27.5 (−40.1) 9.3 (10.4) 9.0 (10.3)

6 −16.0 (−28.1) 16.2 (20.8) 14.1 (15.4) −33.1 (−51.0) −31.7 (−46.4) 12.2 (12.8) 12.6 (13.1)

7 −4.6 (−14.5) 18.6 (22.0) 17.3 (18.0) −24.9 (−40.0) −24.2 (−36.7) 6.5 (8.6) 6.2 (8.6)

8 −6.3 (−16.8) 17.9 (21.1) 16.5 (17.1) −25.0 (−40.0) −24.3 (−36.9) 8.8 (10.9) 8.5 (10.8)

1* −13.1 (−26.7) 13.0 (14.6) 11.5 (10.2) −26.8 (−42.0) −25.3 (−38.4)

5* −28.8 (−42.5) 0.1 (1.7) −1.6 (−3.1) −29.1 (−44.8) −27.8 (−40.5)

6* −23.8 (−34.0) 3.9 (8.1) 1.5 (2.3) −28.7 (−43.8) −27.3 (−39.7)

7* −10.3 (−23.3) 12.2 (13.3) 11.0 (9.4) −21.2 (−33.9) −20.2 (−30.5)

8* −13.4 (−27.0) 9.1 (10.2) 8.0 (6.3) −21.3 (−34.1) −20.4 (−30.8)

Bonding in Diplumbynes

Electronic structure calculations, analysis of the Kohn-Sham frontier orbitals (Figure 11.7) and NBO

analyses (Figure 11.8) yield insight in the correlation of the Pb–Pb bonding in the structural motifs B
and C and their key structural features. All structures with motif C show a HOMO which reflects a σ

bond consisting of symmetrical overlap of two Pb centered 6p orbitals. With a widening of the trans-

bent angle and stronger torsion of the C–Pb–Pb–C unit in motif B, the HOMO is twisted and now

resembles an out-of-plane p–p single bond. For both structural motifs, the analysis of the Kohn-Sham

molecular orbitals does not reveal any characteristics of a π-like multiple bond. However, the NBO

analysis reveals a decisive difference between the two structural motifs. While the NBO analysis (in

agreement with Foster-Boys localized MOs) for motif C yields only one Pb-Pb single bond correspond-

ing to the shape of the HOMO, all structures with motif B show distinct donor-acceptor interactions

between a Pb centered 6s-lone pair and a vacant 6p orbital at the opposite Pb atom (Figure 11.8). The

severity of these interactions is strongly dependent on the trans-bent and torsion angles and is reflected

by the second order perturbation estimate (ΣE
(2)

) from the NBO analysis. The observation of a single

bond with donor-acceptor contributions in motif B is also consistent with Wiberg, Mayer, Löwdin, and

NLMO/NPA bond orders (BO) that do not exceed a maximum of 1.5 for the terphenyl substituted sys-
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Figure 11.7.: Selected frontier Kohn-Sham orbitals for a) the single-bonded motif C and b) multiple-

bonded motif B of 1, 5-8 and 1*, 5*-8* at the TPSS-D3(BJ)-ATM/def2-TZVP level of theory.
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Figure 11.8.: Schematic illustration of the bonding in 5. NBO of the Pb–Pb single bond in 5 (i1) and

NBO combinations reflecting the Pb(s)→Pb(p) donor-acceptor interactions (i2, i3, i2’, i3’).

Isosurface value = 0.05 e
−1/2

bohr
−3/2

.

tems (Table 11.4, figure 11.9). For motif C no E
(2)

contributions between the Pb atoms are present and

all bond orders are close to or are slightly below a value of one. A two-dimensional scan of φ(C–Pb–Pb)

(0-130°) and θ(C–Pb–Pb–C) (90-180°) for a model system Ph–Pb–Pb–Ph yields further detailed insight

into the dependence of the discussed quantities on the trans-bent angle and torsion angle (Figure 11.10).

sTD-DFT calculations of the UV/VIS excitation spectra confirm a relationship between structure and

pronunciation of the excitation at longer wavelengths (Figure 11.11a,b). This only occurs in minimum

structures of motif B and corresponds to a HOMO→LUMO+1 excitation (Figure 11.11b). Molecular dy-

namics simulations at GFN2-xTB(GBSA(toluene)) level reveal, that the manifestation of the absorption

band at longer wavelengths (approximately 600-800 nm, table 11.5) only provides a limited indication

of the structural motif of the observed minimum structure. The high flexibility of the C–Pb–Pb–C unit

in regard to the trans-bent angle as well as the Pb–Pb bond length leads to approximately comparable

UV/VIS spectra for the minimum structures of both structural motifs (Figure 11.11c,d).
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Figure 11.9.: Summary of key structural parameters of the Pb–Pb bonding, bond order analyses, and

second order perturbation estimate (ΣE
(2)

) of Pb(s)→Pb(p) donor-acceptor interactions in

the NBO basis.

Table 11.4.: Bond order and NBO analyses of the Pb-Pb bonding in 1, 5-8 and 1*, 5*-8* at the TPSS-

D3(BJ)-ATM/def2-TZVP level of theory.
a

WBI Mayer BO Löwdin BO NLMO/NPA BO ΣE
(2)

/ kcal mol
−1

1 0.859 0.886 1.056 0.969 0.0

5 1.233 1.200 1.467 1.283 76.8

6 0.938 0.979 1.102 1.053 4.6

7 0.879 0.884 1.070 0.984 0.0

8 0.872 0.883 1.066 0.980 0.0

1* 1.028 0.959 1.247 1.119 20.2

5* 0.833 0.840 0.973 0.946 0.0

6* 0.858 0.854 0.997 0.993 0.0

7* 1.062 1.038 1.272 1.158 38.4

8* 1.049 1.021 1.260 1.147 35.8

aΣE
(2)

is the sum of the second order perturbation estimate of Pb(s)→Pb(p*) donor-acceptor interactions in the NBO basis.
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Figure 11.10.: 2D structure scan of the trans-bent angle φ(C–Pb–Pb) (0 to 130°) and dihedral angle θ(C–

Pb–Pb–C) (90 to 180°) for a model system Ph–Pb–Pb–Ph at TPSS-D3(BJ)-ATM/def2-TZVP

level. a) Structure parameter definition; b) Pb–Pb bond length; c) NLMO/NPA BO; d)

ΣE
(2)

; e) Excitation energy (sTD-BHLYP/def2-TZVP) of the HOMO→LUMO+1 transition.

11.5. Conclusion and Outlook

A series of new diplumbynes has been synthesized by two facile routes. Their structures show a large

variation in their Pb–Pb bond lengths and Cipso–Pb–Pb angles in the solid state. The Pb–Pb distances

range from 3.0382(6) Å for Ar
iPr8

PbPbAr
iPr8

(5) to 3.2439(9) Å for 4-Me3Si-Ar
iPr4

PbPbAr
iPr4

-4-SiMe3

(8) (cf. 2.945(5) Å in its minor component) with respective bond angles of 114.73(7)-116.02(6)° in 5 and

95.22(5)° in 8. Thus, the variation in Pb–Pb distance is ca. 0.3 Å, ca. 10%). The apparent “softness” of the

Pb–Pb distances and bending angles are in agreement with the calculations of Frenking and co-workers

indicating that they are susceptible to alteration by changes in the packing effects (i.e., London disper-
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Figure 11.11.: Calculated UV/VIS spectra for the minimum structures of a) motif C and b) B at the

sTD-BHLYP(CPCM(n-hexane))/def2-TZVP//TPSS-D3(BJ)-ATM/def2-TZVP level (applied

shift = −0.2 eV). c) MD based averaged UV/VIS spectra for structures 1, 5-8 at the

sTD-BHLYP(CPCM(n-hexane))//GFN2-xTB(GBSA(toluene)) level of theory (applied shift

= −0.2 eV). d) φ(C–Pb–Pb) angle distributions for the MD simulation of all investigated

structures. MD simulation time of 1 ns.

sion interactions)
587

. Additionally, the structure of 5 is in good agreement with structural parameters

predicted by Nagase and co-workers for the isomer of Ar
iPr6

PbPbAr
iPr6

(1) containing multiple bond

character
588

. DFT computational studies verify the different bonding in the observed structural mo-

tifs, highlighting a donor-acceptor interaction augmentation of the Pb–Pb bond upon widening of the

trans-bent angle, resulting in shortened Pb–Pb bonds with bond orders up to 1.5. London dispersion in-

teractions prove crucial for stabilizing all sterically congested diplumbynes investigated in this study,

strongly influencing the trans-bent angle. High steric congestion and the associated ligand fixation

enable the stabilization of less trans-bent structural motifs. sTD-DFT calculations reveal a clear corre-
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Table 11.5.: Tabulated absorption maxima of the calculated UV/VIS spectra of 1, 5-8 and 1*, 5*-8* be-

tween 350 and 900 nm (applied shift = −0.2 eV).

single structure MD averaged

λ / nm (ϵ / L mol
−1

cm
−1

) λ / nm (ϵ / L mol
−1

cm
−1

)

1 397 (41530), 751 (357) 416 (39630), 667 (274), 797 (429)

5 364 (23541), 448 (11314), 708 (10616) 357 (14590), 435 (20480), 657 (2939)

6 364 (12638), 525 (3847), 770 (364) 344 (20780), 379 (20000), 562 (3565)

7 390 (45496) 359 (12340), 426 (22740), 682 (1878)

8 410 (48898) 440 (25630), 726 (1265)

1* 331 (15994), 396 (21931), 636 (3510) 411 (32120), 550 (1412), 847 (313)

5* 428 (33129), 670 (787) 366 (18510), 377 (18530), 425 (18190), 638 (3134)

6* 420 (33605), 756 (509) 385 (20600), 515 (3534), 562 (3667)

7* 340 (18433), 405 (17520), 653 (4585) 420 (22000), 658 (1245), 749 (1160)

8* 341 (17488), 413 (19419), 649 (5499) 356 (12220), 437 (25940), 706 (1772)

lation between changes in the Pb–Pb bonding due to the trans-bent angle and the appearance of the

electronic spectra of the minimum structures. Further MD simulations show that the high flexibility of

the C–Pb–Pb–C unit leads to similar UV/VIS spectra for both structure motifs with increased intensity

of the HOMO→LUMO+1 excitation.
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12. Benchmark Study on the Calculation of 29Si NMR Chemical Shifts

Abstract A comprehensive and diverse benchmark set for the calculation of
29

Si NMR chemical shifts

is presented. The SiS146 set includes 100 silicon containing compounds with 146 experimentally de-

termined reference
29

Si NMR chemical shifts measured in nine different solvents in a range from −400

to +828 ppm. Silicon atoms bound to main group elements as well as transition metals with coordina-

tion numbers of 2-6 in various bonding patterns including multiple bonds, coordinative, and aromatic

bonding are represented. The performance of various common and specialized density functional ap-

proximations including (meta-)GGA, hybrid, and double-hybrid functionals in combination with dif-

ferent AO basis sets and for differently optimized geometries is evaluated. The role of scalar-relativistic

effects is further investigated by inclusion of the zeroth order regular approximation (ZORA) method

into the calculations. GGA density functional approximations (DFAs) are found to outperform hybrid

DFAs with B97-D3 performing best with an MAD of 7.2 ppm for the subset including only light atoms

(Z < 18) while TPSSh is the best tested hybrid functional with a MAD of 10.3 ppm. For
29

Si cores in

vicinity of heavier atoms, the application of ZORA proved indispensable. Inclusion of spin-orbit ef-

fects into the
29

Si NMR chemical shift calculation decreases the mean absolute deviations by up to 74 %

compared to calculations applying effective core potentials.

12.1. Introduction

Nuclear magnetic resonance (NMR) spectroscopy is one of the most powerful analytic methods used on

a daily basis throughout various chemical research fields providing much information on the geometri-

cal and electronic structure of molecules and solids. Besides the most common
1
H NMR spectroscopy,

other atomic nuclei are of great interest for special research questions, one of which is the
29

Si NMR

nucleus. The vast applicability of NMR spectroscopy has evoked a general interest in the theoretical cal-

culation of chemical shifts
61,618–622

. As for many computational applications, density functional theory

(DFT) methods represent an efficient compromise between accuracy and computational demand also

for NMR calculations using the gauge-including atomic orbital (GIAO) method
563,564,623,624

. Still, it is

not trivial to find the most efficient choice out of the large amount of existing density functionals, espe-

cially for nontheoretical chemists. Benchmark sets can help to gain an overview over the performance

of the most common computational methods. Common organosilicon compounds such as alkyl silanes,

silanols and silyl ethers have already been studied with respect to the calculation of
29

Si NMR chem-

ical shifts
625–630

. Nevertheless, more complex molecules containing, e.g., multiple bonded, transition

metal bonded, and low-coordinate silicon are mainly studied in an experimental context or in very spe-

cialized studies
631–634

and lack a thorough comprehensive assessment. Compounds like triply bonded

silicon compounds have been studied regarding the prediction of
29

Si NMR chemical shifts. In 2005
635

and 2011
636

, three different functionals were tested for tetra-, penta- and hexacoordinate organosilicon

compounds highlighting the good performance of the HCTH407
637

density functional approximation

(DFA). Related studies by Zhang et al.638
and Fedorov et al.639

included relativistic and solvent effects in

the computational treatment of tetracoordinate organosilicon compounds. Regarding the high demand

for
29

Si NMR chemical shift calculations, a comprehensive benchmark study, covering the chemical ver-

satility of silicon compounds is yet missing. Therefore, in this work a large benchmark set comprised
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12.2. Computational Details

of 146 experimentally determined
29

Si NMR chemical shifts is presented including aromatic, hyperva-

lent, multiple bonded and tetrahedral coordinated silicon compounds as well as cyclosilanes, silylenes

and organosilicon transition metal complexes. Various common DFAs and basis sets are tested for the

calculation of
29

Si NMR chemical shifts and the basis set size and structure dependence of the
29

Si NMR

chemical shift calculations are investigated. The role of relativistic effects is further evaluated for a sub-

set of silicon compounds with heavy elements in the vicinity of the silicon atom. An empirical linear

scaling approach to improve the calculated chemical shifts is tested. These investigations may enable

computational and experimental chemists to make a profound DFA choice for a reliable calculation of

this property.

12.2. Computational Details

All quantum chemical calculations were conducted applying the ORCA 4.2.1
208,286,287

, ADF2019.303
640,641

,

and xtb 6.3.3
642

program packages. For preoptimization of the structures the GFN2-xTB
54

extended

tight binding method was applied with the GBSA implicit solvation model
57

. Geometries were further

optimized at the PBEh-3c
69

composite level (GRID4) in combination with the CPCM
643

implicit solva-

tion model for the respective solvents (for details see the appendix A11). For all other noncomposite DFT

geometry optimizations, the D4 London dispersion correction scheme
33,115,116

was applied. Structures

were verified as minima on the potential energy surface by the absence of imaginary frequencies be-

low −𝑖𝜔 = 30 cm
−1

in the numerical harmonic frequencies calculation. NMR chemical shielding tensors

were calculated with ORCA applying the gauge-including atomic orbital (GIAO)
563

method, CPCM im-

plicit solvation, and either Ahlrichs’ def2-TZVP
240

or Jensen’s pcSseg-2
644

Gaussian-type orbital (GTO)

basis set. Further basis sets used for the basis set convergence study are MINIX
127,645

, def2-mXVP (X

= S, TZ), def2-XVP(P) (X = S, TZ, QZ), pcSseg-n (n = 0–3), pc-n (n = 0–3)
646

, and cc-pVXZ(-PP)
647–649

(X = D, T, Q). The RIJCOSX
650

scheme with GRID5 and GRIDX6 options was applied for the chemi-

cal shielding tensor calculations and RIJ
243

was used to accelerate geometry optimizations. Both were

conducted with matching def2/J 245
and def2-TZVP/C 292

auxiliary basis sets as implemented in ORCA.

For double-hybrid calculations, the grid of the response operator on the right-hand side of the Z-vector

equations was set to 2 and no frozen core approximation was applied. Stuttgart-Dresden def2 effec-

tive core potentials (ECPs)
241,242

were used if not stated else. For cc-pVXZ(-PP) basis set calculations

SK-MCDHF-RSC
648

ECPs were used. The scalar-relativistic (SR) version of the zeroth order regular ap-

proximation (ZORA)
210–212,651

to account for relativistic effects was used in combination with matching

recontracted ZORA/SARC-def2-TZVP basis sets
652,653

. For all SR-ZORA calculations conducted with

ORCA, tightened radial grid options were applied (Grid7, IntAcc 10). For chemical shift calculations with

ADF, the Slater-type orbital (STO) ZORA/TZP
560

basis set and the COSMO implicit solvation model
654

were applied. In ADF both SR-, and spin-orbit (SO-)ZORA
559

relativistic approximations were used.

All
29

Si NMR chemical shifts were calculated with reference to tetramethylsilane (TMS). The reference

shielding tensors were recalculated for the respective solvents used for the experimental measurements.

A list of all tested method combinations is shown in table 12.1. Chemical shifts were calculated accord-

ing to Equation 12.1 with σ(29𝑆𝑖𝑇𝑀𝑆 ) being the
29

Si NMR shielding constant for TMS calculated on the
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structure reoptimized in the respective solvent.

𝛿 (29𝑆𝑖) = 𝜎 (29𝑆𝑖𝑇𝑀𝑆 ) − 𝜎 (29𝑆𝑖) (12.1)

12.3. Results and Discussion

General Considerations

The calculation of chemical shifts involves some difficulties and a few general computational aspects

have to be considered. These include the role of the geometry optimization method (equilibrium struc-

Table 12.1.: Tested methods, basis sets and relativistic approximations.

class method basis set relativistic treatment

HF HF def2-TZVP, pcSseg-2 ECP, SR-ZORA

composite HF-3c
127

MINIX ECP

PBEh-3c
69

def2-mSVP ECP

(meta-)GGA PBE
655

def2-TZVP, pcSseg-2, TZP ECP, SR/SO-ZORA

revPBE
656

def2-TZVP, pcSseg-2, TZP ECP, SR/SO-ZORA

OLYP
657

def2-TZVP, pcSseg-2, TZP ECP, SR/SO-ZORA

BP86
658,659

def2-TZVP, pcSseg-2, TZP ECP, SR/SO-ZORA

B97-D3
58

def2-TZVP, pcSseg-2 ECP, SR-ZORA

TPSS
606

def2-TZVP, pcSseg-2 ECP, SR-ZORA

revTPSS
660,661

def2-TZVP, pcSseg-2 ECP, SR-ZORA

M06-L
662

def2-TZVP, pcSseg-2 ECP, SR-ZORA

KT2
663

def2-TZVP, pcSseg-2, TZP ECP, SR/SO-ZORA

SCAN
664

def2-TZVP, pcSseg-2 ECP, SR-ZORA

HCTH407
637

def2-TZVP, pcSseg-2 ECP, SR-ZORA

(meta-)hybrid PBE0
213

def2-TZVP, pcSseg-2, TZP ECP, SR/SO-ZORA

B3LYP
607,608,665

def2-TZVP, pcSseg-2, TZP ECP, SR/SO-ZORA

CAM-B3LYP
666

def2-TZVP, pcSseg-2 ECP, SR-ZORA

BHLYP
95

def2-TZVP, pcSseg-2 ECP, SR-ZORA

BMK
667

def2-TZVP, pcSseg-2 ECP, SR-ZORA

ωB97X-D3
106,107,257

def2-TZVP, pcSseg-2 ECP, SR-ZORA

PW6B95
370

def2-TZVP, pcSseg-2 ECP, SR-ZORA

TPSSh
238,239

def2-TZVP, pcSseg-2 ECP, SR-ZORA

M06
668

def2-TZVP, pcSseg-2 ECP, SR-ZORA

M06-2X
668

def2-TZVP, pcSseg-2 ECP, SR-ZORA

double-hybrid revDSD-PBEP86
262,669,670

def2-TZVP, pcSseg-2 ECP

revDSD-BLYP
670,671

def2-TZVP, pcSseg-2 ECP

B2GP-PLYP
672

def2-TZVP, pcSseg-2 ECP

mPW2PLYP
673

def2-TZVP, pcSseg-2 ECP
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ture), the application of implicit or explicit solvation models, the influence of molecular conformations

and finally the choice of the best density functional approximation (DFA). The quality of geometries

obtained with a certain DFA must not necessarily coincide with the quality of properties calculated

with the same. Further, geometry optimizations are computationally demanding and thus more so-

phisticated DFAs are often not applicable. Multi-level approaches are a widely accepted compromise.

Efficient DFT based composite methods like PBEh-3c
69

or B97-3c,
129

yield excellent molecular geome-

tries at low to moderate cost and are generally recommended. Solvation effects should be considered

when highly polar, charged or structurally affected molecules are investigated. Specifically,
1
H NMR

is prone to the account of solvation. Nevertheless, electrostatic effects are often sufficiently described

by implicit solvation models like COSMO
373

or PCM
643,674

. Explicit solvation should be considered, if

strongly bound solute-solvent complexes are to be expected. Otherwise, explicit solvation may limit

the applicability of some methods due to the increased computational demand in particular regard-

ing sampling. Furthermore, the role of molecular conformations can become important if structural

motifs, that have large impact on the chemical environment of the core under investigation, are ther-

modynamically accessible under the given reaction conditions. Nevertheless, in common, saturated

compounds this influence is small and far less pronounced compared to more exposed cores like
1
H.

Fully automated conformer and rotamer sampling tools like the recently developed CREST
64

program

can be applied to find such conformations and thus critical cases could be investigated individually.

Finally, these points highly depend on the system under investigation and have to be considered on a

case by case basis. Nevertheless, the routine consideration of molecular conformations and application

of implicit solvation models is recommended. Overall, the most crucial point that has to be assessed is

the choice of the DFA for the computation of chemical shielding tensors and thus the resulting chemical

shifts. At this point, for general use, not only accuracy and numerical precision but also the robustness

and applicability of the method should be considered. To do so, a sufficiently large and representative

benchmark set with a consistent level of high quality reference data has to be compiled to test a wide

range of commonly applied DFAs.

Benchmark Set

The benchmark set consists of 146 experimentally determined
29

Si NMR chemical shifts of 100 diverse

Si-containing compounds with chemical shifts in a range from −400 to +828 ppm (Figure 12.1) and

molecule sizes between 5 and 234 atoms. Solvents include chloroform, dichloromethane, benzene,

chlorobenzene, bromobenzene, toluene, acetonitrile, cyclohexane and THF. Coordination and bond-

ing patterns of the Si-atom range from coordination numbers of 2 to 6 including single, double, triple,

coordinative and aromatic bonding patterns. Si bonds to main group elements as well as transition

metals are represented. Selected examples are depicted in Figure 12.1 and a detailed overview of all

compounds can be found in appendix A11. Molecular geometries are optimized consistently at the

PBEh-3c(CPCM) level of theory applying the CPCM implicit solvation model for the respective solvent

of the experimental
29

Si NMR chemical shift measurement. The benchmark set is divided into two cat-

egories: (i) a set containing only elements up to argon (Z = 18), further denoted as “light” subset SiS-L
(compounds 1 to 55), and (ii) a set of structures containing elements with Z > 18 adjacent to the Si atom,
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12. Benchmark Study on the Calculation of 29Si NMR Chemical Shifts

further denoted as “heavy” subset SiS-H (compounds 56 to 100, SiCl4 is also included as it is known to

be prone to spin-orbit coupling effects).
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Figure 12.1.: Scale of investigated
29

Si NMR chemical shifts in ppm.

Benchmark of Density Functional Approximations for the Calculation of 29Si
NMR Chemical Shifts

Overall, the performance of 25 conventional DFAs, 11 (meta-)GGA, 10 (meta-)hybrid and four double-

hybrid functionals was assessed. Further, the two composite methods HF-3c and PBEh-3c as well as

the Hartree-Fock theory were tested. All DFAs were applied in conjunction with either the def2-TZVP

or pcSseg-2 basis sets with ECPs and explicit relativistic ZORA treatment was evaluated.

The Light Atom Subset SiS-L

As for def2-TZVP and pcSseg-2 with ECPs, very similar trends and qualitative results are observed,

and only the def2-TZVP values will be discussed in the following. For both basis sets no typical

“Jacob’s ladder”
93,675

behavior (better performance with increased theoretical level) is observed. In

fact, the lower level (meta-)GGA class functionals yield better results (class mean absolute deviation,

MADGGA = 10.9 ppm) than the tested (meta-)hybrid (MADhybrid = 16.7 ppm) functionals (Figure 12.2,

table 12.2). Specifically, the GGA type B97-D3 (MAD = 7.2 ppm, R
2

= 0.993) and HCTH407 (MAD

= 8.1 ppm, R
2

= 0.991) functionals show good results for the SiS-L subset. The KT2 functional that

was specifically designed for NMR chemical shielding calculations also performs well with an MAD

of 8.8 ppm and R
2

= 0.989. KT2 already yielded good results for
29

Si NMR chemical shifts in pre-

vious studies for a smaller set of molecules
676

. For B97-D3/def2-TZVP, bad results are obtained for

[(Idipp)(Me)Si=Si(Idipp)]
+ 677

(45, Idipp = C[N(C6H3-2,6-iPr2)CH]2) with a deviation of 28.9 ppm for the

silicon atom (shift 89; exp. shift = 115.2 ppm) in the formal oxidation state of II. In this case the
29

Si NMR

chemical shift may be quite sensitive to deviations in the double bond length from the effective one in

solution. Further, partly dynamic hyperconjugative effects involving the methyl ligand may influence

the chemical shift of the respective silicon atom. The largest deviation is observed for the silylene sil-

icon atom in Kira’s cyclosilylene 2,2,5,5-tetrakis(trimethylsilyl)silacyclopentane-1,1-diyl
678

(49) with a

deviation of 66.6 ppm (shift 94; exp. shift = 567.4 ppm) which may also correspond to deviations of

the silylene bond angle compared to an effective angle in the experiment. In both cases, the discussed
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12.3. Results and Discussion

29
Si NMR chemical shifts seem to be problematic for a majority of the tested methods. The generally

worst performing GGA is SCAN with an MAD of 18.8 ppm and R
2

= 0.975. From the (meta-)hybrid

class of functionals, TPSSh performs best (MAD = 10.3 ppm, R
2

= 0.990) but still significantly worse

than B97-D3. M06-2X yields by far the worst results in this class with a very poor MAD of 32.0 ppm

(R
2

= 0.966). The popular B3LYP and PBE0 functionals yield reasonable MADs of 11.3 (R
2

= 0.993) and

12.1 ppm (R
2

= 0.992), respectively. For the SiS-L subset, the pcSseg-2 basis set generally yields slightly

improved results compared to def2-TZVP. The most remarkable improvement is obtained for SCAN,

decreasing the MAD from 18.8 to 11.5 ppm and increasing R
2

to 0.987. Double-hybrid density functional
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Figure 12.2.: Box plots for all assessed composite/HF, (meta-GGA) and hybrid DFAs applying the a)

def2-TZVP or b) pcSseg-2 basis set (except for composite methods that use specialized

basis sets) for the SiS-L subset. The central black line represents the median value and the

whiskers represent the most distant points within 1.5 times the interquartile range. Black

dots represent outliers outside this threshold.
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approximations (DH DFAs) that were shown to perform well for the calculation of
1
H ,

13
C, and

31
P

NMR properties were also tested. Unfortunately, the drastically increased memory demand of the cal-

culations proved problematic, specifically for the larger structures included in the SiS146. Nevertheless,

they only yield no to small improvement over the well performing (meta-)GGA DFAs, even though a

direct comparison should be made with care considering the smaller number of data points. For the

SiS-L subset the best DHDFA (DSD-BLYP) yields a MAD of 8.3 ppm (R
2

= 0.992), and mPW2PLYP as the

worst a MAD of 11.5 ppm (R
2

= 0.961). All data for the DHDFAs can be found in the online Supporting

Information of the original publication and is not further discussed.

Table 12.2.: Mean deviation (MD), Mean absolute deviation (MAD), linear scaled MAD (MADscaled)

in ppm, and determination coefficient R
2

for all tested methods with the def2-TZVP and

pcSseg-2 basis sets on the SiS-L subset.

SiS-L def2-TZVP pcSseg-2

MD MAD R
2

MADscaled
a

MD MAD R
2

MADscaled

HF 4.46 14.34 0.986 9.62 4.68 14.17 0.985 9.69

HF-3c
b −8.39 45.07 0.863 34.56 – – – –

PBEh-3c
c

10.49 12.95 0.986 10.25 – – – –

PBE −1.77 10.33 0.991 7.13 −1.54 9.26 0.991 7.06

revPBE −2.86 9.70 0.991 7.06 −2.74 8.82 0.991 7.02

OLYP −3.59 8.36 0.992 6.94 −3.68 7.98 0.992 7.01

BP86 0.25 9.49 0.992 6.57 0.66 8.45 0.992 6.60

B97-D3 1.31 7.19 0.993 6.24 1.88 6.89 0.993 6.43

TPSS −7.17 10.77 0.989 8.34 −5.41 9.23 0.991 7.49

revTPSS −10.71 13.78 0.986 9.86 −9.16 12.27 0.989 8.75

M06-L −11.86 14.58 0.980 12.26 −7.18 10.91 0.986 9.90

KT2 −2.68 8.80 0.989 8.05 −1.92 8.14 0.989 7.96

SCAN −16.01 18.81 0.975 14.07 −8.48 11.51 0.987 9.54

HCTH407 −2.94 8.09 0.991 7.32 −2.94 7.80 0.991 7.41

PBE0 0.35 12.05 0.992 7.21 0.61 11.14 0.992 7.14

B3LYP 4.94 11.33 0.993 6.41 5.17 10.84 0.993 6.51

CAM-B3LYP 7.93 16.49 0.990 8.62 8.18 15.63 0.990 8.48

BHLYP 6.24 13.34 0.992 7.65 6.52 12.78 0.992 7.59

BMK 13.78 22.45 0.982 11.58 12.77 21.35 0.984 10.96

ωB97X-D3 4.72 16.70 0.988 9.32 5.00 15.86 0.988 9.24

PW6B95 9.20 13.61 0.990 8.15 4.25 11.87 0.991 6.92

TPSSh −5.90 10.30 0.990 7.98 −4.38 8.99 0.992 7.30

M06 13.43 18.80 0.989 8.88 9.07 15.43 0.992 7.51

M06-2X 26.25 32.03 0.966 16.65 17.26 25.67 0.979 12.51

a
The linear scaling approach principally yields MD = 0 and does not influence the R

2
values.

b
MINIX basis.

c
def2-mSVP basis.

168



12.3. Results and Discussion

Linear Scaling

Based on a sufficiently large data set, an empirical, linear scaling approach can be applied to derive

method dependent scaling parameters 𝛼 and 𝛽 that represent the slope and the intercept of the linear

best fit with respect to the experimental data. As shown in previous works
679–683

, 𝛼 and 𝛽 can be applied

according to equation 12.2 to correct for systematic errors.

𝛿𝑐𝑎𝑙𝑐.,𝑠𝑐𝑎𝑙𝑒𝑑 =
(𝛿𝑐𝑎𝑙𝑐. − 𝛽)

𝛼
(12.2)

We applied this approach to all tested functionals on the SiS-L subset. Overall, the MAD can be reduced

by 0.8 ppm (8%, KT2) to 15.4 ppm (53%, M06-2X) with 31% improvement on average for the def2-TZVP

basis set (Table 12.2). The effect of linear scaling for B97-D3 and M06-2X is depicted in figure 12.3.
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Figure 12.3.: Correlation plots with respect to the experimental chemical shifts for a) B97-D3 and b)

M06-2X before and after linear scaling correction applying the def2-TZVP basis set on the

SiS-L subset.

Basis Set Dependence

As the choice of the applied basis set always inherits the question of efficiency and applicability, we

investigated the basis set dependence of the chemical shifts on the SiS-L subset with the Ahlrichs def2-X

(X = SVP, mSVP, TZVP, mTZVP, TZVPP, QZVP, QZVPP), Jensen’s polarization-consistent pcSseg-n and

pc-n (n = 0–3) , and Dunning’s correlation-consistent cc-pVXZ (X = D, T, Q) basis set families for B97-

D3. For all tested families, a rapid convergence is observed regarding the mean absolute deviations and

determination coefficients R
2

on the SiS-L subset (Figure 12.4). Increasing the basis set beyond triple-Z

quality does not improve the results significantly and leads to drastically increased computation times.

Thus, the def2-TZVP and pcSseg-2 basis sets can be recommended as both offer a good compromise

between speed and performance. Nevertheless, for pc-n and pcSseg-n basis sets beyond n = 2, increasing

SCF convergence problems were observed. A better performance of Dunning’s correlation consistent
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12. Benchmark Study on the Calculation of 29Si NMR Chemical Shifts

cc-pVXZ(-PP) basis sets compared to def2-X and pcSseg-n basis sets, as reported for
13

C NMR and
1
H

NMR
684

was not observed. Further, it should be noted that specifically the pc-n and pcSseg-n basis sets

are only available up to Kr (Z = 36), and hence for the heavier elements, the corresponding def2-X basis

set was applied. The small MINIX basis set produces large errors and a low determination coefficient

of 0.865.
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Figure 12.4.: MAD in ppm and determination coefficient R
2

for the SiS-L subset calculated with B97-D3

and various AO basis sets.

The Heavy Atom Subset SiS-H and Relativistic Effects

The vicinity of the silicon atom to a heavier atom requires consideration of relativistic effects on its

chemical shift. Generally, such so-called heavy atom effects on the light atom (HALA) include scalar

or spin-free relativistic (SFR) and the often dominant spin-orbit (SO-)HALA effects
685–689

that can have

a huge impact on the quality of the chemical shift calculation
690

. Popular treatments to account for

HALA effects are (SO-)ECPs or the widely used (SO-)ZORA
559,691

approximation. As ECPs and the

scalar-relativistic (SR) version of ZORA are the most common and easily accessible methods for the

calculation of NMR shielding constants, we herein focus on to what extent scalar-relativistic treatments

can improve the results for
29

Si NMR chemical shift calculations. Nevertheless, it must be stressed that

particularly pronounced SO-HALA effects require more sophisticated theory, and such cases should be

assessed individually. Besides the ECP and SR-ZORA calculations for all tested DFAs we applied the

two-component SO-ZORA for seven GGA and hybrid functionals for the SiS-H subset consisting of 44

molecules with heavy atoms (Z > 18) in direct neighborhood to the silicon atom as well as for SiCl4

(Table 12.3). Selected structures and calculated
29

Si NMR chemical shifts are depicted in figure 12.5.

For the SiS-H subset HALA effects are expected to play an important role for the
29

Si NMR chemical
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12.3. Results and Discussion

shifts. To investigate the HALA effects in more detail, the commonly used SR-ZORA and SO-ZORA

approaches were further evaluated in conjunction with the Slater-type orbital TZP basis set as imple-

mented in the ADF2019.303 program package
640,641

(Table 12.3). For the SiS-H subset no improvement

upon application of scalar relativistic ZORA in conjunction with the def2-TZVP basis set is observed

(Figures 12.6a, b). Instead mostly a slightly increased MAD is observed except for the hybrid DFAs M06,

PW6B95, ωB97X-D3, BMK, and CAM-B3LYP (Table 12.3). SR-ZORA with the TZP basis set also yields

no clear trend of improvement, increasing the MAD for KT2 by 5.1 ppm which may be attributed to

disturbed error compensation due to the construction of the KT2 functional being explicitly fitted to

NMR shielding constants
663

. For B3LYP on the other hand, an MAD improvement by 3.1 ppm is ob-

served. While the effect of both SR-ZORA approaches is generally small, the introduction of SO-ZORA

drastically decreases the MADs by 30.1 ppm (71%, KT2) to 36.0 ppm (68%, B3LYP) with respect to the

ECP/def2-TZVP results. Thus, the SO-ZORA treatment is strongly recommended to obtain reasonable

29
Si NMR chemical shifts for compounds with expected HALA effects. An example with tremendous

spin-orbit relativistic effects is tetraiodosilane (83, SiI4) with an experimental shift of −346.6 ppm. Here

ECP and SR-ZORA based PBE0 calculations yield drastically wrong chemical shifts of 91.9 to 105.0 ppm,
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Figure 12.5.: Selected molecules with heavy atoms in the vicinity of the Si atom. Chemical shifts were

calculated with the PBE0 functional. The shift that deviates least from the experimental

reference is marked in blue. Hydrogen atoms attached to carbon are omitted for clarity.
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and only the SO-ZORA approach yields a good result of −343.1 ppm. Overall, robust GGA DFAs like

BP86, revPBE or OLYP can be recommended for the use with SO-ZORA and a TZP basis set for the

calculation of
29

Si NMR chemical shifts of HALA affected silicon atoms (SiS-H MADSO-ZORA-BP86/TZP =

12.3 ppm, R
2

= 0.993). The PBE0 hybrid functional may represent a valuable alternative if explicit Fock-

exchange is needed (SiS-H MADSO-ZORA-PBE0/TZP = 13.6 ppm, R
2

= 0.995). For SO-ZORA-BP86/TZP the

largest remaining deviation on the SiS-H subset is observed for Filippou’s cationic chromio silylene

complex [([5
-C5Me5)(CO)3Cr–Si(SIdipp)]

+
(58, SIdipp = 1,3-bis(2,6-diisopropylphenyl)imidazolidin-2-
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Figure 12.6.: Mean absolute deviations for various relativistic approaches for the a) SiS-H and the c)

SiS-L subsets. Correlation plots of experimentally obtained
29

Si NMR chemical shifts and

those calculated with the PBE0 functional combined with different relativistic approaches

(a) SiS-H and d) SiS-L).
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Table 12.3.: Mean absolute deviation (MAD) in ppm and determination coefficient (R
2
) for several rela-

tivistic approaches for the SiS-H subset with expected strong HALA effects.

SiS-H ECP/def2-TZVP SR-ZORA/def2-TZVP
a

SR-ZORA/TZP
b

SO-ZORA/TZP
b

MAD R
2

MAD R
2

MAD R
2

MAD R
2

HF 63.01 0.794 70.75 0.778 – – – –

HF-3c
c

80.17 0.827 – – – – – –

PBEh-3c
d

52.72 0.840 – – – – – –

PBE 44.32 0.859 46.94 0.858 44.13 0.852 12.10 0.993

revPBE 43.86 0.860 46.80 0.858 44.40 0.851 11.58 0.994

OLYP 43.15 0.859 46.43 0.857 46.09 0.847 12.44 0.994

BP86 45.00 0.859 45.56 0.858 44.45 0.852 12.25 0.993

B97-D3 44.80 0.858 48.63 0.856 – – – –

TPSS 43.87 0.856 48.86 0.863 – – – –

revTPSS 45.87 0.853 47.43 0.862 – – – –

M06-L 50.68 0.844 51.38 0.864 – – – –

KT2 42.39 0.860 47.52 0.859 47.49 0.843 12.30 0.994

SCAN 49.83 0.847 58.13 0.872 – – – –

HCTH407 44.03 0.856 47.68 0.852 – – – –

PBE0 49.25 0.863 51.44 0.860 47.50 0.853 13.60 0.995

B3LYP 52.63 0.861 53.80 0.859 49.56 0.853 16.66 0.997

CAM-B3LYP 63.14 0.862 63.00 0.862 – – – –

BHLYP 61.48 0.861 63.84 0.857 – – – –

BMK 69.85 0.863 67.16 0.861 – – – –

ωB97X-D3 58.73 0.863 57.69 0.863 – – – –

PW6B95 57.80 0.866 56.78 0.838 – – – –

TPSSh 43.97 0.858 48.62 0.864 – – – –

M06 63.93 0.861 58.03 0.839 – – – –

M06-2X 83.79 0.856 84.56 0.820 – – – –

a
ZORA-def2-TZVP and/or SARC-def2-TZVP recontracted basis sets within ORCA.

b
ZORA/TZP basis set within ADF.

c
MINIX basis.

d
def2-mSVP basis.

ylidene)
692

with a calculated shift of 775.9 ppm and a deviation of 52.7 ppm. Further, a relatively large

deviation is observed for the iridium complex [IrIH(biPSi)] (92, biPSi =^-P,P,Si-Si(Me){(CH2)3PPh2}2)
693

with a calculated chemical shift of 70.3 ppm and a deviation of 44.9 ppm. For the SiS-L subset, the ef-

fect of SO-ZORA is much smaller with 1 % (KT2) to 25 % (BP86) improvement by SO-ZORA compared

to the ECP results (Figures 12.6c, d). Thus, nonrelativistic chemical shift calculations on non-HALA

affected silicon atoms should be sufficiently accurate for most purposes. For the SiS-L subset, a slight

deterioration of the results was observed applying the SR-ZORA/def2-TZVP approach. Even though

an empirical linear scaling correction cannot be applied reasonably to the ECP data due to strong scat-

tering of the data points and very low determination coefficients (cf. figures 12.6b, d), it can further
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12. Benchmark Study on the Calculation of 29Si NMR Chemical Shifts

improve the results of the ZORA relativistic calculations.

Structure Dependence of 29Si NMR Calculated Chemical Shifts

To estimate the influence of the geometry optimization level on the calculated
29

Si NMR chemical shift,

29
Si NMR chemical shifts are calculated for five structures from each, the SiS-L and SiS-H subsets, that

were reoptimized on different theoretical levels (Figure 12.7). These are, B97-3c from the 3c-composite

method family, the GFN2-xTB extended tight binding method, the GFN-FF
56

generic force-field, TPSS-

D4/def2-TZVP, and B3LYP-D4/def2-SVP. Overall, the MAD varies only slightly depending on the geom-

etry optimization method when changing the DFA. The largest deviation in the DFA class is observed on

B3LYP-D4/def2-SVP structures with an MAD change of 1.9 ppm for PBE0 (2.1 ppm for PBE) compared

to the results at the reference PBEh-3c structures. Application of the semi-empirical quantum mechan-

ical (SQM) extended tight binding method GFN2-xTB for geometry optimization results in significantly

increased MADs, i.e., by 15.8 ppm for PBE0 and 11.9 ppm for PBE, respectively, more than doubling the

MAD for the evaluated subset. Even worse results are obtained for geometries optimized with the GFN-

FF generic force-field (FF) which mainly results from deviations in bonding angles of low coordinated

silicon atoms. Nevertheless, the errors introduced by geometry optimization with a low-cost SQM or

FF method can be partly compensated by linear scaling (Figure 12.8) which is strongly recommended

in this case. For the SO-ZORA/BP86 DFA applied on GFN-FF structures, the SiS-H subset MAD can be

reduced by 19.8 ppm (47 %) resulting in an MADscaled of 22.0 ppm (Figure 12.8d). Thus, even though

an optimization at the low-cost DFT level is recommended to obtain the best results, substitution of

the computational demanding geometry optimization by SQM or FF methods may be applied in com-
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Figure 12.7.: Deviations for a) PBE, and b) PBE0
29

Si NMR chemical shifts calculated on differently op-

timized geometries for a selection of ten representative structures applying the SO-ZORA

treatment and the TZP basis set. All deviations are given in ppm.
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bination with a linear scaling correction to obtain reasonable results. This approach may be applied

to efficiently calculate
29

Si NMR chemical shifts of large structures. Respective scaling parameters for

selected, well performing methods based on the SiS146 set for use on SQM or FF method optimized

geometries are provided in table 12.4. Structures that are chemically destroyed upon optimization with

the respective SQM/FF method were excluded from the evaluation.
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Figure 12.8.: Uncorrected and linear scaling corrected
29

Si NMR chemical shifts (SO-ZORA/BP86/TZP)

at GFN2-xTB and GFN-FF structures for the SiS-L and SiS-H subsets. Respective MADs are

given in parentheses.
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Table 12.4.: Scaling parameters derived from the SiS146 set for
29

Si NMR chemical shift calculations on

GFN2-xTB and GFN-FF geometries.

SiS-L GFN2-xTB GFN-FF

MAD MADscaled α β MAD MADscaled α β

BP86/def2-TZVP 20.75 17.17 1.130 11.189 29.33 18.86 1.282 11.249

B97-D3/def2-TZVP 21.00 17.21 1.094 11.754 25.99 17.99 1.234 11.765

PBE0/def2-TZVP 22.18 17.49 1.159 13.667 32.42 20.41 1.323 12.034

B3LYP/def2-TZVP 26.34 18.71 1.183 17.130 32.82 19.95 1.342 16.740

BP86/pcSseg-2 20.57 17.23 1.116 11.244 28.27 18.78 1.267 11.491

B97-D3/pcSseg-2 20.88 17.53 1.080 11.958 25.19 17.90 1.220 12.207

PBE0/pcSseg-2 21.61 17.32 1.145 13.623 31.18 20.39 1.308 12.261

B3LYP/pcSseg-2 26.07 18.85 1.170 17.034 31.86 19.92 1.328 16.950

SO-ZORA-BP86/TZP 19.05 17.25 1.082 9.592 25.92 18.10 1.228 10.050

SO-ZORA-PBE0/TZP 20.33 18.01 1.108 13.261 31.67 22.11 1.227 9.037

SiS-H GFN2-xTB GFN-FF

MAD MADscaled α β MAD MADscaled α β

SO-ZORA-BP86/TZP 25.79 18.59 1.094 2.375 41.78 21.96 1.226 10.540

SO-ZORA-PBE0/TZP 26.50 16.53 1.142 9.087 43.14 26.76 1.250 12.297

12.4. Conclusion and Outlook

The
29

Si NMR spectroscopy is a highly valuable analytical tool for academic and industrial researchers

due to the well defined
29

Si core with a spin of ½. It is sensitive to details of the chemical surroundings,

and the high range of observed chemical shifts is suited as a reliable indicator for chemical coordina-

tion and bonding patterns. Thus, an efficient computational prediction of these chemical shifts is highly

desirable. Nevertheless, several previous studies only covered a narrow range of already well studied

structural motifs or only a small number of methods regarding the calculation of
29

Si NMR chemical

shifts. Therefore, a comprehensive benchmark set termed SiS146 containing 146 experimentally deter-

mined
29

Si NMR chemical shifts for 100 small to large sized compounds with diverse bonding situations

at the silicon center was composed. For this benchmark set, the performance of 26 common DFT based

methods with several AO basis sets was tested for the calculation of
29

Si NMR chemical shifts. It is

sectioned into two subsets: the SiS-L containing only compounds composed of light elements (Z < 18),

and the SiS-H subset including compounds with heavier elements. For the SiS-H subset, the role of

explicit treatment of relativistic effects (SR/SO-ZORA) is evaluated. Further, the basis set convergence

and geometry optimization method dependence are investigated exemplarily. Overall, the B97-D3 GGA

functional performs best (with the def2-TZVP basis set) with an MAD of 7.2 ppm and a high determina-

tion coefficient of 0.993 for the SiS-L subset. Generally, the tested (meta-)GGA DFAs outperform hybrid

functionals with TPSSh producing the smallest MAD of 10.3 ppm in the hybrid class. These results do

not follow a trend of improved results for higher rungs of the Jacob’s ladder that is known for, i.e., ther-
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12.4. Conclusion and Outlook

mochemical calculations but is in agreement with prior studies on other elements
694

. The worst results

are obtained with the M06-2X DFA, yielding a high MAD of 32.0 ppm. Application of Jensen’s pcSseg-

2 basis set generally yields slightly smaller (mostly about 1 ppm) MADs compared to the def2-TZVP

basis set but is not generally available for heavier elements. For the worse methods, a linear scaling

approach may be applied to significantly improve the results. For both, the def2-X and the pcSseg-n

basis sets, the results proved to be sufficiently converged with respect to the basis set size at the triple-Z

level (def2-TZVP, pcSseg-2), representing a good compromise between computational cost and accu-

racy. For the SiS-H subset, the application of ECPs proved insufficient due to in part pronounced HALA

effects. While scalar-relativistic ZORA approaches do not yield significant improvements, spin-orbit

ZORA improves the calculated
29

Si NMR chemical shifts drastically. The SO-ZORA treatment reduces

the MADs by up to 74%, which corresponds to an MAD decrease of, e.g., 32.3 ppm for revPBE compared

to the ECP result. Thus, an explicit spin-orbit relativistic treatment for HALA prone
29

Si cores is highly

recommended. The DFT geometry optimization level has only minor influence on the quality of the

results as long as no serious structural issues are observed. For a representative selection of structures

from the SiS146 set the variations in the MADs compared to those calculated on PBEh-3c geometries

only amount up to about 2 ppm. Geometry optimization by semi-empirical or force-field methods may

be applied in combination with a linear scaling correction of the shifts to obtain reasonable MADs in

combination with a well performing
29

Si NMR chemical shift calculation DFA. In conclusion, robust

GGA methods like B97-D3/def2-TZVP can be used reliably for the calculation of
29

Si NMR chemical

shifts based on PBEh-3c geometries. The triple-Z basis sets def2-TZVP and pcSseg-2 provide a good

cost to accuracy ratio for efficient chemical shift calculations. For
29

Si cores in the vicinity of heavier

atoms (Z > 18), explicit spin-orbit relativistic treatment, e.g., by the SO-ZORA approach, is indispens-

able to obtain reliable results. In this context, i.e. the SO-ZORA-BP86/TZP method proved to be a

reliable choice with a relatively small MAD of 12.3 ppm and a high correlation coefficient of 0.993 for

the SiS-H subset. Other GGAs like revPBE perform comparably well. If a hybrid DFA is needed, SO-

ZORA-PBE0/TZP can be used alternatively with an MAD of 13.6 ppm and R
2

= 0.995. The presented

SiS146 benchmark set provides a comprehensive, diverse and robust test set for further method devel-

opment and enables computational chemists to make a profound method choice for calculating
29

Si

NMR chemical shifts.
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13. Quantification of Non-covalent Interactions in Azide-Pnictogen, -Chalcogen, and -Halogen Contacts

Abstract The non-covalent interaction between azide and oxygen containing moieties is investigated

by a computational study based on experimental findings. Targeted synthesis of organic compounds

with close intramolecular azide-oxygen contacts yielded six new representatives, for which X-ray struc-

tures were determined. Two of those compounds were investigated with respect to their potential con-

formations in the gas-phase and a possible significantly short azide-oxygen contact. Furthermore, a

set of 44 high-quality gas-phase computational model systems with intermolecular azide-pnictogen (N,

P, As, Sb), chalcogen (O, S, Se, Te), and -halogen (F, Cl, Br, I) contacts is compiled and investigated by

semi-empirical quantum mechanical methods, density functional approximations and wave function

theory. A local energy decomposition (LED) analysis is applied to study the nature of the non-covalent

interaction. The special role of electrostatic and London dispersion interactions is discussed in detail.

London dispersion is identified as a dominant factor of the azide-donor interaction with mean London

dispersion energy-interaction energy ratios of 1.3. Electrostatic contributions enhance the azide-donor

coordination motif. The association energies range from −1.00 to −5.5 kcal mol
−1

.

13.1. Introduction

Non-covalent interactions play a very important role in biological, physical and chemical sciences
695–699

.

They are crucial for crystal packing, for the self-assembly of large molecules in solution, and for bi-

ological pattern recognition, to name just a few examples
31,700,701

. Besides highly electrostatic inter-

actions (e.g. ion-ion, ion-dipole, dipole-dipole), the most prominent type is hydrogen bonding, but

chalcogen-chalcogen
702–705

and halogen-halogen interactions
706–708

or combinations thereof have also

received significant attention during the last few decades. Furthermore, moieties which only consist

of π systems often strongly interact with each other by so-called π-π stacking interactions
709,710

and

even between purely sp
3

hybridized hydrocarbon moieties one encounters weak attractive forces that

A

2.97 Å

B

2.85 Å

Figure 13.1.: Two representative examples of compounds with close intramolecular oxygen-azide con-

tacts in the solid. Nitrogen is depicted in blue, oxygen in red, sulfur in yellow, carbon in

grey. Given are the interatomic distances between the N2 of the azide and the closest oxy-

gen atom. Thermal ellipsoids are shown at 50 % probability.
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13.1. Introduction

are mainly based on London dispersion
711

. All these interactions have been successfully employed in

crystal engineering and supramolecular assembly of compounds
712–721

, and to facilitate catalysis
722–728

.

During our solid-state studies of some compounds containing flexible azide moieties and oxygen atoms,

we noticed that mono- and divalent oxygen functionalities often display a close intramolecular con-

tact with the central nitrogen atom (N2) of the azide moiety. In many of these cases, numerous other

conformations would have been possible, but nonetheless, the molecular conformation with the closest

contact between N2 and O seems to be preferred. Two representative examples of molecules that show

close azide-oxygen contacts in the solid state are depicted in figure 13.1.
𝑎

In 2017, a close intermolec-

ular contact between azide moieties and the oxygen of cucurbit[6]uril was discovered by Keinan and

co-workers, but not investigated in detail
729

. To investigate whether these interactions lead to a signifi-

cant energy gain we compiled a larger set of structures involving intermolecular contacts (Figure 13.2).

Structures deposited in the Cambridge Crystallographic Data Centre (CCDC)
202

were evaluated with

respect to pnictogen-, chalcogen- and halogen- (henceforth denoted as PCH) -azide contacts. These

contacts include e.g. divalent oxygen moieties as in ethers or esters or monovalent oxygen as found in
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Figure 13.2.: Overview of the investigated interacting model compounds and their orientations. a) Pnic-

togens; b) chalcogens; c) halogens.

𝑎
Deposition Numbers CCDC 1994147-1994152 contain the supplementary crystallographic data for this paper. These data

are provided free of charge by the joint Cambridge Crystallographic Data Centre and Fachinformationszentrum Karlsruhe

Access Structures service www.ccdc.cam.ac.uk/structures.

181



13. Quantification of Non-covalent Interactions in Azide-Pnictogen, -Chalcogen, and -Halogen Contacts

carbonyls, phosphine oxides and sulfoxides. Figure 13.3 depicts the data obtained for azide interacting

moieties. It is observed that many of these contacts are much shorter than the sum of the van der Waals

radii
555

(3.07 Å for nitrogen· · · oxygen, blue dashed line). For the N3-N2· · ·X angle (for a definition, see

figure 13.4) there is a strong accumulation of data points between 85° and 130°. Some of these might have

to be interpreted with care, since not every structure was individually evaluated. Furthermore, in some

cases, the close contacts may have other causes than attractive oxygen-azide interactions. However, the

strength and the nature of these interactions have not yet been investigated. In this article, we close

this gap using quantum chemical computations that indicate preferred arrangements and respective

interaction energies of pnictogens, chalcogens, and halogens interacting with azides.
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Figure 13.3.: Plot for azide-oxygen, -nitrogen, -sulfur, -fluorine, -chlorine and -bromine contacts of all

the structures deposited in the CCDC: N3-N2· · ·X angle (in °) vs. N2· · ·X distance (in Å).

The dotted lines show the corresponding sum of the van der Waals radii.

13.2. Results and Discussion

Computational details

All quantum-mechanical calculations were performed with the ORCA 4.2.1
208,286,287

(DFT, MP2, DLPNO-

CCSD(T), DID
730

), MOLPRO2015.1
731,732

(W2-F12, W1-F12), TURBOMOLE 7.3.1
206,285

(ESP),

MOPAC2016
205

(PMx), and xtb 6.2.1
733

(conformational search, GFNn-xTB, driver for MOPAC calcu-

lations) program packages. All adduct and monomer structures were optimized using spin-component

scaled second-order Møller-Plesset Perturbation Theory (SCS-MP2)
111,734

applying the large

def2-QZVPP
240

basis set, for the larger conformer geometries the def2-TZVPP basis set was employed.

Local energy decomposition (LED)
735,736

analyses in the DLPNO-CCSD(T)/def2-QZVPP framework

were conducted with VeryTightPNO settings
83,84,293

. Automated conformer search was conducted with

the CREST
64

program applying the iMTD-GC
231

algorithm with the GFN2-xTB
54

tight binding semi-

empirical method. Energetic pre-sorting of the conformer rotamer ensemble was performed with the
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13.2. Results and Discussion

ENSO
61,313

script at the PBEh-3c
69

level of theory (free energies obtained by inclusion of thermostatis-

tical and zero-point vibrational energy corrections)
510

. Final conformational free energies were calcu-

lated at the DLPNO-CCSD(T)/CBS//SCS-MP2/def2-TZVPP level with VeryTightPNO settings. The basis

set extrapolation method used for DLPNO-CCSD(T) association energies is a two-point extrapolation

scheme, applied to single point energies calculated with the def2-TZVPP and def2-QZVPP basis sets.α34

and β34 parameters for extrapolating the SCF energy and the correlation energy, being 7.88 and 2.97,

respectively as suggested by Neese and Valeev
293

. W2/W1-F12 calculations were conducted according

to the protocol suggested in the respective original publications
737

. The D3(BJ)-ATM
59,121,122,124,125

(as

part of PBEh-3c and B97-3c
129

) or D4
115,116

London dispersion corrections were applied for all tested

DFAs if not stated else.

Computational Investigations

The intermolecular interactions between organic azide and pnictogen-, chalcogen- and halogen-containing

moieties in 44 exemplary model systems (10 pnictogen, 24 chalcogen, 10 halogen, figure 13.2) were in-

vestigated with respect to structural parameters and interaction energies. A schematic representation

of the investigated orientations is depicted in figure 13.4.
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Figure 13.4.: a) Numbering of relevant atom positions; b) Schematic orientations of the interacting

methylazide compound pairs. X represents the position of the directly interacting, and

Y of the indirectly interacting chalcogen, pnictogen or halogen atoms. R = H, Me.

Structural Properties

For all 44 azide-adducts, the structural features of gas-phase local minimum structures (SCS-MP2/def2-

QZVPP) were analyzed (Table 13.1). The model systems, that were chosen to resemble observed solid-

state interaction motifs, mostly show distances close to or only slightly below the sum of the van-der-

Waals radii of the central nitrogen atom (N2) (approx. 3.07 Å for O· · ·N) and the interacting moiety. In

the solid-state structures a large number of very short oxygen nitrogen distances is observed. Never-

theless, the slight shortening compared to the sum of van-der-Waals radii hints at a relevant attractive

interaction between the central nitrogen (N2) and the chalcogenide moiety. The predominant orienta-

tion of the PCH moiety at N3-N2· · ·X angles of around 80-90° underlines the role of the central nitrogen

as interacting atom. For some cases involving a possible interaction with heavier elements like Sb or I,

distortions of the N3-N2· · ·X angles result from slight shift of the X-atom away from the azide moiety,
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13. Quantification of Non-covalent Interactions in Azide-Pnictogen, -Chalcogen, and -Halogen Contacts

Table 13.1.: Structural parameters of azide adducts 1-44 optimized at the SCS-MP2/def2-QZVPP level

of theory.

# X-N2 / Å X-N2-N3 / ° X-N1-C / ° φ(N1· · ·H-X) / °

1 3.125 90.6 173.1 120.7

2 3.170 82.8 179.2 157.4

3 3.052 89.3 174.3 119.4

4 3.071 87.3 175.1 114.6

5 3.501 98.7 161.1 120.3

6 3.562 89.6 168.9 162.8

7 3.498 97.6 162.4 123.2

8 3.546 100.5 159.7 125.8

9 3.581 102.4 157.2 125.2

10 3.706 110.2 147.7 122.2

11 3.068 89.8 174.0 117.3

12 3.104 86.4 175.0 72.8

13 3.118 81.6 179.2 154.8

14 3.033 86.9 176.1 104.8

15 3.082 87.8 175.6 176.0

16 3.045 84.7 178.8 142.1

17 3.008 84.3 179.6 135.0

18 2.973 84.1 178.6 132.9

19 2.923 87.2 179.1 124.5

20 3.038 81.7 178.0 146.6

21 2.981 81.0 176.6 149.5

22 2.963 80.9 176.1 150.6

23 2.961 88.5 174.6 115.8

24 2.878 86.9 172.6 118.2

25 3.594 81.1 177.1 167.6

26 3.451 80.4 177.5 114.2

27 3.531 82.7 177.6 142.6

28 3.523 82.7 177.9 139.7

29 3.456 85.6 175.5 129.3

30 3.337 98.4 161.4 113.0

31 3.309 95.2 165.4 126.8

32 3.669 81.8 176.3 169.1

33 3.382 98.5 161.2 125.7

34 3.474 101.8 157.1 124.0

35 3.020 87.6 175.7 126.1

36 3.119 80.7 177.8 150.5

37 3.169 79.5 177.3 149.1

38 3.439 88.9 171.7 139.0

39 3.443 80.5 178.2 160.5

40 3.471 79.8 178.5 157.2

41 3.559 89.2 170.4 141.9

42 3.538 81.2 176.9 162.5

43 3.724 90.6 168.2 144.2

44 3.678 82.7 174.5 164.5

this may result from the increased size and/or the electronic properties of the corresponding moieties.

The slight bending of the azide-moiety (θ(N1-N2-N3)mean = 174.1°) is almost unaffected by the inter-

acting partner. The C-N1-N2-X dihedral angle indicates the planarity of the coordination pattern. All
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13.2. Results and Discussion

investigated systems display an in-plane orientation with the azide moiety.

Association and Interaction Energies

The gas-phase association energies for the azide-donor pairs 1-44 with respect to the relaxed dissoci-

ated monomer geometries (interaction energies are calculated with respect to the unrelaxed fragments)

were calculated at W2-F12, W1-F12
737

, and DLPNO-CCSD(T)/VeryTightPNO 83,84,293
level extrapolated

to the complete basis set (CBS) limit (Figure 13.5). Deformation energies upon coordination are mainly

small on average representing only <3 % of the association energies, with a maximum value of −9.3 %

phosphabenzene 7. For complexes including heavier elements, for which the W2-F12 or W1-F12 ap-

proaches are not applicable DLPNO-CCSD(T)/CBS association energies were calculated. This alter-

native approach proved satisfactorily accurate to reproduce the highly accurate association energies

calculated at the W2-F12/W1-F12 level with very small statistical deviations (mean absolute deviation

(MAD) = 0.14 kcal mol
−1

) in agreement with recent benchmark studies
34,738

. The calculated associa-
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Figure 13.5.: Gas phase association energies of pairs 1-44. All DFT results obtained with def2-QZVPP

basis set.
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tion energies range from −1.00 to −8.00 kcal mol
−1

and several trends are observed. First, chalcogenide

compounds seem to yield larger association energies compared to pnictogens and halogens. This is

specifically the case for chalcogen atoms involved in highly polar bonds, as in pnictogen-chalcogenides.

In systems 17, 18 and 19, for example, the increasing electronegativity difference between the oxygen

atom and the central pnictogen descending group 15 is well reflected by the increasing association en-

ergies, indicating the important role of electrostatic interactions. For less polar bound atoms, this trend

is not as pronounced and, in some cases, even reversed e.g. for furan (23) and thiophene (30). Nev-

ertheless, comparable electronegativity trends are observed for the pnictogens, although to a smaller

extent (e.g. aldimine (1) compared to phosphaalkene 5). When heavier 4th and 5th row elements

are involved, the association energies become systematically larger even though the electronegativity

difference decreases or is even reversed. This indicates that, besides electrostatic interactions disper-

sion interactions can play a dominant role in determining the association energies. Further, secondary

pnictogen-pnictogen or pnictogen-chalcogen interactions correlating with electronegativity can influ-

ence the observed trends. Overall, the decomposition of the interaction energies indicates that a balance

of electrostatic interactions and London dispersion determines the strength of the PCH-azide interac-

tion. Sophisticated WFT-based methods are routinely applicable only to quite small systems (W2/W1-

F12: < 30 atoms; DLPNO-CCSD(T) with tight threshold settings and large basis < 150 atoms) because of

high computational cost. Systems of more realistic size often include hundreds or thousands of atoms.

Therefore, we assessed the reproduction of the association energy by common density functional ap-

proximations (DFAs) (applicable for < 500 atoms) and tight binding based semi-empirical quantum me-

chanical (SQM) methods of the GFNn-xTB method family
57

(applicable for < 5000 atoms) (Table 13.2). It

was found that the range-separated hybrid functional ωB97X-V
258

(MD = 0.13, MAD = 0.15 kcal mol
−1

)

best reproduces the coupled cluster (CC) based association energies. Further, all other tested D4 cor-

rected hybrid functionals perform reasonably well. Application of more costly double-hybrid methods

does not improve the results. Generally, a slight underestimation of the association energy with respect

to the CC reference values is observed. Efficient small basis set composite DFT methods such as B97-3c,

and specifically PBEh-3c, yield comparably good results to the methods applying a large quadruple-ζ

basis set. The SQM methods show a worse performance but both GFN1-
53

and GFN2-xTB
54

yield at

least reasonable association energies. Further, the capability of several DFT and WFT based methods to

reproduce the unrelaxed dissociation curve (W2-F12//SCS-MP2/def2-QZVPP level) of the azide-donor

adduct was assessed (Figure 13.6). Almost all tested methods yield a satisfactory reproduction of the

minimum distance, with a consistently very slight overestimation of the X· · ·N2 distance. The depth

and shape of the dissociation potential is generally produced well with deviations below 0.5 kcal mol
−1

.

Nevertheless, the error has to be seen in the context of the generally small interaction and association

energies. Overall, the range-separated hybrid functional ωB97X-V reproduces the reference dissoci-

ation curves best. Surprisingly, the low-cost small basis set composite method PBEh-3c outperforms

most of the other methods with respect to the potential depth and the position of the equilibrium dis-

tance, even though the interaction energy at increased distances is underestimated.
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Figure 13.6.: Interaction energy scans and local energy decomposition analyses (DLPNO-CCSD(T)) for

a) aldimine (1), b) formaldehyde (11), and c) fluoromethane (35). All results obtained with

def2-QZVPP basis set except for the composite methods.

187



13. Quantification of Non-covalent Interactions in Azide-Pnictogen, -Chalcogen, and -Halogen Contacts

Table 13.2.: Statistical measures (MD = mean deviation; MAD = mean absolute deviation; SD = standard

deviation; AMAX = maximum absolute deviation) for all tested DFAs, SQM methods and

force fields. If no W2-F12/W1-F12 reference values are available, DLPNO-CCSD(T) values

are used as reference. The DLPNO-CCSD(T) values are evaluated with reference to W2-

F12/W1-F12 values if available. All values in kcal mol
−1

.

Method MD MAD SD AMAX

WFT SCS-MP2
111

0.14 0.23 0.24 0.70

DLPNO-CCSD(T)
83,84

0.13 0.14 0.10 0.25

DFT PBE-D4
655

0.39 0.39 0.30 1.30

TPSS-D4
606

0.60 0.60 0.29 1.20

B3LYP-D4
607,608,665

0.26 0.26 0.15 0.54

PBE0-D4
213

0.32 0.32 0.18 0.71

ωB97X-V
258

0.13 0.15 0.14 0.56

PWPB95-D4
260

0.45 0.45 0.15 0.80

B2PLYP-D4
110

0.28 0.28 0.16 0.68

Composite HF-3c
127 −0.76 1.06 1.61 5.54

B97-3c
129

0.76 0.76 0.33 1.41

PBEh-3c
69 −0.20 0.29 0.30 0.85

SQM GFN1-xTB
53

0.90 1.23 1.16 4.59

GFN2-xTB
54

1.08 1.32 1.06 3.28

PM6-D3H4X
51,153

3.85 3.96 11.24 49.11

PM7
52

2.51 3.10 7.42 32.24

Interaction Energy Decomposition Analysis

Generally, various components can be postulated for the interactions with the azide, principally (i)

donor-acceptor interactions (orbital relaxation); (ii) electrostatic interactions; (iii) electron correlation,

including specifically long-range correlation effects such as London dispersion, and (iv) Pauli exchange

repulsion. Energy decomposition schemes can help to quantify these components and thus help to

understand the nature of the interactions. Specifically, canonical Energy Decomposition Analysis
512

(EDA), Symmetry Adapted Perturbation Theory
739

(SAPT) and the DLPNO-CCSD(T) based Local En-

ergy Decomposition
735,736

have proved to yield reasonable insights
740

. Therefore, we applied LED to

all complex equilibrium geometries and for three representative model systems, aldimine (1), formalde-

hyde (11), and fluoromethane (35) as a function of the X· · ·N2 distance (Figure 13.6). The LED scheme

decomposes the interaction energy into contributions including the electronic preparation energy at

Hartree-Fock (HF) level 𝐸𝐻𝐹−𝑒𝑙𝑝𝑟𝑒𝑝 , which represents the repulsive part of the exchange interaction and

can be conceptionally referred to as “Pauli repulsion”. Other major components are the attractive ex-

change energy 𝐸𝑒𝑥𝑐ℎ , electrostatic interactions 𝐸𝑒𝑙𝑠𝑡𝑎𝑡 and London dispersion interactions 𝐸𝑑𝑖𝑠𝑝 , hence-

forth named dispersion for simplicity. Minor contributions are represented by the perturbative triples

correction to the interaction energy 𝐸 (𝑇 )
and 𝐸𝑛𝑜𝑛−𝑑𝑖𝑠𝑝 , which mainly represents a correction to errors
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13.2. Results and Discussion

in the permanent electrostatic interactions originating from HF overestimation of dipole moments. An-

other decomposition into unrelaxed (“frozen state”) and relaxed (“SCF state”) energy contributions is

also possible allowing the quantification of an orbital relaxation energy contribution 𝐸𝑜𝑟𝑏−𝑟𝑒𝑙𝑎𝑥 , which

may be to some extent comparable to the orbital relaxation term of Morokuma type EDA schemes and

includes charge-transfer (CT), polarization and induction effects
741

. The frozen state energy contribu-

tions are indicated by the “0” suffix. The total decomposition of the interaction energy follows Equation

13.1.

𝐸𝑡𝑜𝑡 = 𝐸0,𝐻𝐹−𝑒𝑙𝑝𝑟𝑒𝑝 + 𝐸0,𝑒𝑙𝑠𝑡𝑎𝑡 + 𝐸0,𝑒𝑥𝑐ℎ + 𝐸𝑜𝑟𝑏−𝑟𝑒𝑙𝑎𝑥 + 𝐸𝑑𝑖𝑠𝑝 + 𝐸𝑛𝑜𝑛−𝑑𝑖𝑠𝑝 (13.1)

The total dispersion energy term 𝐸𝑑𝑖𝑠𝑝 is calculated by summing the CCSD dispersion energy part, the

weak-pairs contribution and the scaled intermolecular triples correction 𝐸 (𝑇 )
following Equation 13.2.

The correction factor 𝛾 is the ratio of the strong-pair dispersion contribution and the total intermolec-

ular strong-pair contribution.

𝐸𝑑𝑖𝑠𝑝 = 𝐸𝐶−𝑆𝑃
𝑑𝑖𝑠𝑝

+ 𝐸𝐶−𝑊𝑃 + 𝛾𝐸 (𝑇 )
(13.2)

The third term is an estimate of the perturbative triples contribution to the intermolecular dispersion

energy. The remaining part of the triples contribution is incorporated in the 𝐸𝑛𝑜𝑛−𝑑𝑖𝑠𝑝 contribution

(for further details of the energy decomposition see appendix A12). For all investigated systems, the

LED scheme identifies exchange, London dispersion, and electrostatic interactions as the dominant at-

tractive component of the interaction energy whereas orbital relaxation effects seem to play a minor

role. In the following we investigate the role of these three attractive contributions in some detail. On

inspecting the molecular electrostatic potentials (ESPs) (Figure 13.7) a clear correlation of the struc-

tural features and the electrostatic properties of the interacting atoms can be recognized. The ESPs

show the expected electron-poor region at the central nitrogen atom N2 of the azide moiety. Thus, the

electrostatic interaction of electron-rich regions of the interacting molecule should be improved with

increased electron density difference between N2 and X. This is in line with the observed structural

properties of an angular fixation and shortened distances in cases of strong differences in the electro-

static potential regions of the interacting moieties.

Hydrogen Bonding and Orbital Interactions

In some structures, secondary hydrogen bonds (HBs) contribute to the overall interaction energy. To

qualitatively estimate this contribution, a Natural Bond Orbital
742

(NBO) based approach was applied

as recommended by Weinhold et al.743
at the PBE0-D4/def2-QZVPP level of theory. In this context,

a second-order perturbation theory (SOPT) estimate of the stabilization energy (Σ𝐸 (2)
𝑛→𝜎∗,𝐻𝐵) resulting

from charge-transfer (CT) from the lone-pair n at N1 of the azide-moiety into the anti-bonding or-
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bital 𝜎∗
𝑋−𝐻 of the H-bond donor is applied.

𝑏
CT is mostly proposed as the dominant attractive energy

contribution in hydrogen bonding
744

. Nevertheless, this attractive component has to be offset against

the steric repulsion component (Σ𝐸
𝑟𝑒𝑝

𝜎→𝑛,𝐻𝐵
) involving the corresponding bonding 𝜎𝑋−𝐻 orbital and is

estimated from the NBO analysis
745,746

. The resulting hydrogen bonding strength estimate (𝐸𝑁𝐵𝑂
𝐻𝐵

) is

calculated following equation 13.3.

𝐸𝑁𝐵𝑂𝐻𝐵 = Σ𝐸 (2)
𝑛→𝜎∗,𝐻𝐵 + Σ𝐸

𝑟𝑒𝑝

𝜎→𝑛,𝐻𝐵
(13.3)

At this point it is to note, that further much smaller attractive components like London dispersion are

not included into this estimate, thus for very weak hydrogen bonding contacts, repulsive estimates are

expected. This is mostly the case, if the corresponding N1· · ·H-X angle deviates strongly from the

optimum 180° region
747

which is the case for most presented model systems (cf. figures 13.8, 13.9a,

φ(N1· · ·H-X)mean = 136
◦
, table 13.1). The angle dependence of the HB strength estimates for formalde-

hyde (11) is depicted in figure 13.9b. A clear relation of the CT and steric repulsion estimates with

N1· · ·H-X is observed. Further, the attractive nature of the oxygen· · · azide contact is verified by the

total interaction energy increase with larger φ, even though the hydrogen bonding is enhanced ap-

proaching linearity. Except for the strongly H-bound formic acid adduct (𝐸𝑁𝐵𝑂
𝐻𝐵

= −6.19 kcal mol
−1

) the

NBO analysis yields mainly slightly repulsive HB estimates for almost all other model systems (Figure

13.8). Overall, this renders an only minor role of hydrogen bonding in the investigated model systems

which is in agreement with the observed small angles φ and the comparably large N1· · ·H distances.

Nevertheless, due to other weakly attractive component like London dispersion, the secondarily hydro-

gen bonded adducts are slightly preferred on the potential energy surface (PES) in the intermolecular

case. Thus, to investigate true local minima on the PES, this secondary effect was accepted for the
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Figure 13.8.: NBO based HB strength estimates for 1-44 with respect to LED interaction energies.

𝑏
To verify the NBO HB strength estimate we calculated E

𝑁𝐵𝑂
𝐻𝐵

for a purely hydrogen-bonded acetic acid-methylazide adduct

taken from the NCI Atlas benchmark by Řezáč
36

. The CCSD(T)/CBS interaction energy (−7.87 kcal mol
−1

) is well reproduced

with an NBO estimate of −8.24 kcal mol
−1

.
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Figure 13.9.: Relative LED interaction energies, CT stabilization energy and steric repulsion energy es-

timates for hydrogen bonding in 3 and 15. b) Interaction energy, CT, and steric repulsion

estimates as function of angle φ(N1· · ·H-X) for formaldehyde (11).

model systems. Deviations from local minimum structures may result in artificially less attractive or

even slightly repulsive adduct structures, even though the general nature of the Azide-X interaction is

clearly attractive. Therefore, a perfect transfer of the crystal structure motifs into the gas-phase is not

possible. Compared to the chalcogen-azide interaction, other interactions such as chalcogen-chalcogen

have a significant Lewis-like donor-acceptor bonding character and thus a greater influence of orbital

relaxation effects is observed. For the azide-donor interaction this is not generally the case. The LED

analysis consistently yields minor orbital relaxation contributions for all 44 systems (Figure 13.11). This

is attributable to the nature of the involved frontier molecular orbitals (Figure 13.10). The LUMO of the

azide moiety is delocalized over the whole azide function and the orbital contribution at the N2 atom

competes with the occupied HOMO-1 that represents the lone-pair (LP) at N1, which is generally in-

volved in the secondary hydrogen bonding. Thus, the overall donor-acceptor interaction cannot benefit

from X→N2 donation. This picture may change upon orientation change of some interaction partners

HOMO
�7.43 eV

HOMO-1
�8.83 eV

LUMO
�0.86 eV

LUMO+1
0.22 eV

Figure 13.10.: Selected Kohn-Sham molecular orbitals at PBE0/def2-QZVPP//SCS-MP2/def2-QZVPP

level of theory for MeN3. Isosurface value = 0.05 e
−1/2

bohr
−3/2

.
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Figure 13.11.: LED contributions and interaction energies for 1-44 at the DLPNO-CCSD(T)/def2-QZVPP

level.

with double bond moieties. For the latter, if the orientation changes from an in-plane to an orthogonal

structure, the azide can become the electron donor moiety and a small n→π∗
contribution is observed

(cf. systems 12, 14 and 26). Comparable behavior is observed for systems, that allow for n→σ∗
(X-C/H)

donation like the phosphaalkene 5. Here a small CT contribution of −0.38 kcal mol
−1

for the n→σ∗
(P-

H) observed. These secondary interactions (pnictogen-pnictogen and pnictogen-chalcogen, see the

online Supporting Information of the original publication) explain some comparably large interaction

energies observed for systems such as trimethylantimony 10 which involves an n→σ∗
(Sb-C) CT con-

tribution of −0.72 kcal mol
−1

or trimethylantimonyoxide 19 with a contribution of −1.58 kcal mol
−1

.

These observations are qualitatively in line with larger orbital relaxation terms in the LED analyses for

the corresponding systems. Considering these contributions, the corresponding systems end up in a

comparable interaction energy range of systems lacking such secondary interactions.

London Dispersion Interaction

Another important attractive component of the interaction energy is London dispersion. The extent of

its influence as estimated from LED analysis is shown in figures 13.11 and 13.13. Prior studies indicated,

that the DFT-D4 dispersion correction for a somewhat repulsive density functional approximation like

B3LYP (with almost no indirect, intrinsic reproduction of London dispersion effects) correlates well

with the LED dispersion energy and may be applied for a low-cost estimate of the dispersion interaction

energy
33

. To verify this estimate, we analyzed the correlation of the B3LYP-D4 correction and the LED

dispersion interaction energy for all 44 systems (Figure 13.12). On average 80 % of the LED dispersion

energy is covered by the D4 correction to B3LYP, only for 15 is this value underestimated at 63 %.
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Figure 13.12.: Comparison of the LED London dispersion contribution and the D4 correction to B3LYP

to the interaction energy. Scaling factor applied for Δ𝐸𝑑𝑖𝑠𝑝 (scaled, B3LYP-D4) is 1.25.

A scaling of the B3LYP-D4 correction by a factor of 1.25 yields a 100 % reproduction on average for

the investigated systems. Nevertheless, this estimate should be used with caution, as the quality may

vary for more exotic systems. The Δ𝐸𝑑𝑖𝑠𝑝/Δ𝐸𝑡𝑜𝑡 ratio can be further utilized to identify whether the

interaction is dominated by London dispersion. A value > 1 indicates an interaction dominated by

London dispersion (cf. 1.92 for the methane dimer
735

). For all systems except 15 (formic acid) this ratio

is close to or above 1.00 with a maximum of 1.65 for 26 and a mean value of 1.30 (for the individual data

see the online Supporting Information of the original publication). Furthermore, the N2· · ·X distance

dependence of the LED dispersion energy and the D4 dispersion correction for four representative DFAs

(PBE, PBE0, BLYP
659,665,748

, B3LYP) was investigated (Figure 13.13) exemplarily for the phosphaalkene

5 and acetone 13. Both repulsive DFA (BLYP, B3LYP) D4 corrections correlate very well with the LED

dispersion energy at the dissociative regions. Specifically, at the equilibrium distance the corrections

match the LED estimate well. For less repulsive functionals such as PBE and PBE0 the D4 corrections

are much smaller. As B3LYP reproduces the association and interaction energies much better than

BLYP, the former is recommended for an estimate of the dispersion interaction energy.

Conformational Studies

To estimate the transferability of the observed structural motif preference from the solid to gas-phase,

exemplary conformational studies were conducted starting from the molecular solid-state structures of

A and B (cf. figure 13.1). For both structures a conformer ensemble was generated fully automatically

applying the CREST
64

program at the GFN2-xTB level. The obtained conformers were re-ranked ac-

cording to Gibbs free energy at the DLPNO-CCSD(T)/CBS//SCS-MP2/def2-TZVPP level and analyzed

for the presence of an azide-donor contact (Figure 13.14). While for both compounds according to the

Gibbs free energy more favorable gas-phase conformers were found, only for A the low free energy

conformer region is dominated by structures with short azide-donor contacts. Here, the lowest con-
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Figure 13.13.: a) Interaction energy and b) dispersion interaction estimates as functions of the P· · ·N2

distance with DID plot for 5. c) Interaction energy and d) dispersion interaction estimates

as functions of the O· · ·N2 distance with DID plot for 13. Isosurface value = 0.1 e bohr
−3

,

blue color indicates low, red color high London dispersion interactions. Vertical dashed

lines indicate the respective X· · ·N2 distance.

former shows proximity of the donor moiety to the azide, but as the distance is long, it was classified as

non-motif structure. For B, the lowest conformers do not show pronounced azide-donor contacts. Here,

the first conformer with this motif is approx. 1.3 kcal mol
−1

higher in free energy than the lowest. Thus,

we conclude that the structural features only partly originate from azide-donor interactions as present

in the gas-phase, indicating a possible role of solid-state effects such as crystal packing. Crystal effects

may be large enough to favor an azide-donor arrangement, even though the attractive interaction may

not be large enough to fixate this structural motif in the gas-phase or solution. Furthermore, struc-
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Figure 13.14.: Relative gas phase conformational free energies for a) A and b) B. The position of the

optimized molecular X-ray structure is highlighted in yellow. All conformers containing

an azide-oxygen contact are highlighted in blue, all without in grey. All free energies

calculated at the DLPNO-CCSD(T)/CBS//SCS-MP2/def2-TZVPP level for T = 25°C.

tural strain and steric repulsion effects are influenced by the bridging moiety between azide and donor.

LED analysis on a simplified intermolecular model of A (Figure 13.15) optimized with a constrain on

the O· · ·N2 distance and essential dihedral angles reveals an interaction energy of −1.79 kcal mol
−1

,

which is in the same scale as comparable model systems (e.g. 24).
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Figure 13.15.: LED analysis of an intermolecular model system of A at the DLPNO-CCSD(T)/def2-

QZVPP//SCS-MP2/def2-QZVPP level. The X-ray structure is depicted transparently.
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13.3. Conclusion and Outlook

The structural motif of an azide moiety in close contact with an electron-rich donor moiety is observed

in surprisingly many solid-state structures. To understand the interaction between the azide and the

partner molecule or moiety, we created 44 intermolecular model systems to investigate computationally

the nature of the interaction in the gas-phase. Further, several new organic compounds were synthe-

sized with the aim of systematically creating the structural motif that was found empirically in the

CCDC. Overall, the calculated (W2-F12/W1-F12/DLPNO-CCSD(T)/CBS) association energies for side-

on azide-X complexes vary between −1.00 and −5.50 kcal mol
−1

(formic acid 15 excluded). The LED

interaction energy decomposition analysis identifies electrostatic and London dispersion interactions

as the dominating attractive contribution to the interaction energy. If the electrostatic contribution is

large enough to overcome less favorable steric motifs and secondary hydrogen bonding is not domi-

nant, the X· · ·N2 interaction motif is preserved. In this motif, little or no Lewis like donor-acceptor

bonding is observed, which is reflected by the comparably small orbital relaxation contributions to the

interaction energies. This flexibility of the interaction components further explains the large variety of

structure patterns found in many solid-state structures. Comparison of D4 London dispersion correc-

tions to the LED results indicates good comparability of both energy contributions for the investigated

systems, in accordance with previous studies. Conformational studies on the newly synthesized com-

pounds indicate that other intermolecular crystal (packing) effects may play an important role in sta-

bilizing this weak azide interaction. Overall, considering the complexity of further decomposing single

contributions to the interaction energy to specific parts of the molecular systems, the unbiased azide-X

interaction is estimated to 1.5 to 3.0 kcal mol
−1

. We are convinced that these stabilizing interactions are

of importance not only for the arrangement of azide moieties in supramolecular assemblies and crystal

engineering (e.g. click chemistry in the solid state)
749–753

, but are also the basis for conformational

bias in azido-functionalized nucleic acids, peptides, proteins and carbohydrates. Future investigations

will reveal whether azido-based interactions have a similar potential to facilitate catalysis, as has been

extensively and successfully explored for halogen and chalcogen bonding.
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In this thesis, recently presented efficient composite DFT and semi-empirical electronic structure meth-

ods are evaluated and applied for the investigation of problems in inorganic chemistry. Special attention

was paid to the geometry optimization of large transition metal and lanthanoid complexes with semi-

empirical methods. Even though such compounds are of high interest in various chemical research

areas, the number of physical methods that can be used to treat organometallic and other inorganic

systems is small. This is mainly due to the electronic complexity of molecules involving inorganic ele-

ments. Therefore, it is particularly difficult to find feasible approximations that allow the development

of efficient yet sufficiently accurate electronic structure methods. A current approach to solve this

problem are the extended tight binding (GFNn-xTB) and force-field (GFN-FF) methods developed by

Grimme and co-workers, whose conception theoretically allows the fully quantum mechanical treat-

ment of a wide range of inorganic systems, although the final performance in this area was previously

completely unclear. Therefore, comprehensive assessment of these promising methods is indispensable

to enable further studies and open up new research fields for computational chemists. Such an evalu-

ation inevitably requires suitable test scenarios covering a wide range of chemical systems. Thus, the

first part of this thesis deals with the geometry optimization of large lanthanoid and transition metal

complexes.

For lanthanoid complexes, it was demonstrated that GFN1-xTB is able to efficiently optimize diverse

lanthanoid complexes with up to several hundreds of atoms at reasonable accuracy (Chapter 3). The op-

timized structures were directly compared to crystallographically determined structures of high quality

(disorder-free, R-factor < 0.05). GFN1-xTB proves to be a robust choice, yielding good results on par

with the computationally much more demanding HF-3c method, and clearly outperforming the Sparkle

extension of the prominent PM6 method (Sparkle/PM6) in terms of accuracy and speed. This is partic-

ularly noteworthy since Sparkle/PM6 was specifically designed for the purpose of treating lanthanoid

complexes. This study further underlines the applicability of neglecting f orbitals by absorbing their

effect implicitly in the parametrization for geometry optimization of lanthanoid complexes.

GFN1- and GFN2-xTB were further tested for transition metal complexes, which exhibit challenging

electronic structures and pronounced structural diversity (Chapter 4). As for the lanthanoids, no suit-

able benchmark set for a comprehensive assessment was available from the literature. Therefore, a

benchmark set of high quality hybrid DFT (TPSSh-D3/def2-TZVPP) gas-phase geometries for 145 real-

istic 3-5d transition metal complexes was generated (TMG145). Based on this new benchmark set, the

performance of the GFNn-xTB methods was assessed and further compared to the prominent competi-

tors PM6-D3H4 and PM7. For the transition metal complexes, the superiority of the GFNn-xTB over

the PMx methods was found to be even more striking than for the lanthanoids, in both quality and ro-

bustness of the geometry optimization. The GFNn-xTB methods had very high geometry optimization

success rates of approx. 90% compared to 50–60% for the PMx methods. This means, that for 90% of

the complexes, a reasonably good geometry was obtained after optimization with GFNn-xTB. In the

field of supramolecular organometallic complexes, suitable physical methods that combine efficiency

and accuracy were not previously available. The GFNn-xTB methods were hence applied for geome-

try optimization of very large organometallic systems with up to 2800 atoms. Beside the robust and

accurate geometry optimization, reasonable description of the thermochemistry is important for ap-
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plications in terms of efficient reaction path elucidation. Thus, GFN1- and GFN2-xTB were also tested

for the calculation of reaction energies and barrier heights of organometallic reactions. Even though

it was not specifically designed for this purpose, the GFNn-xTB methods consistently outperform the

PMx methods in any aspect. This also holds for conformational energies, for whose calculation the

corresponding methods were also assessed in the course of this thesis (Chapter 5).

In this context also a new benchmark set was generated, providing a hitherto unmatched number of ac-

curate double-hybrid DFT (PWPB95-D4/def2-QZVP) reference conformational energies for 969 unique

conformers of 40 structurally flexible transition metal complexes (TMCONF40). This study showed

that the GFNn-xTB methods can be applied reliably for the generation and energetic presorting of

transition metal complex conformers, which was almost impossible before for the given size of the

investigated systems at this level of accuracy. It was further demonstrated that a combination of com-

posite DFT-3c (single point energy) and GFNn-xTB (geometry optimization) methods can yield good

results at still significantly reduced computational effort compared to a full DFT treatment. Based on

these studies, two statements can be made. First, the GFNn-xTB methods are reliably applicable for the

geometry optimization of lanthanoid and transition metal complexes. And second, they are unrivaled

in this context regarding SQM methods, also outperforming the PMx methods for thermochemistry.

Thus, all necessary prerequisites are fulfilled to be able to efficiently investigate reaction mechanisms.

Lanthanoid Complexes

 ✓ Good performance of GFN1-xTB
 ✓ Fast and reasonable geometries
 ✓ GFN1-xTB outperforms PMx
 ✓ Benchmark set available for future development
 ○  Testing of GFN2-xTB and GFN-FF
 ○  High-level DFT gas phase benchmark set
 ○  Testing for thermochemistry of lanthanoid complexes

Transition Metal Complexes

 ✓ Unrivaled performance of GFN1- and GFN2-xTB
 ✓ Excellent cost-benefit ratio
 ✓ Full QM studies of huge TM complexes possible
 ✓ TMG145 benchmark set available
 ○  Testing for thermochemistry of very large structures

Transition Metal Complex Conformers

 ✓ GFNn-xTB applicable for automated conformer search
 ✓ GFNn-xTB yields reasonable energy rankings
 ✓ Combination of GFNn-xTB and DFT-3c improves results
 ✓ TMCONF40 benchmark set available
 ○  Extension for lanthanoid complexes
 ○  Testing for conformational free energies

Figure 13.16.: Summarized findings and achievements of part II and future tasks. The discussion of the

exemplarily depicted metal organic polyhedron can be found in chapter 4.

Therefore, a combination of GFNn-xTB methods and PBEh-3c was used for the elucidation of complex

reaction mechanisms in the field of frustrated Lewis pair chemistry. GFNn-xTB based reaction path
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simulations reliably yielded very good transition state geometries close to DFT-3c quality at very small

computational effort. This multi-level work flow reduces the computational effort to obtain a transition

state from several days to minutes or hours. Further, the investigation of much larger systems becomes

possible. In these particular studies, FLP catalyzed hydrogenations of amides are investigated. It was

found that halide ions can be used as active Lewis base to hydrogenate amides in combination with the

Lewis acid BR3 (R = 2,6-F2-C6H3) which represents a novel type of metal-free hydrogenation activation

(Chapter 6). Another metal-free variant applying phosphane oxide–electrophilic phosphonium cation

(EPC) Lewis pairs was also investigated in detail. Here, in particular the formation of the respective

phosphanes after dihydrogen activation was studied and it was found that the transition state of the di-

hydrogen activation is energetically lowered by favorable intermolecular non-covalent interactions be-

tween the Lewis pair moieties (Chapter 7). Both of these hydrogenation activation variants were further

combined in a third study to enable the hydrogenation of secondary amides (Chapter 8). In this case,

the interplay of phosphane oxide EPC catalyzed imidoyl chloride formation and halide autoinduced cat-

alytic hydrogenation, was examined in detail. In all three studies the thermostatistic properties of the

corresponding reaction mechanisms were computed at dispersion corrected (double-)hybrid DFT level

of theory (PW6B95-D3/D4/def2-QZVP or PWPB95-D3/def2-QZVPP). Based on the insights from these

studies further highly desirable metal-free hydrogenation reactions can be developed. A very impor-

Mechanistic Studies on FLP Catalyzed Hydrogenations

 ✓ GFNn-xTB successfully applied for efficient reaction path simulation
 ✓ GFNn-xTB yields excellent initial transition state geometries
 ✓ The role of halides as active Lewis bases confirmed
 ✓ Mechanism of EPC mediated phosphane oxide reduction elucidated
 ✓ Mechanism of sec. amide hydrogenation elucidated
 ✓ Final thermochemistry computed at high (double-)hybrid DFT level
 ○  Application of GFNn-xTB for exotic FLPs (e.g. TM only)
 ○  Testing combination of GFNn-xTB with more recent DFT-3c methods
 ○  Testing full replacement of DFT hessian calculations by SQM methods 

Figure 13.17.: Summarized findings and achievements of part III and future tasks. The discussion of the

exemplarily depicted transition state can be found in chapter 8.

tant aspect of modern computational chemistry methods is the reasonable description of non-covalent

interactions such as London dispersion. Even though such interactions received much and early atten-

tion in organic chemistry, they have long been ignored in inorganic main group chemistry. Therefore,

this thesis includes various studies on the influence of London dispersion interactions on structural

features, thermochemistry and indirectly spectroscopic properties of novel inorganic molecules. It was

shown that for the inorganic Lewis-pair [I3Si–BI3]
−

the stabilization of the Si–B bond amounts up to

61% (B3LYP-D3/def2-QZVP) of the dissociation free energy (Chapter 9). This Lewis pair is particularly

interesting as it contains a key intermediate of halosilicon chemistry, the trichlorosilanide anion.

London dispersion interactions were also identified as decisive factor causing counterintuitive interli-

gand angles in diaryltetrylenes of the type E{C6H3-2,6-(C6H2-2,4,6-iPr3)2}2 (Chapter 10; E = Ge, Sn, or

Pb). Here, it was also shown that the application of a sophisticated London dispersion corrections to

DFT, such as the D3 or D4 models, is indispensible to obtain correct structures that are in line with
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experimentally observed structural features.

This is also the case for diplumbynes, heavy alkyne analogues, that are significantly stabilized over their

monomeric fragments by attractive London dispersion (Chapter 11). Consideration of London disper-

sion interactions results in a qualitative change of sign of the dissociation free energy with London

dispersion stabilization between 30 and 51 kcal mol
−1

(B3LYP-D3/def2-TZVPP). Further, these systems

show interesting behavior in solution regarding the UV/VIS absorption spectra. The spectroscopic

properties were expected to be in line with different structural features of the Pb–Pb bonding region

observed in the crystal structure but were found to be similar for all structurally different diplumbynes

in solution. Based on GFN2-xTB molecular dynamics simulations, averaged UV/VIS spectra were cal-

culated explaining the similarity by an unexpected structural flexibility of the C–Pb–Pb–C moiety. This

is in line with a donor-acceptor augmented Pb–Pb single bond with only small multiple bond character.

Both studies underline that a new perception of steric congestion considering attractive London dis-

persion interactions in inorganic compounds is necessary. With London dispersion interactions being

crucial for correct structure predictions, dispersion corrected composite methods can efficiently pro-

vide good molecular structures for the calculation of other spectroscopic properties.

An analytic, indicative and frequently used method in inorganic main group chemistry is hetero nu-

clear resonance spectroscopy. In particular
29

Si NMR can be applied to gain valuable insights into the

chemical environment of the respective silicon atom. Nevertheless, comprehensive studies on the com-

putation of
29

Si NMR chemical shifts were rare and do not systematically cover the whole structural

diversity of silicon compounds. Therefore the performance of prominent DFT methods for the calcu-

lation of
29

Si NMR chemical shifts was assessed in this thesis (Chapter 12). This was done based on a

newly compiled benchmark set termed SiS146, covering a manifold of silicon compounds. The compre-

hensive assessment revealed that prominent GGA functionals like B97-D or BP86 represent a reliable

choice for calculating
29

Si NMR chemical shifts on PBEh-3c geometries. If heavy atoms are located

in the vicinity of the silicon atom, explicit relativistic treatments have to be applied to obtain reliable

results. Beside the highly desirable guidance for computational chemists provided by this study, also

possible multi-level approaches applying SQM and FF based geometry optimization and DFT chemical

shift calculation were discussed in detail. It was shown that using SQM or FF geometries introduces

significant errors in the NMR chemical shift calculation. Nevertheless, empirical linear scaling correc-

tions can be used successfully to reduce this error significantly.

As London dispersion already proved to be crucial in many aspects for the elements of group 14, it was

further demonstrated to represent a major component of non-covalent interactions in azide-pnictogen,

-chalcogen, and -halogen contacts with no typical donor-acceptor type bonding situation (Chapter 13).

Sophisticated DLPNO-CCSD(T) based local energy decomposition analysis revealed London dispersion

as dominant interaction energy component on par with electrostatic interactions. Therefore, a new

understanding for utilizing London dispersion in stabilizing unexpected coordination patterns can be

derived from this study for intermolecular interactions with azides. Overall, this thesis yields valuable

insights into fundamental questions of computational inorganic chemistry. It was shown that modern

semi-empirical quantum chemical methods can be reliably applied to a variety of inorganic systems in-

cluding lanthanoids, transition metals, and inorganic main group elements. This fundamental achieve-
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Inorganic Main Group Chemistry

 ✓ Decisive role of London dispersion for stabilization of inorganic 
main group compounds demonstrated for 

        • inorganic Lewis pair
        • tetrylenes
        • diplumbynes
 ✓ GFN2-xTB used to study bonding flexibility in diplumbynes
 ✓ Comprehensive study on the calculation of 29Si NMR 

chemical shifts using dispersion corrected DFT
        • SiS146 benchmark set available
 ✓ Evaluation of SQM and FF structures for NMR predictions
 ✓ In depth local coupled cluster and DFT study on non-covalent

interactions in azide-pnictogen, -chalcogen, and -halogen contacts
 ○  Investigation of dialuminenes and other inorganic E-E bonds
 ○  Comprehensive benchmark studies for 119Sn and 207Pb NMR
 ○  Detailed exploration of bonding-flexibility property relationships in
 in inorganic compounds with GFNn-xTB

Pb Pb

Figure 13.18.: Summarized findings and achievements of part IV and future tasks. The discussion of the

exemplarily depicted diplumbyne can be found in chapter 11.

ment opens up completely new fields of computational chemical research applying the GFNn-xTB and

GFN-FF methods to novel inorganic molecules with previously unattainable system sizes. Further, com-

binations of efficient composite DFT and SQM/FF methods were demonstrated to significantly decrease

the computational demand of a wide range of computational work flows, such as reaction path simula-

tion or conformational sampling. Such work flows can yield the same or even better results compared

to a full ab initio approach. Moreover, the perception of London dispersion interactions as a crucial

factor for structural and thermostatistical properties of inorganic molecular compounds is sharpened.

Concluding, the results presented in this thesis will be pioneering for future studies in numerous areas

of computational inorganic chemistry and will possibly enable easier virtual design of new catalysts or

functional inorganic materials and molecules in the future, thus replacing, to a certain extent, elaborate

and costly synthetic approaches. In this context, new standard protocols for the computation of kinetic,

thermochemical and spectroscopic properties of inorganic compounds, e.g. in catalysis or functional

materials research, can be derived. These protocols apply efficient combinations of SQM, FF (GFNn-

xTB, GFN-FF) and composite DFT methods (PBEh-3c, B97-3c, r
2
SCAN-3c) to replace computationally

demanding simulations and will set new scales in efficient inorganic computational chemistry.

And even though the GFNn-xTB and FF methods represent a huge step forward in the efficient simu-

lation of inorganic compounds, numerous challenges remain. These include very basic problems, like

the profound description of highly negatively charged or complicated open-shell systems that may also

exhibit pronounced multi-reference character. Further, some elements such as the actinoids are still not

treatable by SQM and FF methods. The simulation of solvation effects remains challenging as well and

typically applied continuum solvation models can prove insufficient for various systems. Moreover, the

number of reliable reference data for future method development in the field of inorganic chemistry

is still small and should be extended in the future. Nevertheless, the GFNn-xTB and FF methods bear

a vast potential for future studies. Specifically, the detailed exploration of the relationship of molec-
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ular flexibility and properties in inorganic compounds is enabled by these methods. Such studies will

fundamentally influence the perception of rigidity in inorganic chemistry and will allow for a deeper

understanding of various experimental findings. These are only few possible examples of future devel-

opments and applications of new SQM and FF methods in inorganic chemistry while countless more

are thinkable. In general, the predictive powers of these methods need to be further explored in close

collaboration with experimental chemists in the future.
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A1. Abbreviations

AES Anisotropic electrostatics

AIMD ab initio molecular dynamics

AMAX Absolute maximum deviation

AO Atomic orbital

ATM Axilrod-Teller-Muto

AXC Anisotropic exchange

biPSi ^-P,P,Si-Si(Me){(CH2)3PPh2}2

BJ Becke-Johnson

BMIM 1-Butyl-3-methylimidazolium

BO Bond order

Boc tert-Butyloxycarbonyl

BODIPY 4,4-difluoro-4-bora-3a,4a-diaza-s-indazene

BSIE Basis set incompleteness error

BSSE Basis set superposition error

CAMM Cumulative atomic multipole moments

CBS Complete basis set

CC Coupled cluster

CCDC Cambridge Crystallographic Data Centre

CCE Clustered conformer ensemble

CE Conformer ensemble

CI Configuration interaction

CN Coordination number

COSMO Conductor-like screening model

COSMO-RS Conductor-like screening model for real solvents

CPCM Conductor-like polarizable continuum solvation model

CPU Central processing unit

CREST Conformer-rotamer ensemble sampling tool

CSD Cambridge Structural Database

CT Charge transfer

DFA Density functional approximation

DFG Deutsche Forschungsgemeinschaft

DFT Density functional theory

DFTB Density functional tight binding

DIBAL Diisobutylaluminiumhydride

DID Dispersion interaction density

DLPNO Domain based local pair natural orbital

ECP Effective core potential

II



EDA Energy decomposition analysis

EDX Energy-dispersive X-ray

EEQ Electronegativity equilibrium

EHT Extended Hückel theory

EN Electronegativity

EPC Electrophilic phosphonium cation

ESP Electrostatic potential

FCI Fonds der Chemischen Industrie

FF Force field

FLP Frustrated Lewis pair

FOD Fractional occupation density

FT-IR Fourier-transform infrared

GB Generalized Born

gCP Geometrical counterpoise

GGA Generalized gradient approximation

GIAO Gauge-including atomic orbital

GSM Growing string method

GTO Gaussian type orbital

HALA heavy atom on the light atom

HB Hydrogen bond

HF Hartree-Fock

HOMO Highest occupied molecular orbital

Hyp Tris(trimethylsilyl)silyl

Idipp 1,3-bis(2,6-diisopropylphenyl)imidazolin-2-ylidene

IES Isotropic electrostatics

IXC Isotropic exchange

KS-DFT Kohn-Sham density functional theory

LCAO Linear-combination of atomic orbitals

LED Local energy decomposition

LFMM Ligand field molecular mechanics

LMO Localized molecular orbital

LP Lone-pair

LSDA Local spin density approximation

LUMO Lowest unoccupied molecular orbital

MAD Mean absolute deviation

MBioF Metal-biomolecule framework

MD Molecular dynamics

Mes Mesityl

MNDO Modified neglect of diatomic overlap

MO Molecular orbital

MOF Metal organic framework

MOM Metal organic macrocycle

MOP Metal organic polyhedron

MP Møller-Plesset

MRMSD Mean root-mean-square deviation
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A1. Abbreviations

MTD Metadynamics

Nacnac β-diketiminate

naphth Naphthalene

NBI Natural binding index

NBO Natural Bond Orbital

NDDO Neglect of diatomic differential overlap

NIR Near infrared

NLMO Natural localized molecular orbital

NMR Nuclear magnetic resonance

NPA Natural population analysis

PCH pnictogen-, chalcogen- and halogen

PCS Perchlorinated oligosilane

PES Potential energy surface

ppm parts per million

QM Quantum mechanical

RI Resolution-of-identity

RMSD Root-mean-square deviation

RPA Random phase approximation

SAPT Symmetry adapted perturbation theory

SARC Segmented all-electron relativistically contracted

SC Structural correctness

SCF Self-consistent field

SD Standard deviation

SE Schrödinger equation

SFR Spin-free relativistic

SIdipp 1,3-bis(2,6-diisopropylphenyl)imidazolidin-2-ylidene

SIE Self-interaction error

SO Spin-orbit

SOPT Second-order perturbation theory

SPE Single point energy

SQM Semi-empirical quantum mechanical

SR Scalar-relativistic

SRB Short-ranged basis set

STO Slater type orbital

TBDPS tert-Butyldiphenylsilyl

TM Transition metal

TMS Tetramethylsilane

TS Transition state

UEG Uniform electron gas

UV Ultraviolet

VIS Visible

WBI Wiberg binding index

WFT Wave function theory

WT Wall time

ZORA Zeroth order regular approximation
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A2. Supporting Information to Chapter 3

Appendix A2 contains:

• General remarks

• Computational details

• Specification of statistical measures

General Remarks

All raw data and atomic Cartesian coordinates used or generated in this study can be obtained free of

charge from the Supplementary Material of the original publication:

Bursch, M.; Hansen, A.; Grimme, S. “Fast and Reasonable Geometry Optimization of Lanthanoid Com-

plexes with an Extended Tight Binding Quantum Chemical Method”, Inorg. Chem. 2017, 56, 12485–

12491.

Computational Details

For the PBE0 calculations high spin systems were assumed applying multiplicities of M = 2S+1 = 5 for

Pm-1–3, M = 6 for Sm-5, M = 9 for Ho-5 and M = 3 for Pr-5 with S being the total electron spin of

the system. In all GFN1-xTB calculations, employing the xtb 4.8
216

stand alone program, the lowest

spin electron configuration is chosen by default. For geometry optimizations with HF-3c
127

, low-spin

electron configurations were used as provided by default from the define program as implemented in

TURBOMOLE 7.0.2
206,207

. Sparkle/PM6
199

calculations were also conducted applying low-spin electron

configurations. In some cases the initial coordinates obtained from the CIF file caused problems upon

conversion into the .mop format. In these cases the coordinates were reordered and converted. The

corresponding coordinates are labeled with ’.xrd.mop’. The conformer search was conducted with a

development version of a conformer search algorithm including normal-mode-following developed in

our lab, that is published separately
61

. All geometry optimizations were conducted at an Intel
®

Xeon
®

E5-2660 v4 @ 2.00 GHz, 256 GB RAM, 1.8 TB Scratch SATA HDD machine.

Statistical Measures

For property 𝑝 (bond length, CNmean) with 𝑛 oberservations:

𝛿𝑝 = 𝑝𝑐𝑎𝑙𝑐 − 𝑝𝑟𝑒 𝑓 (A2.1)
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Mean deviation (MD):

𝑀𝐷 =
1

𝑛

𝑛∑︁
𝑖

𝛿𝑝 (A2.2)

Mean absolute deviation (MAD):

𝑀𝐴𝐷 =
1

𝑛

𝑛∑︁
𝑖

|𝛿𝑝 | (A2.3)

Standard deviation (SD):

𝑆𝐷 =

√√√√ 𝑛∑
𝑖

|𝛿𝑝 −𝑀𝐷 |2

𝑛 − 1
(A2.4)

Mean root-mean-square deviation (MRMSD):

𝑀𝑅𝑀𝑆𝐷 =
1

𝑛

𝑛∑︁
𝑖

𝑅𝑀𝑆𝐷 (A2.5)
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A3. Supporting Information to Chapter 4

Appendix A3 contains:

• General remarks

• Specification of statistical measures

General Remarks

All raw data can be obtained free of charge from the Supplementary Material of the original publica-

tion:

Bursch, M.; Neugebauer, H.; Grimme, S. “Structure Optimisation of Large Transition-Metal Complexes

with Extended Tight-Binding Methods”, Angew. Chem. Int. Ed. 2019, 131, 11195–11204.

Atomic Cartesian coordinates used or generated in this study can be obtained online from:

https://www.chemie.uni-bonn.de/pctc/mulliken-center/software/tmg145.

Statistical Measures

For property 𝑝 (bond length, bond angle) with 𝑛 oberservations:

𝛿𝑝 = 𝑝𝑐𝑎𝑙𝑐 − 𝑝𝑟𝑒 𝑓 (A3.1)

Mean deviation (MD):

𝑀𝐷 =
1

𝑛

𝑛∑︁
𝑖

𝛿𝑝 (A3.2)

Mean absolute deviation (MAD):

𝑀𝐴𝐷 =
1

𝑛

𝑛∑︁
𝑖

|𝛿𝑝 | (A3.3)
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Standard deviation (SD):

𝑆𝐷 =

√√√√ 𝑛∑
𝑖

|𝛿𝑝 −𝑀𝐷 |2

𝑛 − 1
(A3.4)

Mean root-mean-square deviation (MRMSD):

Here 𝑛 is the number of molecules and𝑚 is the number of atoms of each Molecule.

𝑀𝑅𝑀𝑆𝐷 =
1

𝑛

𝑛∑︁
𝑖

√√√√𝑚∑
𝑖

|𝛿𝑝 |2

𝑚
(A3.5)
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A4. Supporting Information to Chapter 5

Appendix A4 contains:

• General remarks

• Specification of statistical measures

General Remarks

All raw data and atomic Cartesian coordinates used or generated in this study can be obtained free of

charge from the Supplementary Material of the original publication:

Bursch, M.; Hansen, A.; Pracht, P.; Kohn, J. T.; Grimme, S. “Theoretical Study on Conformational Ener-

gies of Transition Metal Complexes”, Phys. Chem. Chem. Phys. 2021, 23, 287–299.

The systems evaluated in this study were generally chosen to cover most transition metals as well as

various ligand types and coordination motifs and elements involved in the ligand sphere. The struc-

tures of the TMCONF5 subset were chosen to represent the X-ray structure conformation, energetically

low lying conformers at the B97-3c and GFN2-xTB levels, an energetically high lying conformer at the

B97-3c level and a structure in between the high and low lying conformers at the GFN2-xTB level. By

this selection process, a sufficiently large conformational energy range was covered for the TMCONF5

subset. The varying number of evaluated conformers for the TMCONF40 set results from subsequent

removal of enantiomers and identical structures originating from the B97-3c reoptimization.

In some cases (SIGSUX, MOGWIP, EGOZUV, BOBXAS) GFN1-xTB consistently produced unrea-

sonably high deviations depending on the underlying optimization method. This issue was observed

mainly for early transition metals, and can be addressed to an erroneous charge estimate. The corre-

sponding compounds were considered as unreasonable outliers and were excluded from the evaluation.

In the case of UFF, UWUBEV and NOXPAR were excluded accordingly.

As all geometry inputs were initially generated by the CREST program in conjunction with the GFN2-

xTB method, in some cases chemical transformations differing from the X-ray input structure are ob-

served (FEGGII, DUGVEH, DEFVIT, CAFKOJ, GOZYAX). Nevertheless, the resulting structures

were reoptimized with B97-3c to obtain the reference geometries and thus, were still used to evalu-

ate energy differences of their conformers.

Based on qualitative fractional occupation density (FOD) analysis, some structures of the original

benchmark set of Minenkov et al. were discarded. The respective FOD plots are depicted in Figure A4.1.
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ABAKOE BESJAM

REMVOW LUWRUQGENQIZ

Figure A4.1.: Qualitative FOD analysis of discarded structures. The isosurface value is set to 𝜎 = 0.005

e·bohr
−3

.

Statistical Measures

Mean deviation (MD):

𝑀𝐷 =
1

𝑛

𝑛∑︁
𝑖

(𝐸𝑥𝑖 − 𝐸𝑟𝑖 ) (A4.1)

Mean absolute deviation (MAD):

𝑀𝐴𝐷 =
1

𝑛

𝑛∑︁
𝑖

(
��𝐸𝑥𝑖 − 𝐸𝑟𝑖 ��) (A4.2)

Pearson correlation coefficient (𝑟𝑝 ):

X



𝑟𝑝 =

∑𝑛
𝑖=1

(𝐸𝑥𝑖 − 𝐸𝑥 ) (𝐸𝑟𝑖 − 𝐸𝑟 )√︃∑𝑛
𝑖=1

(𝐸𝑥𝑖 − 𝐸𝑥 )2
∑𝑛
𝑖=1

((𝐸𝑟𝑖 − 𝐸𝑟 )2

(A4.3)

Spearman correlation coefficient (𝑟𝑠 ):

𝑟𝑠 =

∑𝑛
𝑖=1

(𝑅𝑥𝑖 − 𝑅𝑥 ) (𝑅𝑟𝑖 − 𝑅𝑟 )√︃∑𝑛
𝑖=1

(𝑅𝑥𝑖 − 𝑅𝑥 )2
∑𝑛
𝑖=1

((𝑅𝑟𝑖 − 𝑅𝑟 )2

(A4.4)

With 𝐸𝑖 being the relative energy of the 𝑖th of 𝑛 conformers, and 𝐸 the average relative conformer en-

ergy over all 𝑛 conformers for the tested method 𝑥 and the reference 𝑟 . For the Spearman correlation

coefficient 𝜌𝑠 the same notation is applied for conformer rankings 𝑅 instead of their relative conformer

energies.
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A5. Supporting Information to Chapter 6

Appendix A5 contains:

• General remarks

• Computational details

• pKA value prediction

• Tabulated energy contributions

General Remarks

All experimental details and atomic Cartesian coordinates used or generated in this study can be ob-

tained free of charge from the Supplementary Material of the original publication:

Sitte, N. A.; Bursch, M.; Grimme, S.; Paradies, J. “Frustrated Lewis Pair Catalyzed Hydrogenation of

Amides: Halides as Active Lewis Base in the Metal-Free Hydrogen Activation”, J. Am. Chem. Soc.
2019, 141, 159–162.

Computational Details

All quantum chemical calculations were performed with the TURBOMOLE 7.0.2
206,207

or TURBOMOLE

7.2
374

program package. Geometries were optimized using dispersion corrected composite method

PBEh-3c
69

applying the COSMO
373

solvation model for chloroform (ϵ = 4.71). The numerical quadra-

ture grid m4 was employed for the integration of the exchange-correlation contributions and default

convergence criteria for energies and gradients were applied as implemented in TURBOMOLE. All

structures were preoptimized applying the fast and robust GFN1-xTB
53

tight binding quantum chemi-

cal method as implemented in the xtb 5.8 program
418

. Minimum structures were verified as minima on

the potential energy hyper surface by the absence of imaginary frequencies in the harmonic frequency

calculation. All calculations were performed applying the resolution-of-identity (RI) approximation

for Coulomb integrals
243

with matching default auxiliary basis sets
244

. The D3 dispersion correc-

tion scheme
59

applying Becke-Johnson (BJ) damping
121

and including Axilrod-Teller-Muto (ATM)
124,125

type three-body dispersion to the total dispersion energy was generally applied. For a review on this

topic see ref. 31. Ro-vibrational corrections to obtain free energies were obtained from a modified rigid

rotor harmonic oscillator statistical treatment
510

(T = 50.0°C, 1 atm pressure) which is based on har-

monic frequencies calculated at the geometry optimization level (PBEh-3c(COSMO(CHCl3))) applying

a scaling factor of 0.95. To avoid errors in the harmonic approximation, frequencies with wave numbers

XII
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below 100 cm
−1

were treated partially as rigid rotors. Solvation effects were further considered by the

COSMO-RS
371,372,609

model, used as implemented in COSMOtherm (Version C3.0, release 16.01)
375

with

the 2016 parametrization for chloroform (parameter file: BP_TZVP_C30_1601.ctd; default Gsolv option).

The calculated solvation corrections were further corrected for the volume work of 1 bar to 1 M ideal

gas. The default BP86
658,659

/def-TZVP
244,754

level of theory was used for single point calculations on the

optimized geometries. Final gas phase single point energies were calculated at the PW6B95
370

level of

theory with the large polarized quadruple-ζ Gaussian AO basis set def2-QZVP (applying the default ef-

fective core potential for iodine)
241,242

and an m5 grid. Reaction path optimization was performed with

the Woelfling program
755

as implemented in TURBOMOLE 7.0.2 or applying the growing string method

(GSM) implementation of Zimmermann and co-workers
756,757

. Transition states were optimized at the

PBEh-3c(COSMO(CHCl3)) level and further verified by the existence of only one imaginary frequency

with iω > 30 cm
−1

.

Final Gibbs free energies were calculated as sum of the gas phase single point energy 𝐸, the dispersion

correction 𝐸𝐷3, the ro-vibrational correction𝐺𝑅𝑅𝐻𝑂 , and the solvation correction 𝛿𝐺𝑠𝑜𝑙𝑣,𝑐𝑜𝑟𝑟 (Eq. A5.1).

𝐺𝑡𝑜𝑡 = 𝐸 + 𝐸𝐷3 +𝐺𝑅𝑅𝐻𝑂 + 𝛿𝐺𝑠𝑜𝑙𝑣,𝑐𝑜𝑟𝑟 (A5.1)

pKA Value Prediction

pKa values were calculated at BP86/def-TZVP//BP86-D3(BJ)-ATM/def-TZVP level of theory using COS-

MOtherm (Version C3.0, release 17.01)
758

with the 2017 parametrization for acetonitrile (parameter file:

BP_TZVP_C30_1701.ctd; ACETONITRILE-ACID option LFER parameters) for T = 50°C.

N

Cl

iPr
N

Cl

iPr

H

H+

H+
HCl Cl−

pKA, calc = 5.16 pKA, calc = 9.92

Figure A5.1.: Predicted pKA values for selected compounds in acetonitrile.
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Tabulated (Free-)Energy Contributions

Table A5.1.: Absolute (free-)energy contributions to Gtot and the largest imaginary frequency (ImF in

cm
−1

) for all structures involved in the proposed reaction mechanism without additive. All

energy values in kcal mol
−1

. A = Me4N
+
; R = 2,6-F2-C6H3.

Structure ImF EPW6B95 ED3 GRRHO δGsolv δGsolv, corr Gtot

BR3 0 −826697.980 −16.441 106.692 −13.007 −10.902 −826618.632

AHBR3 0 −961811.279 −23.983 208.348 −30.214 −28.109 −961655.023

H2 0 −737.904 −0.018 −2.353 1.215 3.320 −736.955

ACl 0 −423768.400 −4.802 77.998 −30.322 −28.217 −423723.421

TSCl −104.9 −1251203.975 −25.732 208.932 −35.010 −32.905 −1251053.680

HCl 0 −289399.938 −0.086 −8.250 −1.387 0.718 −289407.556

ABr 0 −1750800.574 −4.905 76.931 −33.872 −31.767 −1750760.315

TSBr −83.1 −2578236.867 −26.178 208.217 −35.621 −33.516 −2578088.344

HBr 0 −1616428.244 −0.112 −9.518 −1.807 0.298 −1616437.577

AI 0 −321683.454 −5.172 76.310 −34.703 −32.598 −321644.914

TSI −74.5 −1149118.951 −27.132 209.169 −34.854 −32.749 −1148969.664

HI 0 −187307.805 −0.156 −10.621 −3.230 −1.125 −187319.708
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A6. Supporting Information to Chapter 7

Appendix A6 contains:

• General remarks

• Computational details

• Details on 1a/5a, 1j/5j and TSj

• Tabulated energy contributions

General Remarks

All experimental details and atomic Cartesian coordinates used or generated in this study can be ob-

tained free of charge from the Supplementary Material of the original publication:

Stepen, A. J.; Bursch, M.; Grimme, S.; Stephan, D. W.; Paradies, J. “Electrophilic Phosphonium Cation-

Mediated Phosphane Oxide Reduction Using Oxalyl Chloride and Hydrogen”, Angew. Chem. Int. Ed.
2018, 57, 15253–15256.

Computational Details

All quantum chemical calculations were performed with the TURBOMOLE 7.0.2
206,207

or TURBOMOLE

7.2
374

program package unless stated otherwise. Geometries were optimized using dispersion corrected

composite method PBEh-3c
69

applying the COSMO
373

solvation model for chloroform (ϵ = 4.71). The

numerical quadrature grid m4 was employed for the integration of the exchange-correlation contri-

butions and default convergence criteria for energies and gradients were applied as implemented in

TURBOMOLE. All structures were preoptimized applying GFN1-xTB
53

in combination with the GBSA

solvation model for CHCl3 as implemented in the xtb 5.8.1 program
759

. Minimum structures were ver-

ified as minima on the potential energy hyper surface by the absence of imaginary frequencies in the

harmonic frequency calculation. To identify the lowest energy conformers for the systems including

cyclohexyl substituents the confscript program applying the MF-MD-GC algorithm
61

for fully auto-

mated conformer ensemble generation was applied. The obtained GFN1-xTB conformers were further

optimized and validated at PBEh-3c(COSMO(CHCl3)) level of theory. All calculations were performed

applying the resolution-of-identity (RI) approximation for Coulomb integrals
243

with matching default

auxiliary basis sets
244

. The D3 dispersion correction scheme
59

applying Becke-Johnson (BJ) damp-

ing
121

and including Axilrod-Teller-Muto (ATM)
124,125

type three-body dispersion to the total disper-

sion energy was generally applied. For a review on this topic see ref. 31. Ro-vibrational corrections
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to obtain free energies were obtained from a modified rigid rotor harmonic oscillator statistical treat-

ment
510

(T = 130.0°C, 1 atm pressure) which is based on harmonic frequencies calculated at the geome-

try optimization level (PBEh-3c(COSMO(CHCl3))) applying a scaling factor of 0.95. To avoid errors in

the harmonic approximation, frequencies with wave numbers below 100 cm
−1

were treated partially as

rigid rotors. Solvation effects were further considered by the COSMO-RS
371,372,609

model, used as imple-

mented in COSMOtherm (Version C3.0, release 16.01)
375

with the 2016 parametrization for chloroform

(parameter file: BP_TZVP_C30_1601.ctd; default Gsolv option). The calculated solvation corrections

were further corrected for the volume work of 1 bar to 1 M ideal gas. The default BP86
658,659

/def-

TZVP
244,754

level of theory was used for single point calculations on the optimized geometries. Final

gas phase single point energies were calculated with the ORCA 4.0.0
208,209,286

program package at the

PWPB95
260

level of theory with the large polarized quadruple-ζ Gaussian AO basis set def2-QZVPP

and the GRID5 option as implemented in ORCA. For the PWPB95 calculations, the RIJK approximation

was applied with matching auxiliary basis sets (def2/JK 244
, def2-QZVPP/C 292

). Reaction path optimiza-

tion was performed with the Woelfling program
755

as implemented in TURBOMOLE 7.0.2 or applying

the growing string method (GSM) implementation of Zimmermann and co-workers
756,757

. Transition

states were optimized at the PBEh-3c(COSMO(CHCl3)) level and further verified by the existence of

only one imaginary frequency with iω > 30 cm
−1

.

Final Gibbs free energies were calculated as sum of the gas phase single point energy 𝐸, the dispersion

correction 𝐸𝐷3, the ro-vibrational correction𝐺𝑅𝑅𝐻𝑂 , and the solvation correction 𝛿𝐺𝑠𝑜𝑙𝑣,𝑐𝑜𝑟𝑟 (Eq. A6.1).

𝐺𝑡𝑜𝑡 = 𝐸 + 𝐸𝐷3 +𝐺𝑅𝑅𝐻𝑂 + 𝛿𝐺𝑠𝑜𝑙𝑣,𝑐𝑜𝑟𝑟 (A6.1)

Details on 1a/5a, 1j/5j and TSj

The transition state TSj (Figure 7.4b) has an asymmetric, non-linear O–H–H–P unit (angles / °: O–H–H

= 177.9, P–H–H = 151.1; distances / Å: O–H = 1.341, P–H = 1.936) with a significantly elongated H–H

bond distance of 0.914 Å. These distances are consistently longer compared to those observed in TSa
(R = Ph). Further the P-O distance in the encounter complex 1j/5j (Figure A6.1b) is significantly longer

than in the phenyl derivate. Both structural differences indicate an increased sterical crowding in the

cyclohexyl derivatives finally leading to an increased reaction barrier compared to TSa.
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Figure A6.1.: Molecular structures of the encounter complexes a) 1a/5a (R = Ph) and b) 1j/5j (R = Cy)

at the PBEh-3c(COSMO(CHCl3)) level of theory. Hydrogen atoms are omitted for clarity.

Tabulated (Free-)Energy Contributions

Table A6.1.: Absolute (free-)energy contributions to Gtot and the largest imaginary frequency (ImF in

cm
−1

) for all structures involved in the proposed reaction mechanisms. All energy values

in kcal mol
−1

. If no symmetry is given, the C1 point group was applied.

Structure ImF EPWPB95 ED3 GRRHO δGsolv δGsolv, corr Gtot

1a 0 −697466.865 −14.303 131.462 −14.835 −12.032 −697361.738

1a-H 0 −697705.025 −14.575 138.016 −41.697 −38.894 −697620.478

1a/5a 0 −1636394.214 −37.815 281.257 −45.429 −42.625 −1636193.397

2a 0 −650229.669 −13.687 129.365 −11.122 −8.318 −650122.309

2a-H 0 −650471.487 −13.881 136.071 −40.721 −37.917 −650387.214

5a-Cl 0 −1227849.222 −17.783 127.250 −14.476 −11.673 −1227751.428

5a 0 −938911.885 −15.593 129.442 −40.642 −37.838 −938835.874

6a 0 −939400.679 −15.663 133.968 −16.252 −13.449 −939295.822

TSa −577.3 −1637104.634 −35.690 289.276 −45.935 −43.131 −1636894.179

1j 0 −704270.442 −17.231 256.285 −14.330 −11.527 −704042.916

1j-H 0 −704511.835 −17.472 263.272 −43.163 −40.359 −704306.394

1j/5j 0 −1650008.110 −42.463 533.464 −44.285 −41.482 −1649558.591

2j 0 −657028.807 −16.391 254.415 −10.423 −7.620 −656798.402

2j-H 0 −657280.629 −16.739 261.426 −42.466 −39.663 −657075.604

5j-Cl 0 −1234657.259 −20.574 253.574 −13.460 −10.657 −1234434.916

5j 0 −945720.859 −18.578 254.976 −41.945 −39.141 −945523.602

6j 0 −946214.458 −18.530 259.783 −17.744 −14.941 −945988.146

TSj −399.8 −1650716.721 −41.659 541.621 −45.199 −42.396 −1650259.155

Cl
−

(Oh) 0 −288835.416 0.000 −13.361 −68.313 −65.509 −288914.286

(COCl)2 (C2h) 0 −719820.492 −1.760 −14.514 −1.294 1.509 −719835.258

CO (C6v) 0 −71108.919 −0.088 −13.915 2.701 5.504 −71117.418

CO2 (D6h) 0 −118348.068 −0.194 −11.136 2.024 4.828 −118354.570

H2 (D6h) 0 −734.279 −0.011 −4.497 3.647 6.451 −732.337

HCl (C6v) 0 −289174.998 −0.064 −11.921 1.274 4.077 −289182.906
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A7. Supporting Information to Chapter 8

Appendix A7 contains:

• General remarks

• Computational details

• Tabulated energy contributions

General Remarks

All experimental details and atomic Cartesian coordinates used or generated in this study can be ob-

tained free of charge from the Supplementary Material of the original publication:

Köring, L.; Sitte, N. A.; Bursch, M.; Grimme, S.; Paradies, J. “Hydrogenation of Secondary Amides Using

Phosphane Oxide and Frustrated Lewis Pair Catalysis”, Chem. Eur. J. 2021, 27, 14179–14183.

Computational Details

All visualizations of molecular structures were created with UCSF Chimera 1.10.2
760

. Quantum chem-

ical calculations were performed with the TURBOMOLE 7.3.1
206,285

and xtb 6.2.2
761

program packages

unless stated otherwise. Geometries were preoptimized with the GFN2-xTB
54

extended tight binding

method with applied GBSA
57

implicit solvation model for CHCl3. Final geometry optimizations were

conducted with PBEh-3c
69

applying the COSMO
373

solvation model for chloroform (ϵ = 4.71). The

numerical quadrature grid m4 was employed for the integration of the exchange-correlation contri-

butions and default convergence criteria for energies and gradients were applied as implemented in

TURBOMOLE. Minimum structures were verified as minima on the potential energy hyper surface by

the absence of imaginary frequencies (iω > 35 cm
−1

) in the harmonic vibrational frequency calculation.

If present imaginary frequencies below this threshold were inverted and included in the thermosta-

tistical correction. All geometry optimizations and single point calculations were performed applying

either the resolution-of-identity (RI) approximation for Coulomb integrals
243

(RIJ, optimizations) or

for Coulomb and exchange integrals (RIJK, single point calculations) with matching default auxiliary

basis sets
244

. The D3
59

(incorporated in the PBEh-3c composite method) and D4
115,116

London dis-

persion correction schemes with Becke-Johnson (BJ) damping
121

and including Axilrod-Teller-Muto

(ATM)
124,125

type three-body contributions to the total London dispersion energy were applied. For a

review on this topic see ref. 31. Ro-vibrational corrections to obtain free energies were obtained from

a modified rigid rotor harmonic oscillator statistical treatment
510

(T = 70.0°C, 1 atm pressure) based

on harmonic frequencies calculated at the geometry optimization level (PBEh-3c(COSMO(CHCl3)))
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applying a scaling factor of 0.95. To avoid errors in the harmonic approximation, frequencies with

wave numbers below 100 cm
−1

were treated partially as rigid rotors. Gas phase single point energies

were calculated at PW6B95-D4/def2-QZVP level applying the m5 numerical quadrature grid. Solva-

tion effects were further considered by the COSMO-RS
371,372,609

model, used as implemented in COS-

MOtherm (Version C3.0, release 16.01)
375

with the 2016 parametrization for chloroform (parameter

file: BP_TZVP_C30_1601.ctd; default Gsolv option). Calculated solvation corrections were further cor-

rected for the volume work of 1 bar to 1 M ideal gas. In this framework the default BP86
658,659

/def-

TZVP
244,754

level of theory was used for single point calculations on the optimized geometries. Re-

action path optimization was performed with the growing string method (GSM) implementation of

Zimmermann and co-workers
756,757

applying GFN2-xTB. Transition states were finally optimized at

the PBEh-3c(COSMO(CHCl3)) level and further verified by the existence of only one imaginary fre-

quency with iω > 30 cm
−1

.

Final Gibbs free energies were calculated as sum of the gas phase single point energy 𝐸, the dispersion

correction 𝐸𝐷4, the ro-vibrational correction𝐺𝑅𝑅𝐻𝑂 , and the solvation correction 𝛿𝐺𝑠𝑜𝑙𝑣,𝑐𝑜𝑟𝑟 (Eq. A7.1).

𝐺𝑡𝑜𝑡 = 𝐸 + 𝐸𝐷4 +𝐺𝑅𝑅𝐻𝑂 + 𝛿𝐺𝑠𝑜𝑙𝑣,𝑐𝑜𝑟𝑟 (A7.1)
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Tabulated (Free-)Energy Contributions

Table A7.1.: Absolute (free-)energy contributions to Gtot and the largest imaginary frequency (ImF in

cm
−1

) for all structures involved in the proposed reaction mechanisms. All energy values

in kcal mol
−1

. If no symmetry is given, the C1 point group was applied.

Structure ImF EPW6B95 ED4 GRRHO δGsolv, corr Gtot

1b 0 −326166.531 −13.925 104.242 −8.962 −326085.176

1e 0 −276740.036 −10.543 71.553 −8.301 −276687.327

2b 0 −567512.816 −14.605 94.614 −5.775 −567438.582

2e (Cs) 0 −518086.548 −11.155 61.882 −4.839 −518040.660

[2b-H]+
0 −567746.516 −14.310 102.918 −42.853 −567700.761

[2e-H]+
0 −518317.043 −10.915 70.507 −44.235 −518301.686

[2b-4e] 0 −1581302.985 −48.702 199.639 −16.694 −1581168.741

[2e-4e] 0 −1531877.551 −45.304 166.913 −15.876 −1531771.818

3a 0 −698554.474 −28.466 140.067 −16.169 −698459.042

EPC 0 −940151.469 −28.920 138.226 −41.440 −940083.603

4e 0 −1013789.090 −27.989 88.073 −10.136 −1013739.142

[Cl-4e]− 0 −1302893.263 −32.007 87.340 −47.235 −1302885.165

[H-4e]− 0 −1014223.171 −29.196 93.061 −44.795 −1014204.101

[5b-H]+
0 −279865.265 −13.872 125.665 −46.155 −279799.627

[5e-H]+
(Cs) 0 −230435.498 −9.979 93.216 −49.068 −230401.329

[6b-H]+
0 −279107.434 −12.592 110.532 −43.287 −279052.780

[6e-H]+
(Cs) 0 −229678.036 −9.214 77.975 −44.774 −229654.049

Cl
−

(Oh) 0 −289060.125 0.000 −11.098 −72.325 −289143.547

H2 (D6h) 0 −737.904 −0.037 −2.536 3.601 −736.876

HCl (C6v) 0 −289399.938 −0.123 −9.154 1.055 −289408.160

INT1b 0 −1266327.228 −50.799 259.257 −45.775 −1266164.545

INT2b 0 −1555463.600 −55.733 259.247 −34.972 −1555295.058

INT3b 0 −1266297.006 −50.846 259.410 −59.007 −1266147.450

INT4b 0 −976902.141 −48.570 253.566 −43.523 −976740.668

INT5b 0 −278330.139 −11.272 94.960 −41.701 −278288.152

INT6b 0 −568274.376 −15.498 109.062 −7.437 −568188.248

INT6e 0 −518848.387 −11.888 75.309 −6.972 −518791.939

INT7b 0 −279625.345 −13.756 115.747 −5.679 −279529.034

INT7e 0 −230199.377 −10.331 83.276 −4.811 −230131.244

TS1b −63.0 −1555448.026 −53.105 257.489 −41.648 −1555285.290

TS2b −544.5 −1266300.401 −50.243 256.227 −52.005 −1266146.423

TS3b −201.5 −976896.186 −46.637 251.678 −42.812 −976733.957

TS4b −276.7 −1582029.455 −51.596 209.196 −17.293 −1581889.148

TS4e −192.5 −1532606.062 −46.883 176.187 −16.305 −1532493.063

TS5b −512.3 −1582034.505 −54.210 213.057 −18.311 −1581893.969

TS5e −471.0 −1532609.838 −49.972 180.247 −18.386 −1532497.949

TS6 −96.2 −1303598.072 −30.651 94.513 −63.018 −1303597.228

TS7b −281.0 −1293403.448 −50.744 220.095 −18.081 −1293252.178

TS7e −263.5 −1243976.274 −46.361 187.405 −18.094 −1243853.324
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Appendix A8 contains:

• General remarks

• Computational details

• Tabulated energy contributions and model reactions

• Foster-Boys LMO analysis

• Energy decomposition analysis

• Dispersion analysis

General Remarks

All experimental details and atomic Cartesian coordinates used or generated in this study can be ob-

tained free of charge from the Supplementary Material of the original publication:

Teichmann, J.; Bursch, M.; Köstler, B.; Bolte, M.; Lerner, H.-W.; Grimme, S.; Wagner, M. “Trapping

Experiments on a Trichlorosilanide Anion: a Key Intermediate of Halogenosilane Chemistry”, Inorg.
Chem. 2017, 56, 8683–8688.

Computational Details

All visualizations of molecular structures were created with UCSF Chimera 1.10.2
760

. Quantum chem-

ical calculations were performed with the TURBOMOLE 7.0.2
206,207

program package unless stated

otherwise. Gas phase geometries were optimized with the hybrid functional PBE0. The large polarized

quadruple-ζ Gaussian AO basis set def2-QZVP
240

using a Stuttgart-Dresden ECP
241

for iodine and the

D3
31,59

London dispersion correction with Becke-Johnson (BJ)
121

damping were generally applied if not

stated else. The RI approximation
243

for Coulomb integrals with matching default auxiliary basis sets

was used to accelerate all energy calculations. The numerical quadrature grid m4 (m5 for single point

energies) was employed for the integration of the exchange-correlation contributions as implemented

in TURBOMOLE. TURBOMOLE default convergence criteria for energies and gradients were used. The

optimized structures were verified as minima on the potential energy hyper surface by the absence of

imaginary frequencies in the harmonic frequency calculation. Single point calculations
𝑎

were con-

ducted with the double hybrid exchange correlation functional B2PLYP
110

and the hybrid functional

𝑎
Further data calculated with the PW6B95 functional can be obtained from the Supporting Information of the original pub-

lication. These values are not discussed and are therefore omitted for the sake of brevity.
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B3LYP
607,608,665

. Ro-vibrational corrections to the free energies were obtained from a modified rigid

rotor harmonic oscillator statistical treatment
510

at a temperature of 298.15 K and 1 atm pressure based

on analytic harmonic frequencies calculated at geometry optimization level of theory.Frequencies with

wave numbers below 100 cm
−1

were treated partially as rigid rotors to avoid errors in the harmonic

approximation. Solvation effects were considered by the means of the COSMO-RS
371,372,609

model

as implemented in COSMOtherm (Version C3.0, release 16.01)
375

with the 2014 parametrization for

dichloromethane (parameter file: BP_TZVP_C30_1401.ctd; Gsolv=reference option). Single point calcu-

lations in this context were conducted at the default BP86
658,659

/def-TZVP
244,754

level of theory on op-

timized geometries. All solvation corrections were calculated for dichloromethane at a temperature of

298.15 K. Foster-Boys
511

localized molecular orbitals (LMO) and Wiberg bond indices (WBI) were calcu-

lated based on single point calculations excluding g-functions from the basis set (PBE0/def2-QZVP(-g)).

For the energy decomposition analysis, the augmented def2-QZVPD
762

basis set was applied.

Final Gibbs free energies were calculated as sum of the gas phase single point energy 𝐸, the dispersion

correction 𝐸𝐷3, the ro-vibrational correction 𝐺𝑅𝑅𝐻𝑂 , and the solvation correction 𝛿𝐺𝑠𝑜𝑙𝑣 (Eq. A8.1).

𝐺𝑡𝑜𝑡 = 𝐸 + 𝐸𝐷3 +𝐺𝑅𝑅𝐻𝑂 + 𝛿𝐺𝑠𝑜𝑙𝑣 (A8.1)

Relative Gibbs free energies are calculated according to Equation A8.2.

Δ𝐺𝑡𝑜𝑡 =
∑︁

𝐺𝑡𝑜𝑡,𝑝𝑟𝑜𝑑𝑢𝑐𝑡𝑠 −
∑︁

𝐺𝑡𝑜𝑡,𝑟𝑒𝑎𝑐𝑡𝑎𝑛𝑡𝑠 (A8.2)
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Tabulated (Free-)Energy Contributions and Model Reactions

Si1 B2

X4
X3

X5

X8

X7
X6

Figure A8.1.: Schematic atom numbering.

+ BI3

− BCl3

+ [SiI3]
−

− [SiCl3]
−

+ BCl3

− BI3

ΔG =
d(Si−B) =

[Cl3−BCl3]
−

ASi
0.0 kcal mol−1

2.019 Å

[Cl3−BI3]
−

BSi
−11.2 kcal mol−1

1.992 Å

[I3Si−BI3]
−

CSi
−1.1 kcal mol−1

2.011 Å

[I3Si−BCl3]
−

DSi
9.9 kcal mol−1

2.045 Å

Figure A8.2.: Calculated relative Gibbs free energies (B2PLYP-D3(BJ)/def2-QZVP+COSMO-

RS(CH2Cl2)//PBE0-D3(BJ)/def2-QZVP) and Si–B bond lengths (PBE0-D3/def2-QZVP)

of model compounds ASi to DSi. All energies in kcal mol
−1

are given relative to the

corresponding starting compound ASi in context of the given model reaction.

Table A8.1.: Absolute (free-)energy contributions to Gtot for the adducts ASi to DSi and its fragments.

All energy values in kcal mol
−1

. The def2-QZVP basis set was generally applied.

Structure EPBE0-D3(BJ) EB2PLYP ED3, B2PLYP EB3LYP ED3, B3LYP GRRHO δGsolv Gtot, B2PLYP Gtot, B3LYP

BCl3 −881764.770 −881744.306 −2.790 −881962.272 −5.548 −13.504 −0.025 −881760.624 −881981.351

BI3 −576102.461 −575589.780 −5.675 −576081.495 −9.720 −18.652 −5.950 −575620.057 −576115.815

[SiCl3 ]− −1047839.045 −1047817.086 −3.922 −1048079.298 −7.426 −17.057 −47.169 −1047885.235 −1048150.954

[SiI3 ]− −742202.683 −741688.166 −7.149 −742223.263 −12.026 −21.151 −46.414 −741762.880 −742302.849

ASi −1929651.435 −1929599.237 −11.063 −1930075.997 −21.258 −15.824 −42.888 −1929669.011 −1930155.965

BSi −1624005.705 −1623458.842 −16.307 −1624207.320 −29.314 −19.673 −44.784 −1623539.606 −1624301.084

CSi −1318357.060 −1317313.814 −21.873 −1318335.552 −37.745 −23.326 −48.189 −1317407.202 −1318444.816

DSi −1624002.925 −1623455.515 −15.592 −1624205.732 −28.185 −19.787 −45.894 −1623536.787 −1624299.597

+ [BI4]
−

− [BCl4]
−

[BCl3/BCl4]
− [BCl3/BI4]

−

+ BI3

− BCl3

[BI3/BI4]
−

+ [BCl4]
−

− [BI4]
−

[BI3/BCl4]
−

ΔG =
AB

0.0 kcal mol−1
BB

1.1 kcal mol−1
CB

−0.9 kcal mol−1
DB

non-existent at
PBE0-D3/def2-QZVP level

[BClI3]
− + BCl3

EB
−7.2 kcal mol−1

Figure A8.3.: Calculated relative Gibbs free energies (B2PLYP-D3(BJ)/def2-QZVP+COSMO-

RS(CH2Cl2)//PBE0-D3(BJ)/def2-QZVP) of model compounds AB to EB. All energies

in kcal mol
−1

are given relative to the corresponding starting compound AB in context

of the given model reaction.

XXIII



A8. Supporting Information to Chapter 9

Table A8.2.: Absolute (free-)energy contributions to Gtot for halide and borate exchange reactions. All

energy values in kcal mol
−1

. The def2-QZVP basis set was generally applied.

Structure EPBE0-D3(BJ) EB2PLYP-D3(BJ) GRRHO δGsolv Gtot

BCl2I −779876.819 −779696.012 −15.300 −2.037 −779713.349

BClI2 −677989.365 −677645.448 −17.024 −3.993 −677666.466

[SiCl2I]− −945960.549 −945779.502 −18.571 −46.415 −945844.488

[SiClI2]− −844081.656 −843737.481 −19.936 −46.224 −843803.641

[BCl4]− −1170553.867 −1170527.069 −14.588 −48.164 −1170589.820

[BI4]− −763019.482 −762340.727 −20.702 −48.852 −762410.281

AB −2052328.081 −2052277.802 −14.535 −42.772 −2052335.108

BB −1644791.114 −1644088.006 −20.613 −45.896 −1644154.516

CB −1339135.996 −1337942.905 −24.113 −48.891 −1338015.908

EB −1746673.938 −1746133.628 −19.635 −48.474 −1746201.737

Foster-Boys LMO Analysis

Table A8.3.: Foster-Boys localized molecular orbital (LMO) analysis of the Si–B bond at the PBE0-

D3(BJ)/def2-QZVP(-g) level of theory.

ASi ([Cl3Si–BCl3]−) BSi ([Cl3Si–BI3]−) CSi ([I3Si–BI3]−) DSi ([I3Si–BCl3]−)

Atom Si B Si B Si B Si B

Bondtype σ σ σ σ
Occupation 2.00 2.00 2.00 2.00

Energy (ϵ) −0.2931 −0.3167 −0.3872 −0.3057

Centers 1.66 1.76 1.49 1.44

WBI 0.76 0.79 0.69 0.63

Localization 0.63 0.45 0.56 0.50 0.75 0.34 0.76 0.34

%s 62.18 44.59 58.52 44.33 75.00 40.23 66.79 46.68

%p 36.09 55.03 38.75 55.56 23.80 61.31 32.18 54.99

%d 1.73 0.41 2.65 0.18 1.10 −1.42 1.03 −1.66
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Energy Decomposition Analysis

Table A8.4.: EDA energy contributions for [I3SiBI3]− in kcal mol
−1

. The Si–B distance is given in Å.

PBE0-D3(BJ)/def2-QZVPD

d(Si–B) EES EX EXR EOR ECI ED3 Eint.

1.4 −285.408 −274.889 1026.630 −343.039 −47.269 −10.098 65.927

1.6 −224.065 −202.558 713.947 −273.880 −38.912 −9.573 −35.041

1.8 −164.075 −146.923 491.232 −213.041 −31.797 −8.975 −73.579

2.0 −115.607 −104.908 334.504 −162.535 −25.773 −8.313 −82.632

2.011 −113.362 −102.975 327.553 −160.113 −25.476 −8.276 −82.650

2.2 −79.714 −73.806 225.682 −122.459 −20.702 −7.638 −78.636

2.4 −54.360 −51.247 151.104 −91.715 −16.465 −7.062 −69.744

2.6 −36.928 −35.192 100.559 −68.679 −12.951 −6.787 −59.977

2.8 −25.127 −23.960 66.617 −51.674 −10.059 −6.231 −50.433

3.0 −17.198 −16.215 43.980 −39.209 −7.698 −5.508 −41.849

3.2 −11.881 −10.938 28.957 −30.083 −5.789 −4.791 −34.525

3.4 −8.308 −7.375 19.022 −23.382 −4.263 −4.119 −28.424

3.6 −5.894 −4.983 12.467 −18.434 −3.059 −3.507 −23.410

3.8 −4.251 −3.383 8.148 −14.755 −2.126 −2.962 −19.328

4.0 −3.121 −2.313 5.308 −12.000 −1.417 −2.485 −16.028

4.2 −2.337 −1.595 3.444 −9.919 −0.895 −2.074 −13.375

4.4 −1.785 −1.110 2.224 −8.337 −0.522 −1.725 −11.254

4.6 −1.391 −0.780 1.428 −7.124 −0.266 −1.432 −9.566

4.8 −1.107 −0.552 0.910 −6.188 −0.102 −1.188 −8.227

B3LYP-D3(BJ)/def2-QZVPD

d(Si–B) EES EX EXR EOR ECI ED3 Eint.

1.4 −287.620 −254.649 1011.380 −344.823 −31.468 −20.984 71.836

1.6 −225.460 −187.353 703.667 −275.581 −25.189 −19.482 −29.398

1.8 −165.341 −135.712 484.719 −214.191 −20.027 −17.813 −68.365

2.0 −116.884 −96.770 330.658 −163.073 −15.833 −16.028 −77.930

2.011 −114.639 −94.979 323.823 −160.622 −15.631 −15.930 −77.978

2.2 −80.947 −67.947 223.613 −122.541 −12.452 −14.267 −74.540

2.4 −55.467 −47.008 150.144 −91.553 −9.742 −12.801 −66.427

2.6 −37.859 −32.060 100.236 −68.454 −7.578 −12.079 −57.794

2.8 −25.869 −21.558 66.618 −51.501 −5.857 −10.825 −48.991

3.0 −17.765 −14.287 44.117 −39.139 −4.493 −9.293 −40.860

3.2 −12.302 −9.319 29.126 −30.123 −3.417 −7.843 −33.878

3.4 −8.615 −5.968 19.174 −23.516 −2.574 −6.544 −28.043

3.6 −6.116 −3.736 12.584 −18.638 −1.919 −5.411 −23.236

3.8 −4.412 −2.269 8.229 −15.009 −1.413 −4.442 −19.316

4.0 −3.240 −1.320 5.359 −12.288 −1.028 −3.627 −16.144

4.2 −2.427 −0.717 3.473 −10.232 −0.739 −2.952 −13.594

4.4 −1.856 −0.342 2.237 −8.670 −0.526 −2.400 −11.557

4.6 −1.450 −0.117 1.432 −7.479 −0.370 −1.952 −9.937

4.8 −1.157 0.013 0.909 −6.569 −0.260 −1.591 −8.655
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Dispersion Analysis

a b

dc

B2 Cl3 Cl4 Cl5

Si1

Cl6

Cl7

Cl8

−0.41 −0.60 −0.60 −0.60

−0.24 −0.07 −0.28 −0.28

−0.28−0.07−0.28−0.24

−0.24 −0.28 −0.28 −0.07

B2 I3 I4 I5

Si1

Cl6

Cl7

Cl8

−0.41 −0.94 −0.94 −0.94

−0.24 −0.11 −0.49 −0.49

−0.49−0.11−0.49−0.24

−0.24 −0.49 −0.49 −0.11

B2 Cl3 Cl4 Cl5

Si1

I6

I7

I8

−0.41 −0.60 −0.60 −0.60

−0.35 −0.11 −0.46 −0.46

−0.46−0.11−0.46−0.35

−0.35 −0.46 −0.46 −0.11

B2 I3 I4 I5

Si1

I6

I7

I8

−0.41 −0.94 −0.94 −0.94

−0.24 −0.17 −0.82 −0.82

−0.82−0.17−0.82−0.24

−0.24 −0.82 −0.82 −0.17

ED3 / kcal mol−1 ≥ −0.1 ≥ −0.2 ≥ −0.3 ≥ −0.4 ≥ −0.5 ≥ −0.6 ≥ −0.7 ≥ −1.0

ASi     ED3,tot = −11.06     ED3, frag = −4.81

CSi     ED3,tot = −21.87     ED3, frag = −9.78

BSi     ED3,tot = −16.31     ED3, frag = −7.25

DSi     ED3,tot = −15.60     ED3, frag = −6.32

Figure A8.4.: Pair wise D3 interaction contributions at B2PLYP-D3(BJ)//PBE0-D3/def2-QZVP level of

theory to the total dispersion term of the minimum structures a) ASi, b) BSi, c) CSi, and

d) DSi are displayed in a cross-matrix of the two fragments [R3Si]
−

and BX3. A red color

indicates a large pair wise dispersion energy contribution a grey color a low contribution.

ED3,frag represents the sum of all cross-matrix entries while ED3,tot corresponds to the total

dispersion energy.
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A9. Supporting Information to Chapter 10

Appendix A9 contains:

• General remarks

• Computational details

• Details on structure comparisons

• Tabulated data

General Remarks

All experimental details, atomic Cartesian coordinates used or generated in this study, and further

supplementary data can be obtained free of charge from the Supplementary Material of the original

publication:

McCrea-Hendrick, M. L.; Bursch, M.; Gullett, K. L.; Maurer, L. R.; Fettinger, J. C.; Grimme, S.; Power,

P. P. “Counterintuitive Interligand Angles in the Diaryls E{C6H3-2,6-(C6H2-2,4,6-iPr3)2}2 (E = Ge, Sn, or

Pb) and Related Species: The Role of London Dispersion Forces”, Organometallics 2018, 37, 2075–2085.

Computational Details

All quantum chemical calculations except
207

Pb{
1
H} NMR gas phase chemical shift predictions and

sHF-3c
127,128

calculations were performed with the TURBOMOLE 7.2 program package
206,374

. Molec-

ular structures were optimized applying the hybrid DFT functional PBE0
213

in combination with the

polarized triple-ζ Gaussian AO basis set def2-TZVP
240

with no symmetry constraints starting from the

crystal structure cutout. Default ECPs
241,242

were applied for Sn and Pb as implemented in TURBO-

MOLE. Convergence criteria were set to 10
−6

Eh for energies and 10
−4

Eh for the maximum norm

of the Cartesian gradient. The numerical quadrature grid m4 grid was employed for the integra-

tion of the exchange-correlation as implemented in TURBOMOLE. The resolution-of-identity (RI) ap-

proximation
243

for Coulomb integrals with matching default auxiliary basis sets
244

was generally ap-

plied. The D3 dispersion correction scheme
59

applying Becke-Johnson (BJ) damping
121,122

and in-

cluding Axilrod-Teller-Muto (ATM)
124,125

type three-body dispersion to the total dispersion energy

was applied if not stated else. For a review on this topic see ref. 31. Final single point Energies

were calculated with the large quadruple-ζ basis set def2-QZVP at the PBE0/def2-QZVP//PBE0-D3(BJ)-

ATM/def2-TZVP level of theory.
207

Pb{
1
H} NMR gas phase chemical shifts were calculated at SO-ZORA-

PBE0/ZORA/TZ2P//PBE0-D3(BJ - ATM /def2-TZVP
210,211,559,561,562

applying gauge-including atomic or-

bitals (GIAO)
561,563,564

as implemented in the ADF2016
565

program package. The zeroth-order regular
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approximation (ZORA) optimized all electron triple-ζ Slater-type basis set ZORA/TZ2P
560

was used as

implemented in ADF2016. The SpinOrbit option was applied as well as a NumericalQuality verygood
criterion as implemented in ADF2016. No symmetry constraints were applied. PbMe4 was used as ref-

erence system. Crystal structures were fully optimized using a scaled minimal basis set Hartree-Fock

with semi-classical correction potentials (sHF-3c) as implemented in the CRYSTAL17
567,568

program

package. Default integral, SCF convergence, and geometry convergence thresholds are used, the space

group from the X-ray structure is maintained during the optimization procedure. The Brillouin zone

is sampled with a Gamma-centered grid of 2×1×2 k-points. The gas phase structures are treated in

identical settings without periodic boundary conditions. All molecular graphics and crystallographic

plots were created with UCSF Chimera
760

or Mercury
763,764

.

Structure Comparisons

The provided crystal structure molecular cutouts were optimized applying density functional theory at

PBE0-D3(BJ)-ATM/def2-TZVP and PBE0/def2-TZVP level of theory. In the second case any dispersion

corrections were switched off explicitly. Both calculated structures were compared with respect to

the X-ray molecular structure. The numbering of the atoms refers to their position in the Cartesian

coordinates input file.
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Tabulated Data

Table A9.1.: Structural deviations of the geometry optimized at the PBE0-D3(BJ)-ATM/def2-TZVP level

of theory from the crystallographically determined molecular structure. Angles in °, bond

lengths in Å. The RMSD in Å represents the heavy atom (all except H) best fit of the cal-

culated and the experimental structure.

Structure PBE0-D3(BJ)-ATM/def2-TZVP

Ge(Ar
Me6

)2 E-C2 E-C50 C2-E-C50 E-C2-C3 E-C2-C7 E-C50-C51 E-C50-C55

−0.009 −0.009 0.4 −1.1 0.7 −1.1 0.7

E-C2-C5 C3-C8-C11 C7-C17-C20 E-C50-C53 C51-C79-C82 C55-C56-C59 RMSD

−0.1 4.3 3.0 −0.1 4.3 3.0 0.575

Sn(Ar
Me6

)2 E-C2 E-C50 C2-E-C50 E-C2-C3 E-C2-C7 E-C50-C51 E-C50-C55

0.012 0.012 1.1 −1.7 0.8 −1.7 0.8

E-C2-C5 C3-C8-C11 C7-C17-C20 E-C50-C53 C51-C79-C82 C55-C56-C59 RMSD

−2.5 3.0 4.1 −2.5 3.0 4.1 0.625

Pb(Ar
Me6

)2 E-C2 E-C51 C2-E-C51 E-C2-C3 E-C2-C7 E-C51-C52 E-C51-C52

0.013 0.013 2.8 −2.7 2.3 −2.7 2.3

E-C2-C5 C3-C8-C11 C7-C17-C20 E-C51-C54 C52-C80-C83 C56-C57-C60 RMSD

−5.1 3.6 5.5 −5.1 3.6 5.5 0.75

Ge(Ar
iPr4

)2 E-C2 E-C69 C2-E-C69 E-C2-C3 E-C2-C10 E-C69-C70 E-C69-C77

0.007 0.000 −1.3 −0.2 0.7 −2.9 3.7

E-C2-C6 C3-C11-C15 C10-C40-C44 E-C69-C73 C70-C78-C82 C77-C107-C111 RMSD

0.3 1.7 −5.2 9.6 −1.9 −1.9 0.350

Sn(Ar
iPr4

)2 E-C2 E-C69 C2-E-C69 E-C2-C3 E-C2-C10 E-C69-C70 E-C69-C77

0.020 0.020 2.4 −0.2 −0.1 −0.2 −0.1

E-C2-C6 C3-C11-C15 C10-C40-C44 E-C69-C73 C70-C78-C82 C77-C107-C111 RMSD

−1.4 0.1 −4.6 −1.4 0.1 −4.6 0.307

Pb(Ar
iPr4

)2 E-C2 E-C69 C2-E-C69 E-C2-C3 E-C2-C10 E-C69-C70 E-C69-C77

−0.004 0.011 −0.8 0.5 0.8 −3.7 0.6

E-C2-C6 C3-C11-C15 C10-C40-C44 E-C69-C73 C70-C78-C82 C77-C107-C111 RMSD

0.7 0.1 0.6 −1.4 −0.3 3.4 0.146

Ge(Ar
iPr6

)2 E-C2 E-C87 C2-E-C87 E-C2-C3 E-C2-C10 E-C87-C88 E-C87-C95

0.009 0.005 −1.6 −1.3 0.5 0.8 −1.5

E-C2-C6 C3-C11-C15 C10-C49-C53 C10-C49-C53 C10-C49-C53 C95-C134-C138 RMSD

0.9 −0.4 0.1 1.2 1.1 −1.2 0.197

Sn(Ar
iPr6

)2 E-C2 E-C87 C2-E-C87 E-C2-C3 E-C2-C10 E-C87-C88 E-C87-C95

−0.016 −0.021 −0.1 3.7 −4.8 −4.6 2.9

E-C2-C6 C3-C49-C53 C10-C11-C15 E-C87-C91 C88-C124-C128 C95-C96-C100 RMSD

5.9 2.8 −2.7 3.3 −3.0 2.4 0.470

Pb(Ar
iPr6

)2 E-C2 E-C87 C2-E-C87 E-C2-C3 E-C2-C10 E-C71-C72 E-C71-C79

−0.006 −0.001 −0.6 0.0 0.0 −3.1 2.6

E-C2-C6 C3-C11-C15 C10-C43-C47 E-C71-C75 C72-C80-C84 C79-C118-C122 RMSD

−1.8 −2.7 4.7 4.2 −0.9 0.4 0.307
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Table A9.2.: Structural deviations of the geometry optimized at the PBE0/def2-TZVP level of theory

from the crystallographically determined molecular structure. Angles in °, bond lengths in

Å. The RMSD in Å represents the heavy atom (all except H) best fit of the calculated and

the experimental structure.

Structure PBE0/def2-TZVP

Ge(Ar
Me6

)2 E-C2 E-C50 C2-E-C50 E-C2-C3 E-C2-C7 E-C50-C51 E-C50-C55

0.000 0.000 2.2 −2.7 2.5 −2.6 2.4

E-C2-C5 C3-C8-C11 C7-C17-C20 E-C50-C53 C51-C79-C82 C55-C56-C59 RMSD

−0.8 2.5 4.5 −0.8 2.5 4.6 0.683

Sn(Ar
Me6

)2 E-C2 E-C50 C2-E-C50 E-C2-C3 E-C2-C7 E-C50-C51 E-C50-C55

0.025 0.025 2.2 −2.9 2.4 −2.9 2.4

E-C2-C5 C3-C8-C11 C7-C17-C20 E-C50-C53 C51-C79-C82 C55-C56-C59 RMSD

−2.4 1.6 5.4 −2.4 1.6 5.4 0.698

Pb(Ar
Me6

)2 E-C2 E-C51 C2-E-C51 E-C2-C3 E-C2-C7 E-C51-C52 E-C51-C52

0.031 0.031 2.8 −6.2 3.6 −3.2 3.6

E-C2-C5 C3-C8-C11 C7-C17-C20 E-C51-C54 C52-C80-C83 C56-C57-C60 RMSD

−3.7 3.3 6.0 −3.7 3.3 6.0 0.786

Ge(Ar
iPr4

)2 E-C2 E-C69 C2-E-C69 E-C2-C3 E-C2-C10 E-C69-C70 E-C69-C77

0.024 0.010 0 −4.6 7.3 −6.0 6.1

E-C2-C6 C3-C11-C15 C10-C40-C44 E-C69-C73 C70-C78-C82 C77-C107-C111 RMSD

−1.7 3.9 −7.0 15.0 0.2 −0.4 0.487

Sn(Ar
iPr4

)2 E-C2 E-C69 C2-E-C69 E-C2-C3 E-C2-C10 E-C69-C70 E-C69-C77

0.032 0.032 4.0 1.7 −1.5 1.7 −1.5

E-C2-C6 C3-C11-C15 C10-C40-C44 E-C69-C73 C70-C78-C82 C77-C107-C111 RMSD

−1.5 0.7 −5.1 −1.5 0.7 −5.1 0.337

Pb(Ar
iPr4

)2 E-C2 E-C69 C2-E-C69 E-C2-C3 E-C2-C10 E-C69-C70 E-C69-C77

0.025 0.035 1.6 1.9 −0.4 −2.5 −0.2

E-C2-C6 C3-C11-C15 C10-C40-C44 E-C69-C73 C70-C78-C82 C77-C107-C111 RMSD

−0.7 0.5 0.7 −1.6 −0.2 3.2 0.198

Ge(Ar
iPr6

)2 E-C2 E-C87 C2-E-C87 E-C2-C3 E-C2-C10 E-C87-C88 E-C87-C95

0.018 0.015 0.2 −0.3 −0.2 0.1 −0.5

E-C2-C6 C3-C11-C15 C10-C49-C53 C10-C49-C53 C10-C49-C53 C95-C134-C138 RMSD

0.1 0.5 −1.5 0.4 −0.5 −0.3 0.234

Sn(Ar
iPr6

)2 E-C2 E-C87 C2-E-C87 E-C2-C3 E-C2-C10 E-C87-C88 E-C87-C95

−0.001 0.017 6.0 1.2 −2.4 −1.2 0.9

E-C2-C6 C3-C49-C53 C10-C11-C15 E-C87-C91 C88-C124-C128 C95-C96-C100 RMSD

3.3 1.9 −4.5 1.3 0.2 5.4 0.689

Pb(Ar
iPr6

)2 E-C2 E-C87 C2-E-C87 E-C2-C3 E-C2-C10 E-C71-C72 E-C71-C79

0.033 0.015 9.3 −1.4 1.3 −1.5 0.8

E-C2-C6 C3-C11-C15 C10-C43-C47 E-C71-C75 C72-C80-C84 C79-C118-C122 RMSD

1.4 −0.3 4.8 2.2 −4.2 1.4 0.828
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Appendix A10 contains:

• General remarks

• Computational details

• Molecular dynamics averaged UV/VIS spectra of all generated structures

• Tabulated data

General Remarks

All experimental details and atomic Cartesian coordinates used or generated in this study can be ob-

tained free of charge from the Supplementary Material of the original publication:

Queen, J. D.; Bursch, M.; Seibert, J.; Maurer, L. R.; Ellis, B. D.; Fettinger, J. C.; Grimme, S.; Power, P. P.

“Isolation and Computational Studies of a Series of Terphenyl Substituted Diplumbynes with Ligand

Dependent Lead–Lead Multiple-Bonding Character”, J. Am. Chem. Soc. 2019, 141, 14370–14383.

Computational Details

All visualizations of structures, MOs and NBOs were created with UCSF Chimera 1.10.2
760

. Quan-

tum mechanical calculations were performed with the TURBOMOLE 7.0.2
206,207

, ORCA 4.1
208,286,603

and xtb 6.1.0
604

program packages unless otherwise stated. Geometries were preoptimized with the

GFN2-xTB
54

extended tight binding method and finally optimized using the TPSS
606

meta-GGA func-

tional in combination with the triple-ζ def2-TZVP
240

basis set. The numerical quadrature grid m4

grid was employed for the integration of the exchange-correlation contributions and default conver-

gence criteria for energies and gradients were applied as implemented in TURBOMOLE. The default

Stuttgart-Dresden effective core potential ECP-46
241,242

was applied for all Pb atoms. Structures were

verified as minima on the potential energy hyper surface by the absence of imaginary frequencies (iω

> 30 cm
−1

) in the harmonic frequency calculation. Imaginary frequencies below this threshold were

inverted and included in the thermostatistical correction calculation. All geometry optimizations and

single point energy calculations were performed applying the resolution-of-identity (RI) approxima-

tion for Coulomb integrals
243

with matching default auxiliary basis sets
244

. The D3
59

and D4
115,116

dis-

persion correction schemes applying Becke-Johnson (BJ) damping
121,122

and including Axilrod-Teller-

Muto (ATM)
124,125

type three-body dispersion to the total dispersion energy was applied (D3(BJ)-ATM

generally applied for geometry optimizations). For a review on this topic see ref. 31. Ro-vibrational
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corrections were obtained from a modified rigid rotor harmonic oscillator statistical treatment
510

(T =

25.0°C, 1 atm pressure) based on harmonic frequencies calculated at the geometry optimization level

(TPSS-D3(BJ)-ATM/def2-TZVP). To avoid errors in the harmonic approximation, frequencies with wave

numbers below 100 cm
−1

were treated partially as rigid rotors. NBO analyses were carried out with

the NBO6
605

program package implementation in ORCA 4.1 at the geometry optimization level of the-

ory. Final gas phase single point energies were calculated with the PBE0
213

and B3LYP
607,608,665

hybrid

functionals with the polarized quadruple-ζ Gaussian AO basis set def2-TZVPP and the m5 grid. Solva-

tion effects were further considered by the COSMO-RS
371,372,609

model, used as implemented in COS-

MOtherm (Version C3.0, release 16.01)
375

with the 2016 parametrization for toluene (parameter file:

BP_TZVP_C30_1601.ctd; default Gsolv option). Calculated solvation corrections were further corrected

for the volume work of 1 bar to 1 M ideal gas. The default BP86
658,659

/def-TZVP
244,754

level of theory

was used for single point calculations on the optimized geometries.

Final Gibbs free energies were calculated as sum of the gas phase single point energy 𝐸, the dis-

persion correction 𝐸𝑑𝑖𝑠𝑝 , the ro-vibrational correction 𝐺𝑅𝑅𝐻𝑂 , and the solvation correction 𝛿𝐺𝑠𝑜𝑙𝑣,𝑐𝑜𝑟𝑟

(Eq. A10.1).

𝐺𝑡𝑜𝑡 = 𝐸 + 𝐸𝑑𝑖𝑠𝑝 +𝐺𝑅𝑅𝐻𝑂 + 𝛿𝐺𝑠𝑜𝑙𝑣,𝑐𝑜𝑟𝑟 (A10.1)

UV/VIS spectra were calculated applying simplified Tamm-Dancoff approximated
611,612

time-dependent

density functional theory (sTD-DFT) (ORCA 4.1). For the sTD-DFT calculations the BHLYP
95

hy-

brid functional was applied with the def2-TZVP basis set. The RIJCOSX
650

approximation (GridX6)

was applied to accelerate the sTD-DFT calculations. All UV/VIS spectra were calculated applying the

conductor-like polarizable continuum solvation model
643

(CPCM) for n-hexane. To obtain averaged

UV/VIS spectra molecular dynamics (MD) simulations at GFN2-xTB(GBSA(toluene)) level were carried

out starting from the corresponding DFT structures. The simulations were carried out for 1000 ps with

preceding equilibration for 100 ps. A time step of 1 fs was used and the SHAKE
765,766

algorithm was

applied, constraining all hydrogen containing bonds. From the resulting trajectory 200 snapshots were

taken equidistantly and used as structural input for sTDA-xTB calculations. A standard threshold of

7 eV was applied for the sTDA part. The MD averaged absorption spectrum results from a mean over

all individual spectra of the snapshots.
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Figure A10.1.: Molecular dynamics averaged UV/VIS spectra of all generated structures at sTD-

BHLYP(CPCM(n-hexane) level.

Tabulated Data

Table A10.1.: Structure scan data for the model system Ph-Pb-Pb-Ph.

θ(C–Pb–Pb–C)

/ °

φ(C–Pb–Pb)

/ °

ETPSS

/ kcal mol
−1

d(Pb–Pb)

/ Å

Σ𝐸 (2)

/ kcal mol
−1

NPA/NLMO

BO

Eexc(H→L+1)

/ eV

100 100 −849.207 3.086 0.00 1.04 1.92

100 105 −849.205 3.072 1.23 1.07 1.87

100 110 −849.203 3.046 2.14 1.10 1.82

100 115 −849.201 3.011 3.66 1.15 1.77

100 120 −849.198 2.972 5.99 1.21 1.72

100 125 −849.196 2.938 9.09 1.26 1.69

100 130 −849.193 2.912 12.52 1.32 1.75

100 90 −849.210 3.062 0.00 1.02 1.99

100 95 −849.205 3.072 1.23 1.07 1.87

110 100 −849.206 3.100 0.00 1.04 2.02

110 105 −849.204 3.077 1.25 1.07 1.97

110 110 −849.202 3.043 2.41 1.11 1.92

110 115 −849.200 2.997 4.54 1.17 1.87

110 120 −849.198 2.949 7.92 1.24 1.83

110 125 −849.196 2.910 12.28 1.30 1.79

110 130 −849.193 2.883 16.73 1.36 1.75

110 90 −849.210 3.070 0.00 1.03 2.10

110 95 −849.204 3.077 1.25 1.07 1.97

120 100 −849.205 3.114 0.00 1.03 2.09

120 105 −849.204 3.090 1.14 1.06 2.06
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Table A10.1.: Continued.

θ(C–Pb–Pb–C)

/ °

φ(C–Pb–Pb)

/ °

ETPSS

/ kcal mol
−1

d(Pb–Pb)

/ Å

Σ𝐸 (2)

/ kcal mol
−1

NPA/NLMO

BO

Eexc(H→L+1)

/ eV

120 110 −849.201 3.044 2.59 1.11 2.01

120 115 −849.199 2.984 5.60 1.18 1.97

120 120 −849.197 2.923 10.73 1.27 1.95

120 125 −849.195 2.881 16.79 1.35 1.92

120 130 −849.193 2.856 22.17 1.41 1.88

120 90 −849.209 3.081 0.00 1.03 2.21

120 95 −849.204 3.090 1.14 1.06 2.06

130 100 −849.205 3.126 0.00 1.02 2.18

130 105 −849.203 3.107 0.00 1.05 2.13

130 110 −849.200 3.052 2.59 1.10 2.09

130 115 −849.198 2.968 7.16 1.20 2.07

130 120 −849.196 2.893 15.22 1.32 2.07

130 125 −849.195 2.852 23.01 1.40 2.06

130 130 −849.193 2.831 28.90 1.46 2.02

130 90 −849.208 3.097 0.00 1.02 2.30

130 95 −849.203 3.107 0.00 1.05 2.13

140 100 −849.204 3.141 0.00 1.02 2.25

140 105 −849.202 3.128 0.00 1.03 2.19

140 110 −849.199 3.074 2.23 1.09 2.15

140 115 −849.196 2.944 9.89 1.24 2.15

140 120 −849.195 2.859 22.44 1.38 2.22

140 125 −849.195 2.825 31.26 1.46 2.21

140 130 −849.193 2.808 36.72 1.50 2.16

140 90 −849.207 3.116 0.00 1.02 2.36

140 95 −849.202 3.128 0.00 1.03 2.19

150 100 −849.204 3.158 0.00 1.01 2.31

150 105 −849.201 3.152 0.00 1.02 2.24

150 110 −849.197 3.115 1.38 1.06 2.19

150 115 −849.194 2.895 17.13 1.31 2.31

150 120 −849.194 2.824 33.31 1.45 2.37

150 125 −849.194 2.800 41.05 1.51 2.36

150 130 −849.193 2.790 44.99 1.55 2.31

150 90 −849.206 3.137 0.00 1.01 2.41

150 95 −849.201 3.152 0.00 1.02 2.24

160 100 −849.203 3.172 0.00 1.00 2.35

160 105 −849.200 3.176 0.00 1.01 2.28

160 110 −849.195 3.168 0.00 1.03 1.92

160 115 −849.193 2.829 34.79 1.43 2.50

160 120 −849.193 2.795 46.41 1.51 2.53

160 125 −849.193 2.781 51.01 1.55 2.52

160 130 −849.193 2.776 52.67 1.58 2.46

160 90 −849.205 3.158 0.00 1.00 2.43

160 95 −849.200 3.176 0.00 1.01 2.28

170 100 −849.203 3.183 0.00 1.00 2.37

XXXIV



Table A10.1.: Continued.

θ(C–Pb–Pb–C)

/ °

φ(C–Pb–Pb)

/ °

ETPSS

/ kcal mol
−1

d(Pb–Pb)

/ Å

Σ𝐸 (2)

/ kcal mol
−1

NPA/NLMO

BO

Eexc(H→L+1)

/ eV

170 105 −849.199 3.194 0.00 1.00 2.30

170 110 −849.194 3.210 0.00 1.00 2.21

170 115 −849.191 2.789 53.97 1.52 2.21

170 120 −849.193 2.775 58.01 1.56 2.68

170 125 −849.193 2.769 58.90 1.59 2.68

170 130 −849.193 2.767 58.33 1.60 2.62

170 90 −849.204 3.175 0.00 1.00 2.44

170 95 −849.199 3.194 0.00 1.00 2.30

180 100 −849.203 3.186 0.00 1.00 2.38

180 105 −849.199 3.202 0.00 1.00 2.30

180 110 −849.188 2.783 63.17 1.52 2.68

180 115 −849.191 2.774 63.58 1.55 2.73

180 120 −849.192 2.768 63.20 1.58 2.76

180 125 −849.193 2.765 62.12 1.60 2.79

180 130 −849.193 2.765 60.47 1.61 2.76

180 90 −849.203 3.185 0.00 1.00 2.43

180 95 −849.199 3.202 0.00 1.00 2.30

90 90 −849.211 3.057 0.00 1.03 1.88

90 100 −849.207 3.081 0.00 1.05 1.82

90 105 −849.206 3.071 1.12 1.07 1.78

90 110 −849.203 3.051 1.83 1.10 1.74

90 115 −849.201 3.025 2.94 1.13 1.74

90 120 −849.198 2.994 4.56 1.18 1.75

90 125 −849.195 2.966 6.69 1.23 1.78

90 130 −849.192 2.942 9.23 1.27 1.83

90 95 −849.206 3.071 1.12 1.07 1.78
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A10. Supporting Information to Chapter 11

Table A10.2.: Absolute contributions to 𝐺𝑡𝑜𝑡 . All calculations were conducted applying the C1 point

group. ”frag“ denotes the PbR fragment in the doublet ground state. ETPSS in a.u., all

other values in kcal mol
−1

.

Struc. ETPSS EPBE0 ED3(PBE0) ED4(PBE0) EB3LYP ED3(B3LYP) ED4(B3LYP) GRRHO δGsolv

1 −3190.237 −1999307.18 −179.39 −179.66 −2000226.32 −320.25 −307.07 864.84 −32.93

1frag −1595.083 −999645.99 −75.51 −76.43 −1000111.43 −138.44 −134.09 421.47 −19.09

5 −3662.300 −2295071.51 −216.18 −216.17 −2296138.08 −384.29 −368.14 1063.90 −37.32

5frag −1831.117 −1147531.36 −93.84 −94.78 −1148070.76 −170.41 −164.82 520.80 −21.47

6 −3662.183 −2294980.66 −228.36 −228.35 −2296034.13 −406.80 −389.96 1069.93 −34.73

6frag −1831.053 −1147484.63 −98.11 −99.12 −1148017.44 −178.92 −173.24 524.62 −20.71

7 −2718.170 −1703530.90 −148.39 −149.16 −1704297.96 −266.86 −256.46 668.23 −28.58

7frag −1359.049 −851755.65 −62.57 −63.64 −852144.14 −115.18 −111.97 323.55 −15.84

8 −3535.759 −2216157.95 −169.41 −169.85 −2217108.91 −304.11 −291.41 781.29 −30.26

8frag −1767.843 −1108069.11 −72.62 −73.52 −1108549.81 −133.14 −128.79 380.06 −17.57

1* −3190.236 −1999306.20 −177.07 −177.47 −2000223.50 −318.10 −305.03 864.95 −32.89

5* −3662.289 −2295064.73 −216.54 −216.76 −2296129.81 −385.02 −369.01 1066.59 −37.16

6* −3662.161 −2294971.43 −223.97 −223.56 −2296026.91 −399.88 −382.73 1069.44 −35.63

7* −2718.165 −1703524.79 −147.64 −148.66 −1704288.79 −266.99 −256.67 667.44 −28.17

8* −3535.753 −2216151.70 −168.09 −168.79 −2217099.83 −303.50 −290.92 781.89 −29.67
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Δ𝐸𝑑𝑖𝑠𝑝 = 𝐸𝑑𝑖𝑠𝑝,𝑐𝑜𝑚𝑝𝑙𝑒𝑥 − (𝐸𝑑𝑖𝑠𝑝,𝑓 𝑟𝑎𝑔𝑚𝑒𝑛𝑡1 + 𝐸𝑑𝑖𝑠𝑝,𝑓 𝑟𝑎𝑔𝑚𝑒𝑛𝑡2) (A10.2)

Table A10.3.: ∆Edisp and absolute dispersion corrections for the full complex and its unrelaxed frag-

ments in kcal mol
−1

.

PBE0 B3LYP

D3(BJ)-ATM D4 D3(BJ)-ATM D4

1 Edisp,complex −179.39 −179.66 −320.25 −307.07

Edisp,fragment 1 −74.22 −74.86 −136.00 −131.34

Edisp,fragment 2 −74.22 −74.87 −136.01 −131.35

∆Edisp −30.94 −29.93 −48.24 −44.39

5 Edisp,complex −216.18 −216.17 −384.29 −368.14

Edisp,fragment 1 −93.77 −94.43 −170.25 −164.17

Edisp,fragment 2 −93.61 −94.29 −169.94 −163.91

∆Edisp −28.79 −27.45 −44.10 −40.07

6 Edisp,complex −228.36 −228.35 −406.80 −389.96

Edisp,fragment 1 −97.19 −98.11 −177.19 −171.42

Edisp,fragment 2 −98.07 −98.56 −178.64 −172.10

∆Edisp −33.10 −31.69 −50.97 −46.44

7 Edisp,complex −148.39 −149.16 −266.86 −256.46

Edisp,fragment 1 −61.73 −62.49 −113.44 −109.86

Edisp,fragment 2 −61.73 −62.50 −113.44 −109.86

∆Edisp −24.94 −24.17 −39.97 −36.74

8 Edisp,complex −169.41 −169.85 −304.11 −291.41

Edisp,fragment 1 −72.18 −72.76 −132.02 −127.26

Edisp,fragment 2 −72.19 −72.78 −132.05 −127.28

∆Edisp −25.04 −24.31 −40.04 −36.87

1* Edisp,complex −177.07 −177.07 −318.10 −305.03

Edisp,fragment 1 −75.13 −75.86 −138.03 −133.29

Edisp,fragment 2 −75.17 −75.89 −138.09 −133.33

∆Edisp −26.76 −25.32 −41.99 −38.41

5* Edisp,complex −216.54 −216.76 −385.02 −369.01

Edisp,fragment 1 −93.87 −94.56 −170.25 −164.24

Edisp,fragment 2 −93.58 −94.42 −169.98 −164.22

∆Edisp −29.09 −27.78 −44.79 −40.54

6* Edisp,complex −223.97 −223.56 −399.88 −382.73

Edisp,fragment 1 −97.64 −98.12 −178.02 −171.51

Edisp,fragment 2 −97.64 −98.12 −178.03 −171.51

∆Edisp −28.69 −27.32 −43.83 −39.72

7* Edisp,complex −147.64 −148.66 −266.99 −256.67

Edisp,fragment 1 −63.25 −64.24 −116.57 −113.09

Edisp,fragment 2 −63.24 −64.23 −116.55 −113.07

∆Edisp −21.15 −20.19 −33.87 −30.52

8* Edisp,complex −168.09 −168.79 −303.50 −290.92

Edisp,fragment 1 −73.41 −74.22 −134.76 −130.11

Edisp,fragment 2 −73.38 −74.19 −134.70 −130.05

∆Edisp −21.29 −20.38 −34.05 −30.76
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A11. Supporting Information to Chapter 12

Appendix A11 contains:

• General remarks

• Applied dielectric constants and refractive indices

• Overview of program specific calculation settings

• Specification of statistical measures

• Composition of the SiS146 benchmark set

General Remarks and Technical Specifications

All raw data and atomic Cartesian coordinates used or generated in this study can be obtained free of

charge from the Supplementary Material of the original publication:

Bursch, M.; Gasevic, T.; Stückrath, J. B.; Grimme, S. “Comprehensive Benchmark Study on the Calcula-

tion of
29

Si NMR Chemical Shifts”, Inorg. Chem. 2021, 60, 272–285.

Chemical shifts were calculated according to equation A11.1 with𝜎 (29𝑆𝑖𝑇𝑀𝑆 ) being the
29

Si NMR shield-

ing constant for TMS calculated on the structure reoptimized in the respective solvent.

𝛿 (29𝑆𝑖) = 𝜎 (29𝑆𝑖𝑇𝑀𝑆 ) − 𝜎 (29𝑆𝑖) (A11.1)

Table A11.1.: Dielectric constants 𝜖 and refractive indices 𝑛 of the used solvents.

Solvent 𝜖 𝑛

Acetonitrile 37.50 1.3442

Benzene 2.28 1.5011

Bromobenzene 5.40 1.5597

Chlorobenzene 5.62 1.5241

Chloroform 4.81 1.4459

Cyclohexane 2.02 1.4266

Dichloromethane 8.93 1.4242

Tetrahydrofuran 7.58 1.4070

Toluene 2.38 1.4961
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Table A11.2.: Overview of program specific calculation settings.

Program Task Grid RI Auxbasis Solvation Miscellaneous

ORCA Geo.-Opt. Grid4 RIJ def2/J CPCM

ORCA Frequencies Grid4 RIJ def2/J CPCM NumFreq

ORCA NMR Grid5, RIJCOSX def2/J
a

CPCM NOSOSCF

(ECP) NoFinalGrid,

GridX6,

NoFinalGridX

ORCA NMR Grid7, RIJCOSX SARC/J CPCM NOSOSCF

(ZORA) NoFinalGrid,

InatAcc 10,

GridX6,

NoFinalGridX

ADF NMR NumericalQuality good default default COSMO, nosym

surf Esurf,

solv Rad=1.3,

div ndiv=5

a
def2-TZVP/C applied for the correlation part in double-hybrid calculations.

Statistical Measures

The following statistical measures have been used for the evaluation of the chemical shift data of the

benchmark studies with 𝑛 data points. 𝛿𝑥 denotes the calculated and 𝛿𝑟 the reference, i.e. the experi-

mental value.

Mean deviation (MD):

𝑀𝐷 =
1

𝑛

𝑛∑︁
𝑖

(𝛿𝑥𝑖 − 𝛿𝑟𝑖 ) (A11.2)

Mean absolute deviation (MAD):

𝑀𝐴𝐷 =
1

𝑛

𝑛∑︁
𝑖

(
��𝛿𝑥𝑖 − 𝛿𝑟𝑖 ��) (A11.3)

Determination coefficient (𝑅2
):

𝑅2 = 1 −

𝑛∑
𝑖

(𝛿𝑥𝑖 − 𝛿𝑟𝑖 )2

𝑛∑
𝑖

(𝛿𝑥𝑖 − 𝛿𝑥 )2

(A11.4)
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A11. Supporting Information to Chapter 12

Benchmark Set Composition

Table A11.3.: All compound structures (with numbers #C) with the considered
29

Si nuclei (with numbers

#N) of the SiS146 benchmark set as well as their respective solvent in the NMR measure-

ment, experimental
29

Si NMR chemical shifts 𝛿exp and references (THF = tetrahydrofuran,

DCM = dichloromethane). Compounds 1 – 55 belong to the SiS-L, 56 – 100 to the SiS-H
subset SiS-H.

#C Compound Solvent #N Nucleus 𝛿exp / ppm Ref.

1 Si

Tbt

Tbt = 2,4,6-[CH(SiMe3)2]3-C6H2

cyclohexane 1 Si 92.5 767

2
Si

Tbt

Tbt = 2,4,6-[CH(SiMe3)2]3-C6H2

benzene 2 Si 91.7 768

3 Si

Tbt

Tbt = 2,4,6-[CH(SiMe3)2]3-C6H2

benzene 3 Si 87.2 769

4
Si Si

Bbt Bbt

Bbt = 2,6-[CH(SiMe3)2]2-4-[C(SiMe3)3]-C6H2

benzene 4 Si 57.1 770

5

Si

Si

Si Sia

Sib

Sic

Tip

Tip

Tip

Tip

Tip

Tip

Tip = 2,4,6-iPr3-C6H2

benzene

5

6

7

Si
a

Si
b

Si
c

124.6

−84.8

−89.3

771

6
1 Si

tBu

Ph Ph

PhPh

-

THF 8 Si 26.12 772

7 Me2Si

Me2Si
Sif

SieMe2

SidMe2

Sia

tBu OSibMe3

Me3Si SicMe3

benzene

9

10

11

12

13

14

Si
a

Si
b

Si
c

Si
d

Si
e

Si
f

37.00

13.16

−8.79

−35.61
2

−37.51
2

−132.43

773

8

Si Sic

Sib

SiSi

Si

Me Me

Me Me

MeMe

(Me3Si)2N

Me

Me Me

Me

N(SiaMe3)2

benzene

15

16

17

Si
a

Si
b

Si
c

2.37

−15.38

−37.05

774
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Table A11.3.: Continued.

#C Compound Solvent #N Nucleus 𝛿exp / ppm Ref.

9
Si

Si
Si

Si

Si
Si

OMe

OMe

MeO

MeO

OMe

OMe
OMeMeO

MeO

MeO

OMeMeO

benzene 18 Si −9.18 774

10

Si Si

Si

SiSi

Si benzene 19 Si −36 774

11
1

Sib Sic

Sid

SiSi

Sia

Me Me

MeMe

Me

SieMe2

MeMe

Me

Me

Me Me

SifMe3 benzene

20

21

22

23

24

25

Si
a

Si
b

Si
c

Si
d

Si
e

Si
f

−42.36

−40.51

−37.48

−72.73

−37.64

−14.88

775

12
1

Sib Sic

Sid

SiSi

Sia

Me Me

MeMe

Me

SieMe3

MeMe

Me

Me

Me Me

benzene

26

27

28

29

30

Si
a

Si
b

Si
c

Si
d

Si
e

−42.11

−40.63

−38.75

−82.06

−9.36

775

13
1

Me2

Si
SiMe2Me2Si

Me2Si SibMe2

Me2Si SicMe2
Sid

Me2

Me2

Sia benzene

31

32

33

34

Si
a

Si
b

Si
c

Si
d

−35.37

−78.75

−36.84

−43.76

775

14 Al

N

N

H2
Si

Si
H2

H2
Si

Si
H2

Al

N

N

tBu

tBu

Ph

tBu

tBu

Ph benzene 35 Si −128.9 776

15

Sig
Sid

Si

Sib

Sia
Sic

Sie
Sif

R
R

tButBu

R
R

tBu
tBu

RR

R R

R = SiMe3

benzene

36

37

38

39

40

41

42

Si
a

Si
b

Si
c

Si
d

Si
e

Si
f

Si
g

−191.9

−66.3

−20

−12

7.5

42.2

64.7

777

16 SitBu
N

N chloroform 43 Si 17.08 778

17

O
Si

tBu

chloroform 44 Si 18.42 778
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Table A11.3.: Continued.

#C Compound Solvent #N Nucleus 𝛿exp / ppm Ref.

18
N SiN

tBu
+

chloroform 45 Si 33.25 778

19

+

Si O

S

tBu
chloroform 46 Si 45.96 778

20 Si

N

S

N
N

N

Ph

Ph

iPr

iPr

iPr

iPr

benzene 47 Si −70.7 779

21 Si

O

O

ClO

Cl Cl

P
Me2N NMe2

NMe2

P

P

Me2N

NMe2

NMe2

Me2N

Me2N

Me2N

+

toluene 48 Si −205.8 780

22 Si

Cl

Cl
O

N N

Ph

O

NN

Ph

chloroform 49 Si −163.7 780

23

Ph

N

O

MeO

Ph

N

O

OMe

Si

R R'

R = Ph
R' = C2H3

chloroform 50 Si −178.1 781

24

Ph

N

O

MeO

Ph

N

O

OMe

Si

R R'

R = Ph
R' = Ph

chloroform 51 Si −177.6 781

25

Ph

N

O

MeO

Ph

N

O

OMe

Si

R R'

R = Me
R' = Me

chloroform 52 Si −165.3 781

26

Ph

N

O

MeO

Ph

N

O

OMe

Si
chloroform 53 Si −153.7 781

27
1

Si

N

Me
F

F

Me

Me

chloroform 54 Si −40.82 782
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Table A11.3.: Continued.

#C Compound Solvent #N Nucleus 𝛿exp / ppm Ref.

28
1

Si

N

Me
H

F

Me

Me

chloroform 55 Si −36.13 782

29
1

Si

N

F

F

Me

Me

N
Me

Me

chloroform 56 Si −52.95 782

30
1

Si

N

F
F

F

Me

Me

chloroform 57 Si −102.27 782

31

N
Si

NN

Cl

Me Me

benzene 58 Si −49.1 780

32 N

Me

Si

SiMe3
Me3Si

H

Cl

Cl

benzene 59 Si −64.82 780

33
Si

+

DCM 60 Si −400.3 783

34 Sib S

Me3Sia
SiMe3

Me3Si SiMe3

benzene
61

62

Si
a

Si
b

1

216.8
784

35

R R

R R

RR

RR

Sia
Si Sib

R = SiMe3

benzene
63

64

Si
a

Si
b

157

197
785

36 Sia

Sib
Si

Si iPr

CH(SiMe3)2

CH(SiMe3)2

(Me3Si)2HC

iPr

(Me3Si)2HC benzene
65

66

Si
a

Si
b

89.9

20.7
786

37
P

Sia

N

C P

NiPr2

NiPr2

tBuN NtBu

Sib

MeMe

Dipp

Dipp = 2,6-iPr2-C6H4

THF
67

68

Si
a

Si
b

−89.5

11.5
787
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Table A11.3.: Continued.

#C Compound Solvent #N Nucleus 𝛿exp / ppm Ref.

38
Sim-Ter

S

N

N

N N

+

m-Ter = C6H3-2,6-(C6H2-2,4,6-Me3)2

acetonitrile 69 Si −36 788

39

Sic Sib

Sia

Tip

Tip

Tip

Tip

Mg

THF
THF

Tip = 2,4,6-iPr3-C6H2

benzene

70

71

72

Si
a

Si
b

Si
c

143.9

134.5

−44.4

789

40

Me2Sie SiMe2

SitBu2

SiSib

tBu2Sic

Sia
SitBu2

SiMe2Me2Sif

tBu2Sid

benzene

73

74

75

76

77

78

Si
a

Si
b

Si
c

Si
d

Si
e

Si
f

−85.4

147.1

15

−11.9

−31.5

−41.1

790

41

Si
Si

Si

R

R

R R

RR

R = SiMe3

benzene 79 Si 142.9 791

42
Sic C

Sia

tBu2MeSi

Sib

SiMetBu2

OH

tBu2MeSi

tBu2MeSi

OH

benzene

80

81

82

Si
a

Si
b

Si
c

−97.4

12.7

84.3

792

43
Sic C

Sia

tBu2MeSi

Sib

SiMetBu2

OMe

tBu2MeSi

tBu2MeSi

OH

benzene

83

84

85

Si
a

Si
b

Si
c

−95.3

21.4

90.2

792

44
Sia Sib

H

Idipp

Idipp

+

Idipp = C[N(C6H3-2,6-iPr2)CH]2

THF
86

87

Si
a

Si
b

69.4

125.4
793

45
Sia Sib

Me

Idipp

Idipp

+

Idipp = C[N(C6H3-2,6-iPr2)CH]2

THF
88

89

Si
a

Si
b

102.8

115.2
793

46 N
Si

N benzene 90 Si 81.6 794

47 N
Si

N benzene 91 Si 78.2 794
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Table A11.3.: Continued.

#C Compound Solvent #N Nucleus 𝛿exp / ppm Ref.

48
1

N
Si

N benzene 92 Si 78.3 795

49 Sib

SiMe3Me3Si

SiaMe3
Me3Si

benzene
93

94

Si
a

Si
b

−2.8

567.4
796

50
Si

S

S

m-Ter

m-Ter

m-Ter = C6H3-2,6-(C6H2-2,4,6-Me3)2

benzene 95 Si 285.5 797

51

N

Si

N

H

benzene 96 Si 96.92 798

52

N

Si

N

Me

benzene 97 Si 97.72 798

53
1

Si C

Mes

Tbt

N Tip

Tbt = 2,4,6-[CH(SiMe3)2]3-C6H2

Mes = 2,4,6-Me3-C6H2

Tip = 2,4,6-iPr3-C6H2

benzene 98 Si −53.6 799

54
1

Si C

Mes

Tbt

N Tbt

Tbt = 2,4,6-[CH(SiMe3)2]3-C6H2

Mes = 2,4,6-Me3-C6H2

benzene 99 Si −57.4 799

55
1

Si C

Mes

Tbt

N Mes*

Tbt = 2,4,6-[CH(SiMe3)2]3-C6H2

Mes = 2,4,6-Me3-C6H2

Mes* = 2,4,6-tBu3-C6H2

benzene 100 Si −48.6 799

56 Si

Cl

Cl

Cl

Cl
chloroform 101 Si −18.5 778

57
Cr

+

OC CO

OC Si Sldipp

O

Sldipp = C[N(C6H3-2,6-iPr2)CH2]2

chlorobenzene 102 Si 169.6 800
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Table A11.3.: Continued.

#C Compound Solvent #N Nucleus 𝛿exp / ppm Ref.

58
Cr

+

OC CO

OC Si

Sldipp

Sldipp = C[N(C6H3-2,6-iPr2)CH2]2

chlorobenzene 103 Si 828.6 800

59 Fe

Si Si

Si Si

RR

R R

OC
CO

CO

R = SitBu2Me

THF 104 Si −15.8 801

60

R R

R R

RR

RR

Si
Ge Ge

R = SiMe3

benzene 105 Si 236.6 802

61 Ge

Si

Ge

Bbt

Bbt

Bbt = 2,6-[CH(SiMe3)2]-4-[C(SiMe3)3]-C6H2

THF 106 Si −16.46 803

62 Si

N

Se

N
N

N

Ph

Ph

iPr

iPr

iPr

iPr

benzene 107 Si −80.8 779

63 Si Se

Me3Si
SiMe3

Me3Si SiMe3

benzene 108 Si 227.7 784

64
Sim-Ter

Se

N

N

N N

+

m-Ter = C6H3-2,6-(C6H2-2,4,6-Me3)2

acetonitrile 109 Si −41.5 788

65 Si

N

N
N

N

Ph

Ph

iPr

iPr

iPr

iPr

Se

Se
DCM 110 Si −173.6 804

66 Si

Br

Br

Br

Br
benzene 111 Si −90.8 805
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Table A11.3.: Continued.

#C Compound Solvent #N Nucleus 𝛿exp / ppm Ref.

67

Si

N N

iPr iPr

iPr iPr

Br

Br

benzene 112 Si 10.9 805

68

Si

N N

iPr iPr

iPr iPr

Br
Br

Br

+

DCM 113 Si −63.9 805

69 Si

C

O

R

R

N

Ga

N

Dipp

Dipp

R   =

Br

Dipp = 2,6-iPr2-C6H3

benzene 114 Si −256.5 806

70
N

Si

N

R

R

Me

H

H

H
Br

Br

R = 2,6-Me2-C6H3

benzene 115 Si −55.1 807

71 Nb
Me2P PMe2

SiOC
OC

Me2P

Tbb

Si

Me

Tbb = 4-tBu-2,6-[CH(SiMe3)2]2-C6H2

benzene 116 Si 267.8 808

72

Mo
CO

OC
Si

Ar

Ar = 2,6-Tip2-C6H3

Tip = 2,4,6-iPr3-C6H2

benzene 117 Si 320.1 809

73 N N

N
N

Mo

N
N

CO
CO

N
N

B
H

Si Mo N N B H

NNOC
OC

Me3P THF 118 Si 438.9 810

74

N
N

Mo

N
N

CO
CO

N
N

B
H

Si

THF 119 Si −272.4 811
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Table A11.3.: Continued.

#C Compound Solvent #N Nucleus 𝛿exp / ppm Ref.

75
Si

Si
PdPd

Ph

Ph

Ph

Ph

PMe3

PMe3

Me3P

Me3P
benzene 120 Si −35.3 812

76

Si

Pd

Si

Ph

Ph

Ph Ph

Ph Ph

Me3P

Me3P

benzene 121 Si 34.5 812

77
Pd PiPr2iPr2P

H

Si

Me

benzene 122 Si 60.82 813

78

Pd

N

Cl

O

Si Me

4

chloroform 123 Si −116.9 814

79
PR2

N

Ar

Si

Sn

PR2 = P

N

SiMe2

N

tBu

tBu

Ar = 2,6-iPr2-C6H3

THF 124 Si −26 815

80 Si

N

Te

N
N

N

Ph

Ph

iPr

iPr

iPr

iPr

benzene 125 Si −116.5 779

81 Si Te

Me3Si
SiMe3

Me3Si SiMe3

benzene 126 Si 229.5 784

82
Sim-Ter

Te

N

N

N N

+

m-Ter = C6H3-2,6-(C6H2-2,4,6-Me3)2

acetonitrile 127 Si −72.2 788

83 Si

I

I

I

I
benzene 128 Si −346.6 816

84

Si

N N

iPr iPr

iPr iPr

I
I

I

+

chloroform 129 Si −225.8 816
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Table A11.3.: Continued.

#C Compound Solvent #N Nucleus 𝛿exp / ppm Ref.

85 N

Dipp

Si

NSiMe3

I

I

Dipp = 2,6-iPr2-C6H3

benzene 130 Si −180.7 817

86 Hf
Cl

Cl

SiMe3Si

benzene 131 Si 49.9 818

87 Hf
Cl

Si(SiMe3)3

benzene 132 Si −77.9 819

88 W
OC

OC
Si

Tsi

Tsi = C(SiMe3)3

benzene 133 Si 339.1 820

89

W
OC

OC
Si

Et

Et

Et

Et

Et

Et

Et

Et

toluene 134 Si 302.2 821

90 Cp2W
SiMe2

SiMe2
toluene 135 Si −48.1 822

91 Os
iPr3P

H
Si

Trip

Trip = 2,4,6-iPr3-C6H2

+

bromobenzene 136 Si 321 823

92 Ir

PPh2

I

H

PPh2

Si
Me chloroform 137 Si 25.4 824

93
B

Ir

Si

H

Me
Me

H

chloroform 138 Si −31.9 825

94
Pt

Si

Ph3P

Me3P

H

H H

THF 139 Si −43.9 826

95
Pt PPh2Ph2P

Me

Si

Me

benzene 140 Si 60.5 827

XLIX



A11. Supporting Information to Chapter 12

Table A11.3.: Continued.

#C Compound Solvent #N Nucleus 𝛿exp / ppm Ref.

96
Si

N

N

iPr

N

NiPr2

iPr

iPr
NiPr2

N
iPr

Si

N

N

iPr

N

iPr2N

iPr

iPr
iPr2N

N
iPr

Pt
benzene 141 Si 55 828

97 Si

SiMe3Me3Si

SiMe3
Me3Si

Pt

PMe3

PMe3

benzene 142 Si 394.6 829

98

Pt

Me Me

Si

Me

+

N N

DCM 143 Si 22.8 830

99 Si

Cl
Hg

Cp*

Cp*

Cl

benzene 144 Si 53.4 831

100
Zr

Sia

Sib
R

R

R

Cl
Cp

Cp

R = 2,4,6-iPr3-C6H2

benzene
145

146

Si
a

Si
b

152.5

116.8
832

1
The input structure for the geometry optimization was not taken from a crystallographic mea-

surement, but created manually and preoptimized with GFN2-xTB.

2
Experimental values of chemically equivalent nuclei have been averaged.
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Appendix A12 contains:

• General remarks

• Computational details

• Details on LED analysis

• LED analysis of constrained X-ray structure fragments

• Specification of statistical measures

General Remarks

All raw data, experimental details, and atomic Cartesian coordinates used or generated in this study

can be obtained free of charge from the Supplementary Material of the original publication:

Bursch, M.; Kunze, L.; Vibhute, A. M.; Hansen, A.; Sureshan, K. M.; Jones, P. G.; Grimme, S.; Werz, D. B.

“Quantification of Non-covalent Interactions in Azide-Pnictogen, -Chalcogen, and -Halogen Contacts”,

Chem. Eur. J. 2021, 27, 4627–4639.

Atomic Cartesian coordinates can furthermore be obtained online from:

https://www.chemie.uni-bonn.de/pctc/mulliken-center/software/AZIDE.

Computational Details

All visualizations of calculated structures, molecular electrostatic potentials or dispersion interaction

densities (DID) were created with UCSF Chimera 1.10.2
760

. Møller-Plesset Perturbation Theory (SCS-

MP2) applying the large def2-QZVPP basis set and tight convergence criteria for energies and gradi-

ents as implemented in ORCA was used for geometry optimization of dimer and monomer structures.

Opposite-spin and same-spin scaling parameters were chosen to cOS = 1.1 and cSS = 2/3, an improve-

ment for gas phase structure optimization
35

. For SCS-MP2 the frozen core approximation was applied

with default settings. VeryTightPNO settings were applied for the Local energy decomposition (LED)

analyses in the DLPNO-CCSD(T) framework. Default ECP-28
241

Stuttgart-Dresden effective core po-

tentials (ECPs) were used for all elements with atomic numbers larger than Kr (Z = 36) in order to take

into account scalar relativistic effects. The resolution-of-identity approximation
243,833

for Coulomb and

Exchange integrals (RIJK) was generally used with matching auxiliary basis sets
244,245,292

to speed up

the SCS-MP2 calculations, while the RI approximation for Coulomb integrals (RIJ) was applied to DFT

LI
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calculations. Ro-vibrational were calculated with a modified rigid rotor harmonic oscillator statistical

treatment
510

for T = 25.0°C and 1 atm pressure based on harmonic frequency calculations at the ge-

ometry optimization level. Frequencies with wave numbers below 100 cm
−1

were treated partially as

rigid rotors to avoid errors in the harmonic approximation. Final conformational free energies were

calculated at the DLPNO-CCSD(T)/CBS//SCS-MP2/def2-TZVPP level with VeryTightPNO settings for

the lowest re-ranked conformers in a 2 kcal mol
−1

range.

Gas-phase Gibbs free energies were obtained by summing the gas phase single point energy 𝐸, the

dispersion correction 𝐸𝑑𝑖𝑠𝑝,𝐷4, and the ro-vibrational correction 𝐺𝑅𝑅𝐻𝑂 (Eq. A12.1).

𝐺𝑡𝑜𝑡 = 𝐸 + 𝐸𝑑𝑖𝑠𝑝,𝐷4 +𝐺𝑅𝑅𝐻𝑂 (A12.1)

Local Energy Decomposition

Local Energy Decomposition analysis within the DLPNO-CCSD(T) framework is applied using the

following partitioning of contributions (contributions in brackets are added):

𝐸𝑖𝑛𝑡 = 𝐸𝐻𝐹−𝑒𝑙𝑝𝑟𝑒𝑝 + 𝐸𝑒𝑙𝑠𝑡𝑎𝑡 + 𝐸𝑒𝑥𝑐ℎ + 𝐸𝐶,𝑒𝑙𝑝𝑟𝑒𝑝 + 𝐸𝐶−𝑆𝑃𝐶𝑇,𝑋𝑌 + 𝐸𝐶−𝑆𝑃𝐶𝑇,𝑌𝑋 + 𝐸𝐶−𝑆𝑃
𝑑𝑖𝑠𝑝

+ 𝐸𝐶−𝑊𝑃 + 𝐸 (𝑇 )
(A12.2)

= 𝐸0,𝐻𝐹−𝑒𝑙𝑝𝑟𝑒𝑝 + 𝐸0,𝑒𝑙𝑠𝑡𝑎𝑡 + 𝐸0,𝑒𝑥𝑐ℎ +
(
𝐸𝑜𝑟𝑏−𝑟𝑒𝑙𝑎𝑥
𝐻𝐹−𝑒𝑙𝑝𝑟𝑒𝑝 + 𝐸

𝑜𝑟𝑏−𝑟𝑒𝑙𝑎𝑥
𝑒𝑙𝑠𝑡𝑎𝑡

+ 𝐸𝑜𝑟𝑏−𝑟𝑒𝑙𝑎𝑥
𝑒𝑥𝑐ℎ

)
+

(
𝐸𝐶,𝑒𝑙𝑝𝑟𝑒𝑝 + 𝐸𝐶−𝑆𝑃𝐶𝑇,𝑋𝑌 + 𝐸𝐶−𝑆𝑃𝐶𝑇,𝑌𝑋 + 𝐸 (𝑇 )

𝑛𝑜𝑛−𝑑𝑖𝑠𝑝

)
+

(
𝐸𝐶−𝑆𝑃
𝑑𝑖𝑠𝑝

+ 𝐸𝐶−𝑊𝑃 + 𝐸 (𝑇 )
𝑑𝑖𝑠𝑝

)
(A12.2a)

= 𝐸0,𝐻𝐹−𝑒𝑙𝑝𝑟𝑒𝑝 + 𝐸0,𝑒𝑙𝑠𝑡𝑎𝑡 + 𝐸0,𝑒𝑥𝑐ℎ + 𝐸𝑜𝑟𝑏−𝑟𝑒𝑙𝑎𝑥 + 𝐸𝑛𝑜𝑛−𝑑𝑖𝑠𝑝 + 𝐸𝑑𝑖𝑠𝑝 (A12.2b)

Equation A12.2 shows the standard LED partitioning, in Eq. A12.2a all HF contributions (𝐸𝐻𝐹−𝑒𝑙𝑝𝑟𝑒𝑝 ,

𝐸𝑒𝑙𝑠𝑡𝑎𝑡 , 𝐸𝑒𝑥𝑐ℎ) are split into frozen contributions, denoted by a "0", and orbital relaxation contributions,

according to ref. 741. Furthermore, the 𝐸 (𝑇 )
triples correction is partitioned into dispersive and non-

dispersive triples corrections, according to ref. 740. Equation A12.2b represents the partitioning applied

in this work.
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LED Analysis of Constrained X-ray Structure Fragments

Table A12.1.: LED analysis on intermolecular model systems for X-ray structures A and B at DLPNO-

CCSD(T)/def2-QZVPP//SCS-MP2/def2-QZVPP level, the descriptor (X,Y) indicates if the

fragments (PCH and azide moiety) were saturated with hydrogen or methyl substituents.

B(Me-rep.) is a methane dimer obtained by constrained optimization of hydrogen-

saturated methyl groups from system B(Me,Me) and gives an estimate of the methyl

group repulsion, all values in kcal mol
−1

.

A(H,Me) B(Me,Me) B(Me-rep.) B(Me,Me)-B(Me-rep.) B(H,Me)

E0,𝐻𝐹−𝑒𝑙𝑝𝑟𝑒𝑝 20.941 28.754 12.040 16.714 20.999

E0,𝑒𝑙𝑠𝑡𝑎𝑡 −11.969 −16.398 −5.901 −10.497 −13.008

E0,𝑒𝑥𝑐ℎ −4.269 −5.053 −2.550 −2.503 −3.610

E𝑜𝑟𝑏−𝑟𝑒𝑙𝑎𝑥 −1.092 −1.897 −0.391 −1.507 −1.312

E𝑑𝑖𝑠𝑝 −5.036 −5.467 −1.929 −3.538 −4.239

E𝑛𝑜𝑛−𝑑𝑖𝑠𝑝 −0.363 −0.286 −0.292 0.006 −0.016

E𝑖𝑛𝑡 −1.787 −0.347 0.977 −1.325 −1.186

a b

Figure A12.1.: LED analysis on intermolecular model systems a) B(Me,Me) and b) B(H,Me) at the

DLPNO-CCSD(T)/def2-QZVPP//SCS-MP2/def2-QZVPP level. The corresponding X-ray

structures are depicted transparently.
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Statistical Measures

Statistical measure for a set 𝑥1, · · · , 𝑥𝑛 of data points with references 𝑟1, · · · , 𝑟𝑛 are :

• Mean deviation (MD):

𝑀𝐷 =
1

𝑛

𝑛∑︁
𝑖

(𝑥𝑖 − 𝑟𝑖) (A12.3)

• Mean absolute deviation (MAD):

𝑀𝐴𝐷 =
1

𝑛

𝑛∑︁
𝑖

( |𝑥𝑖 − 𝑟𝑖 |) (A12.4)

• Standard deviation (SD):

𝑆𝐷 =

√√
1

𝑛 − 1

𝑛∑︁
𝑖=1

((𝑥𝑖 − 𝑟𝑖) −𝑀𝐷)2
(A12.5)

• Absolute maximum deviation (AMAX):

𝐴𝑀𝐴𝑋 =𝑚𝑎𝑥{|𝑥𝑖 − 𝑟𝑖 |} (A12.6)
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