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This table summarizes abbreviations and acronyms used in this thesis. Note the list does 

not include abbreviations or acronyms used only once or within the same page.  
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 continued to the next page 
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1. Introduction 

The human brain is arguably the most complex biological system ever described. It is 

responsible for receiving and processing information from both the internal and external 

environments, and sending commands to the body to avoid hazards or meet physiological 

needs. It is also where higher functions like sympathy, reasoning, abstraction, and 

language reside, which collectively give rise to human societies, cultures, religions, arts, 

and sciences. An adult male human brain is estimated to contain 86 x109 neurons and a 

roughly equal number of non-neuronal cells (Azevedo, 2009). Such a large number 

matters here because, unlike in other organs where cells of the same type are identical in 

function and thus interchangeable, each neuron in the brain is presumably functionally 

unique and irreplaceable. For example, the neocortex, the outermost layer of the brain, 

appears structurally homogeneous at the microanatomical level. Functionally, however, it 

can be divided into distinct regions, i.e., soma sensory, motor, auditory, vision, language, 

working memory, etc. All parts of the brain are interconnected and functioning highly 

coordinately, so any disturbance to it risks leading to the development of neurological and 

psychiatric disorders.  Because of a lack of fundamental understanding of the functionality 

of the human brain, these disorders present significant challenges for clinical researchers 

and practitioners. 

Studies into the mechanisms of brain functionality have been hindered by both technical 

and ethical limitations. Brain activity has been observed in healthy individuals with minimal 

to non-invasive methods, such as electroencephalogram (EEG), positron emission 

tomography (PET), functional magnetic resonance imaging (fMRI), and functional near-

infrared spectroscopy (fNIRS). Combined with predefined behavioral paradigms, these 

techniques provide abundant information about the principles of brain function. Yet they 

have limitations in sampling scope and both spatial and temporal resolution, and a finer 

level of observation of the human brain activity is only briefly available on patients 

undergoing invasive neurosurgery. Resected brain tissues can be cultured for further 

investigation, yet they are of limited availability and their normal function has been 

compromised by pathological effects. While postmortem materials can be studied with 

much more details, they lose biophysiological properties. 

The nervous system of other animals shares similarities with that of humans at various 
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levels, from molecular and cellular to the circuit and behavioral patterns. It is therefore 

helpful to use animals as models to investigate the principle of neurobiology, whose 

findings can then also be applied to humans. For example, a variety of behavioral assays 

have been established to assess executive, emotional, and social competence of rodents 

(Koob and Zimmer, 2012). These have helped to identify potential mechanisms linking 

genetic variants, molecular and cellular pathways, and micro-and macro-circuit functions 

to behavioral deficiencies (Seong et al., 2002). Likewise, due to their evolutionary 

closeness, non-human primates can not only help to study basic principles of brain 

functionality (Klink et al., 2021), but also contribute to research on neural prosthetics 

(Scherberger, 2009) and neurological diseases (Capitanio and Emborg, 2008). However, 

accessible human neural models are still needed to address species-specific questions. 

In this regard, techniques to derive human neurons in vitro can be a complementary 

approach to the aforementioned methods. 

The following sections of this introductory chapter will first summarize methods to 

generate human neurons and neural cultures in vitro, then discuss how to assess the 

electrophysiological properties of these cultures and how computational neural network 

simulation could help to better interpret the obtained data, and finally explore the utilization 

of in vitro human neuronal cultures in the study of a gene that implicates in psychiatric 

disorders.   

  



8 

 Generating human neurons in vitro 

1.1.1 Obtaining neuronal cells from somatic tissues 

Neurons can be derived from neuroblastoma obtained from surgery. Initially cultured and 

studied for diagnostic purposes (Murray and Stout, 1947), these tissues are capable of 

unlimited proliferation, and thus have been used to establish cell lines to study cancer 

biology (Schlesinger et al., 1976). Because these cells bear some neuronal properties, 

they can also be used for neurotoxicity testing (Selkoe et al., 1978) and studying 

neurotransmitter synthesis (Biedler and Schachner, 1978). Additionally, neuroblastoma 

cell lines can differentiate into different neuronal types given proper conditions, and thus 

have been used as a model for neuronal differentiation (Prasad, 1991). Neurite outgrowth 

and electrophysiological properties can also be assessed in neuroblastoma and its 

derivatives (Arcangeli et al., 1993). Neuroblastoma cell lines are relatively easy to obtain 

and handle, but these cells lack the authenticity and purity of defined types of neurons, 

and their tumor origin further limits their potential for clinical application (Kovalevich and 

Langford, 2013).  

There are possibilities to obtain tissue that can give rise to neural progenitors and neurons 

from healthy individuals with minimally invasive methods. One example is the olfactory 

epithelium, which can be obtained with a simple brush swap in the nasal cavity (Benítez-

King et al., 2011). Stem cells in the olfactory epithelium can form neurospheres, which 

produce neurons, glia, and other non-neural cell types (Murrell et al., 2005; Zhang et al., 

2006). It is proposed that neurons derived from olfactory epithelium could reflect certain 

aspects of the central nervous system (Borgmann-Winter et al., 2015), and thus could be 

used to study psychiatric disorders, neurodegenerative, and neurodevelopmental 

disorders (Talamo et al., 1989; Matigian et al., 2010). In addition, neural progenitors 

derived from olfactory epithelium can produce neurotrophic factors that ameliorate motor 

neuron degeneration and spinal cord injury in animal models, and thus have been 

explored as a potential autologous source for cell-based treatment for Parkinson's disease 

(Wang et al., 2012). However, olfactory epithelium cells lack central nervous system 

identity, and therefore cannot fully represent neurobiological properties of the brain. 
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1.1.2 From hESCs to hiPSCs, reviving embryonic neurogenesis 

An ideal way to obtain brain neurons in vitro is to reproduce the neurogenesis that occurs 

during embryonic development. Embryonic stem cells (ESCs) are derived from the inner 

cell mass of blastocyst-stage embryos. They can differentiate into all three germ layers: 

ectoderm, endoderm, and mesoderm, and are thus pluripotent. The first human ESC lines 

were established in 1998 (Thomson et al., 1998). Before long, methods to derive neural 

progenitors and neural cells from them were developed. The critical step involved the 

manual isolation of neuroectodermal progenitors from the embryoid body-like aggregates. 

These progenitors then organized into structures resembling the neural tube and could be 

expanded in the presence of fibroblast growth factor (FGF) and epidermal growth factor 

(EGF). Withdrawal of growth factors promoted their differentiation into neurons, astrocytes, 

and oligodendrocytes in vitro. These progenitors could then also be implanted into a host 

mouse brain for differentiation, which gave rise to functionally integrated neurons and glia 

(Reubinoff et al., 2001; Zhang et al., 2001).  

Since then, better knowledge of embryonic neurodevelopment has helped achieve 

substantial progress in producing more defined neural subtypes from hESCs in less 

laborious manners. Noteworthily, chemical inhibition of SMAD-dependent transforming 

growth factor (TGF)-ß and  bone morphogenetic protein (BMP) signaling pathways (dual-

SMAD inhibition) with small molecules can prevent the development of extraembryonic 

and meso-endoderm at the early embryonic stage, which bypasses the formation of 

embryoid bodies and manual isolation of neural stem cells and thus reduces batch-to-

batch variation (Chambers et al., 2009). After the formation of the neural tube in embryo 

development, further specification of the proto central nervous system is temporally and 

spatially coordinated by morphogen gradients along the anterior-posterior and dorsal-

ventral axes, including FGFs, WNTs, retinoic acid, BMPs, and Sonic hedgehog (SHH) 

(Tao and Zhang, 2016). For example, two major groups of neurons composing the 

cerebral cortex, i.e., the excitatory, glutamatergic projection neurons and the inhibitory, 

gamma-aminobutyric acid (GABA)-ergic interneurons. During development, the 

glutamatergic neurons are generated in the dorsal part of the anterior neural tube (the 

forebrain), while the GABAergic neurons are originally generated in the ventral part of the 

forebrain, the ganglionic eminence (GE), and migrate in only afterward (Wonders and 
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Anderson, 2006). Dual-SMAD inhibition results in anterior identity by default, then by 

adjusting SHH for ventralization and the antagonizing activity of WNT canonical pathway 

and BMP pathway for dorsalization, it is possible to generate highly pure glutamatergic 

(Shi et al., 2012) and GABAergic cortical neurons (Kim et al., 2014), respectively. 

However, many ethical obstacles regarding hESC-based studies remained. In this regard, 

the breakthrough of induced pluripotent stem cells (iPSCs) has revolutionized stem cell-

based biomedical studies (Takahashi and Yamanaka, 2006; Yu et al., 2007). By 

overexpressing four transcription factors, OCT4, KLF4, SOX2, and C-MYC in fibroblasts, 

Yamanaka et al. successfully ‘reprogrammed’ human somatic cells back to the pluripotent 

state – similar to that of hESCs. This method makes it possible to produce a virtually 

unlimited number of neurons from any individual and therefore is of great help for in vitro 

research of the human neural system, especially regarding the study of neurological 

diseases. Early studies first reported the utilization of iPSC-derived motor neurons from 

patients to study the pathological mechanism of diseases affecting the spinal cord (Dimos 

et al., 2008; Ebert et al., 2009). HiPSCs were then employed to model a variety of brain 

disorders, including but not limited to: Alzheimer's disease (Israel et al., 2012), Parkinson's 

disease (Soldner et al., 2011; Jiang et al., 2012), schizophrenia (Brennand and Gage, 

2011; Brennand et al., 2011), autism spectrum disorders (Marchetto et al., 2010), bipolar 

disorder (Mertens et al., 2015a). A comprehensive review on this subject was recently 

published (Vadodaria et al., 2020). For these reasons, hiPSCs are a unique tool that can 

be used to uncover the enigma of the human brain.  

1.1.3 Forward programmed and transdifferentiated neurons 

There is still space for improvement. First, protocols to reprogram somatic cells into iPSCs 

and induce neuronal cells from iPSCs not only vary from group to group, but they also 

result in considerable batch-to-batch difference due to the often lengthy procedures (Falk 

et al., 2016). Second, human cortical neurogenesis in vivo lasts over two months 

(Caviness et al., 1995), whereas in vitro the differentiation usually takes 4-8 weeks; and 

the subsequent functional maturation may take several months depending on cell types 

(Tao and Zhang, 2016). These time-consuming processes can also inevitably introduce 

large variability. In addition, the combinations of signaling molecules may not guarantee 

homogenous populations, making them suboptimal for clinical research and applications 
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(Oh and Jang, 2019). Recently, researchers inspired by the “reprogramming” of somatic 

cells to pluripotent stem cells by manipulating the expression of transcription factors have 

uncovered transcription factors that can ‘forward-program’ hPSCs into neurons, e.g., 

NGN2 can promote hPSC into glutamatergic neurons (Zhang et al., 2013), and that the 

combination of ASCL1 and DLX2 can induce the generation of GABAergic neurons from 

hPSCs (Yang et al., 2017). Forward programming can not only significantly shorten the 

differentiation and maturation time, but can also yield a very high purity of specified 

subtype of neurons (Flitsch et al., 2020). Therefore, this method is advantageous for high-

throughput research and clinical applications. Forward programmed neurons from hPSCs 

have proven to be robust platforms for characterization in terms of neuromorphology, 

electrophysiology, and synaptic transmission and plasticity and, therefore, have been 

widely employed to model brain diseases (Pak et al., 2015; Muratore et al., 2017; Frega 

et al., 2019; Shao et al., 2019; Mossink et al., 2021a). Moreover, our group and our 

collaborators have systematically characterized the glutamatergic and GABAergic 

neurons from both small molecule-based methods and the forward programming 

approach with an autaptic system (Meijer et al., 2019; Rhee et al., 2019a). 

It was once a common belief that the differentiation of stem cells into postmitotic somatic 

cells was an irreversible process in higher mammals including humans. And this partly 

explained their relatively poor regenerative ability, especially in neural tissues (Iismaa et 

al., 2018). The development of ‘reprogramming’ and ‘forward-programming’ techniques 

have since challenged this notion and provided an alternative view that cell fate can be 

manipulated (Ladewig et al., 2013). It has been shown that somatic cells of one type could 

be converted to another type without going through the pluripotent state, a process called 

transdifferentiation (Vierbuchen et al., 2010; Du et al., 2014). Much has been learned 

about the transcriptional regulatory network, and it is now possible to predict which factors 

would be needed to convert one cell type to another (Rackham et al., 2016). In the case 

of the brain, neurons could be converted directly from glia (Pang et al., 2011; Tanabe et 

al., 2018). This approach can be advantageous in several aspects. First, it further shortens 

the time needed to generate neurons in vitro. Second, directly converted neurons retain 

age-associated epigenetic signatures that would have been lost if reprogrammed through 

iPSC, which is valuable for the study of neurodegenerative diseases (Mertens et al., 

2015b). And third, transdifferentiation of neurons provided a promising tool for in situ 
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neural repairment (Torper et al., 2015; Chen et al., 2020).  

It is worth mentioning that transcription factors are not the only route to achieve fate 

conversion. Small molecules can also promote iPSC induction (Hou et al., 2013) and 

direct neuronal conversion (Ladewig et al., 2012). Recently, two studies reported that 

direct in situ glia-to-neuron conversion could be achieved by RNA-mediated knock-down 

of a single protein PTBP1, and the lost neuronal function in disease models could thus be 

restored, presenting a promising tool for brain repairment (Qian et al., 2020; Zhou et al., 

2020).  

1.1.4 From 2D to 3D, brains in a vat? 

Conventional in vitro neuronal cultures are maintained in an attached monolayer form, i.e., 

two-dimensionally. While easier to handle and retaining key biophysiological properties, 

they lack the structural organization that is critical for brain functionalities. In this regard, 

a three-dimensional neural culture system termed ‘organoid’ was firstly reported by Eiraku 

et. al, in 2008 (Eiraku et al., 2008). Here, neuroectoderm derived from hPSCs was 

embedded in scaffold droplets and maintained in a floating three-dimensional form, while 

a spinning bioreactor was needed to enhance substance exchange. The resulting 

organoid developed a ventricular-like cavity where the neural stem cells could give rise to 

cortical-like laminar structure — strikingly similar to the in vivo neural developing 

processes. Many forms of human brain organoids have since been developed and they 

have proved to be uniquely helpful for studying human brain development and 

neurodevelopmental diseases (Di Lullo and Kriegstein, 2017).  

Caution needs to be taken at this point, however. A recent study compared 

electrophysiological activities recorded from brain organoids with the 

electroencephalograms of developing embryos, claiming that they shared substantial 

similarities (Trujillo et al., 2019). Preliminary as it is, this study represents a closer step 

towards the substantiation of the philosophical thought experiment: ‘brains in a vat’ 

(Putnam, 1981). This thought experiment is concerned with the ongoing discussions about 

the ethical challenges and uncertainties of brain organoid studies, with the most pressing 

question being: ‘could some form of subjective consciousness arise from a brain organoid 

that needs to be taken into moral (and legal) consideration’ (Koplin and Savulescu, 2019; 

Sawai et al., 2019)? Most researchers believe we are yet to reach the point. However, 
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because the definition of consciousness itself is still unsettled in many regards, the 

question becomes ‘how do we know when we reach the point?’ and even ‘how do we 

know we have not already reached the point’? While these questions deserve broader 

and more throughout discussions, the crux of the matter is how to obtain a deeper 

understanding of the functional capability of this system. This will be discussed partly in 

the following sections.  
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 Functional characterization of human in vitro neuronal networks 

The fundamental functions of neurons manifest in their ability to collect and transmit 

information via chemical or electrical connections with each other, i.e., in circuits or 

networks. It is the delicate organization of these single units, occurring in astronomical 

numbers, that gives rise to brain functionalities (Barbey, 2018). Therefore, it is important 

to understand how single neurons in vitro could develop and organize into networks, and 

what functional properties could emerge during this process in healthy and disease-prone 

conditions. For this, it is necessary to observe or measure, and preferably manipulate, the 

electrophysiological activity of large ensembles of neurons simultaneously and over 

longer periods of time. One technique that could meet these needs is the microelectrode 

array (or multi-electrode array, both could be shortened as the MEA). The MEA differs 

from the intracellular electrophysiological patch-clamp technique in that it allows non-

invasive, long-term extracellular recording at fine spatial and temporal resolution and 

scale (Obien et al., 2015). It also allows manipulation of the neuronal network by delivering 

electrical stimuli. This makes the MEA an important tool for in vitro neurobiological studies. 

1.2.1 A brief introduction to the MEA technique 

Thomas et al. firstly developed an MEA system to record electrical activities from in vitro 

cell cultures of dissociated chick cardiomyocytes (Thomas et al., 1972). The array is 

composed of 30 platinized gold electrodes measured ~ 50 μm2 and arranged in the center 

of a coverslip and linked by radial and insulated wires to the surrounding metal patches 

that connect to the amplifier, a classic design that is still being used nowadays (Figure 1-

1). This device was able to successfully record rhythmic potentials from contracting 

cardiomyocyte assemblies. Later, similar MEA systems were used to record activity from 

neuronal cultures, i.e., ganglion neurons from snail (Gross et al., 1977) and rats (Pine, 

1980).   

MEAs have since also been used to monitor the activities in cortical neuronal cultures, 

mostly from neonatal or embryonic rodent brain, which has revealed a common functional 

development pattern of in vitro neural networks (Kamioka et al., 1996; Pelt et al., 2004; 

Chiappalone et al., 2006). During the first 1 to 2 weeks, the cultures usually show 

uncorrelated and sparse spikes which are believed to arise from individual spontaneously 

firing neurons. This simple activity can then develop into more correlated activities and 
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eventually synchronized network-level burst, indicating the establishment of a substantial 

number of functional synaptic connections. The emergence of network bursts depends on 

the density of the cultures (Ito et al., 2010a). Both glutamatergic and GABAergic synaptic 

transmissions are believed to be implicated in this process since it can been modulated 

by α-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid (AMPA), NMDA, and GABA-A 

receptor antagonists (Opitz et al., 2002). The termination of network bursts is believed to 

be due to synaptic short-term depression mediated by depletion of presynaptic vesicle 

pools (Cohen and Segal, 2011). Less consistently, some researchers have also reported 

more complex patterns of activities arising from cortical neuronal networks cultured on the 

MEA, indicating further potential of the in vitro system (Wagenaar et al., 2006a, 2006b; 

Stephens et al., 2012).  

Neurons form circuits and networks to implement functionality, i.e., processing information 

or computation. To achieve this, neural circuits and networks have to continuously evolve 

according to external feedbacks, for example by changing the synaptic strength. This 

basic idea has inspired a whole new field, namely the “artificial neural network” or 

“machine learning”, which has yet to fully flourish but is already transforming virtually all 

branches of applied and natural sciences (Krogh, 2008). It is no wonder that researchers 

Figure 1-1 The MEA developed by Thomas et al., 1972. (A) The plan view of the MEA. 
(B) Enlarged view of the electrodes. (C) Diagrammatic illustration of the design of the 
MEA. 

 

Figure 1-2 The MEA developed by Thomas et al., 1972. (A) The plan view of the MEA. 
(B) Enlarged view of the electrodes. (C) Diagrammatic illustration of the design of the 
MEA. 
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have asked if a biologically based in vitro neural network could be constructed and 

adapted to perform computations similar to those of artificial neural networks in silico. In 

this regard, the MEA has been used to ‘train’ in vitro neural networks to perform a variety 

of tasks: controlling a robot (Tessadori and Chiappalone, 2015), pattern classification 

(Ruaro et al., 2005; Isomura et al., 2015), and storing information (Le Feber et al., 2015; 

Kim et al., 2019). However, acquiring functionality relies on the neural plasticity being 

modulated towards predefined goals, and it is still unresolved how to induce plasticity in 

cultured neural networks efficiently (Wagenaar et al., 2006c). Research along this 

direction is, therefore, not yet well-developed. 

Nevertheless, the MEA as a technique itself has been continuously improved. One goal 

is to monitor as much of the network as possible and with as high of a resolution as 

possible. In this regard, the introduction of complementary metal-oxide-semiconductor 

(CMOS) techniques to the MEA system now makes it possible to record electric activities 

from nearly all neurons in a culture spanning several square millimeters at a sub-cellular 

resolution (Frey et al., 2010; Ballini et al., 2014). With such a high resolution, researchers 

can now trace the propagation of action potentials along the axon of single neurons, 

providing a unique opportunity for electrophysiological studies (Bakkum et al., 2013). 

Meanwhile, recently developed MEAs with electrodes arranged three-dimensionally are 

able to monitor activity from the aforementioned 3D in vitro neural cultures, facilitating their 

further utilization in neurobiological studies (Spanu et al., 2020; Shin et al., 2021). 

It is worth mentioning that, although beyond the scope of this thesis, the MEA is also being 

used to record neural signals in vivo for both scientific and clinical purposes (Hong and 

Lieber, 2019; Musk, 2019). The author of this thesis has also previously worked on using 

in vivo MEAs for preoperational cortical functional mapping and anatomical linguistics 

studies (Wen et al., 2017b, 2017a, 2018). 

1.2.2 Using MEAs to record hPSC-derived neuronal networks 

With the aforementioned advantages, MEAs have also been used to characterize hPSC-

derived neuronal networks since 2009 (Heikkilä et al., 2009). Human neural cultures in 

vitro show similar patterns of activity to that of rodents, i.e., from single spikes to network 

bursts, but require significantly longer time to mature (Napoli and Obeid, 2016; Odawara 

et al., 2016; Hyvärinen et al., 2019). Network features of hPSC-derived neural cultures 
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are consistent among different cell lines from different laboratories, making the MEA a 

robust and reliable platform for human-specific neurobiology research and neurotoxicity 

testing in vitro (Novellino et al., 2011; Odawara et al., 2018; Mossink et al., 2021b). The 

MEA has helped to uncover genotype-phenotype correlations of brain diseases in many 

studies (Martens et al., 2016; Amin et al., 2017; Wang et al., 2021). 

Excitatory-to-inhibitory imbalance is believed to be part of the pathophysiological 

mechanisms of brain diseases including epilepsy (Thijs et al., 2019), autism spectrum 

disorders (Nelson and Valakh, 2015), schizophrenia (Gao and Penzes, 2015), and 

Alzheimer’s disease (Vico Varela et al., 2019). The development of the forward-

programming technique made it possible to establish in vitro human neuronal cultures with 

defined excitatory-to-inhibitory ratios, which has provided a unique opportunity to study 

the functional balance of human neural networks. The MEA is thus a necessary tool for 

this purpose. A few studies have explored this direction and obtained preliminary results. 

For example, it was found that more inhibitory neurons in the network led to shorter 

network bursts, lower total firing rate, and a higher percentage of random spikes (Sasaki 

et al., 2019; Mossink et al., 2021a). However, there is still no consensus regarding which 

parameters constitute the criteria of a ‘balanced’ neural network in vitro, and further work 

is needed to address this question. 
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 Neuronal dynamics and computational simulation 

1.3.1 Mathematization of neural systems 

Mathematic theorization and computational simulation of neural networks can not only 

validate experimental findings but can also help to form and test new hypotheses in 

advance, guiding the direction of further experiments. Yet due to their complexity, 

establishing mathematical models to quantitively describe biological processes and 

predict their behaviors have been more difficult to develop than in other natural sciences, 

e.g., chemistry and physics. The ground-breaking work of Hodgkin and Huxley in revealing 

the mechanism of action potentials, i.e., the H-H model, was generally regarded as the 

landmark of computational neuroscience (Hodgkin and Huxley, 1952). Based on data 

collected from the giant squid axon, the H-H model abstracts segments of axon as 

electrical circuits: the cell membrane as a capacitor, ion channels (Na+, K+, and Cl-) as 

conductance, the electrochemical gradients across the cell membranes as voltage 

sources, ion pumps and leak channels as constants. The breakthrough of their work was 

a precise description of how the conductance of each ion channel changes as a function 

of time and the membrane potential, i.e., the ‘voltage-gating’ phenomenon. This basic 

model could be extended spatially to a model of whole axons that can convey action 

potentials and, with other modifications, models of synapses, the soma, and the dendritic 

tree. By linking these models together one can form a model of a complete neuron, which 

is called a compartmentalized model (Carnevale and Hines, 2006; Bower and Beeman, 

2012).  

For a neuronal network of considerable scale, modeling every ion channel of every 

compartment of every neuron is computationally unrealistic, and, therefore, further 

abstraction and simplification are need. One of the most widely used neuronal models for 

network analysis is the integrate-and-fire model (Burkitt, 2006). In this model, neurons are 

deduced to point processes with no spatial extensity and are represented by a single 

variable: the voltage potential. The voltage potential could be modulated by post-synaptic 

effects from upstream neurons, and an artificial action potential ‘event’ would be triggered 

when the potential crosses a predefined threshold, leading downstream neurons to be 

excited or inhibited accordingly. With some modifications, this type of model could 

faithfully recapitulate experimental data when given defined current input (Badel et al., 
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2008). If necessary, further simplification could be employed so that a group of neurons 

are represented collectively in a single process (Knight, 1972). This is useful when 

studying the interaction of distinct neuronal populations during sophisticated tasks 

(Gerstner et al., 2014). For example, population models have helped to explore the neural 

basis of perception, memory and decision making (Romo and Salinas, 2003). 

1.3.2 Simulating in vitro neuronal networks 

In silico modelling can also be helpful for understanding the functional properties of in vitro 

neural networks. Some researchers have tried to establish a framework to explain how 

the functional and morphological changes of single neurons can drive network-level 

functional development (Van Ooyen et al., 1995; Gritsun et al., 2012; Kawasaki and Stiber, 

2014; Okujeni and Egert, 2019). Others have focused on mimicking the mechanism of 

network bursts in neural cultures through the use of computational modeling (Gritsun et 

al., 2011, 2012; Huang et al., 2017; Pasquale et al., 2017). Of note, Zhan et al. assess 

the effects of glia in shaping network bursts through a numerical model, highlighting the 

importance of glial cells and extra-synaptic receptors in neural network activity (Zhan et 

al., 2011). The first computational model of a hESC-derived neuronal network was 

reported by Lenk et al. Based on data recorded with MEAs, their model provides a 

theoretical blueprint of human in vitro neural network development (Lenk et al., 2016). Yet 

so far, there is no model specifically for forward programmed neuronal networks with 

defined compositions. 
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 Application of forward programmed neurons in studying high-risk variants for 

psychiatric disorders  

One of the applications of hPSC-derived in vitro neuronal cultures is to study psychiatric 

disorders. Psychiatric disorders, or mental illness, are a group of conditions characterized 

by cognitive, emotional, behavioral, and social impairments and cause substantial 

disturbance to personal functioning. These disorders are a leading cause of disability, 

which can result in drastic consequences for both affected individuals and their families. 

The health care burden of psychiatric illnesses is greater than that of chronic somatic 

diseases such as cancer or diabetes (World Health Organization, 2008; Whiteford et al., 

2013; Patel et al., 2016; Trautmann et al., 2016). The modest to high heritability of 

psychiatric disorders has been consistently demonstrated through early twin and adoption 

studies (Kendler, 1993, 2001; Plomin et al., 1994). Later studies, however, employing 

large cohorts and genome-wide linkage and association empowered by high-throughput 

sequencing techniques have only identified genes that are accountable for <2% of 

heritability (Crow, 2011). This has led to the conclusion that psychiatric disorders are very 

rarely related to highly penetrant monogenic variants, while polygenic variation (of up to 

thousands of genes) is believed to contribute jointly to the development of psychiatric 

disorders (Purcell et al., 2009). It has also been observed that copy number variations 

(CNV) of large genomic regions are associated with a higher risk of psychiatric disorders 

(Sebat et al., 2007; Stone et al., 2008).  

Neurons can be generated from iPSCs derived from psychiatric patients of known or 

unknown genetic causes to uncover possible pathogenesis mechanisms (Marchetto et al., 

2010; Brennand et al., 2011; Cheung et al., 2011; Chiang et al., 2011; Wen et al., 2014; 

Hartley et al., 2015; Xu et al., 2016; Harrison et al., 2016; Lu et al., 2016; Vadodaria et al., 

2016; Ni et al., 2020). Yet this approach is faced with drawbacks. As aforementioned, 

psychiatric disorders are mostly polygenic, and donors recruited have different genetic 

backgrounds. It is estimated from a large cohort in a post-mortem schizophrenia study 

that ~28500 subjects would be needed to detect with adequate power the difference from 

a single gene’s expression (Fromer et al., 2016). This number is believed to be 

comparable in hPSC-based studies, if not higher (Hoffman et al., 2019). Even with known 

common mutations, different genetic and epigenetic landscapes could still contribute to 
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reduced homogeneity in produced neurons. This heterogeneity could be addressed with 

tight control of the genetic background, for example, by creating isogenic control cell lines 

with corrected mutants, or isogenic mutated cell lines from healthy controls. Thanks to the 

recently developed clustered regularly interspaced short palindromic repeats 

(CRISPR)/CRISPR associated protein (Cas) 9 system (Jinek et al., 2012; Cong et al., 

2013; Ran et al., 2013) highly accurate and efficient genome editing is now widely 

available for hPSCs (Hockemeyer and Jaenisch, 2016). CRISPR, coupled with RNA-

guided Cas9 nuclease, was originally discovered to function as a part of the microbial 

adaptive immune system. By modifying a 20-nt sequence in the guide RNA, Cas9 can be 

led to the targeted genome to create a double-strand break, which then, depending on the 

design, can result in either nonhomologous end joining or in homology-directed repair. 

CRISPR/Cas9 has been successfully used in hPSC-based research of psychiatric 

disorders (Powell et al., 2017). The combination of CRISPR/Cas9-mediated genome 

editing on hPSCs and forward programming technique to derive neurons provides a 

valuable opportunity to study psychiatric diseases in vitro. The following paragraphs will 

focus on one candidate gene that has been associated with psychiatric disorders, RB1-

inducible coiled-coil 1 (RB1CC1). 

1.4.1 Mutations of RB1CC1 are associated with psychiatric disorders  

A study conducted locally in the Bonn-Mannheim region, with 1627 schizophrenia patients 

and 1637 controls, found that duplications affecting RB1CC1 occurred in five patients and 

one control. Combined with additional follow-up data, duplications of RB1CC1 were 

revealed to be significantly over-represented in 9 out of 8461 (~ 0.1%) patients, compared 

to 14 out of 112871 (~ 0.012%) in control individuals (Degenhardt et al., 2013). 

Independently, duplications affecting RB1CC1 were also reported in developmentally 

delayed (Cooper et al., 2011) and autism patients (Marshall et al., 2008), and a de novo 

mutation causing a frameshift of RB1CC1 was reported in a schizophrenia patient (Xu et 

al., 2011). Recently, Errichiello et al. reported a schizophrenia patient with suicidality and 

obesity who carried a de novo complete duplication of RB1CC1, which led to over-

expression of this gene in peripheral blood lymphocytes (Errichiello et al., 2020). In 

summary, there is a strong link between mutations of RB1CC1 and psychiatric disorders, 

especially schizophrenia. Therefore, understanding basal functions of RB1CC1 in 
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neuronal cells may help to uncover potential etiological and pathogenic mechanisms of 

schizophrenia. 

1.4.2 Identification, function and structure of RB1CC1 

The human RB1CC1 gene is localized on chromosome 8q11. It has 24 exons and 

encodes a protein with 1594 amino acid residues and a molecular weight of 183 kDa. 

RB1CC1 was discovered by Ueda et, al. in a yeast two-hybrid screen while searching for 

potential proteins interacting with proline-rich tyrosine kinase (Pyk2) (Ueda et al., 2000). 

It was found to bind to the kinase domain of Pyk2 and inhibits its kinase activity. 

Considering structural similarities of Pyk2 and focal adhesion kinase (FAK), in following 

studies the same group found this protein also binds to the kinase domain of FAK and 

inhibits its kinase activity and autophosphorylation in vivo, and thus dubbed it as FAK 

family kinase-interacting protein of 200 kDa (FIP200). Additionally, overexpression of 

RB1CC1 was found to inhibit cell spreading and migration and cell cycle progression, 

which was correlated with its inhibition of FAK activity in vivo (Abbi et al., 2002). RB1CC1 

also interacts with the tuberous sclerosis (TSC) 1–TSC2 complex and regulates cell size, 

which led to the finding that it acts in autophagy signaling pathways (Gan et al., 2005). 

They also found deletion of RB1CC1 in mice led to embryonic lethality (embryonic day 

16.5). In RB1CC1-/- mouse embryos, fibroblasts and liver cells showed increased 

apoptosis and reduced c-Jun N-terminal kinase phosphorylation in response to tumor 

necrosis factor (TNF) α stimulation (Gan et al., 2006). Independently, the same 

gene/protein was identified in a screening of multidrug resistance to anti-cancer agents, 

where Chano et al. noticed a gene of 6.6 kb that encoded for a 1594 aa protein (Chano 

et al., 2002a). Its expression level was found to be highly correlated with that 

of retinoblastoma 1 (RB1), and thus termed it as RB1-inducible Coiled-Coil 1 (RB1CC1). 

The same group soon reported that RB1CC1 is frequently mutated in breast cancer and 

showed characteristics of a classical tumor-suppressor gene (Chano et al., 2002b). They 

later characterized the expression of RB1CC1 in the development of murine and human 

embryos (Bamba et al., 2004). Due to the lack of direct evidence, however, the hypothesis 

that RB1CC1 acts as a tumor suppressor gene was not well-developed (Chano et al., 

2010). Another study from this group has also indicated RB1CC1 regulates TSC-mTOR 

pathways in neuromuscular tissues (Chano et al., 2006) and may potentially have a role 
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in how Alzheimer’s disease affects the brain (Chano et al., 2007). It was not until 2008 

that Hara et, al. found RB1CC1 binds to UNC-51–like kinase (ULK) 1 to initiate the 

formation of autophagosomes (Hara et al., 2008). Independently, Ganley et, al. also found 

that RB1CC1 forms a protein complex with ATG13 and ULK1, which is essential for the 

localization and stabilization of ULK1 in autophagosome formation (Ganley et al., 2009). 

The important role of RB1CC1/FIP200 in autophagy initiation has since been regarded as 

its canonical function. 

In autophagy, RB1CC1 is arguably the functional homologue of yeast Atg17 (Hara and 

Mizushima, 2009). Yet the two protein are not evolutionarily related, therefore, the known 

structure of Atg17 (Ragusa et al., 2012) could not be used to help determine the structure 

of RB1CC1 through homology modeling. Early predictions indicated that RB1CC1 protein 

contains a nuclear localization signal, a leucine zipper motif, and a large coiled-coil 

structure (Chano et al., 2002a). It relies on domains near the N-terminal and/or the coiled-

coil to interact with and inhibit FAK (Abbi et al., 2002). Nevertheless, it was not until very 

recently that we saw breakthroughs in the structure determination of RB1CC1, especially 

Figure 1-2 Known structure of RB1CC1, adapted from Turco et al., 2019 and Shi et al., 
2020. (A) Schematic depiction of the RB1CC1 protein. (B) Cartoon depiction of the 
RB1CC1 dimer. Scale bar = 50 nm. (C) Visualization of RB1CC1 NTD dimer (upper) and 
monomer (lower). Robetta analysis indicates that TBK1 scaffold-like domain (SLD) and 
ubiquitin-like domain (ULD) fit well with the density map of RB1CC1 NTD. (D) The 
resolved structure of RB1CC1 CTD monomer and dimer. 
 

Figure 1-3 Known structure of RB1CC1, adapted from Turco et al., 2019 and Shi et al., 
2020. (A) Schematic depiction of the RB1CC1 protein. (B) Cartoon depiction of the 
RB1CC1 dimer. Scale bar = 50 nm. (C) Visualization of RB1CC1 NTD dimer (upper) and 
monomer (lower). Robetta analysis indicates that TBK1 scaffold-like domain (SLD) and 
ubiquitin-like domain (ULD) fit well with the density map of RB1CC1 NTD. (D) The 
resolved structure of RB1CC1 CTD monomer and dimer. 
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in the context of autophagy (Turco et al., 2019; Shi et al., 2020b, 2020a). Although the 

high-resolution structural architecture of RB1CC1 has yet to be revealed, we now know 

that it forms dimers that are essential for autophagy (Figure 1-2).  

Its N-terminal domain (NTD, 1-639) forms a C-shaped dimeric structure that presumably 

acts as an organizational hub for the ULK1 complex, with an asymmetric 1:2:1:1 

ULK1:FIP200:ATG13:ATG101 stoichiometry. Within this locus, aa 443–450 mediates its 

binding with ATG13 (Shi et al., 2020b). These findings differ from those of a previous 

study where Chen et al. reported that residues 582-585 (LQFL) in RB1CC1 mediate its 

interaction with ATG13 and found that replacing these residues with AAAA abolished its 

canonical autophagy function (Chen et al., 2016). Shi et al. demonstrated that this locus 

might instead be critical for dimerization of RB1CC1 NTD, rather than being directly 

involved in the interaction between RB1CC1 and ATG13. Nevertheless, mutating aa 582-

585 to AAAA led to neonatal death of mice similar to knock-out (KO) of other ATGs (Kuma 

et al., 2017) and also maintained a protective role in TNFα-induced apoptosis. The NTD 

is followed first by an intrinsically disordered domain and then by a long and presumably 

flexible coiled-coil domain of 710 amino acid residues which spans up to 107 nm. The 

coiled-coil is linked with a C-terminal domain (CTD), of which the crystal structure has 

been determined (Turco et al., 2019). Dimers of RB1CC1 CTD form a ‘claw’ or ‘pocket’ 

structure that binds with p62 and is mutually exclusive of p62’s binding to LC3B, which 

indicates that it mediates the translocation of to-be-degraded cargo from p62 to the 

autophagosome. This idea has been further strengthened by studies focused on selective 

autophagy. Autophagy had been regarded as non-selective bulk processes, yet new 

evidence indicates that there are multiple, tightly regulated subtypes of autophagy which 

first require for the cargo to be recognized, e.g., aggregated proteins (aggrephagy), 

mitochondria (mitophagy), peroxisomes (pexophagy), ribosomes (ribophagy), 

endoplasmic reticulum (reticulophagy) and pathogens (xenophagy) (Stolz et al., 2014). 

Cargo recognition is mediated by a group of cargo receptors such as p62, neighbor of 

BRCA1 (NBR1), nuclear dot protein 52 kDa (NDP52), and optineurin. Recently, NDP52 

was shown to be able to bind to the C terminal of the coiled-coil region of RB1CC1 and 

thus recruit ULK1 complex to damaged pathogen-containing vacuoles and mitochondria 

(Ravenhill et al., 2019; Vargas et al., 2019; Turco et al., 2020). It has been shown that 

binding of NDP52 can increase the membrane affinity of the C-terminal of coiled-coil of 
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RB1CC1, effectively promoting its recruitment of membrane and downstream autophagy 

machinery (Shi et al., 2020a). This process could occur even without ATG7 and LC3 

(Ohnstad et al., 2020). These findings lead to an interesting hypothesis that the binding of 

cargo receptors to RB1CC1 might act as a triggering event for selective autophagy, which 

could happen in a form that is vastly different from non-selective autophagy. In addition, 

RB1CC1 also directly interacts with ATG16L1, mediating the regulatory effect of the ULK1 

complex to the ATG5-ATG12 complex (Gammoh et al., 2013). In summary, the NTD of 

RB1CC1 helps to assemble the ULK1 complex, the C-terminal of its coiled-coil domain at 

least promotes its binding to the membrane, the long coiled-coil domain acts as a tether 

of which the N-terminal domain and the ‘claw’ structure linked to it translocate receptor-

labeled cargos to the autophagy machinery. All of this suggests RB1CC1 to be a core 

organizer of autophagy.  

1.4.3 Neuronal specific function of RB1CC1 and its possible pathogenic implication in 

schizophrenia 

Liang et al. described the effects within the nervous system of a neural-specific deletion 

of RB1CC1 using Nestin-Cre and FIP200f/f mouse lines (Liang et al., 2010). They found 

45% of the mutant mice died within days after birth; afterwards the survival rate remained 

stable until post-natal day 14 and then sharply decreased to zero by post-natal day 60. 

Cerebellar degeneration with neuronal loss, spongiosis, and neurite degeneration was 

also observed. Using glial fibrillary acidic protein (GFAP)-Cre lines, they later reported that 

RB1CC1 deletion led to a deficiency of maintenance and differentiation of postnatal neural 

stem cells, which is related to intracellular reactive oxygen species (ROS) regulation by 

autophagy (Wang et al., 2013a). The same group later reported the activation of microglia 

to have mediated these NSC deficiencies (Wang et al., 2017). Using Best1-Cre mice, Yao 

et al. found RB1CC1 deletion led to the loss of photoreceptors and the degeneration of 

the retinal pigment epithelium, possibly due to disruption of autophagy (Yao et al., 2015). 

The combination of these findings suggests the role of RB1CC1 is critical to the nervous 

system. 

Although schizophrenia is believed to be largely genetically predisposed, environmental 

stress emerging in gestation and early life, such as obstetric complications (Cannon et al., 

2002), prenatal infection and malnutrition (Brown, 2006; Brown and Susser, 2008), and 
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socioeconomic disturbance (Cantor-Graae and Selten, 2005; Krabbendam, 2005) might 

also lead to a higher vulnerability of developing the disorder. Interestingly, stressful insults 

in adolescence seem to be relatively tolerable in terms of not increasing the risk for 

developing schizophrenia, suggesting there may be a critical window of pathogenesis 

(Giovanoli et al., 2013). Stress itself could lead to structural and functional impairment to 

the prefrontal cortex (Arnsten, 2009) and altered dopamine release (Howes et al., 2017). 

Additionally, physiological and psychological stressors are also associated with oxidative 

stress in the brain (Schiavone et al., 2013), indicating an potentially important intermediary 

from etiology to pathology. Specifically, oxidative stress could lead to multiple 

pathophysiological consequences related to schizophrenia, such as inflammation, 

mitochondrial dysfunction, hypoactive NMDA receptors, and the impairment of fast-

spiking GABAergic interneurons (Bitanihirwe and Woo, 2011). Autophagy, which is 

dependent on RB1CC1, could alleviate these impairments by clearing damaged 

biomolecules like proteins, DNA, and lipids (Filomeni et al., 2015). RB1CC1 might also 

counteract proinflammatory TNF-α/NF-κB pathways independent of autophagy (Chen et 

al., 2016). 

Schizophrenia has an average onset age between 16 to 30 years (Owen et al., 2016), 

overlapping with the critical neurodevelopmental window of synaptic pruning (Silbereis et 

al., 2016). Post-mortem studies and neuroimaging studies have consistently reported 

reduced grey matter in schizophrenia patients (Selemon et al., 2002; Hulshoff Pol and 

Kahn, 2007), which is likely due to the decrease of dendritic spines (Moyer et al., 2015; 

MacDonald et al., 2017). On the other hand, reduction of spine density might result from 

excessive spine pruning due to microglia-mediated inflammatory response (Paolicelli et 

al., 2011; Trépanier et al., 2016) or deficiency of dendritic arborization (Flores et al., 2016; 

Shao et al., 2019). RB1CC1 could act on these processes to moderate this abnormality: 

preventing inflammatory damage via autophagy-dependent and/or -independent 

pathways (Chen et al., 2016; Wang et al., 2017) or by promoting dendritic arborization by 

inhibiting the FAK/protein kinase C (PKC) signaling pathway (Garrett et al., 2012; Shao et 

al., 2019). 

These possible implications could be assessed with forward programmed neurons derived 

from isogenic human pluripotent stem cell lines with RB1CC1 loss of function. This may 
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hopefully shed light on the mechanisms underlying the pathogenesis of RB1CC1-related 

psychiatric disorders. 

  



28 

 Aims of the thesis 

The first objective of this study is to establish and functionally characterize an in vitro 

platform based on forward programmed neuronal cultures derived from hPSCs. For this, 

excitatory and inhibitory human neurons were to be generated by forward programming 

human hPSCs carrying the inducible transcription factors NGN2 and ASCL1/DLX2 

expression cassettes, respectively. These neurons then had to be cultured with defined 

compositions on MEAs for electrophysiological measurements on a network level. In 

parallel, in silico neuronal network models fed with neuronal parameters obtained from 

the in vitro cultures had to be developed to explore potential mechanisms underlying the 

experimental observations with MEAs. The key goal of the combined in vitro and in silico 

approach was to give a systematic functional representation of human forward 

programmed neuronal networks. Another goal to be pursued in this study was to utilize 

human forward programmed neurons in brain disease modelling. Specifically, as an 

exemplar, this study focuses on a gene that has been associated with psychiatric 

disorders: RB1CC1. For this, hPSC lines had to be subjected to CRISPR-Cas9 mediated 

genome editing to introduce loss-of-function mutations into the RB1CC1 gene. This study 

then had to focus on the phenotypic characteristics of neurons derived from the isogenic 

cell lines, including molecular, morphological, and electrophysiological alterations due to 

RB1CC1 loss of function, with an emphasis on autophagy and FAK related pathways. 

Ultimately, this could help to identify valid biological pathways that link genetic 

susceptibility to endophenotypes and help to understand how the deficiency in risk genes 

impacts neuronal responses to pharmacological treatments. In summary, this study aims 

to explore forward programmed neurons as a tool for human neuronal network analysis 

and disease modeling. 

  



29 

2.  Materials and methods 

 Experimental materials 

2.1.1 Antibodies, chemicals, peptides, and recombinant proteins 

Antibodies 

Antibody name Supplier Identifier Dilution 
Alexa Fluor 488 Goat 
anti-Mouse IgM 

Thermo Fisher Scientific A-21042 1:1500 (FC) 

Alexa Fluor 488 Goat 
anti-Rabbit Igg 

Thermo Fisher Scientific A-11008 1:1000 (IF) 

Alexa Fluor 647 Goat 
anti-mouse Igg 

Thermo Fisher Scientific A-21236 1:500 (IF) 

Anti-FIP200  Sigma-Aldrich SAB4200135 1:1000 (WB) 
Anti-mouse IgG, HRP-
linked Antibody 

Cell signaling 7076 1:1000 (WB) 

Anti-rabbit IgG, HRP-
linked Antibody 

Cell signaling 7074 1:1000 (WB) 

GAPDH Santa Cruz 
Biotechnology 

sc-47724 1:1000 (WB) 

OCT4 Santa Cruz sc-9081 1:500 (IF) 
PSD95 Thermo Fisher Scientific MA1-046 1:1000 (WB) 
SOX2 R&D Systems MAB2018 1:1000 (IF) 
Synapsin1 Synaptic Systems 106 103 1:1000 (WB) 
TRA-1-60 Sigma-Aldrich MAB4360 1:1000 (FC) 

WB = Western blot, FC = Flow cytometry, IF = Immunofluorescence. 

Chemicals and other substances 

Name Supplier Identifier 
2-Mercaptoethanol  Thermo Fisher Scientific 21985023 
Ampuwa (sterile water)  Fresenius 40676000 
Agar Carl Roth 2266 
Arc-C Sigma-Aldrich C1768 
Bicuculline Tocris 2503 
CNQX Tocris 0190 
DAPT Sigma-Aldrich D5942 
dATP VWR Life Science 20-1011 
dCTP VWR Life Science 20-1020 
dGTP VWR Life Science 20-1030 
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Name Supplier Identifier 
DMSO Sigma-Aldrich D4540 
Doxycycline Sigma-Aldrich D9891 
dTTP VWR Life Science 20-1041 
EDTA Sigma-Aldrich E6635 
Ethanol Carl Roth 9065 
Ethidium bromide Thermo Fisher Scientific 15585011 
Halt ™ Protease and 
Phosphatase Inhibitor 

Thermo Fisher Scientific 78442 

Luminata Classico Western 
HRP substrate 

Merck Millipore WBLUC0100 

Methanol Carl Roth 8388 
MgCl2 Thermo Fisher Scientific AM9530G 
Milk powder (low fat) Carl Roth T145 
MRT68921 Tocris 5780 
NaCl Carl Roth P029 
PF573228 Tocris 3239 
Poly-ornithine Sigma-Aldrich P4957 
ROCK Inhibitor Cellagen Technology LLC C9127-2 
Trehalose Sigma-Aldrich T9531 
Tryptone Carl Roth 8952 
Yeast extract Carl Roth 2904 

 

Peptides and recombinant proteins 

Name Supplier Identifier 
Accutase Thermo Fisher Scientific A11105-01 
Alt-R® S.p. Cas9 Nuclease V3 Integrated DNA Technologies 1081059 
Geltrex Thermo Fisher Scientific A1413201 
GoTaq® DNA Polymerase Promega GmbH M3001 
Laminin Sigma Aldrich L2020 
Matrigel Corning B.V. Life Sciences 354230 
Recombinant human BDNF Cell Guidance Systems GFH1 
Recombinant Human bFGF Life Technologies PHG0021  
Recombinant Human EGF R&D Systems GmbH 236-EG-01M 
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2.1.2 Media, supplements, and buffers 

Name Supplier Identifier 
B27 supplement Thermo Fisher Scientific 17504044 
DMEM/F12 Thermo Fisher Scientific 11320-074 
DPBS Thermo Fisher Scientific 14190-094 
Fetal bovine serum Thermo Fisher Scientific 10500064 
GlutaMAX  Thermo Fisher Scientific 35050-38 
Knockout Serum Replacement Thermo Fisher Scientific 10828028 
N2 supplement Thermo Fisher Scientific 17502-048 
Name Supplier Identifier 
Neurobasal Medium Thermo Fisher Scientific 21103-049 
NuPAGE™ MOPS SDS Running 
Buffer (20X) 

Thermo Fisher Scientific NP0001 

NuPAGE™ Tris-Acetate SDS Running 
Buffer (20X) 

Thermo Fisher Scientific LA0041 

Pierce™ LDS Sample Buffer, Non-
Reducing (4X) 

Thermo Fisher Scientific 84788 

RIPA buffer Sigma Aldrich R0278 
StemMACS iPS-Brew Miltenyi Biotec 130-107-087 
StemMACS iPS-Brew 50x supplement Miltenyi Biotec 130-107-086 

 

2.1.3 Primers, recombinant RNA, and recombinant DNA 

Primers 

Internal identifier Sequence Supplier 
RB1CC1_E4KO_for 5’TGGGGAAGGTTTTAGAGTGAAATT-3’ Integrated DNA 

Technologies 
RB1CC1_E4KO_rev 5’-TGAGCGTGCACATTGCCTTC-3’ Integrated DNA 

Technologies 

 

Recombinant DNA and RNA 

Name Supplier Identifier 
Alt-R® CRISPR-Cas9 
tracrRNA 

Integrated DNA 
Technologies 

1072532 

ptfLC3 Addgene 21074 
RB1CC1E4KO crRNA Integrated DNA 

Technologies 
Hs.Cas9.RB1CC1.1.AB 
CAAGATTGCTATTCAACACC 
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2.1.4 Commercial assays and kits 

Name Supplier Identifier 
FuGENE® HD Transfection Reagent Promega GmbH E2311 
Maxwell RSC DNA Blood Kit Promega GmbH AS1400 
Plasmid Maxi Prep Kit Zymo Research D4205 
P3 Primary Cell 4D Nucleofector kit Lonza V4XP-3012 
Pierce ™ BCA Protein Assay Kit Thermo Fisher Scientific 23225 
Wizard SV Gel and PCR Clean up 
System 

Promega GmbH A9281 

 

2.1.5 Plastics and other consumables 

Name Supplier Identifier 
6-well-plate Corning 3736 
96-well-plate Ibidi 89626 
Cell Strainer 40 μm BD Biosciences 352340 
NuPAGE 10 % Bis-Tris gel Thermo Fisher Scientific NP0315BOX 
NuPAGE 3-8 % Tris-Acetate gel Thermo Fisher Scientific EA0378BOX 
Freezing container Thermo Fisher Scientific 5100-0001 
PVDF membranes BIO-RAD 1620177 
Syringe filter 0.2 μm PALL 4612 
Syringes BD Biosciences 309646, 309661 

 

2.1.6 Devices, software and external services 

Devices 

Device Product Manufacturer 
Autoclave D-150 Systec 
Balance LA310S, BL610, BP2100S Sartorius 
Block heater Thermomixer compact Eppendorf 
Centrifuge and rotor  Megafuge 1.0R Rotor #2704 

Rotor BS4402/A 
Heraeus 

Centrifuge and rotor RC 26 PLUS RC5B PLUS 
Rotor SS-34 Rotor SLA-3000 

Sorvall 

Chemiluminescence 
detection 

Chemidoc XRS detection 
system 

BIO-RAD 
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Device Product Manufacturer 
Counting chamber Fuchs-Rosenthal Faust 
Flow cytometry BD Accuri™ flow cytometry Becton, Dickinson 

and Company 
Fluorescence microscope 
 

EVOS FLoid Imaging System Thermo Fisher 
Scientific 

Freezer -150°C MDF-C2156VAN-PE Panasonic 
Freezer -80°C Hera freeze Heraeus 
Incubator HERAcell 150 Heraeus 
Inverse light microscope Axiovert 40C Carl Zeiss 
Live cell imaging 
microscope 

Axiovert 200M  
Camera: Prog Res C14  
UV-lamp: Ebq 100 

Zeiss  
Jenoptik  
Zeiss  

Nucleic acid extraction 
device 

Maxwell RSC instrument Promega 

Multi-electrode array 
recording system 

Axion Maestro Edge Axion BioSystems 
 

Nucleofector Amaxa 4D Nucleofector Lonza 
pH-meter HI 9321 HANNA 

Instruments 
Power supply SDS-PAGE POWER PAC 200 BIO-RAD 
Refrigerators/freezers 4°C, 
-20°C 

G2013 Comfort  
HERAfreeze 

Liebherr  
Heraeus 

Sterile laminar flow hood HERAsafe Heraeus 
Thermocycler ProFlex PCR system 

Mastercycler X50a 
Thermo Fisher  
Eppendorf 

Western blot chamber Mini-PROTEAN 3 Cell BIO-RAD 
IN Cell Analyzer 2200 - GE Healthcare 

 

Software 

Software Supplier Version 
Adobe Illustrator CC Adobe 22.0.2 
Adobe Photoshop CC Adobe 19.1.1 
Axion Navigator Axion BioSystems 2.0.4.21 
Brian2 open source 2.4.2 
Genome Studio Illumina Inc. 2.0.4 
Image Lab Bio-Rad 6.0.0 build 26 
ImageJ (FIJI) Open sourse 2.20.0-rc-72/1.53c 
INCell Analyzer GE Healthcare 6.2-15347 
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Software Supplier Version 
FlowJo BD Biosciences 10.2 
Leica application suite X Leica Microsystems 3.0.0.15697 
Matlab MathWorks 9.4.0.813654 (R2018a) 
NanoDrop 2000 Thermo Fisher  1.6.198 
Python open source 2.7.16 
R / RStudio open source / R studio 3.6.1 / 1.1.447 
Sholl analysis Plug-in open source 3.2.13 

 

External services 

Service Supplier 
Sanger sequencing Microsynth Seqlab GmbH 
Amplicon sequencing GENEWIZ, Inc. 
SNP sequencing Institute of Human Genetics, University of Bonn 
Mass spectrometry BayBioMS (Bayerisches Zentrum für Biomolekulare 

MassenSpektrometrie), Technical University of Munich 
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 Experimental methods 

2.2.1 Human pluripotent stem cell cultivation 

Geltrex-coating solution 

Component Concentration 
DMEM/F12 - 
Geltrex 1:30 – 1:100 

The Geltrex was thawed on ice and aliquoted in small portions. Aliquots of Geltrex were 

dissolved in ice-cold DMEM/F12 and used immediately. The coating takes 1 hour in room 

temperature or overnight at 4 °C. 

DPBS-EDTA solution 

Component Concentration 
DPBS - 
EDTA 0.5 mM 

Stembrew medium 

Component Concentration 
StemMACS iPS-Brew XF basal medium - 
StemMACS iPS-Brew XF 50x 
Supplement 

1:50 

hPSC freezing medium 

Component Concentration 
Stembrew medium 90% 
DMSO 10% 

Human PSCs were maintained in Geltrex-coated (1:100) 6-well-plates with Stembrew 

medium. Full medium change was performed every day. Passaging at a ratio of 1:3 was 

performed when the confluency reaches ca. 80%, roughly twice per week.  

To passage hPSCs, the cultures were washed with DPBS once, then immersed in DPBS-

EDTA solution for 5 minutes to dissociate the colonies. After that the DPBS-EDTA was 

replaced with fresh Stembrew medium, vigorous pipetting was applied to resuspend the 

colonies. The colony suspension was then transferred to new plates.  
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For cryopreservation of hPSCs, ice-cold hPSC freezing medium was used for 

resuspension after the cultures were dissociated with DPBS-EDTA. The suspension was 

transferred instead into cryo tubes. Cells were then kept in Mr. Frosty™ freezing 

containers and frozen to -80 °C overnight, then transferred to -150 °C or liquid nitrogen 

for long-term preservation.  

To establish hPSC cultures from cryopreserved stocks, the cryo tube was quickly put in 

37 °C water bath for complete resuscitation. The cell suspension was diluted in 10 mL 

prewarmed Stembrew medium, centrifuged at 800 x g for 3 minutes. Then the supernatant 

was removed, and the cell pellet was resuspended in Stembrew supplemented with 10 

μM ROCK inhibitor, and transferred to Geltrex-coated culturing plates. ROCK inhibitor 

was removed the second day. 

2.2.2 CRISPR/Cas9 RNP nucleofection of hPSC 

Genome editing on hPSC was performed according to a 4D Amaxa Cas9 protein 

nucleofection protocol provided by the manufacturer.  

To prepare the cr::tracer RNA, 5 μL of RB1CC1E4KO crRNA and 5 μL of tracrRNA (both 

at 100 μM) were mixed in a PCR tube, heated in a PCR block for 5 minutes at 95 °C, and 

then cooled down at room temperature for 30 minutes. To prepare the cas9-cr::tracerRNA 

RNP, 1 μL annealed cr::tracrRNA was mixed with 1 μL cas9 and 3 μL of nuclease free 

duplex buffer. The mixture was then incubated at room temperature for 10 minutes. 

To harvest cells for nucleofection, hPSCs of ~80% confluency were incubated in accutase 

supplemented with 10 µM ROCK for 10 minutes at 37°C, which dissociated the colonies 

to single cells.  Stembrew was used to stop the reaction and resuspend the cells. After 

counting, calculated volume of cell suspension containing 30000 cells was transferred to 

a 15 mL falcon tube and centrifuged at 800 g for 4 minutes. 

To prepare the electroporation solution, 16.4 μL P3 solution and 3.6 μL supplement 1 

(both from the P3 Primary Cell 4D Nucleofector kit) were mixed in a microcentrifuge tube. 

1 μL RNP solution was added and mixed. The electroporation solution was used to 

resuspend the hPSC pellet after carefully removing all remaining medium.  

To perform the nucleofection, the mixture was transferred in to a nucleocuvette and loaded 

into the Amaxa 4D Nucleofector. The electroporation was then performed using the 
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program coded CM150. After the nucleofection pulse, 100 μL prewarmed Stembrew with 

10 μM ROCK inhibitor was add into the microcuvette to resuspend and retrieve the cells. 

The cells were seeded in a Geltrex-coated 6-well-plate with Stembrew supplemented 10 

μM ROCK inhibitor. ROCK inhibitor was removed after 24 hours. 

To obtain single-cell derived clones, 7 days later one well of the cultures was dissociated 

with accutase, counted, and replated in a 6-well-plate at a density of 200 cells per well. 

Stembrew supplemented with 10 μM ROCK inhibitor was used until colonies formed.  The 

cultures were then maintained for another week. Single colonies were picked with 100 μL 

pipettes under Evos FL microscope and transferred into 96-well-plates coated with Geltrex. 

Each clone was expanded onto a 24-well-plate and then onto a 6-well-plate for further 

use. 

2.2.3 DNA extraction, PCR, and Sanger sequencing for genotyping 

For each obtained single cell-derived clone, ca. 1 million cells were collected and pelleted 

at 5000 g for 2 min. Genome DNA was extracted with Maxwell RSC DNA Blood Kit using 

Maxwell RSC instrument according to the manufacturer’s instructions. The DNA 

concentration was determined with Nanodrop 2000 spectrophotometer.  

To obtain the genome sequence corresponding to RB1CC1E4KO crRNA, PCR was 

performed with primer pair RB1CC1_E4KO_for (5’-GGGGAAGGTTTTAGAGTGAAATT-

3)’ and RB1CC1_E4KO_rev (5’-GAAGGCAATGTGCACGCTCA -3’) using GoTaq® DNA 

Polymerase according to the manufacturer’s instructions.  

 

PCR Mix  

Component Concentration 
5X Reaction Buffer 20% 
dNTP 0.2 mM each 
Primers 1 µM each 
DNA Polymerase 0.025 u/µL 
template DNA 100 ng 
Nuclease-Free water add to final volume 
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PCR protocol 

Step Temperature Time Repeat 
1 95 °C 2 minutes  
2 95 °C 30 seconds  
3 60 °C 30 seconds  
4 72 °C 30 seconds go to step 2, 35 times 
5 72 °C 5 minutes  
6 4 °C hold  

PCR products were purified with a Wizard SV Gel and PCR Clean-up System according 

to the manufacturer’s instructions and the concentration was determined with Nanodrop. 

Sanger sequencing was performed by Microsynth Seqlab. The results were analyzed 

using online genome editing assessment tool TIDE (https://tide.nki.nl/). Samples with 

frameshift mutation on both alleles with high confidence were kept for further analysis. 

Amplicon sequencing was performed on selected clones by GENEWIZ, Inc. The results 

were analyzed using the online tool Outknocker (http://www.outknocker.org/). Samples 

with high purity were used for further experiments.  

Genome DNA from selected clones was sent to the Institute  of  Human  Genetics, 

University  of  Bonn,  to perform chip-based  SNP analysis for karyotyping. The results 

were analyzed using Genome studio. 

2.2.4 Immunofluorescence 

HPSCs cultivated in 96-well-plates were expanded to ca. 50% confluency for 

immunofluorescence analysis. The medium was then removed and replaced with 4% PFA, 

incubated for 12 minutes, and replaced with DPBS. To block the cultures, DPBS was 

replaced with the blocking solution (90% DPBS + 10% FBS, supplemented with 0.1% 

triton) and incubated for 1 hour at room temperature. The solution was then replaced with 

the blocking solution containing primary antibodies and then incubated overnight at 4 °C. 

Afterwards, the cultures were washed with DPBS three times, 5 minutes each time, and 

incubated in the blocking solution containing secondary antibodies at room temperature 

for 1 hour. The solution was replaced with 1 µg/ml DAPI dissolved in DPBS for 3 minutes 

and after that washed with DPBS once. Immunofluorescence pictures were taken with         

INCELL Analyzer 2200 and analyzed with ImageJ. 
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2.2.5 Flow cytometry 

To assess the expression of TRA-1-60 in hPSCs with flow cytometry, 80% confluent 

hPSCs were dissociated with accutase and harvested as previously described. The cell 

suspension was centrifuged at 800 g for 3 minutes and resuspended in ice-cold DPBS. 

Anti-Tra-1-60 antibody (1:1500) was then added into cell suspension and incubated on 

ice for 15 minutes. The cell suspension was centrifuged again and resuspended in DPBS 

containing secondary antibody (Alexa 488 goat anti-mouse IgM, 1:1500), then incubated 

at 4 °C for 30 minutes. After the final centrifugation, pellets were resuspended in DPBS 

and transferred into separate FACS-tubes. Flow cytometry was then performed in BD 

Accuri C6 Plus and the results were analyzed using FlowJo. 

2.2.6 Protein extraction and western blot 

Western transfer buffer (10x) 

Component Concentration 
Tris-Base 0.25M 
Glycine 1.92M 
For 1x Western transfer buffer: dilute in ddH2O and add 10% [v/v] methanol. 

TBS-buffer (10x) 

Component Concentration 
Tris-Base 0.25M (pH7.4) 
NaCl 1.5M 
For 1x TBST-buffer: dilute in ddH2O, then add 1:1000 Tween-20. 

Cultures were washed with ice-cold DPBS once before being scratched off in cold DPBS 

and centrifuged to obtain cell pellets, which were then resuspended in cold RIPA buffer 

supplemented with 1:100 HALT protease and phosphatase inhibitor. The suspensions 

were then placed on ice for 30 minutes while being vortexed every 5 minutes for lysis. The 

solution was then centrifuged at 16100 g in 4 °C for 30 minutes. After centrifugation, the 

supernatant was collected, and the protein concentration was measured with Pierce BCA 

Protein Assay kit according to the manufacturer’s instructions using Nanodrop.  

30 µg protein samples were loaded with LDS Sample Buffer into a 10% Bis-Tris gel for 

electrophoresis and transferred onto a methanol-activated PVDF membrane with 

electroblotting. The membrane was then blocked in TBS-T buffer containing 5% milk 
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powder for 1h at room temperature before being rotated in primary antibodies dissolved 

in the blocking solution overnight at 4 °C. The membranes were then washed 3 times with 

TBS-T buffer and rotated in HRP-conjugated secondary antibodies dissolved in blocking 

solution for 1 h at room temperature. Luminata™ Western HRP Substrates were used for 

chemiluminescent in a Chemidoc XRS detection system. Quantification of relative protein 

levels was performed with the Image Lab software.  

2.2.7 Forward programming of iGlutN and iGABAN 

Neural induction (N2) medium 

Component Concentration 
DMEM/F12 - 
N2 supplement 1:100 
Doxycycline 2 μg/mL 

Neural maintenance (NBB27) medium 

Component Concentration 
Neural Basal medium - 
B27 supplement 1:50 
Component Concentration 
GlutaMAX 1:100 
Doxycycline 1-2 μg/mL 
BDNF 10 ng/mL 

Neural cryopreservation medium 

Component Concentration 
Knockout serum replacement 70% 
1M trehalose 20% 
DMSO 10% 

HPSCs carrying doxycycline-inducible NGN2 or ASCL1/DLX2 cassette were established 

as previously reported by Dr. Matthias Hebisch (Peitz et al., 2020). To produce iGlutN and 

iGABAN, 80% confluent hPSCs were dissociated with accutase and seeded on Geltrex-

coated six-well plates at a density of 7500 cells/cm2 in the hPSC medium. One day after 

seeding, the medium was switched to N2 medium (DMEM/F12, 1% N2 supplement) 

supplemented with 2 mg/mL doxycycline to induce NGN2 or ASCL1/DLX2 expression. On 

day 2, the cells were dissociated with accutase and plated on Geltrex-coated 6-well-plates 
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at a density of 50000 cells/cm2. The medium was switched to NBB27 medium 

supplemented with doxycycline. From day 3 on, 10 mM DAPT was added to the medium. 

A full medium change was performed every two days. To exclude remaining proliferative 

cells, 5 mM AraC (Cytosine β-D-arabinofuranoside hydrochloride) was added on day 7 

and removed on day 8.  

On day 9, the medium was removed, and the cultures were washed with DPBS once and 

then incubated in accutase supplemented with 10 μM ROCK inhibitor at 37 °C for 60 

minutes. Gentle shaking or taping was applied when necessary to fully dissociate the 

cultures. Fresh medium was then applied to stop the reaction. The suspension was 

collected and centrifuged at 1200 g for 3 minutes, after which the supernatant was 

discarded. The pellet was then resuspended in ice-cold freezing medium, aliquoted in 

vials of 2 million cells, and cryopreserved. Resuscitation of forward-programmed human 

neurons from cryopreserved stocks was similar to that of hPSCs. 

2.2.8 Cultivation of hPSC derived neuronal cultures 

For morphological analysis, iGlutNs were seeded on inactivated confluent mouse 

astrocytes in Geltrex-coated ibidi 96-well-plate with a density of 50000 per well. For 

western blot, iGlutNs were seeded in Geltrex-coated 6-well-plate, 1 million per well, and 

cultured with astrocyte-conditioned NBB27 medium supplemented with 1 mg/ml 

doxycycline. A half medium change was performed twice per week. 

For the MEA recording, 24-well plates with MEAs (M384-tMEA-24W, Axion BioSystems, 

Atlanta, USA) were coated with Geltrex (1:30). 30000 or 15000 forward programmed 

neurons were then seeded in each well, resulting a density of ~1000/mm2 or ~500/mm2. 

Mouse astrocytes were added the day following seeding of neurons to reach a final density 

of 1000/mm2. Neuronal medium supplemented with 0.5% FBS was used for astro-

neuronal co-cultures. Half of the medium was changed twice per week.  

The MEAs plates were reused after cleaning with 1% Tergazyme overnight at 37 °C, 

sterilization with 75% ethanol at room temperature for 1 hour and ultraviolet treatment for 

1 hour. 
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2.2.9 Preparation of fluorescence labeling plasmids 

LB medium 

Component Concentration 
H2O - 
Tryptone 10 g/L 
Yeast extract 5 g/L 
NaCl 5 g/L 

LB Agar 

Component Concentration 
H2O - 
Tryptone 10 g/L 
Yeast extract 5 g/L 
NaCl 5 g/L 
Agar 10 g/L 
Autoclaved and stored at 4°C. 

Two plasmids were used for fluorescence labeling of neurons and live-cell imaging. The 

autophagy reporter plasmid, mRFP-GFP tandem fluorescent-tagged LC3 (ptfLC3), was a 

gift kindly provided by Tamotsu Yoshimori (Addgene plasmid#21074; 

http://n2t.net/addgene:21074; RRID: Addgene_21074) (Kimura et al., 2007). To label 

individual neurons in dense cultures, a Doublecortin (DCX)::humanized renilla reniformis 

green fluorescent protein (hrGFP) reporter cassette was amplified from a lentiviral 

construct that has been utilized to monitor DCX activity in hPSC-derived neurons (Ladewig 

et al., 2008). The introduction of SfiI restriction sites enabled cloning of the DCX::hrGFP 

cassette into a small backbone to optimize the transient transfection of single neurons. 

The construction was provided by Mohamad Hajo and Nils Braun.  

To amplify the plasmids, NEB stable competent E.coli was used for the transformation 

according to the supplier’s instruction. After resuscitation on ice, 50 µL cells were gently 

mixed with 5 ng DNA and incubated on ice for 30 minutes. The mixture was then heated 

at 42 °C for 30 seconds before 950 µL LB medium was added and mixed. 100 µL of 

suspension was spread on LB agar plates containing kanamycin or ampicillin. The plates 

were incubated overnight at 37 °C. Single colonies formed on the plates were picked and 

transferred to 15 mL falcon tubes containing 5 mL LB medium with kanamycin or ampicillin 
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and shaken at 37 °C. 6 hours later, 10 µL of the culture was transferred into a 250 mL 

flask containing 80 mL LB medium with kanamycin or ampicillin, shaken at 37 °C overnight. 

Plasmids were then purified from bacteria via the Maxi preparation kits according to the 

manufacturer’s instructions. The concentration was determined with Nanodrop. 

2.2.10 Live fluorescence labeling and imaging of forward programmed neurons 

The plasmid transfection was performed two weeks after iGlutNs had been seeded on 

mouse astrocytes. For each well in a 96-well-plate, 100 ng plasmid and 0.3 µL Fugene 

reagent (Promega GmbH, Walldorf, Germany) were mixed in 10 µL NBB27 medium and 

incubated at room temperature for 10 minutes before being added into the wells. The plate 

was gently titled for 30 seconds to evenly distribute the plasmids. A medium change was 

performed on the second day. 

Live fluorescence imaging was performed with a Leica live cell imaging system (Leica 

Microsystems GmbH, Wetzlar, Germany) 7-10 days after the plasmid transfection. The 

plate was kept in a chamber with a temperature at 37°C and CO2 at 5%. For neurite 

complexity profiling (i.e., the Sholl analysis), pictures of individual neurons were taken with 

20x magnification. Sholl analysis was performed using the Sholl Analysis plug-in in 

ImageJ (Ferreira et al., 2014). For the quantification of axonal outgrowth and axonal 

pathology assessment, pictures of individual axons were taken with 40x magnification. 

Axonal swellings were counted manually. To assess the autophagy reporter, pictures of 

individual neurons were taken with 40x magnification. 

2.2.11 Micro-electrode array recording and stimulation 

The MaestroEDGE system (Axion BioSystems) was used for signal recording and 

stimulation of MEA plates. The plate was loaded into a chamber with the temperature 

maintained at 37°C and CO2 at 5%. Raw data was recorded with a sampling rate of 12.5 

kHz and a bandpass filter set between 0.1-2000 Hz. Online spike detection was performed 

with a threshold of 6 times standard deviations. Spike data containing the timestamp and 

waveform of each spike was saved. For spontaneous activity recording, the plate was first 

loaded and equilibrated for 20-30 mins and then recorded for 10 mins. For 

pharmacological experiments, the compounds were added at a ratio of 1:20 to reach the 

working concentration. After recording under drug application, the cultures were washed 

with fresh medium 3 times and recorded again after 20-30 min equilibration.  
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To electrically stimulate the cultures, biphasic voltage pulses predefined in the software 

(Neural Stimulation, amplitude = 100 mV, duration = 400 µs) were delivered to the target 

electrodes. Repetitive stimulation patterns were defined offline and delivered upon a 

single trigger during the recording. 

2.2.12 MEA data analysis  

Recorded data was processed with the Navigator software (Axion BioSystems) and 

customized scripts in MATLAB (The MathWorks Inc., R2018b). Spike sorting was 

performed using the algorithm reported in (Quiroga et al., 2004). The algorithm performs 

fully automatic and unsupervised spike sorting using a superparamagnetic clustering 

method. Network burst detection was performed using an algorithm reported in (Bakkum 

et al., 2014). A single-channel burst is marked if 5 spikes occurred in less than 100 ms, 

and a network burst is marked when 50% of all channels showed burst activity. A network 

super-burst was defined when a second network burst occurred less than 1000 ms after 

a preceding network burst. 

2.2.13 Membrane protein biotinylation and mass spectrometry 

Astro-neuronal cocultures were washed three times with ice-cold PBS and biotinylated 

with 1 mg/ml sulfo-NHS-SS-biotin in cold PBS for 45 min. After washing three times with 

cold PBS and then 10 min incubation , cultures were washed 3 times with cold quench 

buffer (125 mM NaCl, 2.5 mM KCl, 1.2 mM NaH2PO4, 1.2 mM MgCl2, 2.4 mM CaCl2, 26 

mM NaHCO3, 11 mM glucose, and 100 mM glycine) and then incubated two times for 25 

min. Cultures were washed again with cold PBS and lysed in ice-cold RIPA buffer  

supplemented with HALT protease and phosphatase inhibitors for 30 min on ice while 

vortexing every 5 minutes. Following a centrifugation step with 18,000 x g for 15 min at 

4 °C the supernatant was used for streptavidin precipitation employing magnetic 

streptavidin beads. Beads were equilibrated in RIPA buffer three times and added to the 

lysates. Binding was performed by rotating the tubes (Protein LoBind Tubes 1.5 mL, 

Eppendorf) on microcentrifuge tube rotator at 10 rpm overnight at 4 °C. Beads were then 

washed with RIPA buffer three times and the final pellet was subjected to mass 

spectrometry. Identified proteins were quantified across samples using the label-free 

quantification algorithm in MaxQuant as label-free quantification (LFQ) intensities. 
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LFQ intensities of each mapped protein were first normalized by subtracting the median 

intensity, then compared between genotypes with Student’s t-test and corrected with the 

false discovery rate (FDR) method. T-values from the t-test of each protein were also used 

for a gene set enrichment analysis (GSEA) using WebGestalt 2019 (Liao et al., 2019). 

The GSEA was performed using enrichment category ‘geneontology Biological Process 

noRedundant’ and the significance level was set to FDR < 0.05. 

2.2.14 Statistical analysis and data fitting 

Statistical analysis was performed using MATLAB. N-way analysis of variance was used 

in experiments with nested and repetitive designs, and paired comparisons were 

corrected using the Tukey-Kramer method. Linear regression was performed using the 

‘fitlm’ function in MATLAB. Custom equation fitting was performed using the nonlinear 

least squares method provided in the Curve Fitting Toolbox of MATLAB.  

2.2.15 Computational simulation of neuronal networks 

Computational neuronal network simulation was implemented with Brian2 (Stimberg et al., 

2019). An exponential leaky integrate-and-fire neuronal model with conductance-based 

synaptic mechanism and short-term depression (STD) was used as the basic model, 

which is defined as: 

𝑇"
𝑑𝑣
𝑑𝑡 = −(𝑣 − 𝑉*+,-	) + 𝑤+𝑔+(𝐸+ − 𝑣) + 𝑤4𝑔4(𝐸4 − 𝑣) + 𝐷6𝑒

89:;<=>?	
@ + 	𝜉(𝑡) (eq. 2-1) 

where Tm is the membrane time constant, v is the membrane potential, Vrest is the resting 

membrane potential. we and wi are adjusting factors of the weight of synaptic input. ge 

denotes the conductance of glutamate receptor-coupled sodium channel and has a form 

of: 

𝑑𝑔+
𝑑𝑡 = 	−

𝑔+
𝜏+
+ 𝑤,𝛿D𝑡 − 𝑡E*+:,EFG     (eq. 2-2) 

where ge increases upon each excitatory presynaptic spike at tpre-spk and decays with a 

time constant τe. Ee is sodium equilibrium potential, gi denotes the conductance of GABA 

receptor-coupled channels and has a form of: 
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𝑑𝑔4
𝑑𝑡 = 	−

𝑔4
𝜏4
+ 𝑤,𝛿D𝑡 − 𝑡E*+:,EFG     (eq. 2-3) 

where, likewise, gi increases upon each inhibitory presynaptic spike at tpre-spk, and decays 

with a time constant τi. Ei is chloride equilibrium potential. DT  and Vth define the exponential 

threshold. Spikes are defined as v>= Vth+10 mV, after which v would be reset to Vreset. ξ(t) 

is the thermal noise and has a standard deviation of 0.5 mV. For the basic synapse, the 

presynaptic neuron has a readily release pool (RRP) of which the level LRRP is in the form: 

𝑑𝐿IIJ
𝑑𝑡 = 	

(1 − 𝐿IIJ)
𝜏IIJ

−	𝐿IIJ𝑃*𝛿(𝑡 − 𝑡,EF)     (eq. 2-4) 

Where 𝜏IIJ is the RRP replenishment time constant, Pr is the releasing probability. On 

the postsynaptic part, 𝐿IIJ will directly be ws in eq. 2-2 and eq. 2-3. 

To construct a network, 1000 neurons as described above were connected randomly with 

a probability of 0.01. Most single neuronal parameters in the models were obtained 

experimentally with the same cell lines in an autaptic system (Rhee et al., 2019a). These 

are virtual point processes without morphological or spatial parameters which are 

randomly and uniformly connected by only one virtual synapse between each pair. The 

strength and probability of synaptic connections between neurons are unknown and would 

be simulated recursively. The basal synaptic strength was set to elicit 10mV excitatory or 

inhibitory postsynaptic potential on a resting postsynaptic target. Such settings do not 

produce spontaneous activity; therefore, for the beginning, an external stimulator was 

implemented to evoke the network. Simulated pulse stimulation was realized by 

depolarizing targeted neurons by 20 mV. Timestamps of the spikes from 10% of the 

neurons of the network, which were randomly selected, were recorded and then 

processed using the same script for in vitro data. When necessary, other continuous 

neuronal state parameters were saved at a time step of 1 ms. 
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Table 2-1 Parameters used in computational models (Exp. = experimentally derived) 

Symbol Value Source 
𝑻𝒎 38.5 ms Exp. 
𝑽𝒓𝒆𝒔𝒕 -50 mV Exp. 
𝒘𝒆 3  
𝒘𝒊 3  
𝑬𝒆 0 mV  
𝑬𝒊 -70 mV  
𝑽𝒕𝒉 -25 mV Exp. 
𝝉𝒆 5 ms  
𝝉𝒊 5 ms  
𝝉𝑹𝑹𝑷 1500 ms Exp. 
𝑷𝒓 0.25 Exp. 
𝑽𝒓𝒆𝒔𝒆𝒕 -65 mV  
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3. Results 

 A defined human-specific platform for modeling neuronal networks  

Our group and collaborators have previously characterized the morphology and function 

of forward programmed human neurons at a single-cell level with an autaptic system, 

including dendrite structure, synapse number, membrane properties, synaptic 

transmission, and short-term plasticity (Rhee et al., 2019a). Based on these works, section 

3.1 of this thesis describes the systematic characterization of network properties of 

developing forward programmed neuronal cultures derived from hPSCs. For this, forward 

programmed glutamatergic and GABAergic neurons were cultured on MEAs at different 

ratios and densities. Spontaneous and electrically evoked electrophysiological activities 

were recorded during the network development (Figure 3-1-1). In parallel, computational 

models were developed to recapitulate experimental observations and to obtain possible 

biological explanations of observed the phenomena. 

 

Figure 3-1-1 Schematic illustration of the experimental procedure and example results. 
(A) Schematic of the experimental procedure. (B) Left, an example live image of a 4-week-
old forward programmed human neuronal culture, 1000/mm2, 75% iGlutNs and 25% 
iGABANs. Right, immunofluorescent image of a human neuronal culture cultivated in 
parallel in a separate plate (sister plate) after 5 weeks, 1000/mm2, 75% iGlutN and 25% 
iGABANs. (C) Left, 5s example recording from one electrode containing a burst event, 
detected spikes are indicated by red dots. Right, example results of spike sorting from one 
electrode, spikes were classified into 4 sources represented by different colors. 
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3.1.1 Functional characterization of developing forward-programmed human neuronal 

networks 

Human cortical neurons forward programmed from hPSCs were seeded with two density 

conditions (500/mm2 and 1000/mm2) and at four different excitatory to inhibitory ratios (E/I 

ratio = 4:0, 3:1,1:3 and 0:4) in a 24-well plate with microelectrode arrays. During the first 

two weeks in culture, sparse single spikes emerged and then developed into synchronized 

network activity. On day 7 after seeding, all cultures showed spontaneous spikes, 

indicating a subpopulation of the culture had functionally matured. On day 10, 

synchronized activities could be observed, indicating the formation of functional synapses. 

On day 14, many cultures started to show synchronized network bursts (NBs) (Figure 3-

1-2, A). Overall, the total frequency of spikes increased steadily during the first 6 weeks 

(multivariate linear regression, p<0.001), while seeding density had no statistically 

significant effect (p = 0.3221), increased levels of inhibitory neurons in the networks were 

found to lead to lower activity (p<0.001, Figure 3-1-2, B). Except for the 100% iGABAN 

cultures, synchronized NBs could be observed in all networks after 3 weeks with the 

number of NBs increasing along with maturation (p<0.001). And the average number of 

spikes per NB proved to be a distinctive parameter, i.e., denser, more excitatory, and more 

mature networks showed a higher number of spikes per NB (all p<0.001; Figure 3-1-2, C). 
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Figure 3-1-2 Functional characterization of forward programmed human neuronal 
cultures. (A) Example raster plot of human neuronal network activities during the first two 
weeks of development, the enlarged panel shows a synchronized network burst. The 
change of mean firing rate (B) and the number of spikes per NB (C) in different cultures 
during the first 6 weeks after seeding are shown. For each condition, data were collected 
from 6 cultures in 2 independent experiments. 

At week 5, the composition of these cultures were assessed by immunofluorescence and 

modulation of synaptic transmissions. NeuN positive and GABA positive cells were 

counted in immunofluorescence pictures of the sister cultures of each condition, which 

gave an estimation of the survival rate and E-I ratios (Table 3-1). Although the survival 

rate of seeded neurons varied up to this point, E-I ratios remained close to the intended 

levels . 

Table 3-1 Estimated neuronal density and E-I ratios of human forward programmed 
neuronal cultures at 5 weeks by immunofluorescence assessment of NeuN and GABA. 

 

Seeding E-I ratio (%E) 
100% 75% 25% 0% 

Seeding density 

(mm-2) 

1000 160(98%) 319(67%) 540(34%) 710(3%) 
500 69(99%) 195(79%) 238(32%) 347(8%) 

 

Application of 10 µM 6-cyano-7-nitroquinoxaline-2,3-dione (CNQX), an AMPA and kainate 

receptor antagonist, eliminated synchronized NBs, reducing the overall spike frequency 

in cultures containing iGlutNs while producing no significant difference in 100% iGABAN 

cultures (Figure 3-1-3, A&B). This confirmed the existence of functional glutamatergic 

synapses and their major roles in the formation of synchronized NBs. Application of 10 

µM bicuculline, a GABA-A receptor antagonist, increased activity in all but the 100% 

iGlutN cultures. The number of spikes per NB also increased significantly after bicuculline 

application, with the 25% iGlutN networks showing significantly higher elevation than the 

75% iGlutN networks (Figure 3-1-3, C&D). These findings are in line with the 

aforementioned observations of spontaneous activities, i.e., higher portion of iGABANs in 

the culture was associated with weaker NBs. Overall, these results suggest the existence 

of functional GABAergic synapses in the present cultures and that GABA has a 

modulatory effect on neural network activities.  
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In short, section 3.1.1 preliminarily depicts the functional characterization of developing 

forward-programmed human neuronal networks. 

Figure 3-1-2  Synaptic modulation of forward programmed human neuronal networks. (A) 
Example raster plots showing the elimination of NBs by CNQX in one culture containing 
75% iGlutN. (B) The fold change of overall firing rate comparing to the baseline after 
CNQX application. (C) Example raster plots showing the change of NB strength after the 
application of bicuculline in one culture containing 25% iGlutNs. (D) The fold change of 
the number of spikes per NB compared to the baseline after bicuculline application. Data 
were collected from 6 cultures of each condition from 2 independent experiments. N.S. 
not significant, * p<0.05, ** p<0.01, *** p<0.001. 

 

3.1.2 Theoretical framework and computational simulation of in vitro human forward 

programmed neuronal networks 

Forward programmed neurons in vitro can develop a substantial amount of synapses 

within two weeks in culture, leading to synchronized spikes and even NB activity which 

are hall markers of in vitro cortical neuronal cultures (Ito et al., 2010b; Odawara et al., 

2016). It is believed NBs are initiated by the coincidental firing of several individual 

spontaneously active neurons. Within an excitatory neuronal network of sufficient synaptic 

connections, this coincidence is able to activate a larger group of neurons than the starting 

population, leading to an exponential increase of activated neurons and the overall firing 

rate. Within tens of milliseconds, virtually all neurons in the network would be activated, 

resulting in the peak of the burst. Afterwards, the neurons continue to recurrently activate 

each other, which quickly depletes presynaptic neural transmitter vesicles (i.e., the RRP) 

and thus attenuates excitatory post-synaptic potential (EPSP). Decreased EPSP means 

gradually fewer neurons can be activated and, as a result, the overall firing rate drops. 
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The final termination point comes when the average RRP level reaches a baseline where 

no additional neurons can be activated via synapses (Loebel and Tsodyks, 2002). The 

RRP takes some time to recover, which can be characterized by, in its simplest form, an 

exponential process (eq. 2-4, Wesseling and Lo, 2002). Due to the stochastic nature of 

NB initiation, the frequency of spontaneous NBs does not reflect the full bursting capacity 

of a network. Therefore, the frequency or interval of NBs is not a reliable indicator of 

neuronal network activities. The following discussions are mainly focused on the 

properties of single NBs.  

Figure 3-1-4 In silico simulation of NB generation in human neuronal cultures. (A) 
Example raster plot of induced network activities by external stimulation (red dots). i. failed 
network burst; ii. Successful network burst; iii. Sustained network burst; iv. Network burst 
in a mixed network, E/I cell number ratio = 1:1.5, E/I synapse strength ratio 1:1.5.  (B) 
Network burst criteria and strength in relation to connectivity and start population in pure 
excitatory networks. The black curve marks the estimated boundary between failed and 
successful network bursts (Ai and Aii), and the red-colored area shows when a sustained 
burst occurs (Aiii). (C) Network burst criteria and strength in relation to connectivity and 
synaptic strength in pure excitatory networks with start population at 10%. The white 
arrowed line indicates the presumed network development route in vitro. (D) Network burst 
strength in relation to the number and synaptic strength of inhibitory neurons. 
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To illustrate the criteria for a network burst, a computational model was established. In a 

simulated pure excitatory neuronal network, with relatively low connectivity, artificial 

activation of a certain group of neurons can only activate a smaller population of 

downstream neurons, meaning exponential amplification or network bursts cannot be 

induced (Figure 3-1-4, Ai). When the network connectivity is increased, the activation of 

the same group can elicit a network burst (Figure 3-1-4, Aii). Additionally, the minimum 

starting population for NB depends on the connectivity. With the specified setting in Figure 

3-1-4, for example, connectivity below 0.5% would effectively prevent any NBs, while 

increasing connectivity to over 5% requires only 1% of neurons to be activated for an NB 

(Figure 3-1-4, B). Note that once a NB can be initiated, the total number of spikes that can 

be induced, or the strength of NB, is only dependent on the connectivity and is 

independent of the starting population. If the connectivity continues to increase (above 10% 

here), there will be sustained network activation, i.e. an unstoppable network burst (Figure 

3-1-4, Aiii). This is presumably due to the equilibrium between synaptic release and 

replenishment of the RRP. The biological significance of this scenario is to be discussed 

in the next section. Using the same starting population, relatively lower connectivity will 

be needed for a NB when the synaptic strength is increased (Figure 3-1-4, C). Both factors 

can affect the burst strength. Note, the threshold curve for sustained NB follows an inverse 

proportional function. Compared with experimental data, it is assumed that during network 

development the increasing number of synapses both strengthens the existing 

connections and creates new connections between neurons, which are respectively 

represented by synaptic strength and connectivity in this model. 

One intriguing observation in the experiment was that the presence of an apparently 

overwhelming number of inhibitory neurons was unable to prevent NBs from occurring, 

although the strength of NBs was reduced significantly. This finding can also be partially 

seen in the computational simulation (Figure 3-1-4, Aiv and D). here, while increasing the 

number and synaptic strength of inhibitory neurons can reduce the elicited network 

activities, a relatively small but well-characterized NB can still be induced in very inhibitory 

networks.  

In order to make the in silico model more realistic and recreate the spontaneous activity 

observed in their in vitro counterparts, a background Poisson input was implemented. By 
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introducing this, these models were able to spontaneously produce NBs and respond to 

simulated synaptic modulators in a similar way as in vitro (Figure 3-1-5).  

Figure 3-1-5 In silico simulation of spontaneously active human neuronal networks. 
Example activities of a simulated neural network containing 1000 neurons, of which 80% 
are glutamatergic. 

 

To sum section 3.1.2 up, a preliminary in silico model of forward programmed human 

neuronal culture was established, which could recapitulate key in vitro observations 

shown in section 3.1.1. Furthermore, this simulation work supports the following 

assumptions regarding the formation of NBs: (1) the occurrence of a NB is due to the 

activation of a small group of spontaneously firing neurons, although the minimum starting 

population is dependent on the connectivity strength; (2) network connectivity, synaptic 

strength, and the presence of inhibitory elements determine the strength of NBs; (3) 

termination of NBs is dependent on the imbalance of fast depletion and slow 

replenishment of the RRP. 
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 Sporadic response of the cultured human neuronal network to repetitive stimulation 

due to local circuit depletion 

As NBs represent a hallmark of cultured neuronal networks (le Feber, 2019), further 

exploration of the networks focused on the properties of NBs in particular. Because neural 

networks are nonlinear systems with chaotic properties and short/long-term plasticity, the 

characteristics of NBs can vary. Additionally, due to being a continuous system, the 

current network state is dependent on previous activity. This principally violates the 

statistical rule of independent sampling. Therefore, in order to test whether the networks 

could be reset and subsequently produce relatively more homogenous output, local 

electric pulse stimulations were delivered via 1 of the 16 electrodes to the cultures. With 

sufficient interval (>5 s, i.e., <2 Hz), pulse stimulations were able to elicit robust 

homogeneous NBs in all cultures (Figure 3-2-1, A).  
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Figure 3-2-1 Network response of neuronal cultures to electrical stimulation in vitro. (A) 
Example of NBs elicited by low-frequency local pulse stimulations in cultures containing 
iGlutNs. Red dots indicate the onset of pulse stimulations. (B) Corresponding to A, local 
stimulations at higher frequency lead to sporadic NBs in the same cultures. (C) Network 
response to multi-site electrical stimulation. Multi-site stimulation at higher frequency 
elicited more robust network responses, although note that cultures containing 25% 
iGlutNs show inhomogeneous patterns. 

 

Next, it was to observe how a fatigue network would respond to an external drive. It was 

reasoned that stimulations with shorter intervals would limit the level of RRP recovery, 

causing the network response to be weakened. Therefore, stimulations of higher 

frequency (>1 Hz) were applied to the cultures. Unexpectedly, most cultures displayed 

non-homogeneous responses to each stimulation. The networks burst only sporadically 

following stimulations (Figure 3-2-1, B). Furthermore, e.g., 2Hz stimulations elicited less 

NBs than 0.2 Hz stimulation within the same period of time. Interestingly, when 50% (8 

out of 16) of available electrodes were stimulated, the network again responded robustly 

to the stimulations (Figure 3-2-1, C).  

A possible explanation of this phenomenon is that local stimulation to a fatigue network 

could activate targeted neurons and induce the release of neural transmitters. Because 

the level of the RRP in a fatigue neuron was too low, however, few downstream neurons 

could subsequently be activated via the stimulation targets. Therefore, the rest of the 

network was not affected by the simulation. The following stimuli lead to a similar effect, 

i.e., keeping the targeted neuron fatigue, yet the majority of the network untouched. It is 

considered that local circuits which were directly stimulated were functionally paralyzed 

and isolated from the rest of the network and thus could not be used to control the whole 

network. The rest of the network could then replenish the RRP without interruption. At a 

certain point, a relatively small disturbance by the external stimulation would again elicit 

an NB. To test this hypothesis, in silico neuronal networks were administrated similar 

patterns of stimulation during which the RRP level of each neuron was recorded. 

Simulated low-frequency local stimulations could also elicit NBs, and high-frequency 

stimulations also elicited sporadic responses in computational models (Figure 3-2-2, A). 

It was shown that high-frequency local stimulations continuously depleted targeted local 

circuits, yet the majority of the remaining network could only be affected during NBs 
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(Figure 3-2-2, B). When a higher proportion (10%) of the network is stimulated, the 

networks show robust NBs (Figure 3-2-2, A) and the majority of neurons were depleted 

following each stimulation (Figure 3-2-2, B). 

Figure 3-2-2 Simulated network response to electrical stimulation in silico. (A) 
Computational simulation of human neuronal networks. Example activities of a simulated 
neural network containing 1000 neurons, of which 80% are glutamatergic. (B) 
Corresponding to A, the RRP dynamics of simulated networks during electrical stimulation 
within the specified time windows. Bold lines depict the average RRP level of the specified 
population, and the RRP level of ten randomly chosen individual neurons from each 
population are shown in light-colored lines. 
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 Presynaptic vesicle sustainability at the core of seizure-like activities in forward 

programmed excitatory human neuronal networks 

In 100% iGlutN cultures, a spontaneous nested network phenomenon termed network 

super-burst (NSB) could be regularly observed after prolonged cultivation in vitro. 

Preliminary characterization indicated that NSBs share several key similarities with 

epileptic seizures. Based on the computational framework established in section 3.1, a 

modified in silico model with activity-dependent short-term facilitation and a hierarchy of 

presynaptic vesicle pools was established which could produce the seizure-like NSBs in 

unstructured pure excitatory neuronal networks. Some key predictions were then derived 

from the modified model and validated experimentally in vitro, indicating the reliability of 

the proposed framework. One seizure inducer, bicuculline, and two commonly used 

antiepileptic drugs, carbamazepine (CBZ) and levetiracetam (LEV), were then applied to 

investigate their impact on the seizure-like NSBs. While CBZ could effectively abolish NSB 

formation, bicuculline and LEV had no significant effect on seizure-like activities. In silico, 

preliminary exploration within the parameter space unveiled some basic properties of the 

proposed framework. In addition, probes into the possible mechanism of origin of rhythmic 

activities in a pure excitatory network indicated that tonic-to-clonic transition could be 

governed by a probability dependent on the state of the network. In brief, the framework 

of NSB activity in pure excitatory neuronal networks based on both in vitro and in silico 

observations could provide an alternative perspective of epileptic seizures. 

3.3.1 Preliminary characterization of a nested-network activity and its implications in 

epileptic seizure 

NSBs could be seen in iGlutN cultures derived from all 4 available hPSC lines in the 

present laboratory (hESCs: WA01 and WA09, hiPSCs: C14m-s11 and C35m-r1), with 

emerging time points vary from 4 weeks to 6 weeks. An NSB typically starts with a strong 

(measured by the number of spikes enclosed) and less defined sub-burst, followed by a 

train of weaker but comparatively more homogeneous sub-bursts (Figure 3-3-1, A&B). 

NSBs are composed of tens of sub-bursts lasting 5s to 20s but could sustain for longer 

than 1 minute in some observations. Interestingly, inter-sub-burst intervals (IBIs) within 

NSBs increase steadily from ~200ms to ~700ms, following a linear rule (Figure 3-3-1, C). 
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This type of NSB could dominate the network activity for hours of recording. Apart from 

asynchronous single spikes, few single NBs could be observed (Figure 3-3-1, A).  

 

Nested super-burst activity has been reported in rodent neuronal cultures previously 

(Wagenaar et al., 2006b, 2006a; Stephens et al., 2012; Gladkov et al., 2018), yet not with 

such regularity as observed in human iGlutN cultures. In addition, the NSB described here 

Figure 3-3-1 Preliminary characterization of NSBs. (Ai) Example recording from a 4-
week-old 100% iGlutN culture with emerging NSBs. (Aii) Example recording from the 
save culture as in (Ai) at 7 weeks. (B) Profile of sub-bursts in NSBs at 7 weeks, sub-burst 
strengths are normalized to median number of spikes in sub-bursts during an NSB. Data 
are collected from 3 cell lines (marked by different colors), and more than 3 cultures from 
each cell lines (marked by different shapes). (C) Inter-sub-burst intervals (IBIs) within 
NSBs from the same recording as in (B). Linear fits of IBI changes are shown. 
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shares striking similarities with that of epileptic seizures. For example, absence seizures 

are characterized by a brief (usually not longer than 20 s) loss of consciousness, and 

regular 3-Hz spike-and-waves in electroencephalogram (Figure 3-3-2, A) (Gibbs et al., 

1935). In children with absence seizures, the frequency of spike-and-wave reduces from 

~4 Hz to ~ 3 Hz, and intervals increase from ~250 ms to 330 ms (Bai et al., 2010). Another 

type of seizure is the generalized tonic-clonic seizure. It is characterized by two 

successive phases, the tonic phase, during which the patients show stiffening and 

contraction of the muscles and irregular fast spike activity in cortical electrophysiological 

recording and the clonic phase, during which the patients show rhythmic twitching or 

jerking of muscles and slowing periodic bursting activity in cortical electrophysiological 

recording (Figure 3-3-2, B). The electrophysiological patterns of tonic-clonic seizures are 

universally observed in patients and in animal models established with different 

approaches and across spatial scales (Kramer et al., 2012; Boido et al., 2014; Jirsa et al., 

2014; de Curtis and Avoli, 2015). Furthermore, it has been shown that during the clonic 

phase, spike numbers of each burst remained stable, but the inter-burst intervals also 

increased linearly from ~ 200 ms to ~1000 ms (Figure 3-3-2, B) (Boido et al., 2014; Bauer 

et al., 2017). These similarities strongly suggest that NSBs observed in iGlutN cultures 

shares a common electrophysiological mechanism with that of epileptic seizures. 

Epilepsy is a type of neurological illness that was recognized and documented before the 

modern era but has yet to be fully understood (Magiorkinis et al., 2010). Epileptic seizures 

are generally believed to result from excessive excitation and/or excitability in addition to 

insufficient inhibition in the neural system. This is the theoretical basis of most anti-

epilepsy drugs and many animal models of epilepsy (Sarkisian, 2001; Meldrum and 

Rogawski, 2007; Thijs et al., 2019). However, epileptic seizures are multistage processes, 

and there is no unanimous agreement on the mechanisms of their initiation, prolongation-

propagation, and cessation. Several biophysiological changes are believed to play roles 

in the dynamics of seizure, including the alteration of icon concentrations, accumulation 

of metabolites, and the reorganization of microcircuits (Lado and Moshé, 2008; Van 

Gompel et al., 2014; Antonio et al., 2016; Bazzigaluppi et al., 2017; Weltha et al., 2019). 

These observations have been fed into computational models to gain more insight into 

the dynamics of seizures (Krishnan and Bazhenov, 2011; Liou et al., 2020). Of note, it 

seems to be generally accepted that it is the regaining of inhibition that terminates the 
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seizures, as opposed to the initiation (Boido et al., 2014; de Curtis and Avoli, 2015). This 

is unlikely the case, however, in the highly pure excitatory cultures presented here where 

there were few inhibitory synapses. These observations indicated that a randomly 

connected, purely excitatory neuronal network is fully capable of producing and 

terminating seizure-like activities. The relative simplicity of this system could provide 

unique opportunities to gain insight into the mechanism of epileptic seizures. 

 

Figure 3-3-2 Typical electrophysiological features of seizures. (A) First published 
electroencephalogram of absence seizures from epilepsy patients. Adapted from 
Gibbs et al., 1935. (B) Typical electrophisiological profile of tonic-clonic seizure. 
Adapted from Boido et al. 2014. (Bi) Representative focal seizure recorded in the 
medial entorhinal cortex of the in vitro isolated guinea pig brain after 3-minute arterial 
perfusion of 50lM bicuculline methiodide. Note the progressive decrease in the burst 
rate approaching seizure end. (Bii) Changes in the number of spikes composing each 
burst during the periodic bursting phase are outlined in this and the following panels 
by the grey shading (as in Bi). (Biii) IBI distribution computed for the periodic bursting 
phase of the seizure. 
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3.3.2 Computational framework of seizure-like NSBs in iGlutN cultures 

Some theoretical deductions could be drawn from these preliminary observations. First, 

NSBs occurs only after prolonged cultivation, indicating that further increase of 

connectivity and strengthening of synapses compared to earlier stages might play a role. 

In fact, as shown in the previous section, an increase of connectivity/synaptic strength 

along the development of networks could lead to a scenario where an unstoppable burst 

occurs (Figure 3-1-4, Aiii and C). Therefore, it’s likely that excessive synaptic excitation is 

necessary for the sustainability of network bursting. Second, during the intervals of sub-

bursts of NSBs, the overall network activity was not higher than the intervals between 

NSBs, yet the network was able to produce a succession of sub-bursts. This suggests 

that the first sub-burst might push the network into an easily excitable state, as do the 

following ones. In other words, there should be a facilitation effect after each sub-burst. 

Third, spontaneous activities, as have been shown, are the trigger of NBs and the first 

sub-burst of a NSB, but they could also contribute to the following sub-bursts. 

To prove these concepts in silico, the computational model introduced previously was 

modified accordingly:  

(1) Connectivity and synaptic strength were increased; 

(2) An activity short-term facilitation mechanism was implemented. For this, another 

group of glutamate receptors Ger were added to the basal neuronal model (eq. 2-

1), and the GABAergic parts were omitted: 
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Where 𝑤+*  accounts for the strength of Ger relative to spike-triggered ge. And Ger 

has the form: 
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i                                       (eq. 3-2) 

Where 𝜏+* = 800ms. And ger(i) denotes conductance contributed from the ith synapse 

this neuron receives. ger(i) would be updated to 1 upon each presynaptic spike.  

(3) Spontaneous spiking was realized with an external Poisson input.  
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After tuning these parameters, the modified network could produce a succession of sub-

bursts, of which the first one was also relatively stronger and the rest smaller and 

homogeneous. This NSB did not have increasing intervals, however, nor could it stop 

(Figure 3-3-3, A). This supported the aforementioned assumptions, and, in addition, some 

more speculative mechanism could be deduced. For example, there is likely to be a 

threshold of the RRP to initiate a burst, which is lower than full capacity because the RRP 

has to recover from depletion to this threshold within only 200-300ms. After a sub-burst, 

activity-dependent facilitation keeps the network excitable for some time. When the RRP 

recovered to this threshold, a sub-burst happens again.  

To further improve the model to fit experimental observations, it is reasoned that 

increasing intervals implies that the RRP needs more time to recover to the same level. 

In other words, the replenishment of the RRP slows down during an NSB. An intuitive 

mechanism would be that there is an upstream pool that supplies vesicles to the RRP, 

which leads to the notion of the presynaptic recycling pool (RCP) (Rizzoli and Betz, 2005). 

The RCP should be much bigger than the RRP, but repetitive depletion-replenishment 

cycles of the RRP could also lead to significant loss of the RCP. An incomplete RCP 

therefore could not supply the RRP as fast as before. This idea was realized with two 

sequential kinetics with parameters obtained from literature (Garcia-Perez et al., 2008). 

The RCP provides vesicles to the RRP at a rate depending on its own level, therefore eq. 

2-4 now becomes: 
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And respectively, the RCP has its own replenishment dynamics: 
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Where 𝜏InJ is the replenishment time constant of the RCP, and CRCP accounts for the size 

of the RCP relative to the RRP. Here, 𝜏InJ and CRCP were set as 40s and 0.05 respectively. 

With these modifications and the tuning of other parameters, the simulated network could 

now produce stoppable NSBs with increasing IBIs, just as observed in iGlutN cultures and 

reported in epilepsy studies (Figure 3-3-3, B-D).  
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This provides a preliminary computational framework of how the seizure-like NSB activity 

could emerge and terminate in the glutamatergic neuronal networks. First, a spontaneous 

or evoked NB (i.e., the first sub-burst) depletes the RRP, silencing the network for a while. 

In the meanwhile, short-term facilitation is induced, keeping the network highly excitable. 

After a short recovery, the RRP increases to a threshold level and another sub-burst can 

occur. During the cycles of RRP depletion-replenishment, the RCP slowly decreases, 

which results in the decreasing replenishment rate of the RRP. At a certain point, the RRP 

recovers too slowly to reach the threshold before the short-term facilitation faded away 

(Figure 3-3-3, C), a bifurcation point. After this, the network slowly returns to resting state 

again and requires some strong push to start a sub-burst and an NSB. Before that, the 

RCP would have fully recovered. Note that neither the RCP nor the RRP depleted 

completely during NSBs: the RRP depletes to the point where network sub-burst stops, 

whereas the RCP depletes to the point where it could not replenish the RRP ‘fast’ enough.  

3.3.3 Validating the ‘dual-pool’ model of NSBs in iGlutN cultures 

According to the proposed model, the RCP level drops significantly during an NSB, which 

limits the recovery of the RRP and finally terminates the NSB. It is thus reasonable to 

assume that shortly after the termination of an NSB, before the RCP could fully recover, 

an external drive should be able to induce another significantly shorter NSB. Furthermore, 

if induced repetitively with fixed intervals, the network should in the end produce relatively 

homogeneous NSBs of which the strength (e.g., the total number of spikes enclosed) is 

Figure 3-3-3 In silico simulation of NSB activities in pure glutamatergic networks. (A) An 
NSB produced in a simulated network employing a short-term facilitation mechanism 
does not terminate and show constant sub-burst intervals. (B) In contrast, an NSB 
generated in a model with a presynaptic recycling pool (RCP) mechanism shows 
increasing IBIs and a termination. (C) The dynamics of RRP, RCP and short-term 
facilitation level during the NSB. (D) Inter-burst interval within super burst from models 
without (red dots) and with (blue dots) RCP (e.g. A and B, respectively), each with 100 
simulations.  
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dependent on the repeating intervals. This idea was first tested in the computational model 

where stimulations with different intervals did yield NSBs of different strengths. And the 

recovery of NSBs could be fitted to an exponential curve with a time constant close to that 

preset in the model (Figure 3-3-4, A-D). 

Experiments were then performed with 7-week-old iGlutN cultures. When stimulated at 

different intervals, these cultures produced network responses that are similar to those 

produced in the model (Figure 3-3-4, E, F). This indicates at least the key assumptions 

about two-level vesicle replenishment in the model fit well with biological processes. 

However, fitting the result with a single exponential function yielded a recovery time 

Figure 3-3-4 In silico prediction of interval-dependency of evoked NSB strength and in 
vitro validation. (A-D) In silico simulation. Example simulation of network response to 
stimulations with (A) 20s and (B) 40s intervals. (C) Comparison of super-burst strength 
evoked by 20s or 40s interval stimulations. (D) Exponential increase of super-burst 
strength in relation to stimulation interval. The fitted curve has a time constant of 39.2 
seconds. (E-G) Evoked NSB in 7-week-old human iGlutN networks. Example recording 
of network responses to (E) 5s and (F) 20s interval stimulation. (G) Exponential increase 
of super-burst strength in relation to stimulated interval from 3 independent cultures. Note 
the fitted curve has a time constant of 6.4 seconds 
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constant of 6.4 s (Figure 3-3-4, G). This is much shorter than the value set in the model 

as the RCP replenishment time constant. It is closer to the slower time constant in the bi-

exponential fitting of RRP replenishment (Stevens and Wesseling, 1999). Therefore, it is 

more likely the ‘RCP’ mentioned earlier might instead be the rate-limiting step in RRP 

replenishment itself, or the so-called ‘intermediate pool’ as proposed by (Guo et al., 2015). 

For clarity, hereafter the two pools will be referred to as slow-recovery pool (SRP) and 

fast-recovery pool (FRP). And therefore eq. 3-3 and eq. 3-4 should now be written as: 
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respectively. 

3.3.4 In silico and in vitro modulation of the proposed framework 

If the ‘dual-pool’ model should instead be slow- and fast- components of RRP recovery, 

specifically modulating these two processes respectively should yield different outcomes 

in the recovery curve of NSB. Specifically, since the FRP undergoes depletion-recovery 

cycle upon each sub-burst and its slowing recovery terminates NSBs, artificially slowing 

of its recovery should be able to terminate the NSB earlier or prevent a NSB from 

happening at all. In comparison, slowing down the recovery of SRP would not change the 

strength of NSB but the slope of the recovery. In presynaptic terminals, the dynamic of 

synaptic vesicles is composed of multiple delicately controlled and coordinated processes 

(Rizzoli, 2014). Among these processes, several key components could potentially be 

modulated that would affect the recovery of the SRP and the FRP. For example, it has 

been reported that the recovery of the RRP depends on Ca2+/calmodulin/ mammalian 

uncoordinated-13 (Munc13) (Sakaba and Neher, 2001; Basu et al., 2007; Shin et al., 2010) 

and actin-myosin transportation system (Sakaba and Neher, 2003; Lee et al., 2012; Miki 

et al., 2016). Recently, Babu et al. reported that microtubule and actin mediated the 

recovery of the SRP and the FRP, respectively (Babu et al., 2020). Modulators of these 

components were thus applied to iGlutN cultures and the results were compared to that 

from in silico simulation.  
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As simulated by in silico models, moderate reduction of the FRP recovery would 

significantly attenuate the strength of evoked NSBs, whereas further slowing down would 

prevent NSB from emerging (Figure 3-3-5, A). The time constant for the NSB recovery 

curve should remain unchanged, however, which suggests the curve would be down-

shifted (Figure 3-3-5, B). To test this prediction, iGlutN cultures were treated with different 

concentrations of Cytochalasin D (CytoD), a potent actin inhibitor (Casella et al., 1981). It 

was observed that while a high dosage of CytoD diminished NSB in the cultures, lower 

concentration indeed caused a down-shift of the curve as expected (Figure 3-3-5, C&D). 

The effect could also be reversed by washing off the drugs. 

Figure 3-3-5 Deceleration of FRP recovery attenuates seizure-like NSB in silico and in 
vitro. (A) Example raster plot of evoked NSB at resting state in networks of all the same 
parameters but τFRP. (B) Increase of τFRP from 800 ms to 900 ms reduces maximum NSB 
strength from to 6065 ± 472  to 4154 ± 296, and keeps the time constant at comparable 
level (6.052 ± 2.008 s vs. 6.216 ± 2.226 s. (C) Example raster plot of spontaneous NSBs 
and a NB in 7-week-old iGlutN cultures in control condition or treated with CytoD. (D) 
400nM CytoD reduced maximum evoked NSB by about 50 % (from 0.928 ± 0.015 to 
0.4563 ± 0.016) but did not significantly change the recovery time constant (from 4.138 
± 1.23 s to 2.802 ± 0.28 s). 
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The next step was to test if inhibition of microtubule-dependent transportation could slow 

down the recovery of SRP, and thus result in a ‘right-shift’ of the NSB recovery curve. For 

this ispinesib, a kinesin inhibitor, was applied to the cultures. It was found that 100 nM 

ispinesib treatment for up to 5 hours did not resulted in significant changes of NSB profiles 

(data not shown). A microtubule destabilizer, vincristine, was also tested. 1 μM Vincristine 

treatment for 2 hours did not elicit significant changes in the NSB profile. However, after 

being washed and incubated overnight, the vincristine-treated cultures were severely 

damaged as few spikes could be observed. This indicated the slow, but potent and 

irreversible effect of vincristine on the microtubule. These results does not support the 

hypothesis that microtubule-dependent transportation is directly associated to SRP 

replenishment. 

Phorbol 12, 13-Dibutyrate (PDBu) is a potent activator of PKC (Bazzi and Nelsestuen, 

1989). Application of PDBu in neuronal tissues could dramatically elevate post-synaptic 

current, leading to a stronger activation of post-synaptic terminals. It is now known that, 

in the context of the presynaptic terminal, PDBu could activate MUNC13, which acts in 

one of the priming steps of presynaptic vesicles. Activation of MUNC13 increases the 

releasing probability (pr) of vesicles triggered by calcium influx (Lou et al., 2008). It is not 

directly visible how the change of pr could affect the NSB profile from the explicit equations. 

Computational simulations were therefore performed with different pr. A moderate 

increase of pr could prolong the NSB, i.e., resulting in more sub-bursts, but make each 

sub-burst weaker (Figure 3-3-6, A). However, further increase of pr reduces both the 

number and strength of sub-bursts, thus decreasing the super burst strength overall. In 

the end, a very high pr would effectively prevent the formation of NSB (Figure 3-3-6, Aiii 

and B-D). The nonlinear response of NSB to pr could be explained as follows. A moderate 

increase of pr makes the network more excitable, producing more sub-bursts, but also 

depletes vesicles too quickly, yielding fewer spikes within each sub-burst. Further 

increase of pr, however, would produce too few spikes, therefore the activity-dependent 

facilitation would be too weak, which would in turn reduce the sustainability of the NSB. 

Different concentrations of PDBu were applied into the cultures to see if it could elicit the 

expected effect. While 5 nM PDBu did not cause observable alteration of NSB profiles 

(data not shown), 10 nM reduced both the number of sub-bursts and the number of spikes 

in sub-bursts, whereas 100 nM further reduce the number of spikes in each sub-burst 
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(Figure 3-3-6, E-G). As a result, a higher concentration of PDBu led to increased reduction 

of overall strength of NSBs (Figure 3-3-6, H).  These observations fit with the downtrend 

predicted by the simulation. It is possible that the tested iGlutN cultures were already at 

the ‘right side’ of the peak in Figure 3-3-6, D, therefore no ‘up-trend’ could be observed. 

Overall, this intriguing finding suggests that changes of parameters on the single-cell level 

might lead to nonlinear consequences in neuronal networks. Importantly, the proposed 

model is robust enough to account for experimental observations.  

Figure 3-3-6 The effect of synaptic releasing probability on seizure-like NSB in silico and 
in vitro. (A) Example raster plot of evoked NSB at resting state in simulated networks of 
all the same parameters but pr. (B-D) Quantification of number of sub-bursts (B), number 
of spikes in the 1st sub-burst (C) and total number of spikes in NSBs (D) at resting states 
in simulated networks of all the same parameters but pr. n = 10 in each condition. (E) 
Example raster plot of spontaneous NSBs in 7-week-old iGlutN cultures in control 
condition or treated with PDBu. (F-H) Quantification of the same parameters as in (B-D), 
n = 6 cultures in each condition. 
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3.3.5 Effect of epileptic modulators on NSBs in iGlutN cultures 

To investigate whether the observed NSBs could be blocked by anti-epileptic drugs (AEDs) 

or strengthened by epilepsy inducers, i.e., whether these iGlutN cultures could serve as a 

seizure model, two first-line AEDs, CBZ and LEV, as well as bicuculline were applied to 

the cultures, respectively. CBZ executes its anti-epileptic effect by binding to voltage-

gated sodium channels and keeping them at inactivated state, thus reducing excessive 

open/close cycles during high-frequency activities (Ambrósio et al., 2002). LEV is 

relatively novel and was only approved for clinical use in 1999 in the US and in 2000 in 

Europe. LEV is structurally distinct from previous AEDs and also proved to act on a 

different target, synaptic vesicle protein 2A (SV2A) (Crepeau and Treiman, 2010). SV2A 

is believed to be important for the mobilization of synaptic vesicles, which suggests LEV 

could modulate vesicle recovery as proposed in the present framework. The precise 

mechanism for which this occurs remains unclear; it is not even known whether LEV 

promotes or inhibits SV2A (Alrabiah, 2019). Bicuculline is commonly used to induce 

epileptiform activity in vivo and in vitro.  

0.1 mM CBZ abolished NSB and resulted in only a brief burst when evoked by electrical 

stimulations in iGlutN cultures, indicating its anti-epilepsy potency also inhibits seizure-

like activities in iGlutN cultures (Figure 3-3-7). On the contrary, prolonged treatment (> 5 

hours) of high dosage of LEV failed to exhibit significant alteration of NSB in iGlutN 

cultures. This result is not unexpected, however, it has been shown that in the central 

nervous system both SV2A and SV2B are expressed in glutamatergic neurons, but only 

SV2A is expressed in GABAergic inhibitory neurons (Bartholome et al., 2017). Animals 

with SV2A deletion or missense mutation show disruption in action potential induced-

GABA but not -glutamate release, indicating the important role of SV2A-GABAergic 

system in epileptogenesis (Löscher et al., 2016). Therefore, these results are in line with 

the hypothesis that LEV probably maintains the sustainability of vesicle in GABAergic 

presynaptic terminals by enhancing SV2A mediated vesicle mobilization, inhibiting 

seizures. This is further supported by the fact that bicuculline did not cause any change 

of NSB activities in iGlutN cultures either. However, to verify this hypothesis, further 

experiments should be performed on cocultures of iGlutNs and iGABANs. Together, these 

results suggest the NSBs observed in iGlutN cultures could respond to at least some of 
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the AEDs, and it might also be able to help to dissect the action mechanism of AEDs of 

which the pharmacology is unclear. 

3.3.6 Further exploration of the parameter space of the in silico epileptiform NSB model 

This section described some preliminary exploration into the parameter space of NSB 

activity. The aim was to qualitatively describe different scenarios with recursive parameter 

tuning within defined limits, not to obtain a quantitively mathematic explanation of these 

phenomena.  

There appears to be a convergence point at which all iGlutN networks developed NSB 

activity at a certain time in culture. However, during in silico simulation, the parameter 

conditions that could produce NSBs seems to be very narrow. For example, with a given 

strength of short-term facilitation, the Poisson input has to reach a threshold level of input 

frequency and strength to produce more than one burst, but the number of sub-bursts 

quickly exceed experimental observations (Figure 3-3-8, A&B). In addition, this threshold 

is not simply the product of input frequency and amplitude, demonstrating the non-linear 

properties of neural networks (Figure 3-3-8, B). Furthermore, given a fixed external input 

frequency, higher input amplitude makes the network more excitable, which in turn makes 

it easier to initiate a sub-burst and more difficult to prevent one from happening. As a 

consequence, the NSB elongates on both sides with increasing background input. On the 

left side, a tonic-to-clonic transition emerged (Figure 3-3-8, C-v), and on the right side, an 

unstoppable ‘status epilepticus’ appeared in the end (Figure 3-3-8, C-vi). Tonic-to-clonic 

Figure 3-3-7 The effect of seizure modulators on NSB profiles. (A) example raster plot 
of spontaneous NSBs observed 7-week-old iGlutN cultures in control condition or treated 
with LEV or CBZ. (B) NSB recovery profile of cultures in control condition or treated with 
LEV or CBZ. Data were collected from 6 cultures of each condition. (C) NSB recovery 
profile of cultures in control condition or treated with bicuculline. Data were collected 
from 5 cultures of each condition. 
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transition will be explored in the next section. Status epilepticus, on the other hand, can 

be addressed here briefly. Replenishment of both the SRP and the FRP depends on the 

level of the SRP, in opposite ways, i.e., a decrease of the SRP level would limit the rate 

of its FRP recovery but accelerate its own recovery in quantity. As a consequence, under 

the circumstance of high network excitability, the SRP could reach an equilibrium state 

before the FRP recovery reaches its threshold to stop the NSB, enabling epilepticus 

(Figure 3-3-8 C-vi). Apart from background input, a similar conclusion might be applicable 

for other factors affecting the overall network excitability, e.g., the strength of short-term 

facilitation and the network connectivity (Figure 3-3-8 D&E).  
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Figure 3-3-8 Network excitability and the generation of NSBs. (A) The strength of NSB 
produced in networks with different background input. Black dots show NSB without tonic 
activities, red dots show elicited NSB contains tonic activity, only clonic sub-bursts are 
counted. (B) Plan view of (A), dark blue = single NB, light blue = limited NSB, yellow = 
NSB longer than simulation time. Stars indicates example simulations shown in (C). (C) 
Raster blot of different simulation results as shown in (B). (D) The strength of NSB produce 
in networks of different background input and short-term facilitation. (E) The strength of 
NSBs produce in networks of different short-term facilitation and connectivity. Note in the 
sunk top-right corner, the drop of the number of sub-bursts was due to predominant 
presence of tonic activity during the simulated period of time. 

 

In epilepsy models and aforementioned in silico simulations, tonic activities precede clonic 

activities and indicate that faster FRP recovery is necessary for tonic activity. Slowing 

down of FRP recovery would appear to lead to a tonic-to-clonic transition. In the 

aforementioned simulations (Figure 3-3-8), two interesting features could be seen in tonic-

to-clonic transitions. First, there seemed to be no ‘hard boundary’ when a tonic-clonic 

transition could be observed. With the same parameters, the network might start with tonic 

activity and then transform into clonic activity but could also directly start from clonic 

activities. Second, the transition happens very quickly with no obvious intermediate state. 

Figure 3-3-9 In silico exploration of tonic-clonic transition. (A) Percentage of clonic state 
in 25s simulation along the increase of FRP recovery time constant. Filled red circle 
depict a sample run shown in B). (C) Percentage of clonic state in 50s simulation started 
from a tonic state (repeat 1-3, and 5) and a clonic state (repeat 4). Repeats 1-3 are from 
different networks of the same parameters, repeat 4-5 are from the same network of 
different starting point as illustrated in (D). Dashed gray lines and colored lines indicate 
sigmoid fitting of the observations. (E) Visualization of bi-stability during tonic-to-clonic 
transition. 
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To further explore this phenomenon within the proposed theoretical framework, 

simulations were performed with the FRP recovery time constant (𝜏qIJ) fixed at different 

values.  

With faster FRP recovery, the networks stayed in tonic state. Then along with the increase 

of 𝜏qIJ, the network starts to show tonic-clonic transition (Figure 3-3-9, A). Interestingly, 

tonic and clonic states appeared to be interchangeable, as networks can switch between 

the two states multiple times (e.g., Figure 3-3-9, B). Networks with higher 𝜏qIJ appeared 

to transform into clonic states earlier and stay in clonic states for longer, until 𝜏qIJ is long 

enough that only clonic activity can be seen. It is worth noting that a pulse stimulation 

always elicits a NB, thus clonic activity would be more likely to follow. To address this 

problem, a simulated network was run until it enters the tonic state, then its 𝜏qIJ was 

changed to a different value and run for another 50 seconds. Similar tonic-to-clonic shifting 

patterns could be observed again, although networks with the same parameters showed 

a slightly different transition curve (Figure 3-3-9, C&D). The starting state also appeared 

to affect the probability of tonic and clonic states within the recording time. Taken together, 

these results suggest these networks have a tonic-clonic bi-stability and slowing down 

FRP recovery should increase the probability of clonic states (Figure 3-3-9, E). In more 

realistic in silico models, as well as possibly in experimental observations, the FRP 

recovery slows down continuously, and, therefore, only tonic-to-clonic transition could be 

recorded.   

When stimulated with shorter intervals, cultures derived from one cell line showed 

sporadic responses of NSBs (Figure 3-3-10, A). Some preliminary explorations were also 

performed, and a speculative mechanism of this phenomenon was proposed by 

introducing a Ca2+-mediated saturable short-term facilitation mechanism. For this, eq. 3-

2 was modified as follows: 

[cde
[-

= 	−∑ (gde(4)
hde

4
i + 𝐶g+*(𝑔"st − 𝑔+*(𝑖))𝛿(𝑡 − 𝑡,EF))              (eq. 3-5) 

𝐶g+* defines relative accumulation speed and 𝑔"st defines maximum facilitation level. If 

facilitation saturates relatively quickly, every sub-burst should lead to a similar level of 

facilitation. The occurrence of the following sub-burst depends only on the recovery of the 

FRP, allowing homogenous NSBs to be elicited. However, if the first sub-burst could not 
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saturate facilitation, both recovery of the FRP and facilitation became the limiting factor of 

NSBs. At the beginning of stimulation, the SRP was at a high level. Therefore, faster FRP 

recovery would need less prominent facilitation to produce a second sub-burst. The 

following sub-burst could saturate facilitation and produce an NSB as before. When the 

second stimulation was delivered before the SRP could recover, the FRP could not 

recover quickly enough, the first elicited NB thus failed to elicit a second sub-burst which 

could produce an NSB. A successful NSB could only be elicited when the SRP recovered 

to a high level (Figure 3-3-10). 

 

Figure 3-3-10 Mechanism of sporadic NSB induced by repetitive stimulations. (A) 
Example of sporadic NSB observed in one culture. (B) Two different calcium 
accumulation dynamic resulted different NSB response in simulation. Blue dots 
correspond to (C) and red dots correspond to (D). (C) Homogenous NSBs could be 
elicited if calcium saturates quickly thus the same level of facilitation could be elicited 
after each sub-burst. (D) Sporadic NSBs occur when calcium saturates relatively slower 
and there are minor differences of short-term facilitation after each sub-burst. (𝐶g+* , 
𝑔vwx	) were set as (0.17, 1.6) in (C) and (0.5, 1.3) in (D), respectively. 
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 Morphological and functional consequences of RB1CC1 loss of function in forward 

programmed human glutamatergic neurons 

After establishment and systematic characterization of the human-specific platform based 

on forward programmed neurons, Section 3.4 aims at exploring this platform as a way to 

study the functions of RB1CC1, a gene that has been associated with psychiatric 

disorders. For this experiment, isogenic hPSC lines with RB1CC1 loss of function 

mutations were established using the CRISPR-Cas9 system. From these cell lines, 

iGlutNs were produced using the forward-programming technique, and the morphological 

as well as electrophysiological consequences of RB1CC1 loss of function were explored. 

In addition, to investigate which mechanism could mediate these alterations, autophagy- 

and FAK-dependent pathways were further assessed with pharmacological modulations. 

These results have the potential to help uncover possible etiological and pathogenic 

mechanisms of psychiatric disorders such as schizophrenia. 

3.4.1 Establishment of isogenic RB1CC1KO hPSC lines and iGlutNs 

Two hPSC lines (C14ms11, human induced pluripotent stem cell line; WA01, human 

embryonic stem cell line) carrying a doxycycline inducible NGN2 expression cassette in 

both alleles of the AAVS1 “genomic safe harbor” locus kindly provided by Dr. Matthias 

Hebisch were used in this study. Single-cell-derived clones with CRISPR/Cas9-mediated 

loss of function mutations of RB1CC1 were obtained (Figure 3-4-1, A). From each 

background, two homozygous knockout lines (referring to RB1CC1 CCDS34892.1: 

C14KO1, 124_125insT/125_131del; C14KO2, 125_126del/125_126del; WA01KO1, 

124_125insC/125_126del; WA01KO2, 124_125insT/125del) were picked, and one 

unedited wild type subclone as a control, respectively. Parental lines were also used as 

control. Amplicon sequencing was performed to confirm Sanger sequencing data and to 

exclude mosaic clones (Supplementary Figure S1). SNP-based virtual karyotyping was 

performed to verify genome integrity (Supplementary Figure S2). Full-length RB1CC1 was 

not detectable in RB1CC1 mutated clones as revealed by western blot (Figure 3-4-1, C). 

Expression of pluripotency markers in the obtained cell lines were assessed, TRA-1-60 

with flow cytometry and both SOX2 and OCT4 with immunofluorescence (Figure 3-4-1, 

B). These pluripotency markers are robustly expressed in all PSC cell lines, indicating that 

neither the insertion of a doxycycline inducible NGN2 expression cassette in AAVS1 nor 
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the loss of function of RB1CC1 affected pluripotency in either genetic background. 

RB1CC1KO and control hPSC lines were then subjected to the forward-programming 

protocol for the generations of iGlutNs. No difference was observed during this process 

(Figure 3-4-1, D). 
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Figure 3-4-1 Schematic of the experimental procedure and the establishment of isogenic 
RB1CC1KO hPSC lines. (A) Schematic of the experimental procedure. (Bi) Flow cytometry 
for the pluripotency marker TRA-1-60, and (Bii) immunofluorescence assessment for the 
pluripotent markers OCT4 and SOX2 in obtained hPSC lines. (C) Western blot analysis 
of RB1CC1 in obtained hPSC lines. (D) Example microscopy pictures of iGlutNs induced 
from wild type and RB1CC1KO hPSCs. Scale bar = 100 µm. 

 

3.4.2 RB1CC1KO human glutamatergic neurons show axonal pathology and deficient 

autophagy 

After replated for maturation for 3 weeks, multiple swelling-like structures could be 

observed in RB1CC1KO iGlutNs cultures (Figure 3-4-2, A). To further investigate the 

quantity and distribution of these swelling structures on the neuronal level, iGlutN cultures 

were transfected with a plasmid expressing hrGFP under the control of a DCX promoter. 

The transfection efficiency was adjusted to around 5% in order to dissect the profile of 

single neurons in dense cultures. It was found that swelling structures were predominantly 

present along axons, especially close to the distal axonal terminal, whereas they were 

rarely present on soma and dendrites. In fact, it was observed that new swellings formed 

just behind the axonal growth cone (Figure 3-4-2, B). Compared to wild-type controls, the 

number of swellings per axonal terminal was significantly higher in RB1CC1KO iGlutNs 

(median count 4 vs. 0, F(1,187) = 170.4, p<0.0001, Figure 3-4-2, C). Nevertheless, loss 

of function of RB1CC1 did not appear to affect dendrite or axon outgrowth, as no 

significant difference could be observed in the speed of axon outgrowth between cultures 

of different genotypes (median speed 2.7 vs. 2.1 μm/h,  F(1,48) = 3.06, p=0.087, Figure 

3-4-2, D) or the dendrite complexity as assessed with the Sholl analysis (Figure 3-4-2, 

E&F). 

To assess the effect of RB1CC1 loss of function on autophagy, the cultures were 

transfected with a plasmid expressing mRFP-GFP tandem fluorescent-tagged LC3 

(Kimura et al., 2007).  With this setup, mRFP and GFP are equally distributed before and 

during the early stages of autophagy. However, after the fusion of autophagosome and 

lysosome, GFP is quenched in acidic and degradative conditions, whereas mRFP-LC3 is 

not, marking autolysosomes with red fluorescence (Figure 3-4-3, A).  
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Figure 3-4-2 Morphological alteration observed in RB1CC1KO iGlutN. (A) Example 
pictures from live phase contrast microscopy of wild type and RB1CC1KO iGlutN cultures, 
3-week-old. (B) Upper, examples from inverted live fluorescence pictures of axonal 
terminal in wild type and RB1CC1KO iGlutN cultures. Lower, example of live time-lapse 
microscopy of an axonal terminal in RB1CC1KO cultures obtained every hour. Red arrows 
indicates newly formed swellings. Quantification of (C) axonal swellings and (D) axonal 
outgrowth rate in wild type and RB1CC1KO iGlutN cultures. For each cell line, >20 axons 
from 3 independent experiments were analyzed. (E) Example pictures of iGlutN in wild 
type and RB1CC1KO cultures. (F) Sholl analysis results showing the number of dendritic 
intersections at fixed distances from the soma in concentric circles. For each cell line, >10 
pictures from 2 independent experiments were analyzed. All scale bars = 100 µm.  
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Red-colored vacuoles could be found near or within the soma of wild type iGlutNs but not 

RB1CC1KO iGlutNs (Figure 3-4-3, B). Autophagy deficiency also left p62 labeled cellular 

waste accumulated in the cytoplasm. This was confirmed in RB1CC1KO iGlutNs, in which 

Figure 3-4-3 RB1CC1 loss of function led to autophagy deficiency in iGlutN. (A) 
Schematic illustration of the autophagy reporter used in the present study. (B) Example 
live fluorescence microscopy pictures of iGlutN cultures 7 days after transfected with an 
autophagy reporter plasmid (ptfLC3). Scale bar = 100 µm. Western blot analysis of p62 
in wild type and RB1CC1KO iGlutN (C) and quantification (D), N = 3. Western blot analysis 
of ubiquitin in wild type and RB1CC1KO iGlutN (E) and quantification (F), N = 3. 
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the amount p62 was significantly higher than wild-type controls after 3 weeks in culture as 

revealed by western blot analysis (median fold change = 1.09, F(1,23) = 22.4, p=0.00014, 

Figure 3-4-3, C&D). By contrast, ubiquitin did not seem to accumulate in RB1CC1KO 

iGlutNs, indicating the function of the proteasome was not impaired (median fold change 

= 0.04, F(1,23) = 0, p = 0.96, Figure 3-4-3, E&F). Together, these results confirmed that 

loss of function of RB1CC1 could lead to the failure of autophagy induction.  

 

3.4.3 RB1CC1-deficient human cortical glutamatergic neuronal networks are 

hyperactive 

To assess possible electrophysiological alterations result from deletion of RB1CC1, 

iGlutNs were cocultured with mouse astrocytes on MEA plates. After 3 weeks, RB1CC1KO 

iGlutN cultures exhibited more spike activity than wild-type controls (median of mean firing 

rate: 1.77 Hz vs. 0.83 Hz, F(1,143) = 16.23, p<0.0001, Figure 3-4-4, A and C). The 

hyperactivity was unlikely a result of a higher level of spontaneous spiking activity, as after 

the application of CNQX, an AMPA and kainate receptor antagonist, no significant 

difference of spiking activity between genotypes could be observed (median of mean firing 

rate: 0.11 Hz vs. 0.14 Hz, F(1,119) = 0.02, p=0.891,, Figure 3-4-4, B and D). The 

hyperactivity did not appear to be due to less GABAergic inhibition either, as bicuculline, 

a GABA-A receptor antagonist, did not alter the difference between genotypes (median 

fold change of mean firing rate: 0.1 vs. 0.06, F(1,23) = 1.43, p=0.241, Figure 3-4-4, E). 

Stronger spiking activity in RB1CC1KO iGlutNs could be observed 30 mins after washing 

off of CNQX (median of mean firing rate: 1.62 Hz, vs. 1.15 Hz, F(1,71) = 4.45, p=0.0387, 

Figure 3-4-4, F). Therefore, the observed hyperactivity was believed to be due to 

strengthened glutamatergic synaptic activation. The next step was to investigate what 

mechanism mediated the strengthened glutamatergic activation. Quantification of pre- 

and post-synaptic markers, synapsin1 and PSD95, failed to reveal significant differences 

(median fold change: 0.15, F(1,23) = 0.09, p=0.764 for synapsin1, and median fold change: 

0.05, F(1,23) = 0.64, p=0.432 for PSD95, respectively, Figure 3-4-4, G, H, and I). 

Therefore, the strengthened glutamatergic excitation in RB1CC1KO iGlutN was likely not 

due to differing amounts of synapses.  

 



82 

Figure 3-4-4 Electrophysiological characterization of RB1CC1KO iGlutN cultures with 
MEAs. Example raster plot of spike activities recorded of wild-type and RB1CC1KO iGlutN 
cultures in basal condition (A) and treated with 10μM CNQX (B). Quantification of spike 
activities recorded of wild-type and RB1CC1KO iGlutN cultures in basal condition (C), and 
treated with 10 µM CNQX (D), 10 µM bicuculline (E), and after washing off (F). For each 
cell line, 9 cultures from 3 independent experiments were analyzed. (G), (H) and (I) 
Quantification of synaptic markers synapsin1 and PSD95 assessed with western blot, N=3. 
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3.4.4 RB1CC1KO neurons show altered metabolic processes and dysregulation of cell-

adhesion-related processes 

Because proteins that directly support the electrophysiological machinery of neurons 

mostly reside on the membrane. To further investigate which components mediated the 

observed hyperactivity in RB1CC1KO iGlutN cultures, we did membrane proteomic 

analysis with 3-week-old human iGlutN and mouse astrocyte cocultures. Among the 2007 

proteins identified in all samples, 1249 could be mapped to the human proteome. And two 

proteins showed significantly lower expression in RB1CC1KO samples than in controls: 

family with sequence similarity 171 member B (FAM171B) and receptor-type tyrosine-

protein phosphatase T (PTPRT) (Figure 3-4-5, A-C). FAM171B is a single-pass type I 

membrane protein containing a polyglutamine (polyQ) stretch (Tran et al., 2021). It is 

widely expressed in the brain and can be recruited into polyQ aggregates and thus 

contribute to the development of polyQ diseases (Kirlin and Goellner, 2019). While it is 

unclear how FAM171B can be related to RB1CC1, PTPRT could be linked to RB1CC1 

via FAK pathways. PTPRT is exclusively expressed in the brain and regulates synapse 

formation through interaction with cell adhesion molecules (Lim et al., 2009). Its reduction 

in neurons where FAK is presumably disinhibited by RB1CC1KO indicated a dysregulation 

of protein tyrosine kinase - phosphatases activity in processes related to cell adhesion. 

Gene ontology (GO) term enrichment analysis further strengthened this hypothesis. It is 

shown that the most significantly down-regulated GO term in RB1CC1KO neurons is cell-

cell adhesion, and other significantly down-regulated terms are also related to cell-

adhesion, e.g., axon development, neuron projection, morphogenesis, and migration. 

Interestingly, GO terms that are positively enriched point to the other function of RB1CC1: 

the autophagy. RB1CC1KO neurons show upregulated generation of precursor metabolites 

and many metabolic processes, as well as expression of proteins involved in redox 

homeostasis and proteolysis (Figure 3-4-5, D).  In short, the loss of FAK- and autophagy-

related functions of RB1CC1 in human glutamatergic neurons resulted in distinct 

consequences respectively. 
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Figure 3-4-5 Membrane proteomic analysis of RB1CC1KO iGlutN cultures. (A) Volcano 
plot of all 1249 proteins identified. Cut off by FDR p < 0.05. FAM171B (B) and PTPRT (C) 
showed significant down-regulation in RB1CC1KO iGlutN cultures than in controls. (D) 
Gene set enrichment analysis revealed biological processes that were significantly up- or 
down-regulated in RB1CC1KO iGlutN cultures compared to controls. One 3-week-old 
sample from each of the eight cell lines were used for membrane proteomic analysis. 
 
3.4.5 Autophagy-dependent and -independent mechanisms underlying RB1CC1 loss of 

function mediated hyperactivity in glutamatergic neurons 

This study then proceeded to interfere with autophagy- and FAK-dependent pathways in 

iGlutNs to verify the hypothesis. As RB1CC1 functions as a member of ULK1 complex in 

autophagy, we reasoned that inhibition of ULK1 complex in wild type cultures should lead 
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to similar autophagy deficiency as RB1CC1 loss of function. We used MRT68921 

(hereafter referred as MRT), which is a potent inhibitor of ULK1 and ULK2, and can block 

autophagy at early stage and cause accumulation of stalled early autophagosomal 

structures (Petherick et al., 2015). And for FAK signaling, we treated the iGlutN cultures 

with PF573228 (hereafter referred as PF228), a potent FAK inhibitor (Slack-Davis et al., 

2007), see if the hyperactivity could be rescued in RB1CC1KO iGlutN cultures. 

 
Figure 3-4-6 Morphological and electrophysiological alterations induced by modulators of 
autophagy-dependent and -independent pathways in wild type and RB1CC1KO iGlutN 
cultures of 3-week-old. (A) Example live fluorescence microscopy pictures of wild type 
iGlutN cultures 7 days after transfection with an autophagy reporter plasmid. (B) Examples 
from inverted live fluorescence pictures of an axonal terminal in wild type iGlutN cultures 
treated with 3.5 μM MRT or 1 μM PF228 for 3 weeks. (C) Quantification of axonal swellings 
in iGlutN cultures with and without modulators treatment. For each condition, >20 axons 
from 2 independent experiments were analyzed. (D) and (E) Quantification of spike 
activities recorded from iGlutN cultures in basal medium or treated with modulators. 
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The two chemicals were applied all along after reseeding for 3-4 weeks. MRT arrested 

autophagy at the initial stage in wild type iGlutN cultures, whereas PF228 did not, both of 

which were expected (Figure 3-4-6, A). MRT also led to axonal swellings in control iGlutN 

cultures, of which the number was significantly higher than in control conditions (2.99 ± 

0.2818 vs. 0.0685 ± 0.3043,  p < 0.0001), but not as prominent as those observed in 

RB1CC1KO cultures in control conditions (2.99 ± 0.3116 vs. 5.04 ±  0.3116, p < 0.0001). 

MRT also further increased the number of axonal swellings in RB1CC1KO cultures (5.04 ± 

0.3116 vs. 7.9605 ± 0.3266, p < 0.0001,), indicating an additive effect. By contrast, PF228 

treatment did not lead to a significant difference in axonal swelling in wild type (p = 0.568), 

or RB1CC1KO (p = 0.568) iGlutN cultures (Figure 3-4-6, B and C). As for 

electrophysiological properties, MRT treatment led to marginally but significantly higher 

activity in wild-type iGlutN cultures (1.352 ± 0.088 Hz vs. 1.755 ± 0.012 Hz, p = 0.0264, 

trailed t-test), whereas in RB1CC1KO cultures no significant effect could be observed (p = 

0.2259, Figure 3-4-6, D). In comparison, PF228 treatment led to a decrease of spike 

activity in both wild type (1.418 ± 0.278 Hz vs. 0.393 ± 0.278 Hz, p = 0.0103) and 

RB1CC1KO cultures (2.395 ± 0.278 Hz vs. 1.37 ± 0.278 Hz, p = 0.0159). Interestingly, 

PF228 treatment brought the activity in RB1CC1KO iGlutN cultures to a comparable level 

of that of wild-type cultures in the control conditions (p = 0.9996), suggesting a successful 

rescue (Figure 3-4-6, E). Together, these results indicate that autophagy deficiency leads 

to axonal swellings in RB1CC1KO iGlutNs, whereas both autophagy deficiency and FAK 

disinhibition could lead to hyperactivity. 
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4. Discussion 

 Basic characterization of forward-programmed human neuronal networks 

Transcription factor-based forward programming enables the generation of homogenous 

excitatory and inhibitory neurons from hPSCs as well as the composition of defined 

neuronal networks. Forward-programmed human neurons inside these networks showed 

expected responses to glutamate receptor and GABA receptor antagonists, confirming 

the presence of functional excitatory and inhibitory synapses. Overall, network activity 

increased within the first two weeks before reaching a plateau phase after 3-6 weeks post-

plating. While synchronized NBs could be observed in all conditions containing 

glutamatergic neurons, cultures with a higher E/I ratio, a higher density, and more maturity 

showed significantly stronger NBs. Therefore, the strength of NBs could be a distinctive 

feature to characterize the functional state of in vitro neuronal networks forward 

programmed from hPSCs. This is in accordance with a recent study employing similar 

techniques (Mossink et al., 2021a), where they found the duration of NB is a distinctive 

feature of human in vitro network activity. 

In neurons, action potentials are initiated at the initial segment of the axon upon the 

opening of voltage-gated sodium channels after membrane potential reaches their 

activation thresholds (Shu et al., 2007). A typical cortical neuron has a much lower resting 

potential (ca. -70 mV) than the threshold of sodium channels (ca. -55 mV), meaning it will 

not fire by itself without external stimulation. However, it is common both in vivo and in 

vitro that some neurons have spontaneous spiking activity (Turrigiano et al., 1995; 

Tsodyks, 1999). While some spontaneous activity is responsible for essential 

physiological functions, e.g. ‘pacemakers’ (Ramirez et al., 2004), other forms may reflect 

an immature or pathological state. For example, immature neurons usually do not have 

enough transporters to pump ions across the membrane in order to lower the threshold, 

genetic deficiencies related to lipid organization may lead to a too ‘leaky’ membrane that 

cannot be polarized enough, or mutant voltage-gated sodium channels may simply have 

a lower threshold (Blankenship and Feller, 2010). Regardless of the reasons, previous 

work has revealed that a significant proportion of the induced neurons can fire 

spontaneously (Rhee et al., 2019a) and are the trigger of all network-level phenomena.  
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NBs are almost always observable in dissociated neuronal cultures, yet are rare events 

in a healthy brain (le Feber, 2019). Lack of external input and random connections are 

thought to be the reason for the difference (Eytan and Marom, 2006). One of the original 

objectives of this work was to see how different E/I ratios could affect NB activity. Although 

a greater proportion of inhibitory neurons in a network led to less prominent NBs, they 

were unable to eliminate NB when in a proportion of up to 75%. These findings underline 

the importance of structural organization for maintaining the functional E/I balance in the 

nervous system. While these in vitro cultures need further improvement to resemble their 

in vivo counterparts more closely, it represents a valuable contribution towards 

personalized in vitro studies of the human neural system.  

Previous computational modeling work suggested that glutamatergic synapses play a 

critical role in the initiation of NBs, and STD leads to the cease and interval of NBs 

(Tsodyks et al., 2000). This was confirmed with the in silico model proposed in section 

3.1.2. Here, a primary framework of how functional activity could emerge and develop in 

forward programmed neuronal cultures was established. There are several key 

components in the framework: (1) A sub-group of neurons could generate spontaneous 

action potentials. (2) Neurons were linked by increasing the number and strength of 

synapses during development, which gave rise to network-level phenomena. (3) Synaptic 

neural transmitter vesicle depletion-mediated short-term depression was found to be 

important for NBs. (4) GABAergic inhibition in a randomly connected network had a 

modulatory effect on NBs.  

 Nonlinear response of neuronal cultures to repetitive stimulation due to local 

synaptic fatigue and its implications in brain modulation 

The sporadic NB response of neuronal networks to high-frequency local stimulations 

reflects the intrinsic nonlinearity of the nervous system. One early study reported the 

response of rat cortical neuronal culture to different frequencies of stimulation, which was 

similar to the results shown here (Tal et al., 2001). The authors attributed this 

phenomenon to the mechanism of excitability on a molecular level. Later, Wagenaar et al. 

explored how to control bursts in rat cortical neuronal culture with different patterns of 

stimulation, including single-site and multi-site stimulations at different frequencies 

(Wagenaar, 2005). Their results were also largely in line with the present work, yet they 
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did not investigate the mechanism of these phenomena. The present work shows this 

phenomenon can emerge without any change in excitability of single neurons, and an 

STD-mediated local circuit depletion mechanism led to the sporadic response of neuronal 

cultures to high-frequency local stimulation. 

Direct or indirect interference with the nervous system is necessary for both fundamental 

and clinical neuroscience studies. Oftentimes, however, the exact mechanisms by which 

external stimulation can modulate neural networks are unclear. Interestingly, one of the 

brain modulation technique, the transcranial magnetic stimulation (TMS), shares some 

similarities with the present work. Typical TMS applications deliver pulse stimulations at a 

frequency between 1Hz and 5Hz (Fitzgerald et al., 2006; Klomjai et al., 2015). A recent 

study showed that magnetic pulse elicits a similar effect on the single-cell level as found 

in the present study (Romero et al., 2019). While most TMS studies focus on the transient 

effect of single pulse stimulation or the long-term effect of a train of repetitive simulations, 

there are two early studies that reported the response profile of single stimulations within 

a train of repetitive TMS (Valzania et al., 1994; Jennum et al., 1995). Both studies reported 

that low-frequency stimulation on the motor cortex can elicit robust motor evoked 

potentials (MEP) recorded at the abductor pollicis brevis muscle, yet high-frequency 

stimulation only resulted in sporadic MEPs. Although MEPs originate from descending 

tracts of the motor pathway, which is intrinsically different from NBs in cortical neuronal 

cultures, the net patterns are strikingly similar to the results presented here. This suggests 

common mechanisms are at play in both cases, most likely the synaptic short-term 

depression. In addition, they reported higher critical frequency at 5-10 Hz, which could be 

explained by the structural differences of the nervous system in the study. In neuronal 

cultures, recurrent activation within a single NB could drive the RRP to a very low level. In 

comparison, repetitive TMS elicits motor evoked potentials via unidirectional descending 

tracts of motor pathway, thus higher stimulation frequency is needed to deplete the RRP 

to a threshold level. 

Accompanied with computational modeling, a possible mechanism for the response of a 

human nervous system to stimulations was established. Although the work is based on in 

vitro neuronal cultures and electrical pulse stimulation and recording, two important 

corollaries are applicable in all neural stimulation techniques and are especially applicable 
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for techniques employing pulse trains of stimulation such as TMS (Romero et al., 2019), 

deep brain stimulation (Kringelbach et al., 2007), and optogenetic implements (Mattis et 

al., 2012). First, in a repetitive stimulation paradigm, only a limited number of stimulations 

can elicit a successful or effective whole-scale response. The second corollary, based on 

the first, is that if a relatively large network is to be modulated with repetitive stimulations, 

distributed multi-site stimulation should yield a more reliable outcome.  

 A novel theoretical framework of epileptiform activity observed in forward 

programmed human glutamatergic neuronal networks 

A nested network super-burst phenomenon, i.e., NSB, which emerged from highly 

excitatory neuronal networks was systematically investigated. It is scientifically and 

clinically significant due to their striking similarity with 3-Hz epileptic seizures. The 

existence of this phenomenon could challenge the common belief that GABAergic 

synapses are directly involved in the generation of 3 Hz spike-and-wave oscillations 

(Destexhe and Sejnowski, 1995) and the cessation of epileptic seizures when inhibitory 

neurons ‘regain’ control (Boido et al., 2014; de Curtis and Avoli, 2015). This claim is 

supported by the finding that the inhibitory population was controlled to a minimum level 

(<5%) (Rhee et al., 2019b) and that the application of bicuculline had no observable effect.  

Based on the initial in silico work, a modified computational model which demonstrates 

two-order RRP recovery dynamics (Guo et al., 2015) and activity-dependent short-term 

facilitation was established. The randomly connected homogenous excitatory neuronal 

network with corresponding mechanisms can largely recapitulate the observed NSBs. 

These findings confirmed that GABAergic inhibition and dedicated defined network 

connections are not necessary for generating 3-Hz seizure-like activity (Destexhe, 1998). 

In fact, the homogeneity and structurelessness of the proposed framework makes it a 

good model for comprehensive assessment of neuronal function, as well as making it 

easier to directly link neuronal properties such as ion channels, transporters, and synaptic 

functions to circuit and network activities. 

Further exploration of the biological basis of the proposed model suggests that: (1) the 

recovery time constant of NSBs fits that of slow components of RRP recovery (SRP) 

(Rizzoli and Betz, 2005; Neher, 2015); (2) actin mediates the replenishment of fast 

components of RRP (FRP), of which inhibition appears to attenuate NSB strength but not 
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its recovery; (3) PDBu increases synaptic vesicle releasing probability, which resulted in 

a non-linear alteration of the overall network activity and ultimately abolished NSBs. 

Glutamate depletion/replenishment and asynchronous release have been proposed to 

modulate synchronized bursting activity in slice preparations (Staley et al., 1998; Jones et 

al., 2007). In the earlier work, the authors documented two distinguished time constants 

of glutamate recovery and bursting strength, with the latter only manifesting after GABA 

blockage. They did not, however, point out the sequential or hierarchy relationship of the 

two processes. It is likely that with inhibition NBs could only proceed within the ‘first FRP 

cycle’ because GABA release counteracted the asynchronous release-mediated 

facilitation and no further burst could be induced. Without GABAergic inhibition, a burst or 

super-burst could proceed until the bifurcation point where facilitation decay outpaced 

FRP replenishment. It has been revealed that there are distinct steps before presynaptic 

vesicles could be primed and readied for release (Rizzoli, 2014; Neher and Brose, 2018). 

These works were mainly performed on the single cell level with artificial manipulations of 

presynaptic releasing. How these steps may manifest on the macro-network level and 

modulate neural activities under physiological conditions has yet to be elucidated. As 

aforementioned, the present work directly links synaptic properties to network level activity.  

Results from experiments with two anti-epileptic drugs (AEDs), CBZ and LEV, indicated 

their different mechanism of action. The hypothesis that LEV promotes vesicle 

sustainability in GABAergic synapses (Ohno and Tokudome, 2017) could be investigated 

in the future with iGlutN-iGABAN co-cultures. It has also been suggested that to produce 

an NSB, the network needs to be within a relatively narrow parameter space. The fact that 

all cell lines developed NSBs indicated that this could be a result of intrinsic developmental 

coordination. Of note, it was also shown that tonic-clonic transition in a seizure-like 

processes happens as a probability depending on the availability of synaptic vesicles and 

could be bi-directional. Therefore, the present platform could facilitate the study of 

epileptic seizures in many ways.  

In summary, these results have potential significance in several aspects: (1) a novel model 

based on human forward programmed neuronal cultures was established which could 

serve as a research platform for novel AED screening; (2) these results elucidate a simple 

yet mathematically accurate mechanism of seizure termination based solely on 
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glutamatergic synapses; (3) these results support the theory of sequential steps in RRP 

replenishment under physiological conditions and at the macro-network level. 

 Loss of function of RB1CC1 in human pluripotent stem cell-derived neurons leads 

to axonal pathology and hyperactivity  

It has been proposed that transient activation of autophagy is required for somatic cell 

reprogramming to pluripotency (He et al., 2012; Wang et al., 2013b), and that autophagy 

is highly active in pluripotent stem cells (Sotthibundhu et al., 2016). Yet to the best of the 

author’s knowledge, no hPSC line with canonical autophagy-related gene (ATG) knockout 

has been reported in the literature so far. Therefore, it is unknown whether autophagy is 

needed for pluripotency maintenance. Here, hPSC lines with loss of function of RB1CC1, 

one of the core ATGs, were established. Although it is beyond the scope of this study, the 

present data suggests that, at least in the short-term, RB1CC1 loss of function does not 

lead to an impaired self-renewal or observable pluripotency marker alteration, nor does it 

appear to impair the forward programming from hPSC to forebrain glutamatergic neurons. 

Axonal swelling (or  ‘beading’) is a hallmark of axonopathy that has been documented 

since as early as Ramon y Cajal (Ramon y Cajal, 1928), which is usually followed by 

axonal retraction and synaptic pathology (Yang et al., 2013). The causes of this 

phenomenon varies from toxins and genetic defects to inflammation and metabolic 

disturbances, which eventually impairs axonal transportation, and leads to jamming and 

accumulation of disorganized neurofilaments, microtubules, organelles, and multi-lamellar 

vesicles (Lin et al., 2003; Coleman, 2005). Interestingly, both insufficient and excessive 

autophagy could contributes to axonal degeneration (Wang et al., 2018). In neurons, 

autophagy follows pathways not differently from that have been established in yeast, yet 

with distinct spatial patterns (Maday and Holzbaur, 2014; Stavoe and Holzbaur, 2019). In 

axons, autophagosomes form at distal growth cones, and have to be transported 

retrogradely towards soma to fuse with lysosome there, which is necessary for the 

following acidification and the degradation of engulfed cargos (Maday et al., 2012; Fu et 

al., 2014). Whereas in soma and dendrite, autophagosomes are formed and also confined 

locally along their lifetime (Maday and Holzbaur, 2016). This is in line with the observation 

with the autophagy reporter assay, where acidized autophagy vacuoles could be robustly 

observed near or within the soma of wild type iGlutNs, but not in RB1CC1KO or MRT 



93 

treated neurons. It was also showed that blockage of autophagy initiation, either by 

RB1CC1 loss of function mutation or ULK1 inhibition, could lead to pathological axonal 

swellings. These observation is in agreement with a previous report that axonal swelling 

could be observed in cerebellar neurons lacking RB1CC1 (Liang et al., 2010). However, 

a recent study did not reveal significant axonal swelling induction in RB1CC1 knock-down 

neurons, but only in ATG5 and ATG16L1 knock-out neurons (Negrete-Hurtado et al., 

2020). This could possibly be due to the insufficiency of shRNA-mediated knock-down of 

RB1CC1. RB1CC1KO induced autophagy deficiency also likely leads to a shift of metabolic 

and redox homeostasis as well as proteolysis in human glutamatergic neurons. Despite 

the blockage of autophagy initiation, accumulation of p62, and initial axonopathy, no major 

difference in axonal or dendrite growth has been observed in RB1CC1KO iGlutNs. 

However, these findings could be limited by the relatively early time point these 

observation were made, and/or due to nutrient-rich in vitro system, which could make 

autophagy functionally disposable. Future studies with long-term characterizations and/or 

autophagy-inducing conditions are therefore needed  for a comprehensive understanding 

of the function of RB1CC1 in neurons. 

RB1CC1KO did not compromise the electrophysiological function of iGlutNs in the present 

work either, rather, it led to hyperactivity that can be attributed to stronger glutamatergic 

synaptic transmission. And data from MRT-treated cultures suggested that autophagy 

deficiency could also have played a role. Previous studies have reported that autophagy 

blockage could lead to stronger overall synaptic transmission by regulating presynaptic 

vesicles (Hernandez et al., 2012), or reducing spine pruning (Tang et al., 2014). 

Recently, Lieberman et al. reported that loss of autophagy resulted in hyperexcitability of 

a specific type of spiny projection neurons in striatum, which might be due to reduced 

function of the inwardly rectifying potassium channel, Kir2 (Lieberman et al., 2020). And 

Kuijpers et al. found that autophagy deficiency led to gain of synaptic neurotransmission 

at glutamatergic synapses in CA1 and CA3 of the hippocampus, which was due to 

elevated calcium release from accumulated endoplasmic reticulum (Kuijpers et al., 2021). 

No significant difference in synaptic protein quantification between RB1CC1KO and wild 

type neurons was observed in the present work. But the other pathways were not ruled 

out in the present study, therefore it needs to be further explored which mechanisms 

mediated autophagy deficiency-induced hyperactivity in the present system. In addition, 



94 

data indicates that another function of RB1CC1, i.e., FAK inhibition, could also modulate 

neuronal activity. FAK regulates dendrite arborization under the control of protocadherins 

(Garrett et al., 2012; Keeler et al., 2015; Molumby et al., 2016). And disruption of this 

pathway has recently been shown in iPSC-derived cortical interneurons from 

schizophrenia patients (Shao et al., 2019). RB1CC1KO induced FAK disinhibition also 

likely leads to the down-regulation of PTPRT and dysregulation of cell-adhesion-related 

processes. Cell-adhesion is crucial for the morphological development, neurite outgrowth, 

migration, and other functions of neurons (Honig and Shapiro, 2020; Tan and Eroglu, 

2021). Although no significant difference in neurite outgrowth between RB1CC1KO and 

wild type neurons was observed, the successful rescue of hyperactivity by FAK re-

inhibition in RB1CC1KO neurons suggested that other mechanisms could have played a 

role. Future studies focusing on cell-adhesion related processes, especially FAK and 

PTPRT signaling pathways, should be helpful to find an answer. 

Human brain imaging studies have consistently observed hippocampal hyperactivity in 

schizophrenia patients (Talati et al., 2014, 2015; Tregellas et al., 2014). It is also proposed 

that hippocampal hyperactivity could mediate both positive symptoms and cognitive 

impairments in schizophrenia patients (Zierhut et al., 2010; Tregellas et al., 2014; Wolff et 

al., 2018) and could present a possible target for intervention (Perez and Lodge, 2013; 

Perez et al., 2013; Smucny et al., 2015; Kätzel et al., 2020). Several mechanisms have 

been proposed regarding the origin of hippocampal hyperactivity, e.g., glutamate (Schobel 

et al., 2013), GABA (Heckers and Konradi, 2015), or dopamine dysregulation (Lodge and 

Grace, 2007). These observations implicated that RB1CC1 loss of function could mediate 

hyperactivity in glutamatergic neurons via autophagy-dependent and/or -independent 

pathways, and thus could increase the risk of developing schizophrenia. 

 Outlook 

One of the unexpected findings in this study was the observation of seizure-like activity in 

human glutamatergic neuronal networks, from which a ‘pure presynaptic’ framework of 

epileptiform activity developed thereafter. This framework could be further developed at 

both lower and higher levels. Electrophysiological patch clamping on single cells or 

synapses would provide more detailed information on the dynamics of the observed 

seizure-like activity and could further verify the proposed mechanisms. The hypothesis 
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that levetiracetam could inhibit seizure generation by preferably promoting 

neurotransmitter vesicle mobilization in GABAergic inhibitory synapses should also be 

investigated with basic electrophysiological implementations. The antiepileptic effect of 

actin inhibitors, e.g., cytochalasin D, should be tested with established ex vivo or in vivo 

animal models of epilepsy.     

The specific roles of RB1CC1 in human PSC-derived glutamatergic neurons also need to 

be further investigated with basic electrophysiological characterizations. Specifically, it is 

yet to be found out which mechanisms mediated the strengthened glutamatergic 

activation in RB1CC1KO neurons and how these to-be-defined mechanisms could be 

linked to autophagy and FAK pathways. It is unclear whether a gain of function or a 

reduction/loss of function of RB1CC1 could promote the development of schizophrenia 

and other neuropsychiatric conditions, either of which could be pathogenic. Therefore, 

future work with patient-specific mutations of RB1CC1 is needed in order to obtain a 

clearer picture.  
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5. Abstract 

This study established an in vitro platform based on forward programmed neuronal 

cultures derived from human pluripotent stem cells. Firstly, the electrophysiological 

properties of the obtained neuronal networks were systematically characterized with multi-

electrode arrays. The obtained data were then fed into in silico computational models of 

neuronal networks, that were able to reproduce key experimental observations, including 

network bursts and expected response to simulated synaptic modulations. The combined 

in vitro and in silico approach helped to elucidate a possible mechanism by which local 

synaptic depletion leads to sporadic responses of the neural networks to repetitive 

external stimulations. The potential implications of these findings on common brain 

modulation techniques were discussed. Secondly, a seizure-like nested network activity 

observed in highly pure glutamatergic neuronal cultures was described. In-depth in vitro 

exploration of this phenomenon combined with in silico simulation resulted in a novel 

theoretical framework of epileptiform activities observed in human neuronal cultures, 

which was characterized by pure excitatory composition, unstructured network 

organization, and a hierarchy of presynaptic vesicle pools. The proposed framework 

elucidates a possible mechanism which may relate to how seizures initiate, evolve, and 

terminate. It was also shown that forward programmed human neuronal cultures could be 

used to dissect the pharmacological basis of known anti-epileptic drugs in addition to 

potentially providing a method to screen for novel ones. Thirdly, to explore the utilization 

of human forward programmed neurons in brain disease modelling, this study generated 

isogenic neural cultures derived from human pluripotent stem cells carrying a loss of 

function of mutation of RB1CC1, a gene that is associated with schizophrenia. Neurons 

lacking RB1CC1 showed autophagy deficiency and pathological axonal swellings, a 

phenomenon that could be partially phenocopied with an ULK1/2-specific autophagy 

inhibitor in control cells. Moreover, monitoring electrophysiological activities of neuronal 

cultures on multi-electrode arrays revealed that RB1CC1-deficiency resulted in a 

hyperactive network. Pharmacological inhibition of FAK signaling could normalize the 

hyperactivity of RB1CC1-deficient neurons, whereas inhibition of autophagy in control 

neurons led to hyperactivity. These results suggest that both impaired autophagy and 

disinhibition of FAK contribute to the hyperactivity phenotype of RB1CC1-deficient 

neuronal networks. The observed consequences of RB1CC1-deficiency in human 
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glutamatergic neurons might help to understand cellular pathomechanisms contributing to 

neuropsychiatric conditions. In summary, this thesis characterized human forward 

programmed neuronal cultures derived from pluripotent stem cells and demonstrated its 

versatility in studies of neural modulation, epilepsy, and psychiatric diseases. 
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