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Abstract

The origin of masses for massive elementary particles in the Standard Model (SM) is explained by
the Higgs mechanism. With the discovery of a SM-like Higgs boson resonance in 2012 a variety
of measurements have been conducted to determine its exact nature. Properties like the spin and
other quantum numbers are measured to ascertain whether the resonance resembles the Higgs boson
predicted by the SM or another Higgs boson predicted by theories beyond the SM.
One of the Higgs boson’s main characteristics is its coupling to elementary particles that grows

proportional to the particle’s mass. Deviations within this coupling structure could indicate hints of
effects originating from physics beyond the SM. This thesis presents a measurement of the Higgs
boson production cross-sections in the decay to two 𝜏-leptons, 𝐻 → 𝜏𝜏. The measurement uses the
proton-proton collision dataset of 139 fb−1 collected by the ATLAS experiment during Run II in the
years 2015 to 2018 of the Large Hadron Collider (LHC). As the 𝜏-lepton itself is not a stable particle
and decays before interacting with the detector material, which always involves particles that cannot be
measured at ATLAS, it is challenging to measure this decay channel. However, studying the 𝐻 → 𝜏𝜏
decay is worthwhile the efforts because it allows to deduce information on the Higgs boson’s coupling
to fermions in the Yukawa sector.
The measurement’s final discriminating observable reconstructs the invariant mass of the two

𝜏-lepton system and incorporates the knowledge about the produced 𝜏-lepton-neutrinos that escape
detection. Detailed studies regarding this algorithm have been performed that ultimately lead to a
speedup by a factor of roughly two to four, depending on the 𝜏-lepton decay. Multiple Higgs production
cross-sections are measured, ranging from the inclusive production to the more detailed Simplified
Template Cross Sections (STXS). Therefore, a complex fit model is needed to extract these information
from the data. Validation methods for such complex models are discussed. In this context, a novel
technique that is able to predict the behaviour of nuisance parameters and to provide an assessment of
the overall agreement of the model with respect to the data is introduced. The measured cross-sections
are in agreement with the SM predictions and provide the currently most precisely measured values
in the 𝐻 → 𝜏𝜏 channel in an ATLAS standalone measurement. As an example, the inclusive Higgs
production cross-section is measured to be 2.90± 0.21 (stat) + 0.37− 0.32 (syst) pb which agrees with the SM
prediction of 3.15 ± 0.09 pb within the uncertainties. The vector-boson fusion production is observed
with a significance of 5.3𝜎 and there is evidence for gluon-gluon fusion production with a significance
of 3.9𝜎.
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CHAPTER 1

Introduction

Curiosity regarding their surroundings and what lies beyond is arguably one of the defining trademarks
of human nature. A vast landscape of scientific fields evolved over centuries, often sparked by
discoveries demanding detailed exploration. In the field of physics this lead to studying the very large
scales in for example, the field of cosmology but also the very small scales of atoms and even smaller
particles.
The smallest known particles as well as three out of four fundamental known interactions are

summarised in the Standard Model of particle physics (SM). Only three types of these particles,
namely the up- and down quarks as well as electrons, are needed to describe all known visible matter,
even on very large scales such as stars. While the interactions that are part of the SM are able to
describe how these particles are bound into larger structures, decay and interact over great distances,
the possibly most intuitive interaction, gravity, is not part of this theoretical framework, thus hinting
towards an incomplete description of the world by the SM. It has to be stressed, though, that this
theory shows remarkable success in describing observations in particle physics experiments as well as
predicting e.g. new particles such as the Higgs boson which was discovered in 2012 [1, 2].
In order to probe small scales, machines have been built allowing to access ever increasing energy

frontiers. Increasing energies allow to resolve smaller structures that, for example, lead to the discovery
of structure within atoms now known as protons and neutrons and ultimately revealing even smaller
structures within for example protons. Furthermore, pushing the energy frontier in particle physics
resulted in the discovery of new and increasingly heavy particles. The currently most powerful
particle collider, reaching the highest collision energies, is the circular Large Hadron Collider (LHC)
at CERN [3, 4]. It has been operating since 2008 [5] and collides protons from two beams circulating
in opposite directions with energies of up to

√
𝑠 = 13 TeV [6]. Multiple experiments record the results

of these collisions using intricate detectors built for specific research goals. The two experiments
ATLAS and CMS are sometimes referred to as “multi-purpose detectors”, as they intend to cover a
broad physics programme, reaching from precision measurements of known processes to the search of
new phenomena. Due to the complexity of the design, construction, operation and data analysis from
the acceleration of the protons to the final measurements, virtually all these aspects are parts of large
collaborative efforts.
Ultimately, both types of measurements, precision measurements as well as direct searches for new

particles, can serve a common goal to discover hints of physics beyond the known Standard Model.
The discovery of new particles that are not predicted by the SM are a clear sign for new physics
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Chapter 1 Introduction

phenomena. Out of the two measurement types, this type probably has the more obvious relation to
the aforementioned goal. However, statistically significant deviations from the expectations predicted
by the SM are just as clear a sign for new particle physics phenomena, albeit not as determining of
one theoretical explanation in case of such an observation. With the Higgs boson being the most
recent addition to the confirmed SM particles, it offers a wide range of possible measurements, either
confirming the SM or providing new paths to explore possible deviations. The Higgs boson is the
particle arising from the mechanism that explains the masses of elementary particles within the SM,
except for neutrinos. Thus, it couples to all particles, direct or indirect, depending on whether the
particle is massive or not. Due to the Higgs boson’s coupling to all massive particles (except for
neutrinos), it opens the possibility for new endeavours searching for new particles beyond the Standard
Model that might also couple to the Higgs boson.
The presented thesis focusses on the measurement of the Higgs boson coupling to the heaviest

known lepton, the 𝜏-lepton, which is effectively a heavier copy of the electron. Due to its mass, the
𝜏-lepton is not stable and typically decays before it interacts with the detector material at ATLAS.
Thus, only its decay products can be measured. To utilise the largest possible dataset almost all
possible 𝜏-lepton decay product combinations have been considered in the coupling measurement of
the 𝐻 → 𝜏𝜏 process. As stated before, deviations in this coupling with respect to the SM prediction
would be a direct hint for new physics. Instead of measuring the coupling directly, the production
cross-section of the 𝐻 → 𝜏𝜏 process is measured, which indirectly relates to the coupling. By
measuring this cross-section for individual Higgs boson production processes and in unique phase
spaces, the sensitivity to possible new phenomena can be increased. Some models predict, for example,
a change of the cross-section for highly boosted Higgs bosons, i.e. with large transverse momentum.
Additionally, more specific information about the SM are extracted if no deviations are observed.
These detailed measurements are made possible by the increased available statistics compared to the
previous measurement of the 𝐻 → 𝜏𝜏 process [7].
This work is part of a not yet peer-reviewed publication [8] of the ATLAS collaboration. Material

taken from this publication will be marked as such. After a brief introduction of the Standard Model of
particle physics and the most important theoretical concepts in the context of this thesis in Chapter 2, the
experimental environment of the LHC and ATLAS will be introduced in Chapter 3. This experimental
environment includes a brief description of the collaborative efforts of reconstructing physics objects as
well as their calibrations and associated uncertainties. The measurement’s discriminating observable
is the invariant mass of the two 𝜏-leptons into which the Higgs boson decays. Detailed studies
of this observable, aiming to improve it, have been performed in the context of this thesis which
are documented in Chapter 4. Since the presented 𝐻 → 𝜏𝜏 measurement is a collaborative work,
its overall design which comprises e.g. the event selection and background estimations is briefly
summarised Chapter 5. The statistical analysis implemented in the measurement follows in Chapter 6.
Several studies validating the statistical model have been performed. In this context, a new approach of
validating complex models such as the one implemented in this measurement has been developed, see
Chapter 7. Finally, the measurement results are summarised in Chapter 8, yielding observations that
are in agreement with the Standard Model. Conclusions of the measurement are given in Chapter 9.
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CHAPTER 2

The Standard Model and the Higgs-Brout-Englert
Mechanism

The Standard Model (SM) of particle physics has been developed over decades and shows remarkable
success in predicting particle interactions and properties over a wide range of scales1. Starting from
the 1950s with the extension of the back then model to include strong interactions [9], more and
more aspects were added over time to form the SM as we know it today. It describes all known
elementary particles as well as their interactions. The only known force that is not part of this
theoretical framework is the gravitational force, which is orders of magnitudes smaller than the other
forces in the microscopic world. This chapter will give an overview of the most important concepts
relevant to the measurement that will be discussed in this thesis. A more detailed description of the
theoretical background of the SM is given in the references that were consulted for this chapter, see
References [10–12]. Throughout this thesis natural units will be used as described in Reference [13].

2.1 Overview

The Standard Model is a quantum field theory describing all known elementary particles and three out
of four known forces between them. A comprehensive overview of all particles associated to the SM
is given in Figure 2.1. Although not explicitly shown in the figure, the SM also includes anti-particles
which have the same masses but opposite (electromagnetic, weak and strong) charges with respect to
their partner particle.
Commonly referred to as building blocks of matter are the fermions with half-integer spin. They

are subdivided into three generations with the first three columns in Figure 2.1 representing the
generations. The fermions of the first generation are the constituents of all stable known matter such as
hydrogen and other atoms as well as molecules. With respect to their quantum numbers the fermions
of the second and third generation can be interpreted as copies of the first generation’s fermions with
increasing masses. Fermions carrying colour charge, c.f. Section 2.1.3, are called quarks, while
fermions without colour charge are referred to as leptons.
Interactions are mediated by the gauge bosons in the fourth column, while the massive particles

acquire their mass through the Higgs mechanism with its associated Higgs boson. The fermions’

1 In the context of particle physics “scales” refer to energy regimes of interactions.
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quantum numbers determine the interactions, which arise from local gauge invariances, they participate
in.
While the SM is considered a great success, since it e.g. predicted the existence of particles before

their discovery2, there are also some more and some less obvious shortcomings. Some of the more
obvious shortcomings are the missing quantum field description of gravitation within the SM and the
missing source of matter-antimatter asymmetry to explain this effect’s order of magnitude observed
in the universe. Other discrepancies with respect to experimental observations only arise at high
precisions such as a 4.2𝜎 tension between theory and experiment of the muon’s anomalous magnetic
moment [14, 15]. High precision measurements enable tests of higher-order SM predictions that may
be modified by physics beyond the SM at higher energy scales.
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Figure 2.1: Overview of all particles and force carriers that are part of the Standard Model of particle physics.
Their masses, spins and electric charges are quoted. Connections between the force carriers and quarks/leptons
indicate the type of interaction they participate in. Taken from Reference [16].

2.1.1 The Electromagnetic Force

In the context of the Standard Model, the electromagnetic force is introduced by a local gauge
transformation. Generally, a free fermion field’s Lagrangian3, given by [11]

L = �̄�(𝑖𝛾`𝜕` − 𝑚)𝜓 , (2.1)

is invariant under global𝑈 (1) phase transformations [11]

𝜓(𝑥) → 𝜓 ′(𝑥) = 𝑒𝑖𝑎𝜓(𝑥) , (2.2)

2 Such as the𝑊-boson, 𝑍-boson, Higgs boson and top quark.
3 Using the partial derivative 𝜕𝑚𝑢 and the Dirac matrices 𝛾

` .

4



2.1 Overview

where the fermion field is denoted with 𝜓(𝑥) and the transformation can be any real number 𝑎 in
the exponent. However, this Lagrangian only describes the free propagation of fermions and no
electromagnetic interactions. By replacing the real number 𝑎 of the global transformation with a
localised real function 𝑎(𝑥) these interactions can be included in the Lagrangian. In case of the localised
function 𝑎(𝑥) the Lagrangian is not invariant under the aforementioned transformation any more.
Thus, new transformations, introducing the photon field 𝐴`, are defined for the partial derivative 𝜕`
and the photon field itself [10]

𝜕` → 𝐷` = 𝜕` + 𝑖𝑞𝐴` , (2.3)

𝐴` (𝑥) → 𝐴′
` (𝑥) = 𝐴` (𝑥) −

1
𝑞
𝜕`𝑎(𝑥) . (2.4)

The new covariant derivative 𝐷` implies that only electrically charged particles with non-zero 𝑞 take
part in the electromagnetic interaction. Usually, the fine structure constant 𝛼em is used to characterise
the coupling of particles to the photon field which is given by 𝛼em =

𝑞2

4𝜋 [17]. Finally, the field 𝐴`

needs to obey its own dynamics, otherwise it would be possible to find a transformation under which it
vanishes. This dynamic is given by the Maxwell equations and can be written in terms of a Lagrangian
using the electromagnetic field tensor 𝐹`a [11]

L = −1
4
𝐹`a𝐹

`a . (2.5)

Modifying the free fermion field’s Lagrangian from Equation 2.1 with the aforementioned transforma-
tions and photon field dynamics leads to the final Lagrangian of the electromagnetic force in the SM
formalism, also called Quantum Electrodynamics (QED) [10]

Lem = �̄�(𝑖𝛾`𝐷` − 𝑚)𝜓 − 1
4
𝐹`a𝐹

`a . (2.6)

2.1.2 The Weak Force

The weak force is part of the 𝑆𝑈 (2)𝐿 ×𝑈 (1)𝑌 group in the Standard Model, also known as Glashow-
Weinberg-Salam theory [18–20]. Its non-Abelian 𝑆𝑈 (2)𝐿 group describes weak interactions and is
unique in the sense that it distinguishes between left-handed and right-handed fermion fields that are
projections using the operators4 [11]

𝜓𝐿 =
1 − 𝛾5
2

𝜓, 𝜓𝑅 =
1 + 𝛾5
2

𝜓 . (2.7)

Left-handed fermion fields appear as weak isospin 𝐼 doublets and right-handed fields as isospin
singlets. Given the Pauli matrices 𝜎𝑖 , the doublets transform under the matrix [11]

𝑈 = 𝑒𝑖𝑎
𝑖𝜎𝑖/2 , (2.8)

4 The projection operators are based on the Dirac matrix 𝛾5 = 𝑖𝛾0𝛾1𝛾2𝛾3.
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Chapter 2 The Standard Model and the Higgs-Brout-Englert Mechanism

giving rise to the transformation of the doublets into the𝑈 (1)em group of Section 2.1.1 [11]

𝑈𝑆𝑈 (2)𝐿×𝑈 (1)𝑌→𝑈 (1)em = 𝑒𝑖𝑎𝜎3/2𝑒𝑖𝑎𝑌 /2 . (2.9)

The weak hypercharge 𝑌 is related to the electric charge of the fermions and their weak isospin’s third
component via [11]

𝑄 = 𝐼3 +
𝑌

2
. (2.10)

Following the same recipe as in Section 2.1.1, the electroweak gauge fields can be written as [11]

𝑊𝑎
`a = 𝜕`𝑊

𝑎
a − 𝜕a𝑊

𝑎
` + 𝑔2𝜖

𝑎𝑏𝑐𝑊𝑏
`𝑊

𝑐
a (2.11)

𝐵`a = 𝜕`𝐵a − 𝜕a𝐵` , (2.12)

with three𝑊𝑎
`a fields and the weak coupling strength 𝑔2. In detail, the recipe demands to identify the

global symmetry of the free Lagrangian, generalise it to a local symmetry with the corresponding
covariant derivative and adding a kinetic term for the newly introduced field(s) [11]. The dynamics of
the electroweak fields, similarly to the electromagnetic dynamics, are [11]

L = −1
4
𝑊𝑎

`a𝑊
`a,𝑎 − 1

4
𝐵`a𝐵

`a . (2.13)

The physical bosons (photon, 𝑊-boson, 𝑍-boson) are results of a rotation of these fields with the
weak mixing angle cos \𝑊 =

𝑔2√︃
𝑔22+𝑔21

which also relates the weak hypercharge coupling 𝑔1 and the

electromagnetic charge 𝑒 = 𝑔1 cos \𝑊 [11].
The final fermion Lagrangian does not contain explicit mass terms for neither the fermions nor the

bosons as they would break the gauge symmetry: [11]

L =

6∑︁
𝑗=1

�̄�
𝑗
𝐿𝑖𝛾

`

(
𝜕` − 𝑖𝑔2

𝜎𝑎

2
𝑊𝑎

` + 𝑖𝑔1
𝑌

2
𝐵`

)
𝜓

𝑗
𝐿

+
9∑︁
𝑗=1

�̄�
𝑗
𝑅𝑖𝛾

`

(
𝜕` + 𝑖𝑔1

𝑌

2
𝐵`

)
𝜓

𝑗
𝑅 .

(2.14)

However, fermion masses as well as𝑊-boson and 𝑍-boson masses are experimentally confirmed to be
non-zero [21–25]. The mechanisms by which these particles acquire their mass will be introduced in
Section 2.2.1 and 2.2.2.

2.1.3 The Strong Force

Applying the recipe of Section 2.1.1 to more general non-Abelian groups 𝑆𝑈 (𝑁) gives rise to the
Yang-Mills theory [9, 11]. In case of the strong force, the SM formalism is using the 𝑆𝑈 (3)𝐶 group
and is called Quantum Chromodynamics (QCD). The free fermion fields occur as colour triplets 𝑞𝑖
with 𝑖 = 1, 2, 3 where each quark flavour has its own field. These colour states are the quantum number
of the strong interaction and are only non-zero for quarks and gluons. Eight individual gauge fields
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2.2 Higgs Physics

𝐺𝑎
`, associated to the gluons [10], arise from the covariant derivative [11]

𝐷` = 𝜕` − 𝑖𝑔𝑠
_𝑎

2
𝐺𝑎

` , (2.15)

with the strong coupling coupling constant 𝑔𝑠 and the Gell-Mann matrices _
𝑎. Each gauge field carries

a combination of the colour states introduced for the fermions. The dynamics of QCD are encoded in
its Lagrangian [11]

L =
∑︁
𝑞

𝑞(𝑖𝛾`𝜕` − 𝑚𝑞)𝑞 −
∑︁
𝑞

−𝑔𝑠𝑞𝛾` _
𝑎

2
𝑞𝐺𝑎

` − 1
4
𝐺𝑎

`a𝐺
𝑎,`a (2.16)

with the gluon field strengths using the structure constants 𝑓 𝑎𝑏𝑐 [11]

𝐺𝑎
`a = 𝜕`𝐺

𝑎
a − 𝜕a𝐺

𝑎
` + 𝑔𝑠 𝑓

𝑎𝑏𝑐𝐺𝑏
`𝐺

𝑐
a . (2.17)

From this Lagrangian arise triple and quartic gluon self-interactions. Since the gluons carry colour
charge, these self-interactions result in an anti-screening effect which ultimately leads to the strong
force decreasing with increasing momentum 𝑄2 and increasing with distance [26]. Thus, only colour
neutral bound states can be observed freely, which is also referred to as confinement.
This variation of the strong force can be interpreted as a variation of the strong coupling constant

𝑔𝑠 =
√︁
4𝜋𝛼𝑠 [11] with momentum 𝑄2. Since the theory is renormalisable, divergences introduced

by high momentum loops5 are absorbed into the coupling by introducing a cut-off scale `𝑅 [11]. A
similar effect can be observed for the coupling constant of QED, 𝛼em, which consequently also varies
as a function of the momentum𝑄2. However, the structure of the variation is different since the photon
does not self-interact as opposed to the gluon.

2.2 Higgs Physics

All fermions6 and massive bosons acquire their mass through their interaction with the Higgs field.
While the interaction with the Higgs field is common for massive particles, the interaction structure
and motivation differs for fermions and bosons. Naive mass terms in the fermion Lagrangian would
result in a mixing of left-handed and right-handed fields, breaking the gauge symmetry introduced
in the electroweak formulation of the SM. Introducing mass terms for the massive bosons directly
breaks the gauge symmetry, thus interactions with the Higgs field are needed for both particle
categories. Although the mechanism is named after Peter Higgs, it was proposed by three author
groups independently, Higgs [27], Englert and Brout [28] and Guralnik, Hagen and Kibble [29]. The
boson masses are generated by the spontaneous symmetry breaking in the coupling to a complex
scalar field. This broken symmetry manifests itself in a non-zero vacuum expectation value (vev) or
ground state of the field. A detailed description of the mechanism is given in References [10–12],
which were consulted for this section.

5 Loops are closed internal propagators in Feynman graphs. As explained in Reference [13] Feynman diagrams represent
computations of particle physics processes graphically.
6 Except for neutrinos which are massless in the SM.
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Chapter 2 The Standard Model and the Higgs-Brout-Englert Mechanism

2.2.1 Electroweak Symmetry Breaking

The electroweak symmetry discussed in Section 2.1.2 is spontaneously broken by the introduction of a
complex scalar field [11]

𝜙(𝑥) =
(
𝜙(𝑥)+
𝜙(𝑥)0

)
. (2.18)

Since the goal is to determine mass terms for the massive weak bosons, this field should be an isospin
doublet with weak hypercharge 𝑌 = 1 leading to the covariant derivative [11]

𝐷` = 𝜕` − 𝑖𝑔2
𝜎𝑎

2
𝑊𝑎

` + 𝑖𝑔1
1
2
𝐵` , (2.19)

which is the same covariant derivative as the one used for the fermion Lagrangian in Equation 2.14.
Consequently, the Lagrangian of the scalar Higgs field is given by [11]

L𝐻 = (𝐷`𝜙)†(𝐷`𝜙) −𝑉 (𝜙) ,

with 𝑉 (𝜙) = −`2𝜙†𝜙 + _

4
(𝜙†𝜙)2 = _

4
(𝜙†𝜙 − 2`

2

_
)2 − `4

_
.

(2.20)

The potential 𝑉 (𝜙)’s minima are given by 𝑣2 = 𝜙†𝜙 =
2`2
_ = (246.22GeV)2 if `2 and _ are

positive [11]. This leads to a shape for the potential as it is shown in Figure 2.2. For the photons to

Figure 2.2: Sketch of the Higgs potential’s shape for positive values of `2 and _. Taken from Reference [30].

remain massless a field configuration for the vacuum is chosen7 where the electrically charged field
component vanishes [11]

<𝜙> =
1√
2

(
0
𝑣

)
(2.21)

as the electrically neutral component is always invariant under𝑈 (1). However, this configuration is
not invariant under the transformation introduced in Equation 2.8 nor a phase shift of 𝑒𝑖𝑎𝑌 /2 which
breaks the electroweak symmetry [11].
Excitations of the field close to its minimum correspond to particles. Thus, small deviations,

7 Using an appropriate gauge such that SM interactions are “easy” to identify.
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2.2 Higgs Physics

introducing the real fields 𝐻, 𝜒, 𝜙1 and 𝜙2, can be written as [11]

𝜙(𝑥) = 1√
2

(
𝜙1(𝑥) + 𝑖𝜙2(𝑥)
𝑣 + 𝐻 (𝑥) + 𝑖𝜒(𝑥)

)
. (2.22)

The potential introduced in Equation 2.20 yields a term proportional to `2𝐻2 using this representation
of the Higgs field. Hence, the Higgs boson mass is given by 𝑚𝐻 =

√
2` [11]. The other real fields in

this representation do not correspond to physical fields as they can be gauged away using an appropriate
gauge resulting in [11]

𝜙(𝑥) = 1√
2

(
0

𝑣 + 𝐻 (𝑥)
)
, (2.23)

which gives rise to the self-coupling terms of the Higgs boson in its potential. Finally, the physical
fields of the electroweak sector’s bosons are obtained by using Equation 2.22 in the Lagrangian defined
in Equation 2.20. Together with the application of the gauge used to eliminate the non-physical fields
in Equation 2.23, the physical boson fields are a rotation of the original𝑊𝑎

` and 𝐵` fields: [11]

𝑊±
` =

1√
2
(𝑊1` ∓ 𝑖𝑊2`) ,

(
𝑍`

𝐴`

)
=

(
cos \𝑊 sin \𝑊
− sin \𝑊 cos \𝑊

) (
𝑊3`
𝐵`

)
. (2.24)

This representation of the fields leads to the following mass terms in the Lagrangian: [11]

𝑚2𝑊𝑊+
`𝑊

−` + 1
2
(𝑍`, 𝐴`)

(
𝑚2𝑍 0
0 0

) (
𝑍`

𝐴`

)
. (2.25)

Hence, the masses of the massive weak gauge bosons are obtained from the relation to the original
𝑊𝑎

` and 𝐵` fields and are given by: [11]

𝑚𝑊 =
𝑔2
2
𝑣 , 𝑚𝑍 =

√︃
𝑔21 + 𝑔22

2
𝑣 . (2.26)

The non-physical fields 𝜒, 𝜙1 and 𝜙2, also referred to as Goldstone bosons in this context, have been
absorbed into mass terms for the massive gauge bosons. Additionally, the Lagrangian’s mass terms
show that the choice of the vacuum field configuration in Equation 2.21 retains a massless physical
photon field 𝐴`.

2.2.2 Yukawa Couplings

Fermion masses are achieved through the introduction of Yukawa interactions. This type of interaction
generally describes the coupling of a scalar field to fermion fields [31]. In the SM, the Higgs field,
which was motivated by the non-zero masses of the weak gauge bosons, is chosen as the scalar field.
It has to be noted though, that these two mechanisms are not fundamentally related, i.e. the scalar field
in the Yukawa interactions could in principal be another field. The corresponding Lagrangian for one
generation of fermions, with the Higgs field being the scalar field, takes the form [11]

L𝑌 = −𝑌𝑙 �̄�𝐿𝜙𝑙𝑅 − 𝑌𝑑�̄�𝐿𝜙𝑑𝑅 − 𝑌𝑢�̄�𝐿𝜙
𝑐𝑢𝑅 + h.c. , (2.27)
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Chapter 2 The Standard Model and the Higgs-Brout-Englert Mechanism

with 𝐿𝐿 and 𝑄𝐿 being the left-handed isospin lepton and quark doublets and 𝜙
𝑐 being the charge

conjugate of the Higgs doublet 𝜙𝑐
= 𝑖𝜎2𝜙

∗ [11]. Since both the fermion and the scalar fields are
isospin doublets, their product transforms as an isospin singlet [12]. Consequently, the product of the
two doublets and the right-handed singlets do not violate gauge invariance any more and mass terms
are possible in the Lagrangian. Using the gauge of Equation 2.23, the Lagrangian can be rewritten
as [11]

L𝑌 = −
∑︁

𝑓 =𝑙,𝑑,𝑢

(𝑚 𝑓 �̄� 𝑓 𝜓 𝑓 +
𝑚 𝑓

𝑣
𝐻�̄� 𝑓 𝜓 𝑓 ) , (2.28)

with the fermion mass terms 𝑚 𝑓 = 𝑌 𝑓
𝑣√
2
and interaction terms of the fermions with the Higgs field.

Given the fermion mass relation, the coupling of the fermions to the Higgs field is proportional to the
fermion mass. Even though the mechanisms by which fermions and bosons acquire their masses are
different, both their mass terms are proportional to the vacuum expectation value 𝑣.

When all three fermion generations are considered in the Lagrangian introduced in Equation 2.27,
terms arise that mix different fermion generations. The weak eigenstates and the mass eigenstates
of the fermions are not the same.8 Using the mass eigenstates in the electroweak Lagrangian shown
in Equation 2.14 results in a modification of the fermion interactions with the𝑊-boson [11]. This
leads to a mixing of fermion generations which is generally described by a unitary matrix. In the
lepton sector this matrix is an identity matrix as long as the neutrinos are massless [11]. For quarks
this matrix is known as the Cabibbo-Kobayashi–Maskawa (CKM) matrix [32, 33] and describes the
mixing of quark flavours. The unitary CKM matrix takes the form [34]

𝑉CKM =
©«
𝑉𝑢𝑑 𝑉𝑢𝑠 𝑉𝑢𝑏
𝑉𝑐𝑑 𝑉𝑐𝑠 𝑉𝑐𝑏

𝑉𝑡𝑑 𝑉𝑡𝑠 𝑉𝑡𝑏

ª®¬ , (2.29)

with decreasing values the more off-diagonal the element is. Thus, transitions taking place on
off-diagonal matrix elements are called Cabibbo-suppressed.

Additionally, the CKM matrix is accompanied by a complex phase which, if non-vanishing, results
in a violation of the combined charge conjugation and parity (CP) symmetry. Since thus far the only
observation of CP violation in the SM is related to the fermion sector, such as seen in measurements
by BaBar [35], Belle [36] and possibly future analyses at Belle II [37], all known CP violating
effects are related to the Higgs sector via Yukawa interactions. Hence, the Higgs boson provides an
additional path to search for CP violating effects. The process measured in this thesis, i.e. 𝐻 → 𝜏𝜏, is
a promising channel to study the CP properties in the Higgs sector as described in References [38, 39].
Several studies have been performed in preparation for such a measurement at ATLAS [40–42] and
a first result has been published by CMS [43]. A certain amount of CP violation is an important
component of the Sakharov conditions [44] that were formulated trying to find conditions under which
the observed baryon asymmetry in the universe can be explained.

8 Even if the fermions and bosons were massless, the mass eigenstates would not necessarily be the same as the weak
eigenstates.
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2.2 Higgs Physics

2.2.3 Production and Decay

The Higgs field couples to all massive fermions and bosons and subsequently so does the Higgs
boson which can be interpreted as an excitation of said field. This opens the possibility to produce
the Higgs boson in a number of different processes. Since the measurement presented in this thesis
utilises data taken at the Large Hadron Collider (LHC), the most relevant production modes in this
context involve either gluons or quarks. The massless gluons do not couple directly to the Higgs but
rather through quark loops with larger contributions from more massive quarks due to the coupling
structure of the Higgs. Some of the leading Feynman diagrams of the most common production
modes in proton-proton collisions are shown in Figure 2.3. The production cross-sections calculated

g

g

H

(a) Gluon-gluon fusion with an intermediate quark loop
that couples to the Higgs boson (𝑔𝑔𝐻).

q

q

q

q

H

V

V

(b) Vector-boson fusion where the bosons are radiated
off of quarks (VBF𝐻).

q

q

H

V

V

(c) Higgs-Bremsstrahlung where the Higgs boson is
radiated off of a vector boson (𝑉𝐻).

g

g

H

t

t

t

t

(d) Associated production of the Higgs boson with two
top quarks (tt𝐻).

Figure 2.3: Examples of the leading Feynman diagrams of the targeted Higgs boson production modes.

for the LHC at
√
𝑠 = 13 TeV and an assumed Higgs mass of 𝑚𝐻 = 125GeV are listed in Table 2.1.

Depending on the production mode, the cross-sections are calculated to higher orders of perturbation
theory. These higher orders are denoted by NLO (next-to-leading order), NNLO or N3LO.
Gluon-gluon fusion processes (𝑔𝑔𝐻) with an intermediate quark loop provide the highest production

cross-section, followed by vector-boson fusion (VBF𝐻). The next highest cross-section is given by
the Higgs-Bremsstrahlung process (𝑉𝐻) where the Higgs is radiated off of a vector boson which can
either be a𝑊-boson or a 𝑍-boson. Thus, in the 𝐻 → 𝜏𝜏 measurement, the 𝑉𝐻 production comprises
both 𝑊𝐻 and 𝑍𝐻 production. The leading production modes up to the associated production of
the Higgs with two top quarks (tt𝐻) are targeted while it is not attempted to measure the associated
production with two 𝑏-quarks (bb𝐻) and smaller cross-sections. Even though bb𝐻 and tt𝐻 production
cross-sections are of similar size, bb𝐻 is more difficult to identify in the detector which will be
discussed in more detail in Section 5.2 together with the detector signatures associated to each
targeted production mode. However, the bb𝐻 production mode is included in the measurement but its
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Chapter 2 The Standard Model and the Higgs-Brout-Englert Mechanism

cross-section is fixed to the Standard Model prediction. The production cross-section for bb𝐻 has
been computed in the 4 flavour-scheme (4FS) and the 5 flavour-scheme (5FS), where no 𝑏-quarks
are allowed in initial states in the 4FS [45]. Associated production with a single top quark t𝐻 is not
measured in the presented analysis due to its small cross-section. Nevertheless, it is included in the
measurement with its cross-section fixed to the Standard Model prediction.

Production mode Cross-section in pb Comments

𝑔𝑔𝐻 48.58 N3LO
VBF𝐻 3.782 (approx.) NNLO QCD and

NLO EW accuracies
𝑊𝐻 1.373 NNLO QCD and NLO EW accuracies
𝑍𝐻 0.884 NNLO QCD and NLO EW accuracies
tt𝐻 0.507 NLO QCD and NLO EW accuracies
bb𝐻 0.488 Santander matched numbers

with 5FS (NNLO) and 4FS (NLO).
No EW corrections

t𝐻
(t-channel: 𝑞𝑏 → 𝑡𝐻𝑞)

0.074 NLO QCD accuracy in 5FS.
No EW corrections

t𝐻
(s-channel: 𝑞𝑞 → 𝑡𝐻𝑏)

0.003 NLO QCD accuracy in 5FS.
No EW corrections

Table 2.1: Higgs production cross-sections at
√
𝑠 = 13 TeV for 𝑚𝐻 = 125GeV. The uncertainties on the

cross-sections are not shown since this table intends to illustrate the order of magnitude of the individual
production modes. Numbers and perturbation theory accuracy for each process are taken from References [45,
46].

Due to the coupling of the Higgs boson it can (indirectly) decay into all known SM particles. Similar
to the production modes, the decay into massless particles occurs via loops of massive fermions.
The most common branching ratios are shown in Figure 2.4 as a function of 𝑚𝐻 . Relevant for this
measurement is a mass of 𝑚𝐻 = 125GeV which is used for the simulation of the Higgs signal. The
focus lies on the decay 𝐻 → 𝜏𝜏9 with a branching ratio of roughly 6.3% [45]. With the 𝜏-lepton being
the heaviest lepton, this decay gives access to the Yukawa interaction of the Higgs. The other fermionic
decays with large branching ratios such as 𝐻 → 𝑏�̄� are more difficult to measure at the LHC because
of the hadronic activity in the environment of proton-proton collisions. A multitude of measurements
are performed in order to determine whether the resonance at 125GeV first observed in 2012 [1, 2]
is the SM Higgs boson or possibly a Higgs boson of a theory beyond the SM. These measurements
target specific properties of the resonance such as its quantum numbers, see e.g. References [47–49]
measuring its spin as well as charge conjugation and parity properties. Thus far all observed properties
are in agreement with the Standard Model predictions for the Higgs boson.
The presented measurement of the 𝐻 → 𝜏𝜏 production cross-sections is sensitive to possible

deviations from the SM in multiple ways. Differential cross-section modifications are targeted by the
Simplified Template Cross Sections [45], as discussed in Section 5.1. Overall modifications of the
9 The charges of the decay products are omitted in this notation for electrically neutral mother particles as the charges
commute.
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Figure 2.4: Branching ratios of the Higgs boson decay versus the Higgs mass. Taken from Reference [45].

𝐻 → 𝜏𝜏 rate would be observed in the inclusive cross-section measurement which is introduced in
Section 6.2. If new particles were to couple to the Higgs boson and modify e.g. its branching ratio
into particles that are invisible to the LHC experiments, this would indirectly modify its branching
ratio into a pair of 𝜏-leptons. Thus, the presented measurement aims to achieve multiple goals. An as
precise as possible measurement of the 𝐻 → 𝜏𝜏 production cross-sections and consequently searching
for indirect hints of physics effects beyond the Standard Model.

2.3 𝝉-leptons

Since the presented measurement involves a Higgs boson decaying into a pair of 𝜏-leptons10, it is
noteworthy to discuss this lepton in more detail. Being the heaviest lepton known to the SM with a
mass of 𝑚𝜏 = 1.777GeV [25], its properties differ from the lighter known leptons. Due to its invariant
mass, the 𝜏-lepton can either decay into an electron or muon and their associated neutrino or even into
hadrons.11 All decays occur via a virtual𝑊-boson. In the following, decays into either electrons or
muons will be referred to as leptonic decays and denoted with 𝜏lep while decays into hadrons will
be referred to as hadronic decays and denoted with 𝜏had. Since the kinematics allow for a variety of
possible decays, the 𝜏-lepton’s lifetime is rather short, 𝜏𝜏 = 290 × 10−15 s [25]. It is possible to derive
a leading order estimate of the 𝜏-lepton’s lifetime as done in Reference [50] by assuming zero mass
for all produced fermions:

𝜏𝜏 ≡ 1
Γ(𝜏) =

©«Γ(`)
(
𝑚𝜏

𝑚`

)5
[2 + 𝑁𝐶 (

��𝑉𝑢𝑑 ��2 + ��𝑉𝑢𝑠 ��2)]ª®¬
−1

≈ 330 × 10−15 s . (2.30)

10 To be more precise, the decay involves a 𝜏-lepton and an anti-𝜏-lepton. Particles and anti-particles will not be differentiated
in the following.

11 Each decay always involves a 𝜏-lepton neutrino.
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At the same time, this equation motivates the leading order branching ratios of the 𝜏-lepton’s final
states. The number of colours accessible in the strong interaction, 𝑁𝐶 = 3, makes decays into hadrons
more likely than decays into leptons. Roughly 20% of the 𝜏-lepton decays are expected to be electrons
or muons each and the other 60% are expected to be hadrons, as can be seen from Equation 2.30. In
principle, all up-type and down-type quarks couple to the virtual𝑊-boson but due to the 𝜏-lepton’s
invariant mass the decay mostly involves up-, down- and strange quarks. Thus, the final hadronic
decay products are mainly composed out of charged and neutral pions and, to a lesser extent, kaons.12

Some of these decays happen via intermediate resonances such as the decay into one charged and one
neutral pion via the 𝜌− meson. The most relevant resonances are given in Table 4.2 in Section 4.3.2
in the context of the di-𝜏 mass reconstruction. An overview of all possible final states with the
categorisation used in ATLAS is given in Figure 2.5. Only decay modes involving pions are classified
into the shown categories, i.e. decays involving kaons are grouped into “Others”. The 𝜏-lepton decay
mode classification will be discussed briefly in Section 3.3.4. It distinguishes the number of charged
hadronic decay products (X) and neutral hadronic decay products (Y), resulting in the short-hand
notation XpYn.13

e
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1p1n
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1pXn

10.30 %3p0n
9.31 %3pXn
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(a) Branching ratios of the 𝜏-lepton decay.
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(b) Feynman diagram of the 𝜏-lepton decay.

Figure 2.5: Feynman diagram of the 𝜏-lepton decay and overview of the measured branching ratios. Decay
modes involving kaons are grouped into “others”. Values are taken from Reference [25]. XpYn denotes the
number of charged hadronic decay products (X) and neutral hadronic decay products (Y).

Using special relativity, the boost and, thus, energy dependent decay length of the 𝜏-lepton can be
approximated to

𝐿 = 𝛾𝛽𝑐𝜏 =

��−→𝑝 𝜏

��
𝑚𝜏

𝑐𝜏 ≈ 49 µm · 𝑝T [GeV] . (2.31)

Hence, they typically do not interact with the detector material themselves, only their decay products
do. Even though 𝜏-leptons can travel macroscopic distances with energies easily accessible at the

12 Decays into kaons are Cabibbo suppressed by
��𝑉𝑢𝑠 ��.

13 The short-hand notation XpYn is motivated by the colloquial term for charged decay products producing tracks, prong (p),
and the neutral (n) decay products.
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LHC, they already need a transverse momentum of 𝑝T,𝜏 > 674GeV to reach the innermost layer
of the detector at 33mm [51]. This effect can be neglected in this measurement due to the typical
𝜏-lepton energy ranges for the considered processes, see Figure 5.7(a) in Section 5.3.2.
In cases where 𝜏-leptons are produced in pairs as the result of a decaying resonance, the spin of

the resonance plays an important role in the momentum distributions of the 𝜏-lepton decay products.
Since the 𝜏-lepton decays via the weak interaction and (anti-)neutrinos are (right-)left-handed, the
decay products’ resulting momenta depend on the helicity14 of the individual 𝜏-lepton. Generally,
events with 𝜏-leptons, e.g. originating from decaying resonances, can be classified into three main
categories according to the aforementioned decay classes. These categories are fully leptonic decays
(𝜏lep𝜏lep), semi-leptonic or semi-hadronic decays (𝜏lep𝜏had) and fully hadronic decays (𝜏had𝜏had). Since
the measurement only targets fully leptonic decays with different lepton flavours as explained in
Section 5.2, these decays are also referred to as 𝜏𝑒𝜏`.

14 The helicity is the projection of a particle’s spin onto its momentum.
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CHAPTER 3

Data, Event Reconstruction and Simulation

The proton-proton collision data analysed in the 𝐻 → 𝜏𝜏 measurement presented in this thesis
corresponds to the full Run II dataset provided by the LHC and recorded by ATLAS. Run II comprises
the data taking periods in the years of 2015 until 2018. In this section, a short overview of the LHC
and ATLAS will be given, followed by a description of the object reconstruction and calibration
techniques applied at ATLAS. Finally, the simulated datasets utilised in the measurement will be
introduced.

3.1 LHC

The data collected by the ATLAS experiment are provided by the Large Hadron Collider located at
the Swiss-French border at CERN. While ATLAS records the results of deep inelastic scattering (DIS)
processes, the LHC is responsible for bringing particles to collision. Detailed descriptions of the LHC
are given in References [3, 4] on which this section is based on.
It is possible to operate the LHC with different particle types colliding. These particles are

either protons or lead ions (208Pb82+) [4].1 The data analysed in this measurement are the result of
proton-proton collisions. However, the basic principles behind the acceleration and steering of the
particle beams is the same for both types. Superconducting cavities are used to generate electric fields
in which the particles can be accelerated while superconducting dipole and quadrupole magnets are
used to steer and focus the beams. The superconductivity is important to reach the required field
strengths of e.g. magnetic fields up to 8.33 T [4]. Since the LHC is designed to accelerate protons
to energies of up to 7 TeV per beam at a bunch frequency of 40MHz, involved machine designs are
necessary to achieve these goals [4]. An overview of the various pre-accelerator stages and the major
experiments is shown in Figure 3.1. One possible measure to quantify the performance of the LHC
accelerator complex is the luminosity. It relates the number of events generated per second for a
specific process to machine specifications, like the number of protons or the emittance of the beams.
Given the process’ cross-section the number of events per second can be calculated via [4]:

𝑁event = 𝐿𝜎event , (3.1)

with the LHC’s original design peak instantaneous luminosity being 𝐿 = 1 × 1034 cm−2 s−1.
1 For one day in 2017 xenon ions were brought to collision [53].
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Figure 3.1: Overview of the CERN accelerator complex including all accelerators and major experiments like
ATLAS. Taken from Reference [52].

Due to different effects, such as the beams colliding at the interaction points of different experiments
or residual gas in the beam lines, the luminosity is not constant over the course of one LHC fill.2 This
effect is shown in Figure 3.2 for one fill where the instantaneous luminosity is measured by counting
reconstructed 𝑍 → `` events. It also shows that the achieved instantaneous luminosity surpassed the
design luminosity by roughly a factor of 2.

3.2 ATLAS

ATLAS is the biggest detector at the LHC, albeit not the heaviest, with a length of 46m, a diameter
of 25m and a weight of 7 000 t [55].3 The following section is based on the detailed description
of ATLAS in Reference [57]. Its cylindrical design and detector components reflect the goal of
measuring a broad physics spectrum unlike e.g. the LHCb detector [58] which specifies in 𝑏-quark
physics. Thus, the ATLAS detector’s components cover as much as possible of the solid angle around
the nominal interaction point in its centre.4 This design is reflected in the distinction of a barrel region
of the detector and a forward region with individual components of the same detector subsystems.
The interaction point functions as the origin of the right-handed coordinate system that is used with
the x-axis pointing towards the centre of the LHC, the y-axis pointing upwards and the z-axis going
along the beam pipe [8]. Due to the detector’s geometry, a spherical representation is typically used

2 The LHC is filled with protons for both beams once. Afterwards, these beams are stored in the rings and collided during
each revolution until the luminosity has degraded so that a refill becomes necessary.
3 The heaviest detector is the CMS detector with roughly 14 000 t [56].
4 The actual interaction point, where the two proton beams collide, can slightly deviate from the detector’s centre.
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Figure 3.2: Instantaneous luminosity measured by ATLAS in 𝑍 → `` events for one fill of the LHC. The
ratio of the instantaneous luminosity measurements in 𝑍 → 𝑒𝑒 and 𝑍 → `` events is shown. Taken from
Reference [54].

with the pseudorapidity [ replacing the polar angle \ and subsequently using Δ𝑅 to measure angular
distances [8]

[ = − ln tan \
2
, Δ𝑅 =

√︃
(Δ[)2 + (Δ𝜙)2 . (3.2)

The advantage of [ with respect to \ is that differences in [ are invariant under Lorentz transformations
along the beam pipe.
In the 𝐻 → 𝜏𝜏 measurement discussed in this thesis the full Run II dataset which has been declared

“good for physics” [6] is used, resulting in a dataset of the size (139.0 ± 2.4) fb−1 [8, 59, 60]. The
recorded data have to fulfill quality criteria to be labelled “good for physics” such as proper working
conditions of the detector subsystems.

3.2.1 Detector Components

In order to detect as many particle types as possible, the ATLAS experiment is composed out of
multiple subdetectors. Individual types of particles can comprise electrically charged or neutral
particles, particles interacting strongly or electromagnetically etc. An overview of ATLAS and its
various subdetectors is shown in Figure 3.3. Typically the components are arranged cylindrically
in layers, following the general ATLAS design. Toroid and Solenoid magnets place the individual
subdetectors in magnetic fields that force electrically charged particles on a bent trajectory via the
Lorentz force. The resulting curvature can be used to determine a particle’s momentum.

Tracking Detectors

The innermost layers consist of multiple components that can be grouped into tracking detectors and is
called Inner Detector (ID). Their purpose is to provide precise position and momentum measurements
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Figure 3.3: Overview of the ATLAS experiment with its detector components. The insertable B-Layer is not
included in the graphic. Taken from Reference [61].

of charged particles. This is achieved in a non-destructive way5 by measuring the particles’ interaction
with semiconducting material or gas. To some extent it is also possible to identify different particles
based on their interactions with the detectors, e.g. to distinguish electrons and charged pions [62].
The detectors closest to the beamline are the pixel detectors. First, when going from the beamline

to larger radii, is the insertable B-Layer (IBL) at a distance of only 3.3 cm which was added after
Run I [63]. It provides one layer of pixel detectors covering |[ | < 3 and improves the transverse impact
parameter resolution by roughly 10 µm, depending on the transverse momentum of the tracks. The
IBL is part of the Pixel Detector complex with overall four layers of pixel modules, covering |[ | < 2.5.
Followed by the Pixel Detector is the Semi-Conducting Tracker (SCT) which consists of silicon

microstrips. It is arranged in four layers and provides slightly less accurate position measurements
along the beamline since the strips are aligned in that direction and larger than the pixels.
Lastly, the transition radiation tracker (TRT) covers the largest volume compared to the other

subdetectors of the Inner Detector. It consists of gas-filled drift tubes that register particles through
ionisation of the gas and covers |[ | < 2.

Calorimeters

The calorimeters encapsulate the Inner Detector and are responsible for measuring the energies of
mostly electromagnetically and strongly interacting particles. They also provide positionmeasurements,
however, with less accurate resolutions compared to the Inner Detector. Both calorimeters cover
|[ | < 4.9 and measure the energy in a destructive measurement, i.e. the incoming particles are
supposed to be completely absorbed by the calorimeter material. Their general layout follows the
principle of interaction material followed by readout material in multiple layers.
Closest to the beamline is the electromagnetic calorimeter (ECal) targeting mostly electromag-

netically interacting particles. It consists of lead as interaction material and liquid argon as readout
material. Its first layer shows a finer granularity compared to the following layers which helps to

5 In this context non-destructive means that the particles do not deposit all their energy in these components.
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resolve e.g. incoming closeby photons.
The hadronic calorimeter (HCal) follows the ECal. It targets mainly strongly interacting particles

which is reflected in its interaction material being steel in the barrel region of the detector and copper
in the endcap region. The readout materials are scintillating tiles and liquid argon, respectively.
Covering the very forward region up to |[ | < 4.9, modules specialised for electromagnetic and
hadronic interactions are implemented with copper and tungsten as interaction material. Both forward
module types use liquid argon as readout material.

Muon Detectors

The muon chambers (MS) comprise the outermost detector of ATLAS. Since muons mostly interact
with the detector materials electromagnetically and Bremsstrahlung only accounts for small energy
losses, they are the only particles that are able to pass the calorimeters. This detector subsystem is
based on the ionising interaction of muons with gas, similar to the TRT. It covers |[ | < 2.7.

3.2.2 Trigger

Due to technical limitations, it is not possible to record all events at the collision rate of 40MHz.
A final rate of 1 kHz is the goal at which events are written to permanent storage. Thus, a fast
decision whether an event is of interest or not has to be made which is achieved by the ATLAS trigger
system [64]. This system is able to reduce the initial rate of 40MHz down to the desired rate of 1 kHz
in two steps. First, a hardware based trigger called L1 reduces the rate to roughly 100 kHz which is
then further reduced by a software trigger to the final rate written to storage.
Depending on the analysis, the definition of an interesting event may differ but typically it relates

to events with small cross-sections compared to pure QCD jet production at a hadron collider. To
meet these different demands of interesting events a multitude of possible trigger selections are
implemented, targeting different physics objects with different kinematic properties such as the
transverse momentum 𝑝T. Since it is not possible to apply the full (offline) reconstruction chain at the
full collision rate because of its runtime, a dedicated online reconstruction is implemented. One of the
dedicated online reconstruction systems is the Fast Tracker [65] that reconstructs tracks in the Inner
Detector using a hardware implementation.
The trigger signatures utilised in this measurement comprise the signatures of single isolated light

leptons, i.e. electrons or muons, events with an isolated electron and an additional isolated muon as
well as events with two hadronically decaying 𝜏-leptons. To further reduce the rate an additional jet is
required in events triggered with two 𝜏had. More details on the used triggers are given in Section 5.2.

3.3 Object Reconstruction & Calibration

For the events selected by the trigger system, the physical objects are reconstructed from the detector
responses. Dedicated algorithms for different physics objects such as photons, muons or jets are
implemented. In the following, the different algorithms will be briefly summarised. All objects,
except for photons, are utilised in the 𝐻 → 𝜏𝜏 measurement either for the classification of events or as
an object of interest due to the various 𝜏-lepton decay channels introduced in Section 2.3.
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3.3.1 Electrons & Photons

The reconstruction of electrons and photons is combined within one workflow, see Reference [66].
Since a non-negligible portion of photons, up to 65% at |[ | ≈ 2.3, undergo conversion6 the detector
components involved and the general signatures compared to electrons can be very similar.
Both types of particles, electrons and photons, interact electromagnetically and, thus, with the

ECal. Hence, the algorithm starts by building topological clusters (topo-clusters) [67] using the
nearest-neighbour algorithm, taking into account the noise profile of individual cells. In a next step,
the Inner Detector information are used to reconstruct tracks. For photons, this step also includes
the finding of conversion tracks and their vertices. If conversion tracks are found, they have to be
classified as electron tracks by the TRT. This classification utilises transition radiation caused by
charged particles passing through the boundaries of different media for which foam is placed between
the TRT’s drift tubes. The final clusters are built by using the topo-clusters as seeds for a cluster
finding algorithm that allows for variable sized clusters resulting in superclusters. Finally, by matching
these superclusters with the tracks and possible conversion vertices, the type of particle is determined.
Electrons are defined as a supercluster with a matched track while photons can either be superclusters
without tracks or superclusters with conversion tracks and the corresponding conversion vertex.
The physics objects used in analyses are defined by calibrating the electrons and photons and

applying particle identification. By minimising the 𝜒2 between data and simulation in 𝑍 → 𝑒𝑒 events
using the invariant mass distribution of the two reconstructed electrons, corrections to the energy scale
and resolution are measured. Residual corrections for photons are measured in 𝑍 → ℓℓ𝛾 decays.7

Overall, the electron energy scale is determined with an uncertainty of less than a percent while the
identification uncertainty, also measured in 𝑍 → 𝑒𝑒 events, is in the lower percent regime.

3.3.2 Muons

Muons are the only particles taking full advantage of all subdetectors in ATLAS. Their reconstruction
is described in detail in Reference [68]. Based on the involved detector components, different types of
muons are defined.
If the muon produces tracks in the Inner Detector and the muon chambers, it is called a combined

muon. Both tracks are combined in a common track fit. This type of muon is the best case scenario
and the other types help recovering efficiency for muons where one of these tracks is not well-defined.
Examples for this are muons where no track is found in the MS and the inside-out approach is applied.
Tracks from the ID are extrapolated to the MS and if three or more aligned hits in the MS are found,
this information is used for a combined track fit. The fact that muons are minimum-ionising particles
shapes their signal in the calorimeters, typically resembling a constant energy loss. Thus, these
information are utilised in cases where calorimeter information are used to define muon objects.
Just like for electrons, the muon objects are calibrated and a particle identification is applied.

The associated uncertainties are measured in 𝑍 → `` and 𝐽/𝜓 → `` events.8 For the muon
identification an uncertainty in the small percent regime down to permille has been measured. The
energy scale uncertainties have been determined to be in the range of 0.05% to 0.2% depending on the

6 Conversion happens when photons interact with the detector material and an electron-positron pair is created 𝛾 → 𝑒+𝑒−.
7 ℓ stands for either electrons or muons.
8 The 𝐽/𝜓 meson is a bound quark state composed out of a charm quark and its antiparticle.
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pseudorapidity [69] and have been validated using Υ → `` events [70].9 Overall, the reconstruction
efficiency has been measured to be close to 99% [69].

3.3.3 Jets

Jets are a phenomenon caused by the confinement discussed in Section 2.1.3. Since only colour
neutral bound states can exist freely, quarks and gluons produced in hard scattering processes are not
observed as free quarks or gluons. Instead, a process called hadronisation takes place which results in
the formation of a multitude of collimated hadrons. The collection of these hadrons is called a jet.
Typically the hadrons contained in a jet interact with the ECal and HCal, while the electrically

charged hadrons also interact with the Inner Detector. In order to exploit the subdetectors with the
best resolution for specific hadron interactions a particle flow algorithm is implemented for the jet
reconstruction, see Reference [71] for details. After tracks and topo-clusters have been reconstructed,
the tracks are matched to clusters if possible and the energy deposits extrapolated from the track are
subtracted from the clusters. The possibility of particles contributing to multiple clusters is taken into
account.
Finally, the jets are reconstructed from these modified topo-clusters and tracks associated to the

vertex of the hard scattering process. The reconstruction uses the anti-𝑘𝑡 algorithm [72] with radius
parameter 0.4 [71]. It is possible to distinguish different origins for jets using multivariate analysis
techniques such as the neural network described in References [73, 74] used to identify jets originating
from 𝑏-quarks. This kind of algorithm is often referred to as a tagger. Different working points are
defined as the background rejection usually varies as a function of the signal (tagging) efficiency.
Depending on the measurement utilising the tagger, the requirements of rejecting more background
events or achieving a higher purity of tagged jets may have to be adapted. Thus, tagger working points
are usually defined via the achieved signal efficiency.
A transverse momentum resolution of roughly 14% is achieved for jets with 𝑝T ≈ 50GeV, with an

improving resolution for jets with increasing transverse momentum. The jet energy scale uncertainties
are at the order of 1 − 5% while the resolution uncertainty is roughly 1% [75].

3.3.4 𝝉-leptons

As described in Section 2.3 𝜏-leptons can decay into either leptons or hadrons always with at least
one neutrino involved. The 𝜏-lepton reconstruction focuses on hadronically decaying 𝜏had since it is
difficult to distinguish prompt leptons10 and leptons from 𝜏-lepton decays. Thus, leptonically decaying
𝜏-leptons are reconstructed as electrons or muons. A detailed description of the 𝜏had reconstruction is
given in References [76, 77].
As hadronic 𝜏-lepton decays involve collimated hadrons, just like jets, their reconstruction is

seeded by reconstructed topo-cluster jets with a transverse momentum of at least 10GeV, using the
anti-𝑘𝑡 algorithm with radius parameter 0.4 [78]. Due to its lifetime, a dedicated 𝜏-lepton vertex is
reconstructed from the reconstructed tracks associated to the 𝜏-lepton candidate. These tracks are
classified according to how likely they are to be produced by charged 𝜏had decay products using a
multivariate discriminant [8]. Similarly to jets, a particle flow approach is implemented for the 𝜏had
candidates, see Reference [77]. The goal is to reconstruct the individual hadrons of the candidate’s
9 Similar to the 𝐽/𝜓 meson, the Υ meson is a bound state of a bottom quark and its antiparticle.
10 Prompt leptons are for example the ones in a 𝑍 → `` decay as opposed to 𝑍 → 𝜏𝜏 → ``.
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decay emphasising the detector components with the superior resolution. Thus, energy deposits from
charged pions in the ECal have to be identified and subtracted using e.g. track information. With
the reconstruction of the individual 𝜏-lepton decay constituents it is possible to classify the 𝜏had into
one of the categories defined in Section 2.3. Boosted decision trees are implemented for the final
classification improving the counting of neutral pions in the decay.
The final 𝜏-lepton object is defined by the sum of its constituents of the particle flow reconstruction

which are calibrated using a boosted regression tree [78]. A transverse momentum resolution of
roughly 5 − 7% [78] is achieved with an uncertainty on the energy scale between 1 − 4% [8]. In
the context of this thesis, studies towards a more precise tau energy scale measurement have been
performed. The idea behind this measurement is discussed in Appendix A. The particle identification
is based on a neural network [79] with uncertainties around 2 − 6% [8]. An extensive overview of the
measurement techniques used to derive the uncertainties is given in Reference [78]. Depending on the
targeted 𝜏-lepton transverse momentum range and measured quantity, different processes are used for
the individual tag-and-prove measurements performed. For instance, the 𝑍 → 𝜏𝜏 process, with one
𝜏-lepton decaying into a muon that is tagged and the other decaying hadronically which is probed, is
used to measure the energy scale. Typically, a minimal transverse momentum of 𝑝T,𝜏 > 20GeV [77]
is required in these measurements.

3.3.5 Missing Transverse Energy

The missing transverse energy 𝐸missT takes a special role in the event reconstruction at ATLAS as
it is only defined for the whole event and the only estimate for particles not interacting with the
detector such as neutrinos11. It relies on the fully reconstructed and calibrated objects of all previously
described particles and, therefore, indirectly utilises the whole detector, see Reference [80] for details.
As it is not possible to know the initial boost along the beamline in a hadron collider12, the 𝐸missT
reconstruction focuses on the transverse plane. The idea is to utilise that the incoming protons’ initial
transverse momenta are roughly zero. Thus, its components are defined by [80]

𝐸missT,x/y = −
∑︁

𝑖∈(hard objects)
𝑝𝑥/𝑦,𝑖 −

∑︁
𝑗∈(soft signals)

𝑝𝑥/𝑦, 𝑗 . (3.3)

The hard objects are defined by the calibrated objects of the other reconstruction algorithms while the
soft signals are the remaining charged tracks in the Inner Detector that are not associated to any of the
calibrated objects. These tracks have to originate from the vertex of the hard scattering process of the
event [81]. Since the calibrated objects rely on particle identification and their signals in the detector
are thus only known to stem from a certain particle with a given probability, it is possible that the
same detector signal is used for multiple reconstructed objects. Hence, within the 𝐸missT reconstruction,
an overlap removal is applied that prevents detector signals from being counted multiple times. In
terms of priority, the particles are typically ordered as electrons being first, then photons, hadronically
decaying 𝜏-leptons and jets [80]. A similar procedure is applied to all events in general to avoid
double-counting of any physics object.
Using 𝑍 → `` events the 𝐸missT resolution can be measured in data as no real 𝐸missT is expected

11 This is generally true for particles not interacting strongly or electromagnetically.
12 Only the incoming proton energies are known but the hard scattering process happens among the proton’s constituents
and their momenta are distributed according to the proton’s PDFs.
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in these events. The resolution depends on a number of effects like pile-up13, the presence of jets
and detector resolutions for different energies and is found to be roughly in the range of 5 − 10GeV.
Associated uncertainties are at the order of 10%.

3.4 Simulation

A general overview of the most important concepts utilised in Monte Carlo (MC) simulations of
particle physics processes is given in References [26, 82]. Some of the most important concepts, at
least in the context of hadron colliders, are related to QCD. In addition to the renormalisation scale
`𝑅 introduced in Section 2.1.3, a factorisation scale `𝐹 can be defined. This scale represents the
energy at which hard scattering processes and strong interactions inside and between protons can be
separated. The idea behind this concept of factorisation is that the hard scattering processes can be
calculated using perturbation theory since 𝛼𝑠 will be small while this is not possible for the other
processes with large 𝛼𝑠. Thus, the cross-section for a process creating hadron(s) 𝑋 resulting from a
proton proton collision can be written as [26]

𝜎𝑝𝑝→𝑋 =
∑︁
𝑖 𝑗𝑘

∫
d𝑥1d𝑥2d𝑧 𝑓𝑖 (𝑥1, `𝐹 ) 𝑓 𝑗 (𝑥2, `𝐹 )

× �̂�𝑖 𝑗→𝑘 (𝑥1, 𝑥2, 𝑧, 𝑄2, 𝛼𝑠 (`𝑅), `𝑅)𝐷𝑘→𝑋 (𝑧, `𝐹 ) ,
(3.4)

with 𝑄2 being the momentum transfer and the integration scale 𝑧. Phenomenological knowledge about
the parton distribution functions (PDFs) of the protons, which effectively break down the fraction
𝑥𝑖 of the proton momentum carried by its constituents, is encoded in the functions 𝑓𝑖/ 𝑗 . The hard
scatter process �̂�𝑖 𝑗→𝑘 is factorised and can be calculated perturbatively. Finally, the function 𝐷𝑘→𝑋

describes the showering from the hard scattered parton(s) 𝑘 to the final particle(s) 𝑋 . Often the
factorisation scale is chosen to be equal to the renormalisation scale ` = `𝑅 = `𝐹 . The order of
𝛼𝑠 that is used in the calculation defines the notation usually used for MC simulations, i.e. leading
order (LO), next-to-leading order (NLO) etc. In order to model physics processes accurately in the
phase space regions of interest, a sufficient amount of MC statistics have to be generated. Thus, the
generation is sometimes split into bins of some quantity.
Multiple generators are used for the MC samples included in the measurement presented in this

thesis, e.g. Sherpa [v2.2.1] [91] or Powheg Box v2 [v2] [92–96] for the matrix element (ME) and
Pythia 8 [97] for the parton showering (PS). The details of all generators and the tunes applied are
given in Reference [8] while a short overview is given in Table 3.1. Simulated samples are generated
for the signal processes introduced in Section 2.2.3 and background processes comprising vector boson
production in association with jets, tt production, single top quark production and the production of
two vector bosons. A Higgs boson mass of 𝑚𝐻 = 125.09GeV is used to calculate cross-sections
and for the 𝐻 → 𝜏𝜏 branching ratio [8]. Spin correlations and decays of 𝜏-leptons are modelled by
Sherpa and Powheg [98], respectively. For Powheg they have been validated against Tauola [99] [8].
The simulation of the ATLAS detector responses is based on Geant4 [8, 100, 101].
Multiple corrections to the simulations have to be applied in the final measurement. Differences

between data and MC for reconstruction specific quantities like efficiencies and energy scales

13 Pile-up refers to the fact that multiple protons collide in each bunch crossing leading to additional (soft) interactions.

25



Chapter 3 Data, Event Reconstruction and Simulation

Process Generator PDF set Tune Order
ME PS ME PS

Higgs boson

ggF Powheg Box v2 [v2] Pythia 8 PDF4LHC15nnlo [83] CTEQ6L1 [84] AZNLO [85] N3LO QCD + NLO EW
VBF Powheg Box v2 [v2] Pythia 8 PDF4LHC15nlo CTEQ6L1 AZNLO NNLO QCD + NLO EW
𝑉𝐻 Powheg Box v2 [v2] Pythia 8 PDF4LHC15nlo CTEQ6L1 AZNLO NNLO QCD + NLO EW
tt𝐻 Powheg Box v2 [v2] Pythia 8 NNPDF3.0nnlo [86] NNPDF2.3lo [87] A14 [88] NLO QCD + NLO EW

𝑡𝐻
MadGraph5_ Pythia 8 CT10 [89] NNPDF2.3lo A14 NLO
aMC@NLO [90]

Background

𝑉 + jets (QCD/EWK) Sherpa [v2.2.1] NNPDF3.0nnlo Sherpa NNLO for QCD, LO for EWK
tt Powheg Box v2 [v2] Pythia 8 NNPDF3.0nnlo NNPDF2.3lo A14 NNLO + NNLL
Single top Powheg Box v2 [v2] Pythia 8 NNPDF3.0nnlo NNPDF2.3lo A14 NLO
Diboson Sherpa [v2.2.1] NNPDF3.0nnlo Sherpa NLO

Table 3.1: Monte Carlo generators with their tunes and the utilised matrix element (ME) and parton showering
(PS) configurations for all simulated samples. The respective proton PDFs are also given as well as the order of
perturbation theory used to calculate the cross-section normalisation. Taken from Reference [8].

are measured and centrally provided as scale factors by the ATLAS collaboration. Some of the
corresponding uncertainties are discussed in Section 3.3. Additionally, the pile-up distribution
assumed during the MC event generation is a best guess. The mean number of interactions per bunch
crossing is used as a measure for the pile-up [102]

< `> =
𝐿bunch𝜎inel

𝑓𝑟
, (3.5)

with the LHC revolution frequency 𝑓𝑟 , the instantaneous luminosity per bunch 𝐿bunch and the inelastic
cross-section 𝜎inel. This distribution has to be corrected to match the actual measured distribution
shown in Figure 3.4.
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Figure 3.4: Pile-up distribution as measured by the ATLAS experiment for all years of the Run II data taking.
Taken from Reference [102].
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CHAPTER 4

Di-𝝉 Mass Reconstruction

As briefly motivated in Section 2.2.3, the goal of the measurement in this thesis is to measure the
production cross-section(s) of the 𝐻 → 𝜏𝜏 process. While being an intriguing process, the task of the
measurement is equally challenging. The difficulties arise from the 𝜏-lepton decay, which is described
in more detail in Section 2.3, involving always at least one neutrino per decay. Reconstructing the
invariant di-𝜏 mass, 𝑚𝜏𝜏 , is one of the most powerful tools to separate the signal, 𝐻 → 𝜏𝜏, from one
of the major backgrounds, 𝑍 → 𝜏𝜏. As both are electrically neutral bosons with similar invariant
masses of roughly 𝑚𝑍 = 91GeV [25] and 𝑚𝐻 = 125GeV [25], their signatures in the detector are
alike. Theoretically, the invariant mass reconstruction can be done using basic 4-momentum algebra:

𝑚2𝜏𝜏 =

(
p𝜏1

+ p𝜏2

)2
(4.1)

=

(
p
𝜏vis1

+ p𝜏a
1
+ p

𝜏vis2
+ p𝜏a

2

)2
. (4.2)

The neutrinos of the 𝜏-lepton decays enter the calculation of the invariant mass in Equation 4.2. Since
they cannot be measured directly and at least two neutrinos are always present, see Section 3.3.5, it is
not possible to analytically calculate 𝑚𝜏𝜏 .
This chapter explains different approaches and approximations to estimate the invariant di-𝜏 mass.

After a short introduction of analytical mass estimation techniques, the Missing Mass Calculator
(MMC) will be discussed in more detail, including studies on improving its performance and a detailed
description of the final setup. The MMC provides the mass estimate used as the final observable in the
measurement.
In the following, the two neutrinos involved in leptonic 𝜏-lepton decays will be considered as a

single neutrino system. The treatment as a neutrino system has the advantage that no distinction
of leptonic and hadronic 𝜏-lepton decays in the equations is necessary due to different amounts
of undetected particles involved. Treating the two neutrinos of leptonic decays separately quickly
increases the degrees of freedom in the determination of 𝑚𝜏𝜏 which already is an underconstrained
problem. Another motivation for this is the fact that only very limited reconstructed information about
neutrinos in an event are available, namely information related to 𝐸missT . Lastly, for the typical boosts
of 𝜏-leptons in this analysis the neutrinos originating from leptonically decaying 𝜏-leptons are strongly
collimated. Thus, minimising the inaccuracy of the assumption as the angular separation of the two
neutrinos decreases with increasing boost.
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Chapter 4 Di-𝜏 Mass Reconstruction

4.1 Standard Techniques

To provide more context to the technique that will be used for the final observable of the fit, other
techniques to estimate 𝑚𝜏𝜏 will be discussed first. All methods have their knowledge of the missing
information of the neutrinos in the event in common. The standard approaches discussed in this
section try to solve the problem analytically and incorporate assumptions on the neutrinos in the 𝑚𝜏𝜏

estimate to a varying extent.

4.1.1 Visible Mass

The easiest approach to estimate 𝑚𝜏𝜏 is to neglect the neutrinos in the 𝜏-lepton decays altogether.
This simplifies Equation 4.2 to the following approximation:

𝑚𝜏𝜏 ≈ 𝑚vis𝜏𝜏 =

(
p
𝜏vis1

+ p
𝜏vis2

)2
.

Depending on the analysis, this estimate of 𝑚𝜏𝜏 can already provide sufficient information. While the
neutrino information are missing in this estimator, it is also agnostic to resolution effects related to
𝐸missT , which can be quite sizeable as discussed in Section 3.3.5. Figure 4.1 shows the 𝑚vis𝜏𝜏 distribution
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Figure 4.1: Visible mass, 𝑚vis𝜏𝜏 , of the di-𝜏 system for the fully leptonic, semi-leptonic and fully hadronic decay
channels of the 𝑍 → 𝜏𝜏 process. The channels’ respective preselections used in the final measurement are
applied. The means of the distributions and their 68% and 95% quantiles are quoted in GeV.

of the 𝑍 → 𝜏𝜏 process for all di-𝜏 decay channels considered in this analysis, i.e. the fully leptonic,
the semi-leptonic and the fully hadronic decay channels. Their respective preselection listed in
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4.1 Standard Techniques

Table 5.2 is applied. The cut-off towards smaller 𝑚𝜏𝜏 values in the fully leptonic channel is likely
caused by minimum requirements on the 𝜏-lepton momenta in the preselection. With an increasing
number of total neutrinos involved in the 𝜏-lepton decays, the mean of the distribution shows an
increasing shift with respect to the expected 𝑍 → 𝜏𝜏 mass peak at roughly 91GeV [25]. Since only
the visible decay products of the individual 𝜏-leptons are taken into account for this estimator, it is their
resolution that defines the resolution of the 𝑚𝜏𝜏 distribution. Typically, the momentum and angular
resolution of leptonically decaying 𝜏-leptons is smaller than for hadronically decaying 𝜏-leptons, also
see Section 3.3.4. This results in an increasing 68% (95%) quantile width of the 𝑚vis𝜏𝜏 distribution with
an increasing number of hadronically decaying 𝜏-leptons in the decay chain.
For an application in the measurement discussed in this thesis, the resolution of 𝑚vis𝜏𝜏 would suffice

to separate 𝑍 → 𝜏𝜏 and 𝐻 → 𝜏𝜏 processes. However, the dependence of the mean of this estimator
on the number of neutrinos involved diminishes the separation power. Thus, a different estimator with
a more robust expectation value of the reconstructed di-𝜏 mass is used.

4.1.2 Collinear Approximation

A more reliable estimator of the di-𝜏 mass when it comes to the expectation value of the distribution
is given with the Collinear Approximation as introduced in Reference [103]. This method includes
the only available reconstructed information about the neutrinos in its estimate, namely 𝐸missT . The
estimated mass, 𝑚coll𝜏𝜏 , is given by the solution to a set of equations that can only be solved analytically
by imposing a set of assumptions on the event kinematics.
First and foremost, it is assumed that all 𝐸missT in the event is produced by the neutrinos of the

𝜏-lepton decays, not taking into account detector effects, reconstruction efficiencies, etc. The second
assumption gives the estimate its name. By considering the boost of the 𝜏-lepton system, originating
from the mass of its mother particle, i.e. 𝑚𝑍/𝐻 � 𝑚𝜏 , the 𝜏-lepton’s decay products are found to be
strongly collimated or even collinear. Any possible deviations from perfect collinearity are neglected
in this ansatz. With these assumptions it is possible to define the following set of equations: [104]

𝐸missT,x = 𝑝mis,1 sin \vis,1 cos 𝜙vis,1 + 𝑝mis,2 sin \vis,2 cos 𝜙vis,2
𝐸missT,y = 𝑝mis,1 sin \vis,1 sin 𝜙vis,1 + 𝑝mis,2 sin \vis,2 sin 𝜙vis,2 ,

(4.3)

𝑥𝑖 =
𝑝vis,𝑖

𝑝vis,𝑖 + 𝑝mis,𝑖
, (4.4)

𝑚coll𝜏𝜏 =
𝑚vis𝜏𝜏√
𝑥1𝑥2

, (4.5)

where 𝑝mis,𝑖 denote the three-momenta of the invisible decay products, i.e. neutrinos, and 𝑝vis,𝑖
denote the three-momenta of the visible decay products, i.e. mostly pions. An estimation of the
visible decay products’ energy fraction with respect to the total 𝜏-lepton energy is given by 𝑥𝑖 . Thus,
the mass estimation in Equation 4.5 incorporates an approximation of the energy carried by the
neutrinos. Overall, these equations lead to another restriction: if the two 𝜏-leptons are emitted with an
angle of Δ𝜙 = 𝜙vis,2 − 𝜙vis,1 = 0°, this set becomes degenerate [104]. Since this measurement targets
boosted Higgs bosons as described in Section 5.2, it is less likely that the 𝜏-leptons are subject to this
limitation. The 𝑚coll𝜏𝜏 distribution is shown in Figure 4.2 for the fully leptonic, the semi-leptonic and
the fully hadronic 𝑍 → 𝜏𝜏 decay channels in their respective preselection, c.f. Table 5.2. The used
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Chapter 4 Di-𝜏 Mass Reconstruction

implementation further simplifies Equation 4.3 by moving the calculation into the transverse plane.
By incorporating information on the neutrinos, the mean of the estimator becomes more robust with
respect to the number of overall neutrinos as shown by the similar values for all decay channels. On
the other hand, the resolution of 𝑚coll𝜏𝜏 suffers in comparison to the resolution of 𝑚

vis
𝜏𝜏 , manifesting

in increased quantile widths. This is a direct result of the 𝐸missT resolution entering in Equation 4.3.
Another characteristic of this estimator is the tendency to overestimate the di-𝜏 mass which presents
as asymmetric tails of the distribution. The increased resolution and the tendency to overestimate
𝑚𝜏𝜏 , especially the high mass tails, both make the Collinear Approximation not the ideal di-𝜏 mass
estimator to separate 𝑍 → 𝜏𝜏 and 𝐻 → 𝜏𝜏.
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Figure 4.2: Di-𝜏 mass estimated using the Collinear Approximation, 𝑚coll𝜏𝜏 . It is shown for the fully leptonic,
semi-leptonic and fully hadronic decay channels of the 𝑍 → 𝜏𝜏 process. The channels’ respective preselections
used in the final measurement are applied. The means of the distributions and their 68% and 95% quantiles are
quoted in GeV.

4.1.3 Further Techniques

Beside the mass reconstruction techniques described in Section 4.1.1 and 4.1.2 as well as the one
actually used in the measurement, described in more detail in Section 4.2, there are many more
techniques incorporating information of the neutrinos in the event to varying extent and imposing
different assumptions. However, most of these estimators are constructed for a specific purpose such as
the Transverse Mass, 𝑚𝑇 [21, 25], which is a powerful discriminator against backgrounds for analyses
targeting 𝑊-bosons. In contrast to this measurement primarily focusing on 𝑍 → 𝜏𝜏 and 𝐻 → 𝜏𝜏
processes, the advantage of the Transverse Mass for 𝑊± analyses lies in the single neutrino in the
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event in case of hadronic𝑊± decays, or one collimated neutrino system in case of leptonic𝑊± decays.
Further techniques are described, for example, in Reference [105].

4.2 The Missing Mass Calculator

The Missing Mass Calculator (MMC) is the mass estimator of choice for the measurement discussed
in this thesis. Originally developed by the CDF collaboration at the Tevatron [104], it was adapted
by the ATLAS collaboration for 𝐻 → 𝜏𝜏 measurements [106]. Since its early application in
ATLAS in Reference [106], the MMC has been extended and improved numerical methods have been
implemented. Nevertheless, the underlying ideas and mathematical model remain unchanged with
respect to the original publication of this method in Reference [104].
In this section, the underlying concepts will be introduced and the aforementioned changes will

be highlighted. As outlined in Section 4.1, incorporating information on the neutrinos in the di-𝜏
decay chain is crucial to achieve a robust mass estimate for 𝑚𝜏𝜏 . In this context, a robust estimate
would provide invariant mass distributions of the investigated resonances that resemble the generated
mass distributions as closely as possible. Taking the 𝑍 → 𝜏𝜏 process as an example, the mean of the
estimated mass should be close to 91GeV [25] for all possible di-𝜏 decay channels. Furthermore, it is
important that the width of the 𝑚𝜏𝜏 distribution is as narrow as possible, taking into account detector
and object resolution effects that impose a lower bound on the achievable mass resolution. All of
these considerations ensure that the 𝐻 → 𝜏𝜏 and 𝑍 → 𝜏𝜏 processes can be distinguished via 𝑚𝜏𝜏 .
Just like the Collinear Approximation, the MMC presumes that the resonance’s mass is larger than

the 𝜏-lepton mass, i.e. 𝑚𝑍/𝐻 � 𝑚𝜏 , and that the missing transverse energy in the event is solely
produced by the neutrinos in the di-𝜏 decay. In contrast to the Collinear Approximation, the resulting
boosts of the individual 𝜏-leptons do not lead to a vanishing separation between the visible and
invisible decay products. Instead, the MMC takes this small but non-zero angle \3D,𝑖 into account,
which will be described in more detail in Section 4.2.2. Similarly, the assumption on the neutrinos
being the only source of 𝐸missT in the event is taken further in the MMC. The resolution of 𝐸missT is
incorporated into the algorithm as explained in Section 4.2.1 and 4.2.2, allowing for more possible
neutrino momenta in the numerical evaluation. However, neutrinos are considered the sole physics
origin.
With these assumptions, the following two sets of equations can be formulated to describe the

problem: [104]

𝐸missT,x = 𝑝mis,1 sin \mis,1 cos 𝜙mis,1 + 𝑝mis,2 sin \mis,2 cos 𝜙mis,2 ,

𝐸missT,y = 𝑝mis,1 sin \mis,1 sin 𝜙mis,1 + 𝑝mis,2 sin \mis,2 sin 𝜙mis,2 ,
(4.6)

𝑚2𝜏,1 = M(
∑︁
𝑖

a
𝜏1l
𝑖 )2 + 𝑚2vis,1 + 2 ·

√︃−→𝑝 2vis,1 + 𝑚2vis,1 ·
√︄
−→𝑝 2a,1 +M(

∑︁
𝑖

a
𝜏1l
𝑖 )2

−2 ·
��−→𝑝 vis,1�� ��−→𝑝 a,1

�� cos \3D,1 ,
𝑚2𝜏,2 = M(

∑︁
𝑖

a
𝜏2l
𝑖 )2 + 𝑚2vis,2 + 2 ·

√︃−→𝑝 2vis,2 + 𝑚2vis,2 ·
√︄
−→𝑝 2a,2 +M(

∑︁
𝑖

a
𝜏2l
𝑖 )2

−2 ·
��−→𝑝 vis,2�� ��−→𝑝 a,2

�� cos \3D,2 .
(4.7)
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Equations 4.6 only differ by the angles used from the equations of the Collinear Approximation, c.f.
Equation 4.3. The MMC assumes a non-vanishing angle between the visible and invisible 𝜏-lepton
decay products. This is reflected by the angles in Equation 4.6 being the ones of the actual invisible
decay products’ three-momenta and not the ones of the visible decay products as in Equation 4.31.
Consequently, the set of equations in 4.6 is underconstrained as only two of the quantities, namely
𝐸missT,x and 𝐸

miss
T,y , can be measured and the other six are to be determined. Hence, the other set of

equations is introduced in 4.7 helping to constrain the system by utilising the constraint of the invariant
𝜏-lepton mass 𝑚𝜏 . The mass 𝑚𝜏 is calculated by squaring the sum of the invisible and visible decay
products’ four-momenta. Depending on the di-𝜏 decay channel, up to two additional unknowns are

introduced, the invariant masses of the neutrino system in leptonic decays, M(∑𝑖 a
𝜏
𝑗

l
𝑖 ). For each

leptonically decaying 𝜏-lepton there are two neutrinos associated to the decay. These two neutrinos
are treated as a single neutrino system as described in the introduction of this chapter. As a direct
consequence, an invariant mass of the neutrino system can be defined which will be non-zero, even
though the neutrino mass itself can be approximated with 𝑚a ≈ 0GeV. The angular differences
between the visible and invisible decay products of the respective 𝜏-lepton decay, \3D,1 and \3D,2, can
be expressed in terms of quantities already defined in Equations 4.6. Overall, six to eight unknowns
have to be determined from the set of four equations given in Equations 4.6 and 4.7.
Since the problem is thus underconstrained and therefore cannot be solved analytically, numerical

methods have to be applied which will be described in Section 4.2.1 and 4.2.2. The methods
scan a physically motivated region of phase space for valid solutions of the introduced equations.
These solutions represent neutrino four-momenta, assuming 𝑚a = 0GeV, and are evaluated in a
likelihood-based approach to determine the final estimate of the invariant di-𝜏 mass. The Missing
Mass Calculator’s code can be found in Reference [107].

4.2.1 Markov Chain & Metropolis Algorithm

Before evaluating possible solutions of Equations 4.6 and 4.7 based on their likelihood or probability,
see Section 4.2.2, these solutions have to be numerically found by scanning the phase space of said
equations. The unknowns are reformulated for this scan to simplify the implementation. All angular
components are reparameterised in terms of the azimuthal angles of the neutrinos, 𝜙a,1 and 𝜙a,2.
Instead of directly scanning the individual neutrino momentum components, 𝐸missT is varied within
its given resolution. This automatically incorporates the assumption that 𝐸missT is an experimentally
measured event quantity with an associated uncertainty due to detector resolution effects, jet counting
effects, etc. The neutrino momenta are then calculated using Equations 4.6 and 4.7 with the angles 𝜙a,1
and 𝜙a,2 as well as the components 𝐸

miss
T,x and 𝐸

miss
T,y of a given phase space point that is to be tested.

Since the overall task of finding the neutrino momenta is underconstrained, there are generally two
possible solutions, differentiated by the sign of the momentum’s z-component for a given point. This
ambiguity will be discussed in more detail in Section 4.3.1. In case of leptonically decaying 𝜏-leptons,
the invariant mass of the neutrino system M(∑𝑖 a

𝜏𝑖l
𝑖 ) is scanned as well. For hadronic 𝜏-lepton decays,

the visible 𝜏-lepton mass is set to a specific decay mode dependant mass hypothesis, i.e. it is assumed
to be the invariant mass of the visible decay products. Most hadronic 𝜏-lepton decays occur via the
𝑎1 or 𝜌

± mesons2, whose masses are consequently used in these hypotheses. Consequently, two
1 Where the difference of these angles is presumed to vanish.
2 The 𝑎1 and 𝜌

± mesons are both composed out of up- and down quarks [25].
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hypotheses are implemented. One for decays into final states with one charged decay product with a
hypothesis of 0.8GeV based on the intermediate 𝜌± resonance and one for decays into final states with
three charged decay products with a hypothesis of 1.2GeV based on the intermediate 𝑎1 resonance.
It has to be noted that not all possible phase space points are guaranteed to yield physically valid
solutions. Thus, the validity of a given point has to be confirmed before evaluating its probability.
Different sampling techniques were implemented in the MMC for this scan. Originally, the MMC

was developed to perform a grid search over a predefined region of phase space. This is the technique
described in the ATLAS MMC paper [104]. The implementation followed a simple approach of
dividing each dimension of the 𝑁-dimensional parameter space, 𝑁 being the number of scanned
quantities as described above, into a configurable amount of equidistant points. For all of these points
the validity and subsequently the likelihood was calculated. While being easy to implement and
achieving robust results, this method suffers from a number of drawbacks. When using the MMC as
the 𝑚𝜏𝜏 estimator, its runtime quickly plays an important role in processing millions of events. For the
grid search, this results in a trade-off between accuracy of the 𝑚𝜏𝜏 estimate and available computing
resources. With an increasing number of grid points the result generally becomes more accurate, c.f.
law of large numbers [108], while the runtime simultaneously increases.
A more flexible approach of sampling phase space points was then implemented with a random

sampling. Instead of dividing the 𝑁-dimensional parameter space into equidistant points, an iterative
approach is chosen. For each iteration a new point is sampled using a uniform distribution. The
starting point for this sampling would be the same throughout the scan as well as the ranges for each
parameter. Even though this approach shows more flexibility, the general drawbacks of the grid search
could not be completely alleviated.
This led to the implementation of a Markov Chain utilising the Metropolis-Hastings algorithm as

the current sampling technique. The following introduction to the basics of Markov Chains and the
Metropolis-Hastings algorithm are based on References [109] and [110]. Markov Chains are a widely
used stochastic model for processes fulfilling the Markov property: [109]

Prob
(
𝑋𝑛+1 = 𝑥𝑛+1 | 𝑋𝑛 = 𝑥𝑛, 𝑋𝑛−1 = 𝑥𝑛−1, ..., 𝑋0 = 𝑥0

)
= Prob

(
𝑋𝑛+1 = 𝑥𝑛+1 | 𝑋𝑛 = 𝑥𝑛

)
.

This property states that the probability of the random variables 𝑋 of a given system to find themselves
in state 𝑥 at the time 𝑛 + 1 only depends on the current state at time 𝑛 and not on the previous states.
Often, this property is also referred to as the system being memoryless.
The sampling problem posed in the MMC can be viewed in terms of Markov process properties. All

of the to-be-scanned quantities discussed above can be interpreted as random variables following their
own probability density functions. A given phase space point which effectively describes the states
or values of the random variables’ ensemble can be considered a state of the system. The sampling
process itself is considered memoryless, i.e. the next sampled state only depends on the current state
and not on the history of the sampling. This is realised in the MMC by using the system’s current state
as the sampling’s starting point where the ranges in which random numbers are drawn are constant
throughout all of the sampling process. Finally, the iterations represent discrete time steps of the
Markov Chain.
While the time-discrete Markov Chain describes the general setting, it does not generally prescribe

the probabilities for the system to transition between different states or to stay in its current state.
These transition probabilities are implemented using the Metropolis-Hastings algorithm; for further
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reading please refer to Reference [111]. It was originally proposed by Metropolis [112] and modified
by Hastings [113]. The general idea is that a proposed state 𝑦 is accepted as the new state 𝑥𝑛+1 with
a probability 𝛼 (𝑥, 𝑦) based on the target probability distribution 𝜋 (𝑥) and the proposal probability
distribution 𝑄 (𝑥, 𝑦) of the system: [111]

𝛼 (𝑥, 𝑦) = min
(
1,

𝑄(𝑦, 𝑥)
𝑄(𝑥, 𝑦) ·

𝜋(𝑦)
𝜋(𝑥)

)
.

In this representation, the proposal probability distribution𝑄 (𝑥, 𝑦) is given by the combined probability
density functions of the individual random variables and the target probability distribution 𝜋 (𝑥) is given
by the likelihood evaluations of the current state 𝑥 and the proposed state 𝑦. By choosing symmetric
proposal distributions 𝑄 (𝑥, 𝑦) = 𝑄 (𝑦, 𝑥), the transition probability can be further simplified.
In the context of the MMC this is realised by sampling the new state according to the proposal

densities of the individual random variables. All scanned quantities utilise densities that are Gaussian
distributions centred around the current value with proposal widths 𝑤 listed in Table 4.1. Until the

p.d.f. Proposal density width 𝑤 Comments

\3D,𝑖 0.04
𝑅a𝜏,𝑖 not explicitly scanned
M

(∑
𝑖 a

𝜏l
𝑖

)
1.5GeV − 𝑚vis𝜏

𝐸missT,x/y 𝑁 · 𝜎(𝐸missT ) 𝑁 is configurable

Table 4.1: Proposal density widths of the individual probability density functions (p.d.f.s) used in the MMC’s
Markov Chain. The individual p.d.f.s are introduced in detail in Section 4.2.2.

first valid solution that solves the neutrino equations is found, the Gaussian distributions are replaced
by uniform sampling distributions. Thus, the evaluation of the proposal densities is symmetric as only
the difference in the values of the states matter. A Gaussian distribution centred around the current
state 𝑥 and evaluated at the proposed state 𝑦 yields the same result as a Gaussian distribution centred
around 𝑦 and evaluated at 𝑥. Due to the symmetric proposal densities, the transition probability 𝛼 is
simplified to be the ratio of the likelihoods P of the proposed new state 𝑦 and the current state 𝑥:

𝛼 (𝑥, 𝑦) = min
(
1,

P (𝑦)
P (𝑥)

)
. (4.8)

A detailed description of the likelihood’s definition will be given in Section 4.2.2.
With this definition of the transition probability, a new proposed state 𝑦 is always accepted as long

as its likelihood is larger than it is for the current state 𝑥. If the likelihood of the proposed state 𝑦 is
smaller, it is still accepted with probability 𝛼 (𝑥, 𝑦). Otherwise, the proposed state 𝑦 is rejected and
a new proposed state 𝑦′ will be sampled from the same current state 𝑥. This helps to avoid that the
sampling process is caught in local likelihood maxima and instead gives the possibility to step out
of local maxima and continue the search for more likely solutions. The distributions of the number
of scanned points per event that do not yield a physically valid solution, the number of points that
are rejected by the Metropolis-Hastings algorithm and the number of points with a new physically
valid solution of Equations 4.6 and 4.7 are shown in Figure 4.3. They use the final MMC version that
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4.2 The Missing Mass Calculator

includes the updates described in Section 4.4. While most points typically do not yield physically
valid solutions, the valid solutions are more often accepted than rejected by the Metropolis-Hastings
algorithm. More details on the individual distributions will be given in Section 4.4.1.
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(c) 𝜏had𝜏had channel.

Figure 4.3: Number of scanned points in the Markov Chain per event with no valid solution, a valid solution
and a valid solution that is rejected by the Metropolis-Hastings algorithm. The distributions are shown for the
𝑍 → 𝜏𝜏 process in all decay channels used in the analysis.

4.2.2 Likelihood

The likelihoods of the states are used to define the transition probabilities of the Markov Chain as
shown in Equation 4.8. These likelihoods are motivated by the kinematics of the 𝜏-lepton decay as
well as the di-𝜏 decay and combine several individual probability density functions, p.d.f.s.
Originally, two p.d.f.s were included in the calculation of the overall likelihood, see Reference [104].

The first one being a 𝜏-lepton specific p.d.f. which is the angular distance between the visible and
invisible 𝜏-lepton decay products. This distance was first estimated by [104]

Δ𝑅𝑖 =

√︃(
Δ[𝑖

)2 + (
Δ𝜙𝑖

)2
,

motivated by the coordinate system introduced in Equation 3.2 in Section 3.2 and later replaced by the
three-dimensional angle

\3D,𝑖 = ∠(−→𝑝 vis,𝑖 ,−→𝑝 a,𝑖) = arccos
( −→𝑝 vis,𝑖 · −→𝑝 a,𝑖��−→𝑝 vis,𝑖 �� ��−→𝑝 a,𝑖

��
)
. (4.9)

Using \3D,𝑖 instead of Δ𝑅𝑖 puts less emphasis on the importance of the z-component of the neutrino
momentum. This component is calculated using Equations 4.6 and 4.7 and consequently shows an
ambiguity in its sign. The x- and y-components do not show this ambiguity due to the explicit sampling
of 𝜙a,𝑖 as explained in Section 4.2.1. By defining the angular distance via Δ𝑅𝑖 the z-component
enters the calculation quadratically through

(
Δ[𝑖

)2, while the x- and y-components are combined
in

(
Δ𝜙𝑖

)2. When using \3D,𝑖 all three components enter with the same importance. Even though
these two definitions do differ, the final p.d.f. is very similar because of the 𝜏-lepton’s boost which
leads to collimated decay products and, thus, small angles. This is especially pronounced in the
fully hadronic di-𝜏 decay as shown in Figure 4.4(c). The slight difference between the two distance
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Chapter 4 Di-𝜏 Mass Reconstruction

measures in the 𝜏lep𝜏had channel, see Figure 4.4(b), can be attributed to a different 𝑝T,𝜏 spectrum of
the hadronic 𝜏-lepton compared to the 𝜏had𝜏had channel. While for 𝜏had𝜏had the leading 𝜏-lepton is
always the lepton with the larger transverse momentum, the leading 𝜏-lepton in the 𝜏lep𝜏had channel
is always the hadronically decaying lepton. Consequently, the 𝑝T,𝜏 spectrum also includes leptons
with smaller transverse momenta, leading to less collimated decay products in comparison. In case of
leptonically decaying 𝜏-leptons, see Figure 4.4(a), an additional neutrino is produced in the decay.
Since it is not possible to reliably distinguish the two neutrinos of a single leptonic 𝜏-lepton decay,
they are treated as one system. However, by doing so, the separation of visible and invisible decay
products is not as clean as for hadronic decays any more. The invisible component will contain one
neutrino of the direct 𝜏-lepton decay and one from the virtual𝑊±. Since this p.d.f. strongly depends
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Figure 4.4: Angular distance measures between the visible and invisible decay products of the leading 𝜏-lepton
for each decay channel used in the analysis. The leading 𝜏-lepton in the 𝜏lep𝜏had channel is always the hadronic
𝜏-lepton of the decay chain while it is the higher momentum 𝜏-lepton in the other channels.

on the type of 𝜏-lepton decay, leptonic or hadronic, and for hadronic decays also on the number of
charged and neutral hadrons, each one of them has a separate p.d.f. version associated with them.
Additionally, the boost of the 𝜏-lepton is reflected in this angular difference, i.e. the stronger the boost
the more collimated the decay products of the 𝜏-lepton are. Thus, the p.d.f. is also parameterised in
terms of different distinct 𝑝T,𝜏vis𝑖

ranges.
The other p.d.f. that was included from the first implementation in Reference [104] and is still

used is the event-wide p.d.f. of the 𝐸missT resolution. This resolution incorporates knowledge about
mismeasurements of 𝐸missT into the likelihood calculation. It is implemented via a Gaussian p.d.f.
where 𝜎(𝐸missT ) constitutes the 𝐸missT resolution and Δ𝐸missT,x/y the variation of the respective 𝐸

miss
T

components during the sampling process with respect to the measured 𝐸missT of the event: [104]

P
(
𝐸missT,x/y

)
= exp

©«−
(
Δ𝐸missT,x/y

)2
2𝜎(𝐸missT )2

ª®®¬ . (4.10)

Since the 𝐸missT resolution depends the number of jets and their energy, see Section 3.3.5, the p.d.f. is
parameterised as a function of the hadronic activity in the event. Furthermore, a correction term of
this resolution which depends on the azimuthal angular difference between the two visible 𝜏-leptons
was introduced, see Reference [40].
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4.2 The Missing Mass Calculator

Later, two additional 𝜏-lepton specific p.d.f.s were introduced. While the angle \3D,𝑖 holds
directional information about the 𝜏-lepton decays, it does not utilise information about the magnitude
of the neutrino momenta. However, this additional degree of freedom is used in the scanning process
as part of the 𝐸missT,x/y variations described in Section 4.2.1 and the calculation of P

(
𝐸missT,x/y

)
. In contrast

to P
(
𝐸missT,x/y

)
which is an event-wide p.d.f., the neutrino momenta of the individual decays can provide

additional 𝜏-lepton specific information. These information are included by means of the ratio of the
current state’s invisible momentum p𝜏a

𝑖
and the visible momentum p

𝜏vis𝑖
which remains unchanged

during the Markov Chain:

𝑅a𝜏,𝑖 =
p𝜏a

𝑖

p
𝜏vis𝑖

.

Similarly to \3D,𝑖 each 𝜏-lepton decay type has its own associated 𝑅a𝜏,𝑖 p.d.f.. This is motivated
by the expected momentum fractions carried by the invisible decay products for the different decay
types. For leptonic 𝜏-lepton decays, for example, this fraction is generally larger because of the higher
number of neutrinos involved.
The last p.d.f. is specific to leptonically decaying 𝜏-leptons. Since two neutrinos are involved in

these decays and they are treated as one neutrino system, a non-zero invariant mass can be assigned to
this system. This invariant mass M

(∑
𝑖 a

𝜏l
𝑖

)
represents a degree of freedom in the Markov Chain but

also a p.d.f. by itself. In contrast to the other p.d.f.s discussed, M
(∑

𝑖 a
𝜏l
𝑖

)
is not further parameterised.

It is a Lorentz-invariant quantity and, thus, it does not depend on the boost of the 𝜏-leptons for example.
The final likelihood of a state 𝑦 in the Markov Chain is given by the combination of all p.d.f.s:

P (𝑦) = P
(
𝐸missT,x/y

) ∏
𝑖

\3D,𝑖 · 𝑅a𝜏,𝑖 ·M(
∑︁
𝑖

a
𝜏𝑖l
𝑖 ) (4.11)

4.2.3 Mass Estimates

With the sampling process and the transition probabilities in place, the final step is to define the mass
estimate provided by the MMC. In total, there are three distinct 𝑚𝜏𝜏 estimates available: MAXW
(maximum weight), MLM (most likely mass) and MLNU3P (most likely neutrino momenta), each
one with their own advantages and disadvantages.
The most direct estimator MAXW takes the phase space point in the Markov Chain with the highest

single probability P (𝑦) as the solution, see Equation 4.11. Because the phase space point as a whole
is considered the best solution, the MMC is able to not only provide an estimate for the di-𝜏 mass but
also a coherent estimate of the neutrino momenta. However, if the kinematics of the event, i.e. the
𝜏-lepton kinematics and 𝐸missT , pose a difficult configuration for the Markov Chain, it is possible that
multiple phase space points show similar probabilities, which limits the reliability of this estimator.
The MLM estimator addresses this issue by utilising all of the sampled states. All 𝑚𝜏𝜏 estimates

are saved in a histogram which is evaluated after the Markov Chain terminates. Since the Metropolis-
Hastings algorithm is used to define the transition probabilities, the entries of the histogram do not
have to be weighted. If a phase space point is sampled multiple times, it will enter the histogram the
same amount of times which automatically weights the entries in all bins of the histogram according
to P (𝑦). A state is also considered to be sampled multiple times if the proposed new state does not
yield a valid solution or is rejected by the Metropolis-Hastings algorithm. Finally, the 𝑚𝜏𝜏 estimate
is given by the maximum of that histogram, yielding a more robust result. Two examples of the
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Figure 4.5: Distribution of the 𝑚𝜏𝜏 estimate using the final MMC version. Two 𝑍 → 𝜏𝜏 events in the 𝜏had𝜏had
channel are shown. The mean of the distribution together with its 68% and 95% quantiles are quoted in GeV.

𝑚𝜏𝜏 estimate distribution are given in Figure 4.5 for two individual 𝑍 → 𝜏𝜏 events in the 𝜏had𝜏had
channel. Different measures such as the overall number of sampled points and the 68% and 95%
quantiles of the distribution, providing information about the core and tail resolution, give an idea of
the complexity a specific event configuration poses to the Markov Chain. As it will be explained in
Section 4.4.1, the smaller the overall number of sampled points the faster the Markov Chain reaches its
equilibrium. Consequently, it is easier for the MMC to find a mass estimate for event number 9092418
in Figure 4.5(a) based on these metrics. The drawback of the MLM estimate is that the final di-𝜏
mass estimate is decoupled from the other phase space quantities. It is not possible to assign specific
neutrino momenta to the mass given by the maximum of the histogram which means that no estimate
of the neutrino momenta can be given.

The final estimator MLNU3P follows a similar approach as the MLM method. Instead of saving
information about the di-𝜏 mass for each Markov Chain iteration it saves information on the neutrino
momenta. Following the same approach as before, the maxima of these histograms define the neutrino
momentum components for each 𝜏-lepton. These neutrino momenta can be used in Equation 4.2 to
calculate the final mass estimate. Hence, MLNU3P also provides a coherent estimate for 𝑚𝜏𝜏 and the
neutrino momenta. However, all neutrino momentum components are treated uncorrelated which may
skew the result.

Depending on the specific analyses’ needs and design one of the options might be more suited than
the others. For the measurement presented here the MLM estimator is chosen. The di-𝜏 mass is the
final discriminant of the statistical analysis and, thus, the most robust 𝑚𝜏𝜏 estimate is used.
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4.3 MMC Studies

This section describes various studies performed on the Missing Mass Calculator, e.g. parameterising
the p.d.f.s, studies of the runtime, etc. To ensure a more robust reproducibility, the MAXW mass
estimate is chosen to compare performances. Changes to the final MMC used in the measurement will
be discussed in Subsection 4.4. All other studies did not result in improvements of the algorithm’s
separation power between 𝐻 → 𝜏𝜏 and 𝑍 → 𝜏𝜏 and are thus not propagated. They are grouped
into algorithm related efforts discussed in Subsection 4.3.1 and p.d.f. related studies shown in
Subsection 4.3.2. If not stated otherwise, the studies discussed show modifications with respect to the
version of the MMC used in Reference [7]. This version will be referred to as the “original” MMC
version and functions as the starting point of the studies and modifications.
Part of the tools to judge the MMC’s performance are Receiver-Operating-Curves (ROCs). They

show the background rejection, where 𝑍 → 𝜏𝜏 is considered background, versus the signal efficiency,
where 𝐻 → 𝜏𝜏 is considered signal. A perfect selection algorithm would achieve a background
rejection of one, i.e. no background event would be selected, while showing a signal efficiency of
one, i.e. all signal events would be selected. Thus, one of the goals of the studies is to push the
ROC closer to this ideal theoretical limit. In order to compare ROCs using just one number, the
Area-Under-the-Curve (AUC) is used which effectively represents the integral of the curve and is
exactly one in case of a perfect selection algorithm. Although the MMC is not used to select certain
types of events, its performance can be judged similarly to a selection problem based on the separation
power between 𝑍 → 𝜏𝜏 and 𝐻 → 𝜏𝜏 using the mass estimate 𝑚MMC𝜏𝜏 . The idea is that this quantity is
the final observable in the presented measurement and the fit utilises the separation between the two
processes.

4.3.1 Studies on the Algorithm

This subsection focuses on aspects regarding the implementation of the Markov Chain. It has to
be noted that the used 𝑍 → 𝜏𝜏 samples for these studies are using the Powheg Box v2 [92–95,
114–119] Monte Carlo event generator. While these are not the Sherpa 𝑍 → 𝜏𝜏 samples used in the
measurement, the studies are meaningful as long as they are conducted under consistent conditions
within a study. The MMC is intended as a universal tool that is not specifically tailored to a certain
Monte Carlo event generator or showering tool. Furthermore, the available statistics for the Powheg
𝑍 → 𝜏𝜏 samples is smaller with respect to the samples used in the measurement. This is partly due to
the fact that only the Monte Carlo production campaign corresponding to the 2017 data taking period
is included. Lastly, the studies shown in this subsection focus on the fully hadronic di-𝜏 decay channel.
This is motivated by the simplicity of the decay channel compared to the decay channels involving
leptonic decays and, thus, a larger number of neutrinos.

Neutrino Momentum Ambiguity

For each proposed state 𝑦, two independent solutions to the neutrino equations can be found per
neutrino system. From a physics point of view none of the two possible solutions is more correct
than the other. Hence, the original MMC version used in Reference [7] only considers one randomly
chosen solution per neutrino system in order to save computation power. To be more precise, only
the randomly chosen solution is passed on to the likelihood evaluation and processed further in the
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Markov Chain. The other solution is simply discarded.
In order to assess the impact of this choice on the overall performance of the MMC, a modified

version evaluating all neutrino solutions has been studied. However, since multiple solutions per
𝜏-lepton are not physically motivated, only the solution with the highest likelihood after the evaluation
is used for the final result.
The effects on the runtime and the separation power are shown in Figure 4.6. As expected, the

runtime is roughly doubled because the number of processed solutions increases by a factor of two.
Meanwhile, the MMC’s separation power is unaffected by this alternative treatment with an AUC
of 0.89 for both versions. As explained before, none of the solutions stand out with respect to the
other in physical meaningfulness. This seems to be emphasised by the likelihood calculations and the
resulting similar performance of the MMC. Thus, the original implementation of choosing a random
solution per neutrino system is retained.
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Figure 4.6: Comparison of the original MMC evaluating two randomly chosen neutrino solutions and a version
evaluating all neutrino solutions. All figures show the 𝜏had𝜏had channel.

Markov Chain Hyperparameters

The underlying algorithm to generate new proposed states 𝑦 is a Markov Chain. Within this algorithm
there are several possible parameters that can be tuned and can possibly influence the overall
performance of the MMC. These parameters can be classified into two categories.
The first category affects the sampling itself. Following the explanation of the Markov Chain in

Section 4.2.1, the sampling process is defined by the initial values of the variables being scanned and
the chosen proposal densities 𝑤. Since the initial values themselves are chosen by sampling phase
space points in the vicinity of the input quantities and, thus, physically well motivated, this procedure
is kept as is. The proposal densities 𝑤, however, are of a given fixed size, as summarised in Table 4.1,
which makes them subject of this study.
The second category of parameters is related to the conditions under which the Markov Chain

terminates. A number of different criteria are implemented in the “original” MMC such as a predefined
number of successfully sampled unique solutions and a maximum number of iterations for the Markov
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Chain. In practice, the criterion triggered to terminate the scan is mostly the maximum number of
iterations which are given in Table 4.3 in Section 4.4.1. Hence, this parameter is also part of the
studies. Due to technical reasons the runtime of the original MMC is not constant throughout the
studies presented in this subsection but the conditions within a study are ensured to be consistent.
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Figure 4.7: Comparison of the original MMC and a modified version with doubled number of maximum
iterations and halved proposal density widths. All figures show the 𝜏had𝜏had channel.

Naively thought, by increasing the number of maximum iterations while simultaneously decreasing
the proposal densities 𝑤, the Markov Chain’s estimate of the final solution should become more
accurate. Consequently, a more accurate estimate of the solution should result in a more accurate
mass estimate and, finally, an improved separation power between 𝑍 → 𝜏𝜏 and 𝐻 → 𝜏𝜏. A simple
approach, trying to utilise this, is to increase the number of maximum iterations by a factor of two and
halving the proposal densities listed in Table 4.1. This leads to a significant increase in the MMC’s
runtime by roughly a factor of 3, as shown in Figure 4.7(a) and (b). However, the separation power
remains the same with an AUC of 0.89. Based on this, it seems that the naive expectation is not
fulfilled. This can either be explained by the MMC reaching a very similar estimate of the solution
with the original settings or by the MMC getting stuck in local maxima. While smaller proposal
densities can increase the accuracy of the Markov Chain, it can also lead to the sampling process
getting stuck in local maxima and not being able to escape those because the proposal densities are
too small.
Another approach that tries to circumvent the possible issue of such local maxima is to use dynamic

proposal densities 𝑤. At the start of the scan the original density widths are used and then decreased
as the chain supposedly gets closer to the final estimate. This is achieved by linearly decreasing 𝑤
with advancing iterations down to 20% of its original value when the maximum number of iterations
is reached. The idea is that by starting with the original values the Markov Chain does not get stuck
in local maxima as easily and is still able to scan the vicinity of the final estimate more thoroughly.
As shown in Figure 4.8, this approach does not result in an improvement of the MMC’s separation
power but only increases its runtime. This suggests that it is more likely that the original values of the
proposal densities give a stable estimate of the best solution rather than problems with local maxima
caused by too small widths 𝑤.
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Figure 4.8: Comparison of the original MMC and a modified version with doubled number of maximum
iterations and adaptive proposal density widths. All figures show the 𝜏had𝜏had channel.

Hence, the original values for the proposal densities 𝑤 as well as the number of maximum iterations
are kept. An additional termination criterion for the Markov Chain is introduced in the final version as
detailed in Section 4.4.1.

Per Event Uncertainty

This section describes a first attempt at defining a per-event uncertainty on the MMC’s mass estimate.
Based on the implementation of the Markov Chain, a Bayesian or a Frequentist approach of defining
the uncertainty estimate is possible. The Frequentist approach would not make any assumptions on the
underlying p.d.f.s of the mass estimate which is one of the main advantages of this approach. Since a
proper likelihood is defined for the Metropolis-Hastings algorithm, the Frequentist 1𝜎 uncertainty
estimate would correspond to ΔNLL = 0.5, with NLL being the negative logarithmic likelihood.
However, for a reliable uncertainty estimate this definition requires a smooth NLL distribution which
is not guaranteed when projecting the multidimensional Markov Chain scan onto the final di-𝜏 mass
estimator. Hence, the Bayesian approach is chosen in the following.
In contrast to that, the Bayesian approach integrates over the underlying p.d.f.s by utilising the

distribution of sampled mass estimates that is shown in Figure 4.5. Due to the MMC’s methodology
the underlying p.d.f.s have to be known for the Metropolis-Hastings algorithm. The final uncertainty
estimate corresponding to the 1𝜎 variation is defined by calculating the 68% quantiles of the mass
estimate’s distribution. Thus, it is only defined for the MAXW and MLM estimators but not for
the MLNU3P estimator which does not use any information of the mass estimate’s distribution.
The distribution of this per-event uncertainty is shown in Figure 4.9 in the inclusive signal regions,
discussed in Section 5.2, for the fully hadronic di-𝜏 channel of the 𝑍 → 𝜏𝜏 sample using the MLM
estimator. It shows the final MMC version described in Section 4.4 applied on the Sherpa 𝑍 → 𝜏𝜏
sample used in the measurement. Even though the uncertainty seems well-behaved for the ensemble
of the shown events, it is not propagated to the measurement. More studies on this uncertainty’s
definition are required to fully understand its behaviour, stability and possible correlations with other
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4.3 MMC Studies

sources of uncertainties that enter the measurement by varying the MMC’s inputs. Although the
method itself provides well-defined uncertainty estimates, it has not been validated to provide reliable
estimates in all phase space regions. The validity has to be verified especially for events that pose a
difficult configuration of reconstructed quantities for the MMC’s mass reconstruction.
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Figure 4.9: Distributions of the per-event uncertainty estimate of the MMC for the MLM estimator. All figures
show the 𝜏had𝜏had channel of the 𝑍 → 𝜏𝜏 process.

4.3.2 Studies on the p.d.f.s

The second category of studies targets the p.d.f.s used to calculate the likelihood of a proposed state 𝑦
in the Markov Chain. Unlike the 𝑍 → 𝜏𝜏 samples used in Section 4.3.1, the studies presented in this
section use the final Sherpa 𝑍 → 𝜏𝜏 samples of the measurement. Additionally, all Monte Carlo
production campaigns covering the data taking from 2015 until 2018 are used. Following the same
argumentation as in the previous section, the following studies again focus on the fully hadronic di-𝜏
decay channel because of its simplicity compared to the other channels.
Generally, the p.d.f.s define how the Markov Chain evolves since they are used in Equation 4.8

of the Metropolis-Hastings algorithm that decides whether a proposed state is accepted or rejected.
Depending on the chosen mass estimator (MAXW, MLM or MLNU3P) the p.d.f.s also have a more or
less direct impact on the final mass estimate. For the MAXW estimator they are used directly when
computing the state with the highest likelihood, while for the other estimators they enter indirectly by
shaping the histograms used for the estimate through the Metropolis-Hastings algorithm. Hence, the
p.d.f. parameterisations play an important role in the performance of the MMC, possibly even a more
important role than the hyperparameters of the Markov Chain discussed in Section 4.3.1. If not stated
otherwise, the p.d.f. sets used in the studies are computed from simulated 𝑍 → 𝜏𝜏 events.

MET Significance

Out of all p.d.f.s used in the MMC, the 𝐸missT p.d.f. introduced in Equation 4.10 was updated the
most recent for the original MMC version used in Reference [7]. This set of parameterisations was
established in 2016 for the 𝜏had𝜏had channel in Reference [40]. Since then, a new tool, the MET
Significance tool, became available that is able to provide a per-event estimate of the uncertainty
for the reconstructed 𝐸missT , c.f. Reference [120]. Utilising this per-event estimate of the 𝐸missT
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Figure 4.10: Comparison of the MMC performance using the default 𝐸missT p.d.f. and a modified version using
the MET Significance tool for the 𝐸missT p.d.f. (rotated). All figures show the 𝜏had𝜏had channel.
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Figure 4.11: Comparison of the MMC performance using the default 𝐸missT p.d.f. and a modified version using
the MET Significance tool for the 𝐸missT p.d.f. (rotated). The 𝜏-lepton mass hypothesis of the modified version is
based on the five way decay mode classification. All figures show the 𝜏had𝜏had channel.
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uncertainty provided by an official tool could in principal result in a more accurate uncertainty than
the parameterised estimate introduced in Reference [40]. As the 𝐸missT resolution inside the MMC is
rotated into a system along the di-𝜏 jet axis and the resolution is provided in Cartesian coordinates by
the tool, a rotation has to be applied to match the coordinate systems. Replacing the 𝐸missT p.d.f. with
the official tool’s uncertainty estimate results in the performance shown in Figure 4.10. The runtime
slightly increases due to the additional call of the MET Significance tool’s method. In contrast to the
assumptions, the MMC’s separation power becomes slightly worse with an AUC of 0.88 compared to
the reference value of 0.89. This is likely caused by outdated 𝜏-lepton resolution p.d.f.s in the MET
Significance tool which will be fixed in future releases. Once the 𝜏-lepton resolution p.d.f.s have been
updated, the usage of the tool should be revisited.
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(a) Proposed state distribution using the 𝐸missT p.d.f.
provided by the MET Significance tool.
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(b) Proposed state distribution using the 𝐸missT p.d.f.
provided by the MET Significance tool and additionally
using the five way 𝜏-lepton mass hypotheses.

Figure 4.12: Number of proposed states with a new physically valid solution, no solution and states rejected by
the Metropolis-Hastings algorithm. All figures show the 𝜏had𝜏had channel.

In the context of this study, the 𝜏-lepton mass hypotheses entering in the solution of the neutrino
equations have been re-examined. The original MMC implemented two mass hypotheses for hadronic
𝜏-lepton decays, namely decays via the 𝜌± or the 𝑎1 resonance. This classification is achieved by
counting the number of tracks involved in the decay. With the exhaustive five way decay mode
classification described in Section 3.3.4 a more elaborate distinction of the mass hypotheses is possible.
Consequently, it is possible to assign the 𝜌± mass hypothesis specifically to the 𝜏1p1n decay mode
and a 𝜋± mass hypothesis to the 𝜏1p0n decay mode. The individual decay modes and corresponding
resonances have been collected from References [25] and [121]. A summary of the implemented mass
hypothesis approximations is given in Table 4.2. As shown in Figure 4.11, the runtime further increases
which hints towards a slightly larger number of physically viable proposed states inside the Markov
Chain. Only physically valid states require significant computation time because they are passed on
to the likelihood calculation. Comparing Figure 4.12(a) to Figure 4.12(b), the slight increase in the
number of points with a new solution to the neutrino equations confirms this assumption. However,
the MMC’s performance in terms of separation power does not improve with respect to Figure 4.10(c)
since both modified versions exhibit an AUC of 0.88. While the five way mass hypothesis does impact
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Decay mode 𝑚𝜏 Comments

𝜏1p0n 0.14GeV Mass of 𝜋±

𝜏1p1n 0.77GeV Mass of 𝜌±

𝜏1pXn 1.26GeV Mass of 𝑎1 resonance decaying to 𝜏1pXn
𝜏3p0n 1.20GeV Mass of 𝑎1 resonance decaying to 𝜏3p0n
𝜏3pXn 1.34GeV Mass of 𝑎1 + 𝜋0

Table 4.2: Invariant masses used for the more detailed 𝑚𝜏 hypothesis implemented in the modified MMC
version. They are rough approximations based on the most common 𝜏-lepton branching fractions [25, 121].

the Markov Chain, the additional phase space points with unique solutions do not improve the final
mass estimate such that the MMC’s separation power improves.
Thus, neither the usage of the MET Significance tool nor the implementation of a five way mass

hypothesis is propagated to the final MMC version.

Definition of 𝜽3D,𝒊

One of the p.d.f.s applied to all 𝜏-lepton decays is the angular distance between the neutrino and the
visible 𝜏-lepton introduced in Equation 4.9. That particular definition of the angular distance is a
representation choice of the original Equations 4.6 and 4.7. Since the representation solely has to be
physically motivated and well-defined, an alternative definition has been studied:

\3D,𝑖 = ∠(−→𝑝 vis,𝑖 + −→𝑝 a,𝑖,
−→𝑝 a,𝑖) = arccos

(
(−→𝑝 vis,𝑖 + −→𝑝 a,𝑖) · −→𝑝 a,𝑖��(−→𝑝 vis,𝑖 + −→𝑝 a,𝑖)

�� ��−→𝑝 a,𝑖

��
)
. (4.12)

The alternative approach in Equation 4.12 defines the angular distance between the neutrino and an
approximation of the 𝜏-lepton object before its decay. Hence, the visible 𝜏-lepton momentum in
Equation 4.9 is replaced by the sum of the neutrino momentum and the visible 𝜏-lepton momentum.
Similarly to the original definition, the visible 𝜏-lepton decay products in the p.d.f. are the reconstructed
quantities. Thus, the reconstruction effects are directly folded into the p.d.f.. Comparing the two
definitions for the angular distance in Figure 4.13, the alternative definition is shifted towards smaller
values. This is caused by the definition of the angular distance with respect to the complete 𝜏-lepton
object rather than just the visible decay products. The neutrino and the visible decay products are not
emitted in the same transverse direction with respect to the 𝜏-lepton axis, and are thus respectively
closer to the 𝜏-lepton axis than each other.
This alternative definition of the angular distance has been tested in the MMC together with

a dedicated set of p.d.f.s. More details on the procedure to derive such a p.d.f. set are given in
Section 4.4.2. A very similar performance of the MMC is observed in the fully hadronic di-𝜏 channel,
c.f. Figure 4.14. While the 𝑍 → 𝜏𝜏 mass distribution is shifted towards slightly higher masses, the
ROC yields compatible results with the same AUC for both approaches. Based on this result, both
definitions seem equally feasible for the fully hadronic di-𝜏 channel. However, the alternative definition
puts an emphasis on the neutrino momenta as they enter the calculation twice, see Equation 4.12. While
this does not seem to impact the performance for hadronic decays, it could impact the performance for
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(a) 𝑍 → 𝜏𝜏 process.
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(b) 𝐻 → 𝜏𝜏 process.

Figure 4.13: Comparison of the default definition for \3D,𝑖 and an alternative definition where the angle is
defined between the neutrino and the system of neutrino and reconstructed visible 𝜏-lepton. All figures show
the 𝜏had𝜏had channel.
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Figure 4.14: Comparison of the MMC performance using the default definition for \3D,𝑖 and an alternative
definition where the angle is defined between the neutrino and the system of neutrino and reconstructed visible
𝜏-lepton. All figures show the 𝜏had𝜏had channel.
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leptonic decays due to the additional neutrino. Since the angular distance distribution is narrower it
may be more difficult to find solutions to the neutrino equations. Thus, the definition of the angular
distance introduced in Equation 4.9 is kept.

Truth Parameterisation of 𝜽3D,𝒊

In order to assess the MMC’s performance limit when it comes to the \3D,𝑖 p.d.f., a p.d.f. set using
only truth quantities has been studied. This effectively means that instead of reconstructed information
the corresponding truth information of 𝜏vis have been used in Equation 4.9. Thus, the alternative p.d.f.
does not contain any information of the 𝜏-lepton resolution. As shown in Figure 4.15 the 𝜏-lepton
resolution only has a minor impact on the \3D,𝑖 distribution. The p.d.f. set using truth quantities was
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Figure 4.15: Comparison of the default definition for \3D,𝑖 and an alternative definition using only truth quantities.
All figures show the 𝜏had𝜏had channel.

created following the same procedure described in Section 4.4.2, meaning simulated 𝑍 → 𝜏𝜏 events
are used. Since the p.d.f. set uses truth quantities, the input 𝜏-lepton quantities passed to the MMC
have to utilise truth information as well and are thus not subject to resolution effects. The resulting
MMC performance is shown in Figure 4.16 in comparison to a version that only differs by using
reconstructed 𝜏vis quantities for the \3D,𝑖 p.d.f. set and as input to the MMC. The runtime increase in
comparison to previous studies is caused by replacing hard-coded numbers for the parameterisations
with a more flexible implementation encoding them in function objects, ROOT TF1s. Overall, a
similar performance is achieved with both scenarios resulting in AUCs of 0.89. Thus, the MMC is
more likely limited by the 𝐸missT p.d.f. and reconstruction than the 𝜏-lepton resolution. The 𝐸missT p.d.f.
reflects the resolution of the 𝐸missT reconstruction. This resolution is typically twice as large as the
𝜏-lepton resolution in the relevant energy ranges, see Sections 3.3.4 and 3.3.5. Hence, it is expected to
have a larger impact on the MMC’s performance.
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Figure 4.16: Comparison of the MMC performance using the default definition for \3D,𝑖 and an alternative
definition using only truth quantities. All figures show the 𝜏had𝜏had channel.

Mixed Parameterisation of p.d.f.s

The MMC has to be applicable over a large 𝑚𝜏𝜏 range in order to be feasible in measurements. If the
tool were only well-defined in a small 𝑚𝜏𝜏 range, the measurement would be limited significantly.
However, it is not easily possible to provide p.d.f. sets that are optimal for all possible 𝑚𝜏𝜏 values.
Thus, different p.d.f. sets for different targeted 𝑚𝜏𝜏 ranges are implemented in the MMC. For the
measurement of the 𝐻 → 𝜏𝜏 coupling those p.d.f. sets are derived from simulated 𝑍 → 𝜏𝜏 events, as
it was also done in Reference [7]. Measurements targeting, for example, higher resonance masses use
separate p.d.f. sets. Based on the study in Section 4.3.2, the angular distance p.d.f. using 𝑍 → 𝜏𝜏
Monte Carlo cannot be improved easily. Studying a mixture of p.d.f. sets based on 𝑍 → 𝜏𝜏 and
𝐻 → 𝜏𝜏 simulations can answer two questions. Firstly, this kind of study can show whether the
MMC’s performance can improve beyond a pure 𝑍 → 𝜏𝜏 based p.d.f. set. Secondly, a possible bias
introduced by using only 𝑍 → 𝜏𝜏 Monte Carlo would become apparent.
Hence, a mixture of p.d.f. sets based on 𝑍 → 𝜏𝜏 and 𝐻 → 𝜏𝜏 has been derived according to the

procedure described in Section 4.4.2. These p.d.f. sets include the 𝑝T,𝜏 dependent angular distance
\3D,𝑖 parameterisation. Examples for the processed \3D,𝑖 distributions are shown in Figure 4.17
comparing 𝑍 → 𝜏𝜏 and 𝐻 → 𝜏𝜏 for similar 𝑝T,𝜏 ranges. The distribution for 𝐻 → 𝜏𝜏 is slightly
narrower which is possibly caused by the different spins of the resonances since boost related effects
are minimised by the similar 𝑝T,𝜏 ranges. Following a simple approach, the final p.d.f. set used per
event is an admixture of the two individual p.d.f. sets for 𝑍 → 𝜏𝜏 and 𝐻 → 𝜏𝜏

p.d.f.(𝑚vis𝜏𝜏) = p.d.f.(𝐻 → 𝜏𝜏) ·CDF𝐻→𝜏𝜏 (𝑚vis𝜏𝜏)
CDF𝑍→𝜏𝜏 (𝑚vis𝜏𝜏)

+p.d.f.(𝑍 → 𝜏𝜏) · (1−CDF𝐻→𝜏𝜏 (𝑚vis𝜏𝜏)
CDF𝑍→𝜏𝜏 (𝑚vis𝜏𝜏)

) . (4.13)

Based on the Cumulative Distribution Function (CDF) ratio of 𝑚vis𝜏𝜏 for 𝑍 → 𝜏𝜏 and 𝐻 → 𝜏𝜏, shown
in Figure 4.18, the mixing is defined in Equation 4.13. Via the visible di-𝜏 mass the final p.d.f.
sets are calculated and then used in the Markov Chain. Implementing the p.d.f. sets via ROOT’s
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Figure 4.17: Distribution and fit of \3D,𝑖 for the 𝑍 → 𝜏𝜏 and 𝐻 → 𝜏𝜏 processes in a similar 𝑝T,𝜏 range. All
figures show the hadronic 𝜏1p1n decay channel. The parameterisations are shown as the solid lines.
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Figure 4.18: Visible mass 𝑚vis𝜏𝜏 and its cumulative distribution function (CDF) for the 𝑍 → 𝜏𝜏 and 𝐻 → 𝜏𝜏
processes. All figures show the 𝜏had𝜏had channel.
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Figure 4.19: Comparison of the MMC performance using the default p.d.f. set for \3D,𝑖 and an alternative p.d.f.
set mixing 𝑍 → 𝜏𝜏 and 𝐻 → 𝜏𝜏 parameterisations based on 𝑚vis𝜏𝜏 . All figures show the 𝜏had𝜏had channel.

TF1 function objects allows for a more flexible approach of this study but increases the runtime as
explained before and shown in Figure 4.19(a). The 𝑚𝜏𝜏 distribution and the separation power of the
MMC are compatible with the version utilising only the 𝑍 → 𝜏𝜏 p.d.f. sets as shown in Figure 4.19(b)
and 4.19(c). On the one hand, this procedure of mixed p.d.f. sets is not able to improve the MMC’s
performance. On the other hand, the results also suggest that no bias stemming from the 𝑍 → 𝜏𝜏
p.d.f. sets is introduced in the mass range relevant for the measurement discussed in this thesis.

Momentum Dependent 𝑹𝝂𝝉,𝒊 Parameterisation

The ratio of the neutrino momentum and the reconstructed visible 𝜏-lepton momentum is not a
Lorentz-invariant quantity. Thus, it depends on the boost of the 𝜏-lepton and should ideally be
parameterised as a function of 𝑝T,𝜏 . Since the neutrino system carries a larger fraction of the total
𝜏-lepton momentum for leptonic decays this study focuses on the same. The procedure described
in Section 4.4.2 is used for the 𝑝T,𝜏 dependent parameterisation with eight 𝑝T,𝜏 bins. To be able to
adequately describe 𝑅a𝜏,𝑖 in each of these bins, a different function compared to the final version has
been chosen:

𝑓 (𝑥) = 𝐶 · exp
(log (𝑚·𝑥+𝑏)−`)2

2𝜎2 .

The resulting performances for the two decay channels involving leptonic 𝜏-lepton decays are shown
in Figure 4.20. In contrast to the other studies presented in this section, the MLM estimator was
chosen for this comparison. It is the only estimator written to storage for the 𝜏lep𝜏lep channel because
of disk space management reasons as well as the estimator used in the measurement. While the
MMC shows a shift in the Receiver-Operating-Curve for the fully leptonic channel, a degradation
in its performance for the semi-leptonic channel is observed with the AUC being 0.87 compared
to the reference value of 0.88. Thus, the 𝑝T,𝜏 independent 𝑅a𝜏,𝑖 parameterisation as described in
Section 4.4.2 was implemented in the final MMC.
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Figure 4.20: Comparison of the MMC performance using the 𝑝T,𝜏 dependent p.d.f. set for 𝑅a𝜏,𝑖 and the
inclusive p.d.f.. The Receiver-Operating-Curve with 𝐻 → 𝜏𝜏 as the signal and 𝑍 → 𝜏𝜏 as the background are
shown. The area under the curve is quoted for each MMC version.

4.4 Final Version

The studies discussed in this section describe modifications propagated to the final MMC version used
in the measurement. As in the previous section, the reference version of the MMC is the one used in
Reference [7]. Performance comparisons are mainly based on ROC, and their corresponding AUC,
and the MMC distributions themselves.
Additionally to these studies and their resulting modifications, the MMC’s code was refactored

to increase its maintainability and improve its user interface. Changes related to the package’s
maintainability include the usage of modern object oriented C++ features and removal of outdated
functions etc. New classes were introduced where each one takes care of one specific task such as
preparing the inputs in the correct format or calculating the likelihood of a proposed state 𝑦. The
p.d.f.s used in the likelihood calculation were moved from hard-coded numbers in arrays to ROOT’s
TF1 class. This C++ class provides a unified interface to one-dimensional functions 𝑓 (𝑥) and all
necessary methods to evaluate them, thus making it easier for analyses to provide p.d.f.s specific to
their phase spaces. The changes to the code were carefully validated using the MAXW estimate,
confirming that both code versions yield the same results with identical p.d.f.s.

4.4.1 Runtime Improvements

The MMC’s runtime contributes a major part to the overall computational effort of this thesis’
measurement. Studying the MMC’s hyperparameters in Section 4.3.1 showed that little to no gain in
the separation power is to be expected from varying these parameters. However, it was shown that
they do have a significant impact on the overall runtime. Following a simple approach, the number of
maximum iterations in the Markov Chain, summarised in Table 4.3 for all di-𝜏 decay channels, was
varied in order to assess this parameter’s effect on the runtime and MMC performance. The impact
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Decay channel Maximum iterations

𝜏lep𝜏lep 200000
𝜏lep𝜏had 100000
𝜏had𝜏had 50000

Table 4.3: Number of maximum iterations set per 𝜏-lepton decay channel for the Markov Chain.

on the runtime for the 𝜏had𝜏had channel in comparison to the default setting of 50 × 103 iterations is
shown in Figure 4.21 and the impact on the separation power in Figure 4.22. Reducing the number of
maximum iterations in the Markov Chain also decreases the MMC’s overall runtime, while increasing
the number of iterations also increases the runtime. Unlike the runtime, the separation power is
compatible for all tested configurations. This suggests that the mass estimate does not significantly
change after only a fraction of the total iterations. Thus, a substantial speedup of the algorithm is
feasible without sacrificing any or only little of its performance.
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Figure 4.21: Per event runtime of the MMC for the 𝑍 → 𝜏𝜏 process in the 𝜏had𝜏had channel. Different maximum
number of iterations are shown. The default configuration, shown in blue, corresponds to a maximum of
50 × 103 iterations.
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Figure 4.22: Receiver-Operating-Curves of the MMC in the 𝜏had𝜏had channel. Different maximum number of
iterations are shown. The default configuration, shown in blue, corresponds to a maximum of 50 × 103 iterations.

However, the approach of simply reducing the maximum number of iterations is too simplistic to be
applied in measurements. By setting this number to smaller values, a chance would be introduced that
for certain events the Markov Chain terminates before a stable mass estimate is found. In order to
circumvent this potential issue, a more elaborate criterion to terminate the Markov Chain has been
developed. The general idea is to periodically check, every 1 × 103 iterations, the additional criterion
and stop the Markov Chain once the condition is fulfilled. Motivated by Figure 4.22, showing a similar
ROC for less iterations compared to the default number of iterations, the periodic check begins after
the first 10 × 103 iterations. If this new condition is not triggered, the Markov Chain terminates after
the already implemented maximum number of iterations. This allows to save computation power
in “easy” events where the MMC finds a rather stable mass estimate early on, while being able to
continue the scan in more “difficult” events that take longer to reach a stable mass estimate.
Another way to phrase this concept is that the new criterion checks if the Markov Chain has reached

an equilibrium. In this context, the equilibrium is defined such that the values of the scanned quantities
have become stable apart from small fluctuations due to the Metropolis-Hastings algorithm. The
implementation entails splitting the proposed states for each scanned quantity randomly into two
separate sets. For each set, a histogram is filled with the proposed state which allows to define an
estimate of the equilibrium using the compatibility of the two histograms for a given quantity. In
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order to not imply any specific assumptions on the shape of the sets’ histograms, only rudimentary
statistical tools are used to compute the compatibility. Two sets are considered compatible if their
means agree within 5% of the first set’s root mean square (RMS). The only assumption on the shapes
of the histograms in this definition is that the two sets have similar shapes. Both sets are the result of a
random split within the Markov Chain and, thus, shaped by the same p.d.f.s. The resulting overall
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Figure 4.23: Distributions of proposed values for scanned quantities for two fully hadronic di-𝜏 events of the
𝑍 → 𝜏𝜏 sample. The mean and the 68% (95%) quantiles of the distributions are quoted in GeV.

distributions for two scanned quantities are shown in Figure 4.23 for two events. In event 9092418 the
equilibrium condition is already met after 10 × 103 iterations while the condition is not triggered in
event 9092726 as it reaches the maximum number of 50 × 103 iterations. Generally, the less overall
phase space points have been sampled, the “easier” it is for the Markov Chain to find its equilibrium
and, thus, a stable mass estimate. Due to technical reasons the very first point with a valid solution to
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the neutrino equations is not filled into the histograms of the scanned quantities which explains why the
number of sampled points is smaller than the minimally required 10 × 103 iterations in Figure 4.23(a)
and 4.23(c). After seven iterations the Markov Chain found a new valid solution. Thus, the histograms
contain 9993 sampled points and for the same reason Figure 4.23(b) and 4.23(d) contain a slightly
smaller number of points than the maximum number of 50 × 103 iterations. Comparing the quantiles
of the distributions between the two events, the “easy” event 9092418 reaches a similar or even better
accuracy after a fraction of the iterations needed for the other event. The 𝐸missT,x estimate of event
9092726 in Figure 4.23(b) shows the so-called “burn-in” on the left-hand side of the distribution. This
means that the Markov Chain needs a certain number of iterations to get closer to the final estimate
which is visible as a tail in the distribution. One potential reason event 9092418 reaches its equilibrium
faster might be that the “burn-in” phase is not clearly visible in Figure 4.23(a) and hence, much shorter.
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Figure 4.24: Receiver-Operating-Curves and runtime of the MMC in all di-𝜏 decay channels. A comparison
with (adapt. stop.) and without (default) the additional equilibrium condition is shown.

The impact of this new equilibrium condition on the MMC’s performance is shown in Figure 4.24
for the 𝜏lep𝜏lep, the 𝜏lep𝜏had and the 𝜏had𝜏had channel. With increasing number of neutrinos in the
𝜏-lepton decays the runtime increases without the additional criterion because the number of maximum
iterations depends on the decay channel, see Table 4.3. These settings are motivated by the more
complex scan for leptonic 𝜏-lepton decays since it is only feasible to calculate the neutrino system

56



4.4 Final Version

instead of the individual neutrinos in the Markov Chain. By introducing the additional equilibrium
criterion, the mean runtime is reduced by roughly a factor of two to three for fully hadronic di-𝜏
decays and even more significantly if leptonic decays are involved. Up to a factor of approximately
five in speedup is achieved for the 𝜏lep𝜏lep final state. It has to be noted, though, that the comparison is
conducted with the final MMC version and, thus, the runtime increase from calling the TF1 function
objects is factored in. However with respect to the original MMC version, the criterion still achieves
a speedup of two for the fully hadronic decay channel and up to a factor of four to five for the
fully leptonic decay channel. The flexibility of this criterion is especially important for leptonic
decays as can be seen by the broadened runtime distribution with increasing number of leptonic
𝜏-leptons. Furthermore, the separation power of the MMC is unchanged with respect to the default
implementation of effectively relying on the number of maximum iterations.
The impact of the additional equilibrium condition on the number of sampled phase space points

with a physical solution, without a valid solution and points that are rejected by theMetropolis-Hastings
algorithm is shown in Figure 4.25. Without the additional criterion most of the proposed states do not
yield physical solutions while only a fraction of proposed states are rejected by the Metropolis-Hastings
algorithm. With the additional criterion the Markov Chain becomes more efficient since the difference
of the average number of states with and without physical solutions becomes smaller. Hence, less
iterations are spent in phase space regions close to the final estimates but not yielding valid solutions
due to the variation of the quantities during the scan.
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Figure 4.25: Number of scanned points in the Markov Chain with no valid solution, a valid solution and a valid
solution that is rejected by the Metropolis-Hastings algorithm. The distributions are shown for 𝑍 → 𝜏𝜏 in the
𝜏had𝜏had channel.

4.4.2 Parameterisation of p.d.f.s

For all p.d.f.s discussed in Section 4.2.2 new parameterisations have been created. The only exception
is the 𝐸missT p.d.f. which was updated for the 𝐻 → 𝜏𝜏 measurement conducted in Reference [7]. In
the following, the procedure implemented to derive the parameterisations will be introduced. Most
functions used to mathematically describe the underlying simulated distributions are empirically
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motivated. Theoretical motivations of these functions are only possible for parts of the effects included
in the distributions as reconstruction effects and efficiencies introduce non-trivial alterations. All
parameterisations are based on simulated 𝑍 → 𝜏𝜏 events with the 𝜏had p.d.f.s being computed using
the 𝑍 → 𝜏had𝜏had sample and the 𝜏lep p.d.f.s using the 𝑍 → 𝜏lep𝜏had sample. The applied event
selection is summarised in Table B.1 in Appendix B.1. In order to increase the available statistics when
computing the p.d.f.s, a simplified selection is applied that is inspired by the 𝐻 → 𝜏𝜏 measurement in
Reference [7] since the selection described in Section 5.2 was still work in progress at that point.

Parameterisation of Neutrino System Mass p.d.f.s

The invariant neutrino mass p.d.f. is only relevant for leptonically decaying 𝜏-leptons since more than
one neutrino is needed to properly define it. Its Lorentz-invariance does not necessitate a further
parameterisation as a function of 𝑝T,𝜏 or any other quantity. Historically, a sixth order polynomial
was used to describe the functional form of this distribution. As shown in Figure 4.26 this function
is suitable for the new Monte Carlo simulations as well. The simulation used is a 𝑍 → 𝜏𝜏 sample
in the 𝜏lep𝜏had decay channel as it provided the highest available statistics at that point. After the
MMC’s code refactoring the fitted ROOT TF1 object is directly used as the new p.d.f.. The final MMC
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Figure 4.26: Neutrino system mass p.d.f.. A sixth order polynomial, shown as the solid line, is fitted to 𝑍 → 𝜏𝜏
Monte Carlo for leptonic 𝜏-leptons in the 𝜏lep𝜏had channel.

configuration for the measurement does not include the M
(∑

𝑖 a
𝜏l
𝑖

)
p.d.f. in the likelihood evaluation.
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As shown in Figure 4.27, the p.d.f.’s impact on the separation power is negligible in all inclusive
signal region phase spaces for the 𝜏lep𝜏had channel. Since this decay channel includes leptonic decays
and provides more sensitivity to the measurement than the 𝜏lep𝜏lep channel, the final verdict is based
on the 𝜏lep𝜏had channel.
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Figure 4.27: Receiver-Operating-Curves of the MMC in the 𝜏lep𝜏had channel comparing the final MMC
configuration (default) with a setup including the M
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p.d.f. (add. a mass p.d.f.).

Parameterisation of Momentum Ratio p.d.f.s

Themomentum ratio p.d.f. is used for both, leptonically and hadronically decaying 𝜏-leptons. Typically,
the ratio 𝑅a𝜏,𝑖 is larger for leptonic 𝜏-leptons than for hadronic 𝜏-leptons, see Figure 4.28, due to the
additional neutrino in the decay. Thus, different functions that are summarised in Table 4.4 and used
as the final parameterisations are needed to describe the simulations. The additional exponential for
𝜏lep helps in modelling the rising flank of the distribution close to zero. This flank does not exist
for hadronic 𝜏-leptons and, thus, the Gaussian distribution is sufficient to describe the simulation.
However, an additional dependency is introduced for hadronic 𝜏-leptons, namely the five-way decay
mode categorisation and a split into leading and subleading 𝜏-leptons. Leading 𝜏-leptons are defined
as the higher 𝑝T,𝜏 object. Since the 𝑍 → 𝜏lep𝜏had sample is used for leptonic 𝜏-leptons for the same
reasons as detailed in Section 4.4.2, no split into leading and subleading 𝜏-leptons is available for
these. Momentum dependent parameterisations were studied for the semi-leptonic channel but did not
yield a satisfactory MMC performance, see Section 4.3.2. All hadronic parameterisations split by
decay mode and 𝜏-lepton are shown in Appendix B.2.

Decay channel Fit function

Leptonic 𝐶 · 𝑒−
(𝑥−`)2
2𝜎2 + 𝑒𝑏+𝑚·𝑥

Hadronic 𝐶 · 𝑒−
(𝑥−`)2
2𝜎2

Table 4.4: Chosen fit functions to parameterise the 𝑅a𝜏,𝑖 p.d.f. for the different 𝜏-lepton decay channels.
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Figure 4.28: Momentum ratio p.d.f. 𝑅a𝜏,𝑖 for leptonic 𝜏-leptons and one example for hadronic 𝜏-leptons. The
fitted functions, that are used as the parameterisations, are shown as solid lines and the fitted parameters are
quoted in the figures.

Parameterisation of Angular p.d.f.s

The most complex parameterisation is implemented for the angular distance between the neutrino
(system) and the visible reconstructed 𝜏-lepton, \3D,𝑖 . A 𝑝T,𝜏 dependent parameterisation is created
for both leptonic and hadronic 𝜏-leptons. Additionally, the five-way decay mode categorisation is
utilised for 𝜏had. Leading and subleading 𝜏-lepton distributions are combined for hadronic 𝜏-leptons
since the decay mode categorisation noticeably cuts into the statistics in some phase space regions. It
was confirmed that the angular distributions agree reasonably well between the leading and subleading
𝜏-leptons, see Figure 4.29. For lower ranges of 𝑝T,𝜏 the leading 𝜏had distribution has smaller statistics,
while for higher ranges of 𝑝T,𝜏 the subleading 𝜏had distribution suffers in statistics. Thus, the
compatibility check is not as reliable in these ranges. However, taking the statistical power into account
a combination of the two distribution seems justified.
Ideally, one function is used to describe \3D,𝑖 for both, 𝜏lep and 𝜏had. Although some differences

in the distributions are expected due to the additional neutrino in leptonic decays, they should not
alter the distributions so that another function becomes necessary. The shape is strongly driven by the
𝜏-lepton’s boost which is independent of its decay. Multiple attempts to define a suitable function
are documented in Appendix B.3. One example is given in Figure 4.30 for leptonic and hadronic
𝜏-leptons with a similar boost. The function used to fit the distribution is a Landau function

𝑝(𝑥) = 1
b

1
2𝜋𝑖

∫ 𝑐+𝑖∞

𝑐−𝑖∞
𝑒_𝑠+𝑠 log 𝑠𝑑𝑠 (4.14)

where _ = (𝑥 − 𝑥0)/b [122, 123]. While the distributions are fairly similar due to the 𝜏-leptons’ similar
boosts, the Landau function is not able to adequately describe the leptonic 𝜏-lepton decay. The final
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Figure 4.29: Comparison of the \3D,𝑖 distributions between the leading and subleading 𝜏had for fully hadronic
𝑍 → 𝜏𝜏 events. A Kolmogorov test is performed to calculate the compatibility of the two histograms.

function used is a lognormal which effectively replaces the argument inside a Gaussian distribution
with its logarithmic version:

𝐶 · 𝑒−𝑎(log 𝑥+𝑏
𝑚 )2 . (4.15)

Using this function, a more fitting description of the simulation is achieved for the same example
distributions as shown before, see Figure 4.31. The remaining distributions, including the final
parameterisation fits, are documented in Appendix B.4.
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Figure 4.30: Angular distance p.d.f. \3D,𝑖 for leptonic 𝜏-leptons and one example for hadronic 𝜏-leptons. The
Landau function described in Equation 4.14 is fitted and shown as the solid line.
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Figure 4.31: Angular distance p.d.f. \3D,𝑖 for leptonic 𝜏-leptons and one example for hadronic 𝜏-leptons. The
lognormal function described in Equation 4.15 is fitted and used for the final parameterisations.

Since the \3D,𝑖 distribution is sensitive to the 𝜏-lepton boost and, thus, to 𝑝T,𝜏 , the final paramet-
erisation is a function of 𝑝T,𝜏 . The procedure is as follows: for a specific decay mode, \3D,𝑖 is fitted in
bins of 𝑝T,𝜏 , covering 0GeV < 𝑝T,𝜏 < 200GeV. Higher transverse momenta were not accessible due
to limited statistics but the covered range is well suited for the measurement described in this thesis.
The parameters of the lognormal determined by the fits are themselves fitted as a function of 𝑝T,𝜏 . In
order to determine the position of a given parameter on the 𝑝T,𝜏 axis, the mean of the original \3D,𝑖
fit’s 𝑝T,𝜏 range’s distribution is used. Two of these parameters are shown for hadronic 𝜏1p0n decays in
Figure 4.32. Although, the extrapolation to very low 𝑝T,𝜏 may not be perfect, it does not influence any
ATLAS analysis since hadronic 𝜏-leptons are only well-defined above 20GeV as this is the minimum
transverse momentum required in the determination of the 𝜏had related scale factors and uncertainties
discussed in Section 3.3.4.

4.4.3 Performance of the Final MMC Version

With the newly parameterised p.d.f.s implemented, the final MMC performance has been compared
to the original MMC version used in Reference [7]. This comparison, on the one hand, includes
the algorithm speedup discussed in Section 4.4.1 and, on the other hand, detailed studies on the
mass estimate itself that will be discussed in the following. In order to assess the impact on the
measurement, the comparison is performed in the inclusive signal regions3 defined in Section 5.2.
Using the inclusive signal regions enables spotting phase space dependent effects that are important to
understand because of the different sensitivities to the signal(s) in the individual regions. For this
comparison the MLM mass estimate is used since it is the final estimator in the measurement, see
3 Measurements typically define signal regions that are enriched in the targeted signal processes.
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Figure 4.32: Transverse momentum dependent \3D,𝑖 parameterisations of the lognormal’s parameters defined in
Equation 4.15. The shown parameters are for hadronic 𝜏1p0n decays.

Section 4.2.3. Instead of its specific name MLM, the following chapters will reference this estimator
by 𝑚MMC𝜏𝜏 . The MMC’s parameter settings used in the measurement together with a short explanation
of the parameters’ meaning are given in Table B.2 in Appendix B.7.
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Figure 4.33: Performance of the final MMC version in comparison to the original MMC, showing the lineshapes
of the 𝑍 → 𝜏𝜏 and 𝐻 → 𝜏𝜏 processes as well as the ROC. All figures show the fully hadronic di-𝜏 decay
channel in the inclusive boosted signal region.

An example of the Receiver-Operating-Curve as well as the MMC lineshapes of the original and
the final version is shown in Figure 4.33. The observed lineshapes for both 𝑍 → 𝜏𝜏 and 𝐻 → 𝜏𝜏 as
well as the ROC show a similar performance for both MMC versions. While this example focuses on
the fully hadronic decay channel of the inclusive Boost phase space, the ROCs for all combinations of
inclusive signal regions and 𝜏-lepton decay channels are shown in Figure B.23 in Appendix B.6. The
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corresponding AUCs, together with lineshape characteristics, are summarised in Table 4.5. Overall, a
similar performance with respect to the original MMC could be achieved. Depending on the phase
space and the di-𝜏 final state, a small reduction of at most roughly 1% in the area-under-the-curve
is observed which mostly affects the fully leptonic decay channel. This slight decrease is most
likely caused by a selection bias introduced in the calculation of the leptonic 𝜏-lepton p.d.f.s using
𝑍 → 𝜏lep𝜏had. The final 𝜏lep𝜏lep selection is able to include 𝜏-leptons with even lower 𝑝T,𝜏 which is
achieved by an involved combination of different lepton triggers. A summary of the implemented
overall trigger strategy is given in Section 5.2. The effect of the selection bias on the p.d.f.s and the
final performance is discussed in Appendix B.5. Comparing the lineshapes of the final MMC and
the original version for 𝑍 → 𝜏𝜏 and 𝐻 → 𝜏𝜏 in Appendix B.6 explains the individual ROCs. While
the core mass resolution could be improved by roughly 1% and by even more in the 95% quantiles,
depending on the phase space, the means of the 𝑍 → 𝜏𝜏 and 𝐻 → 𝜏𝜏 mass distributions moved closer
to each other. Since the presented measurement does not aim to measure the Higgs boson’s mass but
its production cross-sections these means only have to be within a physically meaningful range which
is the case.

Phase Space/ Process Final MMC version Original MMC version
Di-𝜏 decay channel Mean 68% quantile 95% quantile AUC Mean 68% quantile 95% quantile AUC

Boost
𝜏lep𝜏lep 𝑍 → 𝜏𝜏 93 15 32 97 16 36

𝐻 → 𝜏𝜏 114 17 35 0.83 120 17 36 0.84
𝜏lep𝜏had 𝑍 → 𝜏𝜏 93 14 35 95 14 37

𝐻 → 𝜏𝜏 121 15 32 0.9 124 15 33 0.9
𝜏had𝜏had 𝑍 → 𝜏𝜏 94 13 36 93 13 36

𝐻 → 𝜏𝜏 121 14 31 0.9 119 15 32 0.9

VBF
𝜏lep𝜏lep 𝑍 → 𝜏𝜏 92 16 32 95 17 33

𝐻 → 𝜏𝜏 114 18 36 0.82 119 18 40 0.83
𝜏lep𝜏had 𝑍 → 𝜏𝜏 96 15 34 98 16 38

𝐻 → 𝜏𝜏 121 15 30 0.88 124 15 30 0.87
𝜏had𝜏had 𝑍 → 𝜏𝜏 96 15 38 94 15 37

𝐻 → 𝜏𝜏 121 15 34 0.87 119 16 34 0.87

VH
𝜏lep𝜏lep 𝑍 → 𝜏𝜏 88 15 29 93 16 32

𝐻 → 𝜏𝜏 112 19 37 0.84 117 18 39 0.84
𝜏lep𝜏had 𝑍 → 𝜏𝜏 96 15 34 98 15 35

𝐻 → 𝜏𝜏 121 16 33 0.86 124 16 34 0.87
𝜏had𝜏had 𝑍 → 𝜏𝜏 95 14 34 93 14 36

𝐻 → 𝜏𝜏 121 15 31 0.89 120 15 31 0.9

Table 4.5: Overview of the final MMC performance in comparison to the original MMC version. The
area-under-the-curve is only quoted for the 𝐻 → 𝜏𝜏 processes since the metric needs both processes, 𝑍 → 𝜏𝜏
and 𝐻 → 𝜏𝜏. Histogram metrics, i.e. the mean and quantiles, are given in GeV and rounded to integer values
for easier comparison. The corresponding histograms can be found in Appendix B.6.

Finally, the new p.d.f. parameterisations should not introduce any signal-like features, i.e. peak-
like structures around the Higgs mass, in the mass distributions of backgrounds originating from
misidentified 𝜏-leptons. The data-driven estimates of the misidentified 𝜏-lepton background for
the individual di-𝜏 decay channels are described in Section 5.3.1. Instead of directly studying
these data-driven estimates, the overall data distributions in inclusive control regions, enriched in
misidentified 𝜏-leptons, have been studied. These control regions provide more statistics and are
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Figure 4.34: Data MMC lineshape in the fully hadronic decay channel comparing the final MMC configuration,
shown in black, with the original MMC, shown in gray. The distribution is shown in the inclusive boosted
region that is enriched in misidentified 𝜏-leptons.

designed to be close to the signal region phase space with major contributions from misidentified
𝜏-leptons. For 𝜏lep𝜏had and 𝜏had𝜏had the 𝜏-lepton identification cuts are inverted, while for 𝜏lep𝜏lep the
Top control regions are used since misidentified 𝜏-leptons significantly contribute in those regions.
As shown in Figure 4.34 for the fully hadronic di-𝜏 decay channel in the boosted phase space, the
data lineshapes are similar between the two MMC versions. Furthermore, no signal-like shape is
introduced with the new parameterisations. More distributions are shown in Figure B.26 in phase
space regions close to the signal regions but enriched in misidentified 𝜏-leptons.

4.5 Outlook

A lot of effort has been put into studying different aspects of the MMC and its components, see
Sections 4.3 and 4.4. However, these studies do not automatically prescribe the optimal application in
the presented measurement. As shown in Figure 4.35 for the 𝜏lep𝜏had channel, the MMC’s separation
power depends on the 𝜏-lepton decay mode to some degree. Utilising this observation would require
the event selection to split events by the 𝜏-lepton’s decay mode and possibly adapt the data-driven
background estimates. Hence, this split is not implemented in this 𝐻 → 𝜏𝜏 cross-section measurement
but is of possible interest for future implementations.
More ideas and aspects have been studied in various theses that were co-supervised, see Ref-

erences [124–127]. Since the spin of a resonance influences the momentum distributions of the
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Figure 4.35: Separation power of the Missing Mass Calculator in the 𝜏lep𝜏had channel split into the hadronic
𝜏-lepton decay modes.

𝜏-lepton’s decay products as explained in Section 2.3, dedicated p.d.f.s for the MMC were studied in
Reference [124]. To be more precise, helicity dependent p.d.f.s were parameterised following the
same prescription discussed in Section 4.4.2. Noticeable differences between the individual sets were
observed. However, the MMC’s separation power did not improve. Additionally splitting the p.d.f.s
by resonances, i.e. applying p.d.f.s based on 𝑍 → 𝜏𝜏 simulation only on the 𝑍 → 𝜏𝜏 simulation and
𝐻 → 𝜏𝜏 based p.d.f.s only on 𝐻 → 𝜏𝜏 events, improved the separation power. Even though this
represents promising results, this procedure is not applicable in data as it requires knowledge of the
type of event processed in the MMC. As shown in Section 4.3.2, a simple p.d.f. mixture, where the
mixing is based on the visible di-𝜏 mass, does not improve the MMC’s performance.
Another study aimed at the inclusion of additional information into the MMC’s likelihood, c.f.

Reference [125]. Conceptually, vertex information of the 𝜏-leptons contain yet unused information,
specifically their secondary vertex. Due to the small but not negligible lifetime of 𝜏-leptons it is
possible to reconstruct their primary vertex, corresponding to their production point in the detector,
and their secondary vertex, corresponding to the point of the 𝜏-lepton decay. Reconstructing vertices
is more accurate the more particles can be associated to that vertex, hence the study in Reference [125]
focused on hadronic 𝜏3p0n decays. The spatial resolution of the decay particles drives the vertex
resolution which is generally smaller for charged particles. With the additional vertex information,
new event-based p.d.f.s were defined, utilising the additional constraints on the 𝜏-lepton kinematics.
However, several difficulties arose ranging from the treatment of the ambiguity in the neutrino
equations to problems in finding actual solutions of the vertex constraints. One of the most promising
introduced concepts is a likelihood classification of the possible solutions to the neutrino equations
that could help alleviate the ambiguity problem. Instead of evaluating all possible combinations using
the final likelihood as done in Section 4.3.1, simulated truth information were utilised to study which
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solution is more likely to be the correct one. This information could finally be translated into p.d.f.s.
The final conclusion of this concept study did not result in an improvement of the MMC’s performance
but laid important foundations to further pursue these ideas.
Approaches to replace the MMC rather than extending or improving it were studied in Refer-

ences [126] and [127]. These studies aimed at training a regression neural network that predicts
the true invariant di-𝜏 mass from reconstructed event information. Neural Networks provide several
advantages compared to the likelihood-based approach of the MMC. The time needed to evaluate an
event on a trained neural network model is only a fraction of the time needed by the MMC to process
an event. Extending the likelihood used by the MMC is a challenging task as seen in Reference [125],
while it is much easier to provide neural networks with additional information that can be used by
the networks to extract e.g. correlations between the inputs. While still being feasibility studies
focussing on the fully hadronic di-𝜏 decay channel4, important aspects and nuisances of training such
a network architecture were uncovered. Training solely on 𝑍 → 𝜏𝜏 and 𝐻 → 𝜏𝜏 samples is not
suitable for the task at hand since the network would simply learn the resonance masses, minimising
the loss function in the easiest possible way. This would, however, not be applicable in a measurement
that includes backgrounds covering a wider mass range because such a network would also tend
to predict the resonance masses for such processes. Thus, a training sample is needed with a flat
mass distribution which was chosen to be an unphysical 𝛾∗ → 𝜏𝜏 process5 with a mass range of
60GeV < 𝑚𝜏𝜏 < 220GeV. The remaining structure in the mass distribution was alleviated by
reweighting the events to achieve a uniform distribution. As depicted in Reference [126], training
the regression network with the invariant di-𝜏 mass as the target on this reweighted sample does
not yield optimal results. Boundary effects prevent the network from predicting masses outside the
range known from the training process which also affects predictions close to those boundaries. By
introducing an additional term in the loss function, which reduces the penalty of predicting masses at
the boundaries, the impact of this effect could be minimised. Overall, a similar performance to the
MMC was achieved in the separation of the 𝑍 → 𝜏𝜏 and 𝐻 → 𝜏𝜏 processes. It has to noted though,
that the training with the modified loss function itself was not stable, instigating further studies.
In an attempt to circumvent the difficulty of boundary effects in the training, Reference [127]

redefined the targets of the network’s training to the neutrino momenta. This setup also allows to
implement the 𝜏-lepton mass constraint. The multidimensional output of this network could be used
to calculate 𝑚𝜏𝜏 after the network’s application. However, new challenges are introduced by this
setup such as an ambiguity in the neutrino direction similarly to the equations used in the MMC.
Comparing these two network structures, the network trained to directly predict 𝑚𝜏𝜏 outperforms the
alternative setup. A study conducted in Reference [127], that applies the trained neural network using
the neutrino momenta as target, on 𝑍 → 𝜏𝜏 and 𝐻 → 𝜏𝜏 samples indicates that 𝜏-lepton polarisation
effects originating from the mother particle’s spin are picked up in the network’s training. Currently,
the neural networks studied in Reference [127] are not able to reach the MMC’s performance in terms
of separation power.
All of these studies provide important knowledge for further development in the field of reconstructing

the invariant di-𝜏 mass. The fact that effects such as the 𝜏-lepton polarisation are becoming of
significance, points towards entering a precision regime with promising results.

4 These first studies focus on the 𝜏had𝜏had channel as it entails the smallest number of neutrinos in the di-𝜏 decay.
5 In the physical Drell-Yan process contributions from virtual photons and 𝑍-bosons cannot be disentangled.
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CHAPTER 5

Design of the 𝑯 → 𝝉𝝉 Cross-Section
Measurement

Complex measurements like the measurement of the 𝜏-lepton coupling to the Higgs boson that is
discussed in this thesis are typically a collaborative effort in ATLAS. This section intends to provide
a short overview of the general measurement design developed as part of this collaborative effort.
More details are documented in Reference [8] on which this section is based on. The measurement
is conducted in the context of the theoretical Simplified Template Cross Section (STXS) framework
which will be discussed first. Afterwards, the selection applied to data and how it relates to the STXS
framework will be introduced. The section concludes with a discussion of the background estimation
techniques and an overview of the most important sources of uncertainties.

5.1 Simplified Template Cross Sections

Due to the multitude of possible Higgs boson couplings, various measurements targeting different
production and decay modes are conducted. With increasing statistics these measurements gain in
precision and become increasingly sensitive to physics beyond the Standard Model. Effects of new
physics can either manifest in an overall modified cross-sections of specific processes or changes
to differential cross-sections, i.e. their dependence on a given quantity. If a new physics scenario
introduces new heavy particles, they contribute to loops in e.g. 𝑔𝑔𝐻 production and, thus, increase
its cross-section given that there is no destructive interference. Variations to the differential Higgs
production cross-section as a function of 𝑝T(H) are shown in Figure 5.1 for different scenarios of
modified particle couplings to the Higgs boson. Even though the modifications to the cross-sections can
become sizeable in some phase space corners, the uncertainties of the prediction and the measurement
have to be considerd when interpreting the results.
Thus, achieving as precise as possible measurements is important to not only understand Standard

Model scenarios precisely but also to spot possible new physics effects. In this context, the combination
of measurements becomes important as individual measurements can be more or less sensitive in
certain phase space regions.1 The joint effort of experimental, i.e. ATLAS and CMS, and theory
communities to define a framework which aims to minimise the dependence on theory uncertainties

1 For example due to categorisation criteria applied to events that are needed from the experimental/analysis side.
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Figure 5.1: Variation of the Higgs production cross-section as a function of 𝑝T(H) for different scenarios of
modified particle couplings to the Higgs boson. The uncertainty of the theory prediction is shown as the shaded
area in the bottom panel. Taken from Reference [128].

while allowing to easily combine multiple Higgs measurements is given with the Simplified Template
Cross Sections (STXS), see Reference [45].
Typically, the combination of different Higgs decay channels is a non-trivial task that involves the

unfolding of the fiducial cross-section measurement to larger phase spaces. This entails a dedicated
treatment of uncertainties on the theory predictions. Within the STXS framework, the dependence
of theoretical uncertainties and possibly needed extrapolations are minimised. One focus lies on
reducing possible acceptance variations in the measurement. Generally, the STXS framework defines
individual bins of phase space regions targeting the Higgs production modes either inclusively or split
by quantities that either reduce the theory dependence or enhance new physics effects. By treating the
Standard Model itself as well as the STXS bins as kinematic templates in the measurement, the theory
dependence is reduced. Thus, the simulated SM signal samples are categorised according to the STXS
bins based on truth quantities and therefore effectively unfolded to the STXS bins in the measurement.
To allow for the combination of measurements, the truth quantities and objects on which the STXS

categorisation is based have to follow a common and if possible simple definition. The Higgs boson
is considered a final state particle which consequently allows to combine measurements targeting
different decay channels. Furthermore, the STXS are defined for on-shell production of the Higgs
boson and a cut on the its rapidity of

��𝑦H�� < 2.52 is applied everywhere [45]. This cut is motivated by
virtually all measurements being limited to this rapidity range due to the detector designs of ATLAS
and CMS. The truth jets are defined as anti-𝑘𝑡 jets with radius parameter 0.4 and a minimum 𝑝T of
30GeV while the 𝜏-leptons are defined as the sum of their decay products [45]. A detailed overview
of all object definitions is given in Reference [45].
The STXS bins are defined in stages that reflect the increase of available statistics in themeasurements.

Practically, this means that the first stage targets the inclusive Higgs production modes. With the
complete Run II dataset being used for the 𝐻 → 𝜏𝜏 measurement in this thesis, the more detailed

2 The rapidity is defined as 𝑦 = 12 ln
𝐸+𝑝𝑧
𝐸−𝑝𝑧 .
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Figure 5.2: Overview of the STXS stage 1.2 bins. Taken from Reference [129] and modified to highlight the
targeted bins in the 𝐻 → 𝜏𝜏 measurement presented in this thesis.

STXS stage 1.2 is targeted. An overview of the STXS stage 1.2 bins is shown in Figure 5.2. However,
due to still limited statistics some STXS bins have to be merged in the measurement and others
cannot be measured at all. The limited statistics are a consequence of analysis specific selection
criteria needed either for technical reasons, such as trigger requirements, or to enhance the signal to
background ratio. Two STXS bins that are not included in the 𝐻 → 𝜏𝜏 measurement are the 0-jet
category and the low 𝑝T(H) regime of the 𝑔𝑔𝐻 production. The 0-jet category cannot be measured
due to a jet requirement in the 𝜏had𝜏had channel as explained in Section 5.2. In the targeted topology of
𝐻 → 𝜏𝜏 events, the low 𝑝T(H) regime of 0GeV < 𝑝T(H) < 60GeV is dominated by backgrounds and,
thus, not included in the measurement. All remaining 𝑔𝑔𝐻 STXS bins are included, albeit some bins
are being merged and, therefore, correlated in the fit. Due to the limited sensitivity to the bins covering
60GeV < 𝑝T(H) < 120GeV in the measurement, the corresponding STXS bins with one additional
and more than one additional jet are merged [8]. The bin with 𝑚 𝑗 𝑗 ≥ 350GeV is used to control and
measure the 𝑔𝑔𝐻 contamination in VBF𝐻 like topologies because of the similar signatures [130].
The associated production of a Higgs boson with a vector boson is treated separately for cases
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where the vector boson decays into leptons and for cases where it decays into hadrons. Hadronic
decays are grouped together with VBF𝐻 production since both involve the same final state particles
and interactions and can thus be interpreted as the t- and s-channel of the same process [130]. This
production mode is called electroweak production and is shown in Figure 5.2(b). The STXS bin
requiring 𝑚 𝑗 𝑗 > 350GeV corresponds to the VBF𝐻 production while the hadronic 𝑉𝐻 production
(𝑉 (had)𝐻) is targeted by the 60GeV < 𝑚 𝑗 𝑗 < 120GeV bin. The hadronically decaying vector boson
motivates the 𝑚 𝑗 𝑗 cut of the 𝑉𝐻 bin. Leptonic 𝑉𝐻 production is grouped into a separate STXS
category and is not discussed or targeted by this measurement as it is part of a separate analysis, see
Reference [131]. This separate analysis targets decays of the vector bosons into electrons and muons
in a similar setting to this measurement, i.e. the decay of the Higgs boson into two 𝜏-leptons. Hence,
𝑉𝐻 will be used analogously to 𝑉 (had)𝐻 in the following.
The final production mode targeted by this measurement is the tt𝐻 production that is shown in

Figure 5.2(c). Due to limited statistics and, thus, sensitivity, all STXS bins are merged into a single
bin for this category. The measurement only considers fully hadronic top quark decays. Other decays
that include leptons are covered by a dedicated measurement, see References [132, 133]. With the
presented merging scheme, overall nine individual STXS bins are measured, motivating the number
of parameters of interest discussed in Section 6.2.

5.2 Event Selection

Motivated by the variety of final states of the di-𝜏 decay channels and the Higgs production modes that
are measured, a complex selection is applied to the data and simulated events. The following summary
of this selection is based on Reference [8]. First, the data have to be recorded by ATLAS and, thus,
suitable triggers have to be applied as explained in Section 3.2.2. The channels involving leptonically
decaying 𝜏-leptons, i.e. 𝜏𝑒𝜏` and 𝜏lep𝜏had, use lepton triggers because of their clean signature. It has to
be noted that in the fully leptonic di-𝜏 decay channel only events with different flavoured leptonic
final states are considered. This means that one 𝜏-lepton has to decay into an electron while the other
decays into a muon. The other decays where 𝜏-leptons decay into the same lepton flavour are not
considered since the accompanying background predictions are subject to large uncertainties [8]. For
the fully hadronic channel the di-𝜏 trigger is used. An additional jet requirement [134] had to be
included in the di-𝜏 trigger in 2016 already in order to reduce the overall amount of triggered events
due to the increase in instantaneous luminosity. All utilised triggers are unprescaled, i.e. all triggered
events are recorded and, thus, no scaling of the recorded events is needed.3 The unprescaled triggers
with the lowest 𝑝T requirements on the triggered objects for the individual data taking years of Run II
are listed in References [134–137]. Detailed descriptions of the electron and muon triggers are given
in References [138, 139]. In order to operate in the trigger efficiency plateau, the cuts of the fully
reconstructed objects have to be set slightly harder than the cuts applied during triggering. Due to
differences in the reconstruction algorithms used for the triggers and the final physics objects, the
trigger efficiency is not a step function with respect to the triggered observable. This turn-on region is
usually more difficult to model and associated with larger systematic uncertainties as shown for the
𝜏-lepton trigger in Reference [78]. The final 𝑝T cuts applied to the reconstructed objects are listed in
Table 5.1.
3 Prescales can be used to further reduce the rate of triggers with signatures that occur at a high frequency. Not all triggered
events would be recorded and the recorded events would have to be scaled to match the number of triggered events.
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Trigger signature Data period 𝑝T threshold used
in event selection

Single electron 2015 𝑝T (e) > 25GeV
2016-2018 𝑝T (e) > 27GeV

Single muon 2015 𝑝T (`) > 21GeV
2016-2018 𝑝T (`) > 27.3GeV

Electron-muon 2015-2018 𝑝T (e) > 18, 𝑝T (`) > 14.7GeV

Ditau 2015-2018 𝑝T (leading 𝜏had-vis) > 40GeV
𝑝T (sub-leading 𝜏had-vis) > 30GeV

Table 5.1: Signatures of the applied triggers with their corresponding data taking period dependent transverse
momentum thresholds. Taken from Reference [8].

Further cuts are applied to the triggered events to select a phase space that is close to where the
Higgs signal is located. These cuts include categorisation cuts such as the number of leptons and
hadronic 𝜏-leptons in an event that define the decay channels of the measurement. Quality criteria
assure that the counted objects are likely to originate from the associated physics object. Electrons are
required to pass the “Loose” identification criteria, have a transverse momentum of at least 15GeV
and lie within |[ | < 2.47, excluding 1.37 < |[ | < 1.52 [8]. Similar cuts are applied to muons that
are reconstructed as combined muons, c.f. Section 3.3.2, and have to pass the respective “Loose”
identification criteria as well as having 𝑝T > 10GeV and lie within |[ | < 2.47 [8]. Lastly, 𝜏had are
required to have one or three associated tracks, motivated by the most common decays discussed in
Section 2.3, an overall charge of one as well as a transverse momentum of 𝑝T > 20GeV and lie within
the same [-regions as electrons [8]. Additionally, cuts on BDTs and RNNs are applied to veto muons,
electrons and jets that are misreconstructed as 𝜏had [8]. The angular requirements are motivated by the
detector geometry where the ECal covers |[ | < 2.47 with high granularity and the excluded region
1.37 < |[ | < 1.52 is the transition region between the barrel and endcap calorimeters [8].

Additional cuts aim to reduce the backgrounds in the signal enriched phase space regions, or signal
regions (SRs). An overview of this set of cuts is shown in Table 5.2. Some of the object quality
criteria, such as the identification measures introduced in Section 3.3, are tightened while additional
cuts are motivated by the physics signatures expected of the signal. The listed 𝑝T requirements on the
𝜏-leptons are given by the aforementioned trigger choices, see Table 5.1. Motivated by the neutrinos
in the 𝜏-lepton decays, a cut is applied on the missing transverse momentum 𝐸missT > 20GeV. Since
the signal, the Higgs boson, is an electrically neutral particle, the 𝜏-lepton decay products have to
be oppositely charged. At least one additional jet is required due to the targeted STXS bins, see
Section 5.1, where the transverse momentum cut is higher in the 𝜏had𝜏had channel because of the jet in
the trigger. Kinematic cuts on invariant mass estimates, such as the visible mass 𝑚𝑒`, the collinear
mass 𝑚coll𝜏𝜏 and the transverse mass 𝑚𝑇 , aim to reduce backgrounds originating from other processes
like𝑊 + jets. Vetoing 𝑏-quark initiated jets serves two purposes: where the 85% efficiency working
point is chosen for di-𝜏 decay channel involving leptonic decays and the 70% working point for the
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𝜏𝑒𝜏` 𝜏lep𝜏had 𝜏had𝜏had
𝜏𝑒𝜏had 𝜏`𝜏had

N(𝑒) 1 1 0 0
N(`) 1 0 1 0

N(𝜏had-vis) 0 1 1 2

𝑒 𝑝T cut [GeV] 27, 15, 18 27
` 𝑝T cut [GeV] 10, 27.3, 14.7 27.3

𝜏had-vis 𝑝T cut [GeV] 30 40, 30

Identification 𝑒/`: Medium 𝑒/`/𝜏had-vis: Medium 𝜏had-vis: Medium

Isolation 𝑒: Loose 𝑒: Loose
`: Tight `: Tight

Charge Opposite charge Opposite charge Opposite charge

Kinematics 𝑚coll𝜏𝜏 > 𝑚𝑍 − 25GeV 𝑚𝑇 < 70GeV
30GeV < 𝑚𝑒` < 100GeV

𝑏-veto # of 𝑏-jets = 0 # of 𝑏-jets = 0 # of 𝑏-jets = 0
(≥ 1 or 2 in ttH categories)

𝐸missT 𝐸missT > 20GeV 𝐸missT > 20GeV 𝐸missT > 20GeV

Leading jet 𝑝T > 40GeV 𝑝T > 40GeV 𝑝T > 70GeV, |[ | < 3.2

Angular Δ𝑅𝑒` < 2.0 Δ𝑅ℓ𝜏had-vis
< 2.5 0.6 < Δ𝑅𝜏had-vis𝜏had-vis

< 2.5
|Δ[𝑒` | < 1.5 |Δ[ℓ𝜏had-vis | < 1.5 |Δ[𝜏had-vis𝜏had-vis | < 1.5

Coll. app. 𝑥1/𝑥2
0.1 < 𝑥1 < 1.0 0.1 < 𝑥1 < 1.4 0.1 < 𝑥1 < 1.4
0.1 < 𝑥2 < 1.0 0.1 < 𝑥2 < 1.2 0.1 < 𝑥2 < 1.4

Table 5.2: Event selection for all di-𝜏 channels in the measurement. The transverse momentum cuts are driven
by the trigger signatures listed in Table 5.1 while the other cuts aim to reduce background contributions
and/or improve the mass reconstruction. Descriptions of the observables are given in the text. Taken from
Reference [8].
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𝜏had𝜏had channel. For one, this cut helps to reduce the Top background
4 since top quark decays almost

always involve 𝑏-quarks, see Reference [25], and it ensures orthogonality with respect to the tt𝐻
signal regions that do contain top quark decays. Angular cuts on |Δ[ | and Δ𝑅 are implemented to
reject backgrounds. Due to the 𝜏-lepton’s boost from the Higgs boson decay, they are less likely to be
emitted back-to-back. A lower bound on Δ𝑅 in the 𝜏had𝜏had channel ensures that the triggered objects
do not overlap. Finally, cuts on the visible momentum fractions 𝑥1 and 𝑥2, that have been introduced
in Equation 4.4 in Section 4.1.2, are applied to improve the mass reconstruction.
Based on this selection, ensuring the quality of the objects and rejecting backgrounds, a further

categorisation targeting the individual Higgs production modes, and, ultimately, the STXS bins
discussed earlier, is introduced. Since the fully hadronic tt𝐻 production involves multiple jets and
the decay of top quarks, this signature is utilised in the selection. It has to be noted that, in contrast
to the other production modes, the tt𝐻 production is only measured in the fully hadronic di-𝜏 decay
channel. The number of required jets for this production mode helps to reduce backgrounds. Thus,
the bb𝐻 production is not explicitly targeted by this measurement as the smaller number of jets
results in larger background contributions. Characteristic for the VBF𝐻 production are two jets with
a large rapidity gap, and, thus, high invariant mass, that originate from the hard scattered quarks.
The 𝑉 (had)𝐻 topology is characterised by the hadronically decaying vector boson. For all of these
categories multivariate techniques, to be more precise boosted decision trees, are implemented to
either enhance the signal over background ratio or the purity of the targeted Higgs production mode.
An overview of the used variables is shown in Table C.1 in Appendix C.1. The ttH tagger treats tt𝐻
production as signal5 and 𝑍 → 𝜏𝜏 and tt as background in two separate taggers. The VBF tagger
treats VBF𝐻 production as signal and 𝑔𝑔𝐻 production and 𝑍 → 𝜏𝜏 as backgrounds. Similarly, the
VH tagger treats 𝑉𝐻 production as signal and all other Higgs production modes as backgrounds [8].
All taggers are used to split events into categories of higher purity (with suffix _1) while the other
events are kept in categories of lower purity (with suffix _0) which enhances the overall sensitivity
in the measurement. The lower purity regions are typically populated with more events and help to
constrain background related uncertainties in phase regions close to the higher purity signal regions.

Njets(𝑝T > 30GeV)
𝑝T(H) bins in GeV

[100, 120] [120, 200] [200, 300] [300,∞[
Exactly 1 boost_0_1J boost_1_1J boost_2 boost_3
At least 2 boost_0_ge2J boost_1_ge2J

Table 5.3: Definition of the boosted categories following the definition of the targeted STXS bins. Taken from
Reference [8].

Events that fail to be classified into one of these categories are collected in the boost category if
𝑝T(H) > 100GeV is fulfilled.

6 This category targets 𝑔𝑔𝐻 production and is further split according
to the targeted STXS bins. The individual boosted categories are listed in Table 5.3. The lowest

4 The Top background comprises single top quark and tt production.
5 Other production modes show minor contributions as is due to the jet requirements of the category.
6 The transverse momentum of the reconstructed Higgs boson 𝑝T(H) is defined by the vectorial sum of the visible 𝜏-leptons
and 𝐸missT .
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𝑝T(H) bins have a lower boundary of 100GeV instead of 60GeV as they do in the STXS definition.
This is motivated by the boost requirement of the category to suppress background. Overall, this
categorisation results in 32 signal regions: two signal regions targeting tt𝐻 production, six signal
regions targeting VBF𝐻 production, six signal regions targeting 𝑉𝐻 production and 18 signal regions
targeting 𝑔𝑔𝐻 production.
The final categories in combination with with the categorisation cuts are shown in Figure 5.3. It

also highlights which reconstructed event category or region corresponds to which STXS bin. No
dedicated analysis region for the high 𝑚 𝑗 𝑗 𝑔𝑔𝐻 STXS bin is defined as its main purpose is to control
the 𝑔𝑔𝐻 contamination in the VBF𝐻 bins. The expected signal yields per category and the purity of
the targeted STXS signal processes per category are shown in Figure 5.4. Especially for the VBF𝐻
and 𝑉 (had)𝐻 categories, the effect of the taggers is clearly noticeable in the high purity regions.

Figure 5.3: Matching of truth level STXS bins to reconstructed analysis regions. Taken from Reference [8] and
modified to only show the relevant information.
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Figure 5.4: Overall yield (a) and relative contribution (b) of the Higgs signal in the STXS bins to the reconstructed
signal regions. The spades symbol ♠ specifies that the 𝑚 𝑗 𝑗 cut in the STXS classification is only applied to
events with more than one jet. Taken from Reference [8].
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5.3 Background Processes

Depending on the di-𝜏 decay channel and the phase space region, different backgrounds are important
for the measurement. The relative event composition in all signal regions is shown in Figure 5.5.
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(b) 𝜏lep𝜏had regions.
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Figure 5.5: Event composition in all signal regions. A mass cut of 100GeV < 𝑚MMC𝜏𝜏 < 150GeV is applied.
Taken from Reference [8].

The most abundant und thus overall most important background is 𝑍 → 𝜏𝜏, or, more precisely,
𝑍 (→ 𝜏𝜏) + jets, events. Kinematically, 𝑍 → 𝜏𝜏 events are very similar to 𝐻 → 𝜏𝜏 events since both
involve two real 𝜏-leptons. Signatures like the two characteristic jets in VBF𝐻 production, but also
other signal-like signatures, can likewise occur for 𝑍 → 𝜏𝜏 processes. In the signal regions these
events are estimated using simulated samples, see Table 3.1, that are validated and cross normalised to
control regions. The concepts behind these specific control regions will be discussed in Section 5.3.2.
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The next background in order of abundance are misidentified 𝜏-leptons, or Fakes, which include
misidentified 𝜏lep and 𝜏had. Different processes with at least one jet that is misidentified as an electron,
muon or 𝜏had, dependng on the 𝜏-lepton final state, are collected in this category. All di-𝜏 channels
implement data driven techniques to estimate this type of background. More details will be given in
Section 5.3.1.
The contribution of other backgrounds strongly depends on the di-𝜏 channel and the phase space

of the signal region. Taking the Top background as an example, it shows major contributions to the
𝜏𝑒𝜏` channel and the signal regions targeting tt𝐻 production. The b-jet veto applied to all regions,
except for the ttH signal regions, are efficient in suppressing the Top background, especially in the
channels involving hadronic 𝜏-leptons. Control regions are defined for the 𝜏𝑒𝜏` and 𝜏lep𝜏had channel
requiring at least one b-jet. These regions are included in the fit to control the normalisation of the
Top background.
Other smaller backgrounds are di-boson processes, tt + 𝑉 and 𝐻 → 𝑊𝑊∗ which are grouped

together in “Other backgrounds”. All of them are estimated using MC and fixed to their SM prediction.
Similarly, the 𝑍 → ℓℓ process is estimated from MC and fixed to its SM prediction. While the
normalisation of these processes is in principal fixed, it can still be varied via systematic uncertainties.
Mismeasurements of 𝐸missT are required in 𝑍 (→ ℓℓ) + jets events to pass the event selection due to the
lack of neutrinos. Its contribution to the 𝜏lep𝜏had channel is sizeable due to the misidentification of an
electron as a hadronic 𝜏-lepton in 𝑍 (→ 𝑒𝑒) + jets events.

5.3.1 Misidentified 𝝉-leptons

Misidentified 𝜏-leptons are estimated via two different data driven techniques depending on the di-𝜏
decay channel. In case of the 𝜏𝑒𝜏` channel the matrix method [140] is applied. It estimates the number
of misidentified leptons passing the signal region selection from the total number of loose leptons,
tight leptons and efficiencies of real and misidentified (fake) leptons: [140]

𝑁 tf =
𝜖f

𝜖r − 𝜖f
(𝜖r𝑁 l − 𝑁 t) .

The selection for tight leptons is the one defined in Table 5.2 and the loose selection removes the
lepton isolation criteria and for electrons it additionally loosens the identification working point [8].
For two leptons this equations becomes a matrix and the total number of misidentified 𝜏-leptons is
given by the sum of events with two misidentified leptons and events where either lepton is faked.
Dedicated control regions are used to calculate the efficiencies for electrons and muons separately.
Furthermore, the efficiencies are parameterised as a function of the lepton 𝑝T and [ [8]. Monte Carlo
simulation is used to calculate the real efficiencies and data with subtracted simulated contributions
from real leptons are used for the fake efficiencies.
The other two di-𝜏 decay channels utilise the fake factors [141] approach. For the 𝜏lep𝜏had and

𝜏had𝜏had channels the major contribution to the misidentified 𝜏-lepton background stems from jets that
are misidentified as hadronic 𝜏-lepton decays. Similarly to the matrix method, data events enriched
in misidentified 𝜏-leptons are selected by inverting the hadronic 𝜏-lepton identification criteria, and
weighted to construct the misidentified 𝜏-lepton templates in the signal regions. The distinct feature of
this method is the acknowledgement of possible differences in these templates depending on whether
they originate from gluons or quarks being misidentified as 𝜏-leptons. Thus, the weights, or fake
factors, are extracted from two sets of control regions, one enriched in gluon initiated jets that is a
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multijet (QCD) region, and one enriched in quark initiated jets that is a𝑊 + jets region. A weighting
is applied to the fake factors to account for the different quark and gluon composition in the signal
regions.
In the fully hadronic di-𝜏 decay channel the method is modified to account for the fact that up

to two jets can be mistaken as 𝜏-leptons. The fake factors are calculated in a 𝑊 + jets control
region, similar to the one in the 𝜏lep𝜏had channel. This control region is split further into a region
where the 𝜏had-vis identification is inverted and another one with inverted identification and a lower
identification boundary. The combination of these fake factors yields the final misidentified 𝜏-lepton
estimate accounting for events where both 𝜏had are faked by jets and events where either 𝜏had is faked.
Alternative fake factors, extracted from regions with different quark-gluon fractions, are used to
estimate a composition uncertainty.
Dedicated control regions are used to validate the modelling of the individual methods, see

Figure 5.6. The observed modelling of the data in these control regions is reasonably well, considering
the statistical limitations of the overall yields.
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Figure 5.6: Misidentified 𝜏-lepton enriched regions for all di-𝜏 channels showing the modelling of the respective
data driven misidentified 𝜏-lepton estimation technique. Taken from Reference [8].

5.3.2 Validating 𝒁 → 𝝉𝝉 through 𝒁 → ℓℓ Events

Being the background with the highest contribution to the signal regions, a very good understanding
of the 𝑍 (→ 𝜏𝜏) + jets process is necessary for a precise 𝐻 → 𝜏𝜏 measurement. The 𝑍 → 𝜏𝜏
background in the SRs is modelled using Monte Carlo samples. It can be validated, however, with
a simplified embedding [8]. This method should not be confused with the embedding procedures
implemented in References [142–144]. The original embedding replaces detector signatures of
leptons in 𝑍 → ℓℓ events selected in data with simulated 𝜏had signatures and re-runs all reconstruction
algorithms. In the simplified embedding approach 𝑍 → ℓℓ events are selected and the lepton 𝑝T
is rescaled to match the spectrum of 𝜏-leptons decays with a subsequent recalculation of all event
quantities. Weights accounting for the kinematic differences between the prompt leptons and 𝜏-leptons
as well as normalisation differences due to e.g. triggers are derived from simulation. These weights
are parameterised in terms of the 𝑝T and [ of the 𝜏-lepton before its decay [8]. Since the leptons
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originating from leptonic 𝜏-lepton decays are non-prompt, weights have to be calculated for them
as well. The reweighted 𝑝T distribution is shown in Figure 5.7 exemplatory for hadronic 𝜏-leptons.
It also shows the recalculated 𝐸missT distribution after the reweighting. For both observables a good
agreement between 𝑍 → 𝜏𝜏 and reweighted 𝑍 → ℓℓ events is observed.
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Figure 5.7: Original lepton 𝑝T (a) and 𝐸
miss
T (b) spectrum in 𝑍 → ℓℓ events as well as after reweighting to

match the spectra of 𝑍 → 𝜏𝜏 events. The ratio after reweighting with respect to 𝑍 → 𝜏𝜏 is shown. Taken from
Reference [8].

This method allows to mimic 𝑍 → 𝜏𝜏 kinematics using 𝑍 → ℓℓ events. Thus, high statistics
𝑍 → ℓℓ control regions are defined that are used to validate the modelling of the 𝑍 → 𝜏𝜏 background
and additionally control the 𝑍 → 𝜏𝜏 normalisation in the fit as control regions with one bin, see
Section 6.2. In the control regions, the method is applied to data and all contributing simulated
processes which, apart from 𝑍 → ℓℓ, are mainly smaller contributions from Top and di-boson
processes. The modelling of some key variables after the simplified embedding procedure is shown in
Figure 5.8. The shown variables are either used to classify events in the event selection or as input to
at least one of the taggers, see Table C.1. Since the 𝜏lep𝜏had channel includes one leptonically and one
hadronically decaying 𝜏-lepton and, thus, both embedding weight parameterisations are important for
the corresponding embedded regions, the examples have been chosen to show these regions. While the
overall modelling is satisfactory, the slope observed for 𝑚 𝑗 𝑗 is consistent with results from dedicated
𝑍 + jets measurements, see References [145, 146].
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Figure 5.8: Modelling of key event variables with the simplified embedding technique. Taken from Reference [8].
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5.4 Systematic Uncertainties

Apart from statistical uncertainties on the collected data, systematic uncertainties play a major role
in every measurement. They represent the level to which different aspects of the predictions and
reconstruction methods are known. Most of the uncertainties vary the normalisation of a process
through variations of the considered quantity, e.g. the 𝜏had-vis energy corrections, but also the shape is
subject to variations. These shape variations on the observable 𝑚MMC𝜏𝜏 can arise from the normalisation
variations being binned in e.g. 𝑝T,𝜏 . Usually, these two effects are treated as fully correlated. The
magnitude of the normalisation variations for the most important experimental uncertainties is shown
in Table 5.4 for the individual di-𝜏 decay channels. Other uncertainties include identification, trigger
and energy scale variations of electrons and muons. Short descriptions of how these uncertainties
are determined can be found in Section 3.3 and its cited references. In the final fit model some
uncertainties are split into multiple components with respect to the table. The luminosity uncertainty
only applies to processes that are normalised by theory, i.e. to their cross-sections, and not to processes
whose normalisation is determined in the fit as described in Section 6.2.

Source of uncertainty Relative size
𝜏𝑒𝜏` 𝜏lep𝜏had 𝜏had𝜏had

Luminosity 1.7%
𝐸missT scale 10 − 20% [80]
𝐸missT resolution 5 − 20% [80]
Jets

Jet energy scale 1 − 5%
Jet energy resolution 0.5 − 1.5%

b-tagging 1 − 8% [73]
𝜏had-vis

identification 2 − 6% per 𝜏had
trigger 1 − 1.5%

electron rejection 1 − 2%
reconstruction efficiency 1.5% per 𝜏had

energy scale 1 − 4%
Fake transfer factors

Stat. unc. 10% 15% 15%
Flavour composition 10% 15%

Jet and b-tag dependencies 35%
Used process dependencies 15% 5%

Prompt lepton/𝜏had contamination 15% 10%

Table 5.4: Overview of the most important experimental uncertainties for all di-𝜏 decay channels. The process
dependency uncertainty for misidentified 𝜏-leptons in the 𝜏had𝜏had channel arise from a comparison to an
alternative set of fake factors extracted from same sign control regions. Numbers are taken from Reference [8]
if not stated otherwise.

83



Chapter 5 Design of the 𝐻 → 𝜏𝜏 Cross-Section Measurement

Theoretical uncertainties on the predictions are considered for both background processes and
signal processes, with the details summarised in Reference [8]. These uncertainties are mostly relevant
for tt and 𝑍 + jets as the other processes estimated from MC only show minor contributions. Aspects
of the simulations that are related to the description of QCD and Monte Carlo generators, discussed in
Sections 2.1.3 and 3.4 respectively, are covered. Generally, this also includes the statistical power of
the simulated samples, i.e. the amount of simulated raw events.
For tt the uncertainties target the matrix element and parton shower generators. Other aspects

covered include the proton PDFs as well as the initial state and final state radiation models [8].
A larger impact on the sensitivity is expected from the variations of the 𝑍 + jets process due to its

larger contribution. The following uncertainties are included for this process with variations strongly
depending on the di-𝜏 final state and the phase space. It should be noted that the numbers are estimated
from the inputs that are used in the fit. They cover variations of the renormalisation and factorisation
scales (roughly 1 − 19%), variations of the resummation scale (roughly 5 − 15%), variations of
𝛼𝑠 (roughly 0.1 − 1.2%), variations of the jet-to-parton matching scheme (roughly 1.2 − 6%) and
variations of the proton PDFs (roughly 0.2 − 3.5%).
Uncertainties on the signal predictions follow a similar scheme of variations of the renormalisation

and factorisation scales, proton PDFs and 𝛼𝑠. The resulting cross-section variations are summarised in
Reference [45]. Additionally, variations arising from the STXS classification, e.g. migrations between
STXS bins, are considered. Details on these uncertainties are given in References [8, 45, 147–149].
Finally, the experimental uncertainties are propagated through the simplified embedding technique

to assess residual variations between data and simulation in the corresponding control regions. Studies
regarding residuals that arise from weight variations are documented in Appendix C.2, showing that
no sizeable variations except for one uncertainty source remain. This also emphasises the closure of
the method. All other uncertainties that modify whole events like jet variations are propagated through
the simplified embedding procedure to the fit. Additionally, the theory uncertainties on 𝑍 + jets are
also considered in these control regions. Uncertainties of 1% are assigned to the embedded 𝑍 → ℓℓ
process in the control regions to account for migration effects originating from mismodelling between
𝑍 → ℓℓ and 𝑍 → 𝜏𝜏 [8].
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CHAPTER 6

Statistical Analysis

The 𝐻 → 𝜏𝜏 couplings measurement presented in this thesis is able to target multiple STXS bins
by utilising the full Run II dataset recorded by ATLAS. However, measuring multiple STXS bins
entails the categorisation of the events into multiple signal regions as described in Chapter 5. This, in
turn, quickly leads to very complex setups to extract the desired information from the data. Typically,
these types of measurements are conducted as blind analyses, i.e. the setup should be validated and
understood before actual data is being studied, thus avoiding possible (unintended) biases towards
certain results.
This chapter will first introduce the basic concepts of the type of fit used to match the theoretical

predictions encoded in the simulations to the recorded data. In the process the sought after quantities,
i.e. the cross-sections of the targeted STXS bins, are determined. Next, the specific fit model used for
the 𝐻 → 𝜏𝜏 couplings measurement is introduced. Finally, a few concepts used to validate the fit
model and their observations will be discussed.

6.1 Profile Likelihood Fits

The concepts of data analysis in high energy physics are highlighted in a multitude of literature. Some
of them are References [150–153] on which this introduction is based on. Generally, the idea is to
minimise a measure1 that quantifies the agreement of simulated events to measured data. This process
of minimisation is usually referred to as fitting.
A fit in its simplest form would only be able to vary the normalisation of the signal, thus extracting

this information from the data. This example demonstrates that the result of a fit, or, to be more
precise, the deduced information, always depends on the presumed fit model. It presumes a perfectly
correct prediction of all backgrounds resulting in no degree of freedom in the fit being able to
vary the background normalisation nor the shape. If the background prediction would be off by a
hypothetical 10%, this difference would be absorbed into the signal normalisation, being the only
degree of freedom in the minimisation. This not only shows the importance of the chosen model but
also of well-motivated estimates for uncertainties related to different aspects of the measurement. The
uncertainties of this measurement introduced in Section 5.4 cover theory predictions, reconstruction

1 Or maximise a measure depending on its definition. The minimisation will be representative for both cases in the
following.
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and other object calibration/identification techniques as well as methodological uncertainties such as
uncertainties related to the estimation of misidentified 𝜏-leptons.

6.1.1 Likelihood

The measure maximised in the 𝐻 → 𝜏𝜏 measurement is the likelihood. It assigns probability values
to an observed event 𝑥 based on a model encoded in a probability distribution function (p.d.f.) 𝑓 :

ℒ (𝑥) = 𝑓 (𝑥) ,

where the event is considered a random variable. In a more general approach the p.d.f. usually
incorporates systematic uncertainties as parameters ®\, also referred to as nuisance parameters (NPs).
Thus, the likelihood becomes dependent on the actual parameter values ®\. Typically, multiple events 𝑁
are included in a measurement such that the total likelihood is defined as the product of the individual
likelihoods, ultimately leading to the extended likelihood: [153]

ℒ

(
𝑥; ®\

)
=
𝑒−` (

®\)`( ®\)𝑁
𝑁!

𝑁∏
𝑖

𝑓 (𝑥𝑖; ®\) .

The term in front of the product over the individual events represents a Poisson distribution with mean
`. By including this Poisson distribution in the likelihood the absolute normalisation of the events is
taken into account. The fitting procedure of the maximum likelihood estimator tries to find the set of
parameter values ®\ that maximises the likelihood value. Often not the likelihood itself but rather the
negative of its logarithm is used for this: [153]

− logℒ
(
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)
= − log ( 𝑒

−` ( ®\)`( ®\)𝑁
𝑁!

)
𝑁∑︁
𝑖

log 𝑓 (𝑥𝑖; ®\) . (6.1)

The logarithm transforms the product in the likelihood into a sum which is easier to compute
numerically. For similar reasons the negative of the likelihood is used, turning the maximisation of
the parameter estimation into a minimisation.
In this measurement, events are grouped into bins of histograms instead of using individual events

as described in Equation 6.1. Although in principle it would be possible to conduct the measurement
on the individual events, this would entail a number of disadvantages. Those range from technical
arguments, such as no direct way of visualising the result or estimating the goodness of the fit, to
more analysis specific reasons. With the full Run II dataset available for the measurement it becomes
more accurate2 but at the same time a per-event evaluation of the likelihood becomes increasingly
computing intense. Additionally, the underlying model has to be encoded in a smooth p.d.f. for a
per-event evaluation. This smooth p.d.f. does not only have to be known, analytically or estimated from
Monte Carlo, for the “nominal” prediction but also for every systematic variation in the measurement.
Both of these arguments make a per-event evaluation for the 𝐻 → 𝜏𝜏 measurement unfeasible which

2 At the least the statistical uncertainty is reduced.
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is why the data and, thus, the likelihood are binned:

− logℒ
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= −

𝑁∑︁
𝑖

log
𝑒−` (

®\)`( ®\)𝑛𝑖
𝑛𝑖!

. (6.2)

The binned likelihood replaces the p.d.f. function by a Poisson model of the events and sums over
all bins of the histogram 𝑛𝑖. Thus, this representation does not depend on a specific p.d.f. choice
any more while also addressing other disadvantages of the per-event evaluation previously discussed.
However, the binning choice becomes integral for the sensitivity of the measurement. For a single
bin the likelihood is reduced to a counting experiment and, thus, all information in the shapes of the
distributions that could possibly distinguish backgrounds and signal are lost. Hence, ideally a binning
is chosen that retains features in the distributions, i.e. the bin size should be smaller than the feature
size, if the statistical power permits.

6.1.2 Profile Likelihood Ratio

While the estimate of the best fit point, i.e. the point in the parameter space that maximises the
likelihood, is based on Equation 6.2 the uncertainty definition of the parameters usually goes a step
further. The statistics used to define these uncertainties is the likelihood ratio: [150]

_(`) =
ℒ

(
`,
ˆ̂®\
)

ℒ

(
ˆ̀, ®̂\

) , (6.3)

with the parameter of interest in the fit being denoted as ` while the nuisance parameters are ®\.
The result of the unconditional maximum likelihood estimation (MLE), i.e. the fit, is given in the
denominator where ˆ̀ and ®̂\ are the results of the MLE. The enumerator represents a conditional
MLE where ` is fixed and

ˆ̂®\ are the parameter values maxisimising the likelihood under this fixed
condition. Specific test statistics can be defined based on the statistics _(`) that are typically used in
measurements searching for new physics signals and if no signal is found to set exclusion limits on e.g.
the coupling of the new physics process. Details on these test statistics are given in Reference [150].
Since the signal in this measurement is already well-established there is no need to set exclusion limits.
However, the properties of the statistics _(`) play an important role in the definition and estimation of
the parameter uncertainties.
Based on the asymptotic properties of the statistics _(`) two separate approaches of parameter

uncertainties are possible. The first approach defines the uncertainty utilising the covariance matrix
of all parameters which can be estimated via the second derivative of the likelihood at the best fit
point [150]. This, however, assumes a parabolic shape of the likelihood in the parameter space close
to its best fit point and by construction yields symmetric uncertainties. Another approach defines the
parameter uncertainties via a variation of the negative likelihood by 0.5 around its minimum, see
Reference [152] for more details. Although this method is computationally more expensive, it is less
dependent on the exact shape of the likelihood and also able to capture asymmetric uncertainties.
Thus, the second method, also often referred to as likelihood scan, is used to estimate the uncertainties
on the parameters of interest in this measurement.
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6.1.3 Nuisance Parameters

So far, systematic uncertainties, or nuisance parameters (NPs), have only been included in a general
way in Equation 6.2. Typically, auxiliary measurements are conducted to provide estimates of these
uncertainties which are propagated to the fit as priors. This prior in principle can take any functional
form but is most often a Gaussian distribution where the width is defined by the auxiliary measurement
and the mean is zero for the “nominal” prediction. When validating and studying fit models, a unified
representation of possibly different sized NPs is used. In this representation, the “pull” is defined
as the difference between the pre-fit and post-fit means of the NP in terms of its pre-fit width.3 The
“constraint” represents the ratio of the pre-fit and post-fit width of the NP.
A special case ofNPs are so-called gammas. These parameters account for the statistical uncertainties

on simulated samples4. Due to the statistical nature of the simulation process, the uncertainty on the
number of simulated events is typically modelled with a Poisson distribution. Their name, gammas,
originates from the posterior distribution resembling a gamma function due to the choice of a flat
prior, see Reference [151].
The parameters of interest (POIs) in a measurement can effectively be interpreted as NPs without a

prior. With respect to their definition in the likelihood function they do not stand out in any way in
comparison to other prior-less NPs such as normalisation factors (NFs).
The actual implementation of the model usesHistFactory [154] which is based on RooStats [155].

This implementation does not allow to define correlations between individual NPs a priori but rather
determines all correlations during the fit. More details on the individual terms in the likelihood are
given in Reference [154].

6.2 Fit Model

As the 𝐻 → 𝜏𝜏 measurement discussed in this thesis is based on the binned likelihood introduced
in Equation 6.2, the fit model is not represented by a specific p.d.f. choice but rather by the binned
distributions in the regions included in the fit. The regions are motivated by the selection discussed in
Section 5.2 with 𝑚MMC𝜏𝜏 , introduced in detail in Section 4, being the binned observable in those regions.
While the systematic uncertainties have been discussed in Section 5.4, their final implementation
in the fit model is often only decided when validating the fit as discussed in the following sections.
Finally, it is possible to give the fit degrees of freedom that vary the normalisation of processes
without constraint terms as it would be the case for NPs. These degrees of freedom are referred to as
normalisation factors (NFs) and are intended to provide the ability to measure a process’ normalisation
in data. This can become important in corners of phase space where the theory prediction is known to
deviate from observations to some extent which may be difficult to capture in the corresponding NPs.
Examples of this effect are the deviations observed in the 𝑍 + jets process for 𝑝ℓℓT , see Reference [156],
and 𝑚 𝑗 𝑗 , see Reference [157].
The complete fit model regarding the regions and NF setup is summarised in Figure 6.1 where the

signal regions correspond to the event categories that have been shown in Figure 5.3. According to the
selection discussed earlier, the tt𝐻 regions are solely implemented in the 𝜏had𝜏had channel while the
Top control regions are only implemented in the 𝜏𝑒𝜏` and 𝜏lep𝜏had channels. Generally, the idea of the

3 The wording mean and width are chosen to illustrate the meaning of the values for a Gaussian prior.
4 The raw number of simulated events is decisive for this uncertainty, not the normalised prediction.
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Figure 6.1: Sketch of the fit model depicting the regions in the fit and how they are cross normalised. If not
stated otherwise, the region is implemented for the 𝜏𝑒𝜏`, the 𝜏lep𝜏had and the 𝜏had𝜏had channel. Taken from
Reference [8].

model is to measure the normalisation of the dominating backgrounds in dedicated control regions
and, thus, in data.
For the Top background this is achieved in topology-inclusive control regions5. Since the Top

background is negligible in the 𝜏had𝜏had channel, except for the tt𝐻 regions, no dedicated Top control
region is defined. Due to its unique signature and, thus, selection, no dedicated control regions for
the tt𝐻 regions are defined but rather the lower purity region ttH_0 with its larger statistics acts as a
combination of control region and signal region. With two NFs, one for the 𝜏𝑒𝜏` channel and one for
the 𝜏lep𝜏had channel, per inclusive VBF𝐻 and 𝑉𝐻 signal region and one for the tt𝐻 signal region this
setup results in a total of seven NFs for the Top backgrounds.
Thanks to the 𝑍 + jets control regions utilising the simplified embedding which yields high statistics

regions close to the signal phase space, it is possible to pair each signal region with a corresponding
𝑍 + jets control region. This allows to measure the normalisation of the dominant 𝑍 → 𝜏𝜏 background
per phase space region in data. For the tt𝐻 regions the 𝑍 → 𝜏𝜏 background is again cross normalised
between the high purity and low purity region. Overall, this setup leads to 31 NFs for the 𝑍 → 𝜏𝜏

5 This means that the control region is inclusive in e.g. the VBF𝐻 phase space and is not split into the final signal categories.
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backgrounds, one for each non-tt𝐻 signal region, see Section 5.2, resulting in a total of 30 NFs and
one additional shared NF for both tt𝐻 signal regions.
Three separate measurements are conducted, differing in their definition of the parameters of

interest. For all POI setups the signal templates correspond to the finest granularity STXS templates,
i.e. the non-merged bins shown in Figure 5.2. The merging of STXS bins described in Section 5.1
corresponds to the simultaneous measurement of nine POIs. These POIs correlate the STXS templates
accordingly and, thus, merge the STXS bins in the measurement. All other bins that are not explicitly
part of the measured POIs are fixed to their Standard Model predictions. Another measurement targets
the four major inclusive 𝐻 → 𝜏𝜏 production modes discussed in Section 2.2.3 by further correlating
the STXS templates. The final measurement measures the inclusive 𝐻 → 𝜏𝜏 production cross-section
by correlating all STXS templates. It has to be noted that in the more inclusive measurements only the
relative sizes of the STXS templates are fixed to the Standard Model prediction. With the current
quoted mass of the Higgs boson being 𝑚𝐻 = 125.10± 0.14GeV [25] the presented measurement does
not provide sensitivity to the mass parameter, given the resolution of the di-𝜏 mass reconstruction,
and is thus fixed. The only sensitivity would originate in variations of the predicted production rates
and branching ratios which do not vary significantly enough in the quoted uncertainty range to be
measureable in this analysis.

6.2.1 Smoothing, Pruning & Symmetrisation

Due to the fit model relying on MC predictions instead of p.d.f.s and those predictions being subject
to statistical fluctuations it is important to be aware of this limitation and implement proper treatments.
This is achieved by applying dedicated algorithms in multiple individual steps whose details are
documented in Reference [158] on which this description is based on. It is important to note that
those algorithms should never affect the “nominal” MC predictions but rather solely the systematic
variations.
First, a smoothing is applied. Its purpose is to identify fluctuations within the systematic variations

that are most likely caused by limited statistics instead of real physical effects. Once those fluctuations
are identified, they are alleviated by e.g. weighting according to the systematic variations in the
neighbouring bins. Small systematic uncertainties with a total variation of less than 1% are neglected
in the fit as they may still be caused by statistical fluctuations and do not represent important degrees
of freedom. This threshold applies to normalisation variations, with respect to the total yield, and to
shape variations, where it is sufficient if the relative variation in a single bin exceeds the threshold.
Finally, some systematic variations are only defined in one direction, e.g. variations arising from the
comparison of two Monte Carlo generators. However, within the HistFactory framework, systematic
uncertainties have to be provided in the form of two histograms at ±1𝜎. Thus, these systematic
variations are symmetrised when passed to HistFactory to build the final likelihood. The impact of
these steps on the final result was verified to be small.

6.2.2 Binning

With the fit model being based on the MC predictions, the binning choice of the histograms used
in the fit is essential for a stable and precise measurement. If the bin size chosen is larger than the
size of physical features, like the structure of the 𝑍 → 𝜏𝜏 peak, vital information that could help
increasing the sensitivity to the POIs would be lost. On the other hand, if the bin size is too small,
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and, thus, dominated by statistical fluctuations of the MC predictions, the measurement’s result would
become unstable. Another aspect to consider are variable bin sizes of histograms. Solutions to
find estimates of equidistant bin sizes have been given with e.g. Sturge’s rule, see Reference [159].
However, it may be beneficial to consider a coarse binning in observable ranges with little physical
feature information and a finer binning in ranges with more feature information, e.g. the 𝑍 → 𝜏𝜏 peak.
Even though HistFactory only supports equidistantly binned histograms, this technical limitation can
be circumvented by a transformation from variable bin sizes to an equidistant binning beforehand.6

This motivated the implementation of an algorithm designed for this measurement which auto-
matically calculates the binning of all 32 signal regions based on only a few parameters. Its main
idea is to merge bins until a certain relative uncertainty per bin is reached and include the systematic
variations in this calculation. Since the algorithm is based on histograms, a finely binned input with
equidistant 5GeV bins in 𝑚MMC𝜏𝜏 is used as a starting point. The merging of bins starts on the high
edge of the histograms with large 𝑚MMC𝜏𝜏 values and moves to the low edge of the histograms with
small 𝑚MMC𝜏𝜏 values. By default bins are merged unless the relative uncertainty of a bin is smaller than
a predefined threshold 𝛼unc. This threshold is modified based on the previously discussed goals of an
appropriate binning. Thus, if the ratio of signal to backgrounds in terms of bin yields becomes larger
than a certain additional threshold 𝛼S/B, the original threshold 𝛼unc is multiplied by a factor 𝑓mult.
This ensures that physical features of the signal are retained by the binning procedure. Lastly, if the
statistical uncertainty of a bin becomes smaller than a threshold 𝛼stat, the threshold 𝛼unc is multiplied
by the same factor 𝑓mult. Motivated by the goal to resolve the 𝑍 → 𝜏𝜏 peak structure, this condition
ensures preservation of the features in bins with high statistics. The procedure is summarised as
pseudocode in Algorithm 1.

Algorithm 1 : Pseudocode describing the binning algorithm implemented for the 𝐻 → 𝜏𝜏
measurement.
Data : Histograms of all simulations and systematic variations
Result : Binning for 𝑚MMC𝜏𝜏

calculate combined systematic variation;
set 𝛼unc, 𝛼S/B, 𝛼stat and 𝑓mult;
while bin; starting from upper histogram edge do

if S/B > 𝛼S/B or stat. unc. < 𝛼stat then
𝛼unc *= 𝑓mult;

if rel. tot. unc. < 𝛼unc then
continue;

else
merge;

Variations of this algorithm were studied yielding either the same final binning or the loss of all
shape information of the 𝑍 → 𝜏𝜏 peak in certain phase space regions. One of these variations replaced
the ratio of signal to backgrounds by the significance estimate 𝑆√

𝑆+𝐵 . Due to the high overall statistics
in most regions this did not result in a different binning output. Another variation specificly targeted
the misidentified 𝜏-lepton background and demanded all final bins to contain statistically significant
6 The actual bin width is irrelevant in the likelihood.
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yields of that background, i.e. yieldFake√
yieldFake

≥ 1, to reduce the impact of statistical fluctuations on the
data driven templates. This condition resulted in an artificial split of bins with statistically significant
misidentified 𝜏-lepton contributions next to bins with zero yield. Thus, an additional veto ensuring that
all bins in all signal regions contain a non-zero yield of that background was implemented. However,
since especially the high 𝑝T(H) signal regions contain very few misidentified 𝜏-lepton events, these
conditions resulted in the loss of practically all shape information. Similar observations were made
when requiring a fraction of 5% of misidentified 𝜏-lepton events in all bins. The impact of bins
with zero yields of specific backgrounds was studied in detail, see Appendix D.1.1, and found to be
negligible.
With only four parameters, in contrast to arbitrary binning choices in all 32 signal regions, it is

possible to scan this four dimensional space for the best parameter combination. The performances of
individual parameter combinations are evaluated with Asimov data fits7 with the goal of increasing the
sensitivity to the measurement’s POIs. Acknowledging the fact that different Higgs production modes
will be measured, the optimisation is based on the setup with four POIs, one for each production mode.
The most detailed POI setup measuring the nine STXS bins is not used to simplify the analysis of
the results. Since the parameter scan is computationally expensive, the study was conducted with
a preliminary fit model and could not be repeated with the final fit model. Main differences of the
preliminary model comprise an incomplete nuisance parameter model, with the most most sizeable
NPs being included, and a preliminary version of the misidentified 𝜏-lepton estimation. The final
parameter set is deduced from the occurance of individual parameter values yielding the highest
sensitivities. To calculate the occurance of these values, the combinations resulting in sensitivities
within 1% of all POIs’ individual best combinations are considered. In principle, different parameter
combinations can yield the best sensitivity with respect to each POI. It was verified that the parameter
combination obtained by this method at most degrades the sensitivity by 8 permille compared to the
best sensitivity per POI. These variations are considered to be of statistical nature in the likelihood
minimisation. The parameter combination as well as the impact on the measurement’s sensitivity
are summarised in Table 6.1. A reference binning inspired by the 𝐻 → 𝜏𝜏 measurement conducted
in Reference [7] is used to quantity the sensitivity improvements. The 𝑚MMC𝜏𝜏 distribution of one
exemplary signal region is shown in Figure 6.2 for the reference binning and the final binning. As
intended by the binning algorithm’s design, the 𝑍 → 𝜏𝜏 peak and the mass region close to the Higgs
signal peak are finely binned as long as the relative uncertainty permits.
Additionally, the robustness of the algorithm was studied via the dependence of the measurement’s

sensitivity as a function of the individual parameters. This dependence is shown for 𝛼unc and the
two POIs targeting the 𝑔𝑔𝐻 and VBF𝐻 production modes in Figure 6.3. It shows the uncertainty on
the given POI as a function of 𝛼unc for the nine best parameter combinations in terms of sensitivity.
Generally, the shown parameter combinations tend to evolve towards a common minimum. Other
POIs and algorithm parameters are shown in Appendix D.1.2 and confirm this observation with some
variations due to statistical fluctuations in the likelihood minimisation.
Finally, bins with large gamma posteriors were merged until the posterior was of the order of 20%

in Asimov fits. This precautionary measure was implemented as the interpretation of a bin’s yield
gets more difficult with larger gammas. In extreme scenarios, very large gammas would be able to
absorb localised systematic variations. The effect of this measure was verified to be small. All 𝑚MMC𝜏𝜏

distributions in all signal regions with their final binning are shown in Appendix E.1.
7 Asimov data are pseudodata exactly matching the MC predictions.
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(a) Reference binning.
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(b) Final binning.

Figure 6.2: Distribution of 𝑚MMC𝜏𝜏 in the low 𝑝T(H) signal region targeting 𝑔𝑔𝐻 production with no additional
jets. The reference binning inspired by the 𝐻 → 𝜏𝜏 measurement conducted in Reference [7] as well as the final
binning used in this measurement are shown. Bins fulfilling the criteria described in Section 6.3.1 are blinded.

0.04 0.06 0.08 0.1 0.12 0.14 0.16 0.18 0.2
uncα 

0.32

0.34

0.36

0.38

0.4

0.42

0.44

 U
nc

er
ta

in
ty

r_ggH

: 0.03S/Bα: 0.05, statα: 7, multf
: 0.04S/Bα: 0.07, statα: 5, multf
: 0.03S/Bα: 0.05, statα: 6, multf
: 0.04S/Bα: 0.07, statα: 7, multf
: 0.03S/Bα: 0.05, statα: 5, multf
: 0.03S/Bα: 0.05, statα: 3, multf
: 0.03S/Bα: 0.05, statα: 9, multf
: 0.05S/Bα: 0.07, statα: 6, multf
: 0.05S/Bα: 0.07, statα: 9, multf

(a) POI targeting the 𝑔𝑔𝐻 production inclusively.
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(b) POI targeting the VBF𝐻 production inclusively.

Figure 6.3: Uncertainty on two POIs of the measurement as a function of the binning algorithm’s 𝛼unc. Smaller
uncertainties correspond to a higher sensitivity of the measurement. The nine best parameter combinations for
the respective POI are shown.
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Parameter of interest Sensitivity improvement
Overall Statistical uncertainty Systematic uncertainty

𝐻 → 𝜏𝜏 production 3% 1% 4%

𝑔𝑔𝐻 production 6% 2% 7%
VBF𝐻 production 2% 1% 6%
𝑉𝐻 production 9% 6% 18%
tt𝐻 production 7% 6% 18%

STXS bins
tt𝐻 7% 6% 17%

EW qqH
𝑚 𝑗 𝑗 > 350GeV 2% 1% 2%

60GeV < 𝑚 𝑗 𝑗 < 120GeV 10% 6% 22%

ggF
𝑝T(H) > 300GeV 2% 2% 2%

200GeV < 𝑝T(H) < 300GeV 6% 2% 17%

ggF ≥ 1 jet
60GeV < 𝑝T(H) < 120GeV 1% −2% 3%

ggF =1 jet
120GeV < 𝑝T(H) < 200GeV 11% 3% 21%

ggF ≥ 2 jet 𝑚 𝑗 𝑗 < 350GeV
120GeV < 𝑝T(H) < 200GeV 4% 1% 7%

ggF ≥ 2 jet 𝑚 𝑗 𝑗 > 350GeV
𝑝T(H) < 200GeV 6% 2% 10%

Table 6.1: Sensitivity/Uncertainty improvements using the binning resulting from the binning algorithm with
respect to a reference binning inspired by Reference [7] for all fit setups.
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6.3 Validation & Partially Unblinded Fits

A very important part of measurement strategies in ATLAS is that they are conducted blind. This
means that the measurement is constructed without knowledge of the recorded data until a mature
likelihood model is built. Once the likelihood model is constructed, it is validated and studied using
the already introduced Asimov datasets as well as further setups including real data. An overview of
the conducted studies in the context of this thesis, their general goal and the utilised (pseudo-)data is
given in Table 6.2. More details and the motivation for the individual setups will be discussed in the
referred sections.

Goal Data Section

Fit convergence Asimov pseudodata 6.3
Linearity Asimov pseudodata 6.3
Numerical stability Asimov pseudodata 6.3
𝑍 → 𝜏𝜏 NF model Asimov pseudodata D.2.1
Pulls & constraints Sideband data 6.3.1
of individual NPs; NP model

Pulls & constraints Data (random signal scaling) 6.3.2
of individual NPs; NP model

Importance of signal enriched bins Data (sideband and random signal scaling) 6.3.3
Predict NP behaviour Toys 7
Overall model consistency Toys 7

Table 6.2: Overview of the conducted studies in the context of this thesis on the likelihood model. Studies
targeting individual NPs are not explicitly listed. The utilised data as well as the section in which the study is
discussed are listed.

Studies based on Asimov pseudodata can already reveal a lot of information about the likelihood
model. First and foremost are questions related to the stability of the model, and, thus, the MLE, and
uncertainty estimation as well as the general viability of the model. Executing all of these steps with
respect to the Asimov pseudodata provides information whether it is possible to find a minimum for
the given likelihood model. Even if the fit is successful, there might be problems in the model which
the pulls and constraints of the individual NPs and NFs can hint at. The pulls and constraints for the
final model of this measurement are shown in Appendix D.2.2 for the fit to Asimov pseudodata. Since
the Asimov dataset by construction perfectly matches the prediction, no NP nor NF should get pulled
with respect to their nominal values in a well-behaving model, i.e. NF pulls should be at one and NP
pulls at zero. Nuisance parameter constraints larger than unity indicate issues in the fit convergence.
On the other hand, smaller constraints can help identify NPs which the measurement might be able to
constraint in a fit to real data. This effect will be discussed in more detail in Chapter 7. However, if
constraints become unphysically small, the causes have to be studied and understood. The linearity of
the fit model has been validated by scaling the signal process(es) in the Asimov dataset and confirming
that the fit yields the scaling as the result(s) of the POI(s).
The numerical stability of the model is studied by varying the initial parameter values before the

minimisation. This variation has been implemented by sampling a random number from a uniform
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distribution between ±0.2 around the NP’s nominal value. Since the minimisation is a numerical
process slight deviations, due to e.g. machine precision, are to be expected. All parameters with a
difference in their pull that is greater than 0.0001 when comparing an Asimov fit with randomised
initial values to an Asimov fit with nominal initial values are shown in Figure 6.4. No statistically
significant differences are observed, meaning that the randomised initial values do not significantly
influence the fit result.
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(a) Nuisance parameters related to 𝑍 + jets theory predictions.
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(b) All other nuisance parameters.
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Figure 6.4: Nuisance parameters, normalisation factors and parameters of interest for the Asimov fit (light red)
and the Asimov fit with randomised initial values (dark blue). Only parameters with a difference greater than
0.0001 in their pulls after the fit are shown. The units (GeV) in the naming of the POIs have been omitted.

Generally, Asimov fits can be used to compare multiple fit models without biasing the measurement’s
result. Different possible 𝑍 → 𝜏𝜏 normalisation factor models are an example for such studies and
are documented in Appendix D.2.1.
To further scrutinise the model it has to be tested on recorded data. However, these studies are

supposed to be conducted as blind as possible, therefore they are referred to as partially unblinded
fits. In the following, two approaches to incorporate recorded data without completely unblinding the
measurement are introduced.
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6.3.1 Sideband Fit

The first of the two approaches that will be discussed is the more rigorous one when it comes to
ensuring that no information about the signal is extracted.8 This is achieved by completely removing
the signal enriched bins from the fit. All other bins, including all control regions, will be fitted to the
recorded data. In order to define signal enriched bins two criteria, either of which has to be fulfilled,
are implemented that may differ for other measurements:

1. All bins between 110GeV and 150GeV of 𝑚MMC𝜏𝜏 .

2. All bins with an expected yield ratio of signals to backgrounds greater than 5%.

The first criterion is motivated by the expected 𝑚MMC𝜏𝜏 distribution for the signal shown in e.g.
Figure B.25. In very pure regions, in terms of signal contribution, this first criterion might not be
sufficient to exclude all possible signal information from the fit. Furthermore, possible phase space
dependent shifts or resolutions of the MMC could lead to the signal leaking into neighbouring bins.
These scenarios are handled by the second criterion. The importance of this second criterion becomes
clear in the 𝜏𝑒𝜏` vbf_1 signal region which consequently is completely removed from the sideband fit.
Due to the remaining bins in the fit being outside of the expected signal mass range, this setup is called
sideband fit. With this method, no dedicated precautions have to be taken when examining results.
The removed bins correspond to the blinded bins in the 𝑚MMC𝜏𝜏 distributions shown in Appendix E.1.
To ensure comparability to the other fit setups, the removal of bins only happens after the

histogram manipulations described in Section 6.2.1. The smoothing procedure especially depends on
neighbouring bins, and would thus yield different results if the bins were removed beforehand. Since
bins with zero yield are problematic in the likelihood evaluation, the neighbouring bins to the removed
bins are moved so that they will become direct neighbours.
Studies on a preliminary fit model revealed large pulls of nuisance parameters related to the 𝜏had

identification (“taus eff rnnid syst”) and efficiency (“taus eff reco total”), see Figure 6.5. Since these
NPs act on hadronically decaying 𝜏-leptons it is expected that the process mainly responsible for
these pulls is the 𝑍 + jets process as it comprises the largest source of real 𝜏had in the measurement.
Thus, the impact of the cross-normalisation scheme with the 𝑍 + jets control regions was studied by
removing those control regions from the fit. By removing the CRs, as shown in Figure 6.5(a), the pulls
of the two 𝜏had NPs could be alleviated. Correlations between the 𝜏had NPs and the 𝑍 + jets theory
NPs result in changes of the 𝑍 + jets theory NPs. This is to be expected since both NP categories vary
the normalisation of the 𝑍 + jets process. Comparisons of the 𝑍 → 𝜏𝜏 normalisation factors with and
without the control regions in Figure 6.5(b)-(d) show that the NFs in di-𝜏 decay channels involving
leptonic 𝜏-leptons are less affected than the 𝜏had𝜏had channel. This confirms an interplay between the
𝑍 + jets normalisation and the two 𝜏had related NPs.
It was found that the pull of the identification NP is a technical artifact due to both NPs acting on

the 𝜏had normalisation in a similar way. By inflating the prior of the reconstruction efficiency NP
by a factor of four, effectively alleviating the NP’s prior, the pull of the identification NP could be
reduced as shown in Figure 6.6. The motivation for this approach originates from the identification
efficiency being measured in a well-defined analysis using data and the reconstruction efficiency
uncertainty being estimated from simulation, see Reference [76]. While a scale factor could be
measured for the identification efficiency, this was not possible for the reconstruction efficiency. The
8 Here, even unintended collection of information from e.g. log files do not contain any viable information on the signal.
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(a) Nuisance parameter related to 𝑍 + jets theory predictions
and 𝜏had.
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(b) 𝑍 → 𝜏𝜏 normalisation factors in the 𝜏𝑒𝜏` channel.
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(c) 𝑍 → 𝜏𝜏 normalisation factors in the 𝜏lep𝜏had channel.
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(d) 𝑍 → 𝜏𝜏 normalisation factors in the 𝜏had𝜏had channel.

Figure 6.5: Pulls and constraints of nuisance parameters and normalisation factors for a preliminary fit model in
the sideband fit setup. A setup with (light red) and without the 𝑍 + jets control regions (dark blue) in the fit are
compared. Only parameters with a difference greater than 0.001 for NFs and 0.1 for NPs in their mean value
after the fit are shown.
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fit model used in this measurement allows to measure this efficiency for the first time in ATLAS by
cross-normalising the 𝑍 + jets process between the signal regions and control regions. Thus, the
final fit model simultaneously measures the reconstruction efficiency in-situ by inflating its prior.
Continuing studies regarding this uncertainty are documented in Appendix D.3.2.
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Figure 6.6: Effect of inflating the 𝜏had reconstruction efficiency NP by a factor of four (light red) compared to
the default NP prior (dark blue) in the sideband fit using the final fit model. Only NPs whose pull changes by
more than 0.1 are shown.

This example shows the power of the sideband fit setup, even though it is completely agnostic of parts
of the 𝑚MMC𝜏𝜏 distributions. The pulls and constraints of all nuisance parameters and normalisation
factors, without the POI(s), are documented in Appendix D.3.1.

6.3.2 Random Signal Strength Fit

With the sideband fit just introduced, a lot of information on the fit model can be extracted. However,
the caveat of removing the signal enriched bins might skew some of the observations. This can happen,
for example, if a nuisance parameter shows a change of sign in its envelope in one of the removed bins.
Random signal strength fits implement a way of including those bins again without revealing any
information on the signal. The following studies performed in the context of this thesis are based on
the conceptual implementation of these fits as part of the collaborative effort in Reference [160]. The
idea is to not remove any signal sensitive bins but rather hide the signal sensitivity by simultaneously
scaling all signals with a random unknown factor `, hence the name random ` or random signal
strength fit. Thus, even unintentionally checking the measurement’s result would not yield the real
result due to the unknown scaling. As additional measures to not get biased towards certain results,
the following cautionary steps have been implemented:
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1. No or only very limited examination of the log files so as to not extract any information on the
signal unintentionally.

2. No scrutinisation of signal theory uncertainties.

The random scaling factor ` is drawn from a Gaussian distribution 𝐺 (1.5, 0.3). Its parameters with a
mean of 1.5 and width of 0.3 are motivated by the intention to avoid fit stability issues arising from
very large, very small or even negative scalings.
Some studies are prone to be conducted with the random signal strength fit setup as they rely on

the full observable spectrum for some backgrounds. Thus, the 𝑍 + jets theory nuisance parameter
scheme was studied with this setup. Pulls and constraints observed in the sideband fit have been
confirmed in the random signal strength fit for the PDF and `𝑅`𝐹 𝑍 + jets theory uncertainties, see
Appendix D.3.1. Due to the fact that these uncertainties are purely based on theoretical variations
and the measurement targets a variety of phase spaces, the scheme of correlating these NPs over all
regions was deemed not appropriate. The alternative scheme discussed in the following attempts
to mitigate effects of pulls and/or constraints from one kinematic region to another. Additionally,
the shape variations and normalisation variations were decorrelated since the inducing theoretical
variations do not warrant a physical motivation for them to be correlated. Thus, all kinematic regions
as well as the shape and normalisation variations are decorrelated in the final model while the pairings
of signal regions and control regions are kept correlated. Details of this study such as the impact of
the correlation scheme on the parameters of interest are documented in Appendix D.3.3. As part of
the validation of the decorrelated NP scheme the effect on the 𝑍 → 𝜏𝜏 yields in all signal regions has
been studied, see Figure 6.7. This effect is separated into yield changes around the 𝑍 + jets peak and
yield changes in the vicinity of the signal, all of which have been found to be of the expected small
magnitude. Studying these changes in the signal mass range is only possible in the random signal
strength fit setup as these bins would have been removed in the sideband fit setup.
Since both the 𝑍 + jets theory uncertainties as well as the 𝜏had reconstruction efficiency discussed

in Section 6.3.1 act on the 𝑍 + jets normalisation, the interplay of these two NP categories has been
studied. The effect of the inflated 𝜏had reconstruction efficiency prior and finally its pull on the
𝑍 + jets theory uncertainties was estimated by replacing the 𝜏had prior with its postfit values. In the
representation of the prior as a Gaussian distribution this effectively means that the mean of zero and
width of one are replaced by the postfit pull and constraint, respectively. This effect is best studied in
random signal strength fits to reflect all possible deviations in the 𝑍 + jets spectrum. All nuisance
parameters with changes in their pull greater than 0.05 in a fit with the modified prior are shown in
Figure 6.8. No normalisation factor shows deviations that would fulfill this criterion. The only NPs
that fulfill the criterion are the two 𝜏had NPs that are correlated due to their similar impact on the
𝑍 + jets process as discussed in Section 6.3.1. As the modified prior allows the fit to pull the 𝜏had
reconstruction efficiency even further without a larger penalty on the likelihood, this compensates
parts of the identification efficiency pull.

6.3.3 Importance of Signal Enriched Bins

By comparing the pulls and constraints of the individual nuisance parameters and normalisation
factors between the sideband fit setup and the random signal strength fit setup, the importance of the
signal enriched bins in the measurement can be studied. This comparison is shown in Figure 6.9 for
NPs and NFs with deviations that are considered significant in that sense that they probably do not
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(a) 𝑍 → 𝜏𝜏 yield changes in the range of
75GeV < 𝑚MMC𝜏𝜏 < 100GeV.
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(b) 𝑍 → 𝜏𝜏 yield changes in the range of
110GeV < 𝑚MMC𝜏𝜏 < 150GeV.

Figure 6.7: Effect of decorrelating the PDF and `𝑅`𝐹 𝑍 + jets theory uncertainties across all kinematic regions
as well as shape and normalisation components on the 𝑍 → 𝜏𝜏 yield. The results of the random signal strength
fit are used to calculate the yields with the POI(s) set to one. The decorrelated scheme (red dots) is compared to
the default fully correlated scheme (blue line) and the ratio Default/Decorrelate is shown.

2− 1.5− 1− 0.5− 0 0.5 1 1.5 2

θ∆
0θ-fitθ

taus eff reco total

taus eff rnnid syst

 (postfit prior)µRandom 
µRandom 

 > 0.05∆, -1 = 13 TeV, 139 fbs

Figure 6.8: Nuisance parameters with pull changes greater than 0.05 in the random signal strength fit when
replacing the inflated 𝜏had reconstruction efficiency prior (dark blue) with a prior according to its postfit values
(light red).
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Chapter 6 Statistical Analysis

originate from fit stability differences. Most normalisation factors do not fulfill this criterion, meaning
they are rather stable with respect to the inclusion of signal enriched bins. The only exceptions are
the 𝑍 → 𝜏𝜏 NFs in the 𝜏𝑒𝜏` vbf_1 region and the Top NF in the tt𝐻 regions, for which either the
complete signal region or a considerable amount of bins are removed in the sideband fit. Jet related
nuisance parameters are sensitive to the whole 𝑚MMC𝜏𝜏 spectrum of the 𝑍 + jets process which results
in the differences shown in Figure 6.9(b). Even though the sideband fit is able to retain most of the
𝑍 + jets spectrum, some differences are to be expected, as shown in Figure 6.9(d), due to the removal
of large parts of the spectrum’s falling edge. A similar reasoning is responsible for the changes in the
misidentified 𝜏-lepton related nuisance parameters, see Figure 6.9(c), even if the background does not
show a peaking structure like 𝑍 + jets. Overall, the agreement of both setups is remarkable considering
all signal enriched bins are removed in the sideband fit.
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(b) Nuisance parameters related to jets.
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(c) Nuisance parameters related to 𝑍 + jets theory uncertainties
and 𝜏had.
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(d) All other nuisance parameters.

Figure 6.9: Pulls and constraints of nuisance parameters and normalisation factors of the final fit model in
the sideband fit setup (light red) and the random signal strength fit setup (dark blue). Only parameters with a
difference greater than 0.1 in their mean value after the fits are shown.
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CHAPTER 7

Intermezzo: A New Approach to Validating Fit
Models

With increasing available data statistics the fit models in ATLAS measurements tend to get more
evolved and increase in complexity. Established ways to understand and validate these models have
been introduced in Section 6.3. They rely on either Asimov pseudodata or partially unblinded fits
including real recorded data. While these fits reveal a lot of information and are especially useful to
study individual effects as it was demonstrated in Section 6.3, they are not capable of assessing the
overall consistency of the fit model or even predict certain behaviours before including real data.
This chapter introduces a new way of studying complex fit models, providing additional information.

By generating “toy” datasets, it is possible to predict which nuisance parameters in the model could
get pulled or constrained in a fit to recorded data based on the measurement’s sensitivity to them.
Additionally, the method provides a stable estimate of the overall consistency of the fit model with
respect to the data once the measurement is (partially) unblinded. A description of what toy datasets
are and how they are generated is given in Section 7.1 with the subsequent sections detailing the
aforementioned advantages of the approach.
It has to be noted, however, that none of the additional information provided by this new method

can and also never will replace thorough scrutiny of the fit model using Asimov fits and partially
unblinded fits. Effects like the pull of the 𝜏had reconstruction efficiency NP described in Section 6.3.1
can only be studied using those established approaches.

7.1 Generating Toys

Toy datasets are a class of pseudodata that do not neccessarily exactly reflect the simulation like
Asimov pseudodata do. The idea is to let the toy pseudodata, or toys, reflect the statistical fluctuations
of real data as well as the nuisance parameters in the model in a controlled way. Thus, studies based on
toys typically repeat the fit a large number of times with each fit having its own unique toy dataset. A
single fit using randomised toy data does not yield additional information in comparison to the already
introduced validation methods as it resembles the random nature of real data to the best knowledge.
However, the ensemble of toy fits does provide new information. Computational limitations often
restrict the number of times this procedure can be repeated. This holds especially true for complex fit
models as the required resources for the MLE and uncertainty estimates scale accordingly.
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Chapter 7 Intermezzo: A New Approach to Validating Fit Models

Methods to generate individual toy datasets are provided by the RooStats [155] framework.
An important concept to note in this context are RooStats’ GlobalObservables that have to be
randomised in addition to the Poissonian variation of the expected data yield. These observables encode
the meaning of the NP’s nominal value, which is typically determined in auxiliary measurements, in
the likelihood. In a Frequentist approach they have to be randomised as the auxiliary measurements
underly statistical variations themselves and, thus, only the coverage of the prior can be known but
not the true nominal value. As the likelihood implementation in ATLAS follows this Frequentist
approach, the results of toy based studies could become biased otherwise. By randomising the
GlobalObservables, each individual NP is effectively randomised for every single set of toys.
This randomisation of the GlobalObservables has to be taken into account when evaluating the

pulls of individual fit results. In the following representation of pulls, using the definition

\fit − \0
Δ\

as already introduced and shown in Section 6.1.3, the new observable values correspond to a variation
of \0. The resulting effect is shown in Figure 7.1 based on a pseudo-measurement that is constructed
not to be sensitive to the shown nuisance parameter (“alpha_background_sys2”). As alreadymentioned,
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Figure 7.1: Pull distribution of a nuisance parameter in a pseudo-measurement. The measurement is constructed
not to be sensitive to the NP, i.e. the pulls are expected to scatter closely around zero. 3000 toys have been
generated. The pull distributions are fitted to Gaussian functions (solid lines).

the ensemble of fits yield additional information, thus the figure shows the distribution of observed pulls
in the 3000 generated toy fits. Since the individual pulls are the result of randomised measurements,
their distribution is expected to follow a Gaussian distribution in the limit of large numbers, c.f. central
limit theorem [161]. If the randomised GlobalObservables values are not taken into account, the
pull distribution follows the randomly sampled observable values that have been drawn according
to the Gaussian prior with a mean of zero and a width of one, see Figure 7.1(a). However, if the
measurement is not sensitive to the given NP, a narrow Gaussian distribution with a small width is
expected since the fit should not be able to pull the NP. Once the random observable values are taken
into account, i.e. subtracted from the “raw” pull, the expected distribution is restored, see Figure 7.1(b).
Thus, the GlobalObservables will be randomised in the following while taking the randomised
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7.1 Generating Toys

value into account when evaluating the pulls. More details on the expected distributions for nuisance
parameters to which the fit is or is not sensitive are given in Section 7.2.

7.1.1 Validation

The toy generation can be validated through the ensemble of pull distributions for all nuisance
parameters and normalisation factors. To do so, information about the individual pull distributions as
introduced in Figure 7.1 are extracted via Gaussian fits to the same. For each individual NP and NF
the difference between its nominal value and the mean of the fitted Gaussian distribution, normalised
to the uncertainty of the fitted Gaussian distribution’s mean, can be calculated. The uncertainty of the
fitted mean is multiplied by

√
2 since the uncertainty itself is a random variable for each NP and NF in

each toy fit. Thus, error propagation results in the additional factor that has to be taken into account.
In the following, this quantity will be referred to as the distribution of pull deviations. The resulting
distribution is shown in Figure 7.2 using the final fit model of the 𝐻 → 𝜏𝜏 measurement. A total
of 500 toys has been sampled where all NPs are randomised for every individual toy as explained
before. The distribution’s number of entries corresponds to the number of nuisance parameters and
normalisation factors in the fit model. As the entries are effectively the result of drawing random
numbers, the distribution of pull deviations is expected to follow a Gaussian with a mean of zero and a
width of one in the limit of large numbers, c.f. central limit theorem.
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Figure 7.2: Distribution of pull deviations observed in 500 toy fits for all NPs and NFs of the final fit model where
the number of entries corresponds to the total number of NPs and NFs in the fit model. The pull deviation is
defined as the difference between the NP’s/NF’s nominal value and the mean of the Gaussian fit to its individual
pull distribution. This difference is normalised to

√
2 times the mean’s uncertainty of the Gaussian fit. The

nominal values for NFs is taken to be one and for NPs to be zero in the chosen representation. A Gaussian
function (solid line) is fitted to the distribution of pull deviations.

To quantify the agreement of the pull deviations with its expectation, a Gaussian fit to the distribution
is performed. The fit’s mean is a measure of possible overall biases in the toy generation. For the
toys generated with the final fit model the mean is compatible with zero and, thus, no statistically
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significant bias is observed for the toy sampling. The fit’s width quantifies the agreement of the
presumed underlying model of the individual NP pull distributions with the generated toy pseudodata.
By fitting the pull distributions to Gaussian functions, deviations from this Gaussian model can result
in a modified width of the pull deviations. Since the width shows a statistically significant deviation
from its expectation, a width consistent with one, with an observed value of 1.17 ± 0.05, possible
causes have to be understood.
Three distinct hypotheses for deviations from the Gaussian model of the pull distributions have

been identified. The first reason is related to the numerical stability of the MLE. Nuisance parameters
to which the fit is not sensitive to are typically not pulled but the numerical stability in the likelihood
minimisation can lead to small variations of the pull close to zero as shown in Figure 7.3(b). This
effect is of no physical importance as the variations are tiny. However, the variations do not follow the
Gaussian model of the pull distributions since the underlying cause is of technical nature.
Another reason is the occurence of physical boundaries of possible parameter values within the

fit model. As the likelihood is limited by e.g. the restriction that no bin should return a negative
yield as a result of the fit, some parameters may experience such boundaries. This effect is shown in
Figure 7.3(a) for the Top NF in the 𝜏𝑒𝜏` VBF𝐻 phase space with a lower boundary of roughly 0.8.
Finally, it is possible that some parameters might be highly correlated to bins with low statistics,

resulting in a similar effect as the previous presumed cause. In contrast to the parameter directly
acting on low statistics bins as before, the parameter experiences the boundary only indirectly through
correlations in this hypothesis. These parameters are hard to identify as their pull distributions are
only skewed indirectly through correlations.
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(a) Pull distribution of the Top NF in the 𝜏𝑒𝜏` VBF𝐻
phase space.
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(b) Pull distribution of a signal theory uncertainty.

Figure 7.3: Pull distributions of nuisance parameters showing deviations from the presumed Gaussian model.
500 toys have been generated for the final fit model. The pull distributions are fitted to Gaussian functions (solid
lines).

With the identified examples of deviations from the presumed pull distribution’s Gaussian model,
the observed width of the pull deviations is considered understood. In order to quantify exact regions
that could indicate problematic behaviour, more detailed studies have to be conducted. These studies
have to be based on pseudo-measurements in which full control over all yields, nuisance parameters
etc. is given.
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7.2 A Priori Extraction of Information

With the toy fits introduced in the previous section, it is possible to assess which NPs the measurement
is sensitive to for the given model, and, thus, predict possible pulls and constraints in a fit to real data.
Since the toys reflect the statistical nature of data, the ensemble of pulls and constraints for a given NP
provide the necessary information.
Nuisance parameters, to which the fit model is not sensitive, are typically those with a prior

determined from auxiliary measurements for which the fit cannot extract additional information. The
additional information to further constrain a nuisance parameter can, for example, originate from shape
variations of observables in high statistics phase spaces not accesible in the auxiliary measurements.
A similar reasoning can be applied for possible pulls. Thus, nuisance parameters can be sorted into
categories based on whether they are expected to possibly be pulled or constrained.
It is important to note that the classification can only quantify if a pull/constraint is possible. No

statement can be made about whether a pull/constraint actually does occur in a fit to real data based on
these categories. However, if a nuisance parameter is expected to not be pulled or constrained by this
procedure but a pull/constraint is observed in data, this can hint towards possible inconsistencies in
the fit model. Further detailed investigations should be conducted in such a scenario.

7.2.1 Categories

In the following, the categories predicting possible NP behaviours in a fit to real data are introduced.
First, the NPs can be classified into two categories concerning their constraints: whether or not to
expect a possible constraint.
In principle, the distribution of constraints for a single NP is a random distribution and should follow

a Gaussian distribution in the limit of large numbers. However, in the implemented representation of
NPs in HistFactory [154] and RooStats [155] an unconstrained nuisance parameter corresponds
to a constraint of one. For well-behaved fit models this number never becomes greater than one as
this would indicate issues in the implementation of this NP’s model. In this case, the measurement
would prefer to relax the corresponding prior, although it is determined by an auxiliary measurement.
Thus, constraints greater than one should not occur in likelihood based measurements. This effectively
imposes a bound on the constraint distributions of the nuisance parameters which often leads to
distributions deviating from the Gaussian model as shown in Figure 7.4(a). In order to classify all NPs
into categories the constraint distributions are fitted to Gaussian functions, nevertheless. For nuisance
parameters whose mean constraint’s distance to the boundary is sufficiently large the Gaussian function
is able to model the distribution as shown in Figure 7.4(b). Parameters whose means are close to the
boundary cannot be modelled by a Gaussian distribution, see Figure 7.4(a).
Based on the observed distributions, the following criteria were implemented to distinguish NPs

that are and are not expected to be constrained in a fit to data:

Possible constraint: 𝜎 > 0.05 or
|1 − ` | > 𝜎 and |1 − ` | > 0.05

No constraint: else .

Due to the Gaussian fits sometimes not being able to model the constraint distributions, a case
distinction is applied for the classification. If the Gaussian fit results in a mean greater than one the
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(a) Pull distribution of anNPwith no expected constraint.
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constraint.

Figure 7.4: Examples of pull distributions for nuisance parameters that are not expected to be constrained and
expected to possibly be constrained in a fit to data. 500 toys have been generated for the final fit model. The pull
distributions are fitted to Gaussian functions (solid lines).

distribution is typically not modelled adequately. In these cases the mean ` and width 𝜎 are not taken
from the Gaussian fits but rather directly as the mean of the distribution and its uncertainty.

Similarly, it is possible to classify nuisance parameters according to whether a pull can be expected
or not. As the pull distributions are typically less affected by boundaries most of them can be described
by a Gaussian function. The definition of the categories does not rely on the actual mean of the
distribution since it is expected to scatter around values close to their nominal value. If a statistically
significant deviation in the mean with respect to the nominal value for a single NP would be observed,
it would hint towards a possible bias for the given fit model. Instead, the categorisation utilises the
width of the pull distribution in combination with the mean of the constraint distribution which in this
context will be called mean of the errors. The categories are defined as follows:

Possible pull: 𝜎
mean(errors) ≥ 0.05

No pull: 𝜎
mean(errors) < 0.05 .

Taking into account the observations for the constraint distributions, the mean of the errors is taken
from a Gaussian fit or the distribution itself following the same case distinction as before. The
classification is motivated by the pull distributions being narrow, compared to the average observed
constraint for NPs to which the measurement is not sensitive as shown in Figure 7.5(a) and 7.4(a). If
the measurement is sensitive to a specific nuisance parameter, the pull distribution’s width increases,
see Figure 7.5(b).

The exact cuts quoted for the classification in this section are motivated by observations in the
𝐻 → 𝜏𝜏 measurement. Similarly to the validation introduced in Section 7.1.1, these cuts should be
optimised using pseudo-measurements giving full control over the model and providing a more stable
estimate for suitable cut values.
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(a) Pull distribution of an NP with no expected pull.
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Figure 7.5: Examples of pull distributions for nuisance parameters that are not expected to be pulled and
expected to possibly be pulled in a fit to data. 500 toys have been generated for the final fit model. The pull
distributions are fitted to Gaussian functions (solid lines).

7.2.2 Application

The predicted classification described in Section 7.2.1 is tested by comparing those predictions to the
observed pulls and constraints of the unblinded 𝐻 → 𝜏𝜏 measurement. Based on the categorisation,
different background colours are introduced to visualise the expected NP behaviour:

Gray A possible pull is expected.

Red No pull is expected.

Yellow A possible constraint is expected.

The absence of the “possible constraint” background indicates that no constraint is expected. As
shown in Figure 7.6, all observed pulls and constraints for nuisance parameters related to the 𝜏had
objects have been predicted by the classification. At the same time, no unexpected pulls or constraints
are observed, confirming a well-behaved model and fit. The same holds true for the other nuisance
parameters which are documented in Appendix D.4.

7.3 A Posteriori Extraction of Information

Once the measurement is (partially) unblinded, the toy fits can be used to assess the overall agreement
of the fit model with respect to the recorded data. It has to be noted that the toys can only reflect the
chosen fit model. Thus, conclusions can only be drawn in the context of that model.
In addition to the global agreement of the model with the data, the significance of individual pulls

can be quantified. Reference [162] introduces a measure of the pull significance in terms of standard
deviations defined as

𝑍𝑡 =
𝑡√︁
1 − 𝜎𝑡

, (7.1)
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Figure 7.6: Pulls and constraints observed in the unblinded fit for the 𝜏had related nuisance parameters. The
background colour highlights the expected NP categories discussed in Section 7.2.1.

with 𝑡 being the observed pull and 𝜎𝑡 being the observed constraint. This measure relies on the
assumption of the nuisance parameters being modelled by Gaussian distributions. While this
assumption is valid for most NPs, it is possible that it is not applicable for some NPs, e.g. when
(physical) boundaries become important as discussed in Section 7.1.1. Additionally, if a nuisance
parameter’s constraint is close to one, the denominator of Equation 7.1 increases up to a point where
the estimate of the pull significance becomes unreasonably large. Keeping these caveats in mind, the
estimate yields reliable results in all other situations.

A more robust estimate alleviating the aforementioned caveats is given based on the toy fits. Instead
of quantifying the significance of a pull in terms of standard deviations the likeliness of the pull is
quantified using a p-value. The p-value is defined in the range between zero and one and indicates
possible deviations from the model for values close to these boundaries. Using the Iverson bracket
notation, see Reference [163], it can be written as:

𝑝 =
©«
𝑁toys∑︁
𝑖=0

[𝑡toy,𝑖 < 𝑡fit]ª®¬ /𝑁toys . (7.2)

Observed pulls are denoted as 𝑡 while the Iverson bracket yields one if the statement is true and zero
otherwise. This definition of the p-value does not presume any specific model of the pull distribution
and is also valid in the extreme parameter regions. The two examples shown in Figure 7.7 underline
the robustness of the measure. Even nuisance parameters experiencing pulls of more than 1𝜎, see
Figure 7.7(b), are quantified as compatible with the fit model if the model permits a pull at this order
of magnitude. Additionally, the measure yields a stable estimate for nuisance parameters with no
significant constraint, see Figure 7.7(a) where the observed constraint of the NP in the unblinded fit is
roughly 0.99.
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Figure 7.7: Examples of pull distributions for two example nuisance parameters. The pull’s p-value is indicated
in the figures with the pull being visualised with a blue line. 500 toys have been generated for the final fit model.
The pull distributions are fitted to Gaussian functions (solid lines).

7.3.1 Global Consistency of Fit Models

With the toy based estimate of a pull’s significance, the approach can be generalised further to be
applicable to the complete fit model. Instead of focussing on single nuisance parameters, the method
can be used to assess the overall consistency of the data with the implemented fit model. Since the
measurement is subject to statistical variations it is possible that individual NPs are pulled by e.g.
more than 0.5𝜎. The global consistency assessment sets these cases into context with the pulls of
all other NPs and, thus, incorporates the look-elsewhere-effect [164]. Although the global approach
cannot identify individual problematic nuisance parameters, it is capable of identifying global issues
in the definition of the likelihood that would manifest with NPs clustering at certain p-values.
By calculating the p-values for all individual toy fits the global procedure is verified. To be more

precise, the p-values are calculated for all individual NPs in all toy fits, yielding an overall number of
entries equal to 500 times the number of NPs in the fit model. As expected, a flat p-value distribution
is observed for the ensemble of all toys as shown in Figure 7.8. The consistency of data with the fit
model is assessed via the agreement of the p-value distributions for toys and data. Since only the
shape of this figure of merit is of relevance, both distributions are normalised to unity for an easier
assessment of their compatibility. While some statistical fluctuations are expected, a remarkable
overall consistency is observed.
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Figure 7.8: Distribution of p-values for the NPs in the unblinded fit and all toy fits. The number of entries
corresponds to the overall number of NPs in the fit model times the amount of performed fits. The unblinded fit
is performed once while 500 toy fits have been conducted. Both distributions are normalised to unity for an
easier assessment of their compatibility.
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CHAPTER 8

Results

With the fit model having been thoroughly validated using the techniques discussed in Chapters 6 and 7
the final results can be extracted by fitting to the recorded dataset with an integrated luminosity of
139 fb−1. The validity of the studies performed on the fit model has been confirmed in a collaborative
effort. By only scaling the signal(s), the random signal strength fit is presumed to resemble the
unblinded fit result most accurately. Thus, the differences between these two fits in the nuisance
parameter and normalisation factor pulls can be studied. This study was originally conducted as part
of the collaborative work, see Reference [160], and has been repeated for this thesis to stress the
likeness of the two fits. A single nuisance parameter shows a pull difference greater than 1 × 10−4
while no normalisation factor fulfills this criterion, see Figure 8.1.

2− 1.5− 1− 0.5− 0 0.5 1 1.5 2

θ∆
0θ-fitθ

theory z qsf

Unblinded
µRandom 

 > 0.0001∆, -1 = 13 TeV, 139 fbs

Figure 8.1: Nuisance parameters of the final fit model with a difference in their pull greater than 0.0001 between
the random signal strength (dark blue) and the unblinded fit (light red). The differences in the normalisation
factors do not fulfil this criterion.

Additionally, the validity of the conducted fits can be verified via the 𝑚MMC𝜏𝜏 distributions after the
individual fits. The fits should generally improve the agreement between the data and the simulations.
As shown in Figure 8.2(a) and (b) for the vbf_1 signal region of the 𝜏lep𝜏had channel, the sideband fit
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and the unblinded fit lead to a good agreement between data and simulations. Some small deviations
in the modelling between the sideband fit and the unblinded fit are observed that originate from the
exclusion of all signal enriched bins from the fit, see also Section 6.3.3. It is not possible to visualise
the result of the random signal strength fit without being able to extract information about the signal
from the 𝑚MMC𝜏𝜏 distribution. Thus, no mass distributions for these fits are shown. The chosen signal
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Figure 8.2: Mass distributions after the sideband fit and the unblinded fit in the vbf_1 signal region of the
𝜏lep𝜏had channel. Figure (c) shows the result in an alternative binning that was not used in the fit and solely
serves for illustrative purposes.

region shown in Figure 8.2 is one of the highest purity regions in terms of relative signal contribution,
see Figure 5.5 in Section 5.3. In order to visualise the overall Higgs signal summed over all signal
regions, the mass distributions have to be transformed into a common binning. This common binning
is not used in the fit but solely serves illustrative purposes. Even though the histogram manipulations,
such as the smoothing discussed in Section 6.2.1, can strongly depend on the chosen binning, it was
verified that the final yields of individual processes only differ in the percent range between the binning
used in the fit and the common binning. To account for these small differences process-dependent
scale factors are introduced for the visualisation of the mass distributions in the common binning.
The final result in the common binning is shown for the vbf_1 signal region of the 𝜏lep𝜏had channel in
Figure 8.2(c). A similar level of agreement between data and simulations is observed, thus verifying
the procedure of using the common binning. Finally, it is possible to combine multiple signal regions
using the common binning. The combination of all signal regions of the fit is shown in Figure 8.3.
Overall, the 𝑚MMC𝜏𝜏 distribution is well-described by the simulation and a clear Higgs boson peak close
to 125GeV is visible.
After confirming that the fit model studies based on random signal strength fits are most likely

also valid for the unblinded fit and that the 𝑚MMC𝜏𝜏 distribution is well-described by the simulations
after the unblinded fit, the results of the different cross-section measurements can be examined in
detail. Differences between the sideband fit and random signal strength fit have been discussed
in Section 6.3.3, showing that qualitative trends are similar for both setups and, thus, also for the
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Figure 8.3: Mass distribution after the unblinded fit for the combination of all signal regions in the common
binning. The procedure for this combination is explained in the text. Taken from Reference [8].

unblinded fit. Following the discussion of the measurement’s results, a brief contextualisation with
respect to other similar 𝐻 → 𝜏𝜏 measurements will be given.

8.1 Cross-Section Measurement

In this section the measured 𝐻 → 𝜏𝜏 cross-sections for the three setups introduced in Section 6.2 will
be discussed. All results are measured in the rapidity range

��𝑦H�� < 2.5 as discussed in Section 5.1.
The measured inclusive 𝐻 → 𝜏𝜏 production cross-section is

2.90 ± 0.21 (stat)+ 0.37− 0.32 (syst) pb

which agrees with the Standard Model prediction of 3.15 ± 0.09 pb. A breakdown of the inclusive
measurement into the individual di-𝜏 channels is shown in Figure 8.4 with the results being normalised
to the SM prediction. These results per di-𝜏 decay channel were obtained by including only the
specific reconstructed regions in the fit that correspond to the given channel. While the 𝜏lep𝜏had and
𝜏had𝜏had channel agree with the SM values, a downward deviation of the cross-section in the 𝜏𝑒𝜏`
channel of more than 1𝜎 is observed. However, the 𝜏𝑒𝜏` channel provides the lowest sensitivity to the
measurement as highlighted by the relative uncertainties on the measured cross-sections in Figure 8.4.
Since only di-𝜏 decays with leptons of different flavour are included in the 𝜏𝑒𝜏` channel, the overall
accessible statistics of 𝐻 → 𝜏𝜏 decays is further limited compared to channels including hadronic
decays with overall larger branching fractions, see Section 2.3.
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Figure 8.4: Measured inclusive 𝐻 → 𝜏𝜏 production cross-section normalised to the Standard Model prediction
for which the theoretical uncertainty is given. The results of di-𝜏 channel exclusive measurements are shown
also. Taken from Reference [8].

The next measurement setup in order of increasing detail targets the four major Higgs production
modes discussed in Section 2.2.3 using four POIs. All four measured cross-sections, shown in
Figure 8.5(a) and summarised in Table 8.1, are in agreement with the SM prediction. Although the
regions in the VBF𝐻 phase space do not provide the largest data statistics, their purity allows for the
most precise cross-section measurement out of the four modes. The VBF𝐻 production mode has been
observed with an observed (expected) significance of 5.3(6.2)𝜎 [8]. Additionally, evidence for the
𝑔𝑔𝐻 production mode has been observed with an observed (expected) significance of 3.9(4.6)𝜎 [8].
Similarly to the inclusive measurement split by di-𝜏 decay channel, the inclusive measurement can
be split by topological regions that target specific production modes as shown in Figure 8.5(b).
Overall, these results agree with the four POI setup within their uncertainties. Some differences are
to be expected, though, as the two setups differ in the included regions in the fit, and, thus, their
correlations across regions, as well as which signal(s) are scaled by the different POIs. Taking the
VBF𝐻 measurement as an example, in the region exclusive setup the POI scales all signal(s) of the
inclusive measurement while only the VBF𝐻 STXS templates are scaled by the corresponding POI
in the four POI setup. The difference observed for tt𝐻 between both setups will be addressed in the
peer-reviewed publication with an updated flavour tagging nuisance parameter model.
Finally, the most detailed cross-section measurement is conducted within the STXS framework.

The results are shown in Figure 8.6 and in Table 8.2, overall yielding cross-sections compatible with
the Standard Model. As described in Section 5.1 the VBF𝐻, 𝑉𝐻 and tt𝐻 production modes are
measured inclusively. In the STXS framework the VBF𝐻 and 𝑉𝐻 production correspond to two
separate electroweak bins. Possible new physics effects would become apparent, for example, in the
𝑔𝑔𝐻 bins with 𝑝T(H) > 200GeV [130]. No statistically significant deviations from the Standard
Model predictions are observed in these bins.
The correlations between the individual POIs of the production mode dependent 𝐻 → 𝜏𝜏 cross-

section measurement are shown in Figure 8.7(a) and for the STXS measurement in Figure 8.7(b). Both
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Production Mode SM prediction Result Stat. unc. Syst. unc. [pb]

[pb] [pb] [pb] Th. sig. Th. bkg. Exp.

tt𝐻 0.031± 0.003 0.048± 0.045 ±0.027 ±0.011 ±0.027 ±0.018
𝑉𝐻 0.118± 0.003 0.11 ± 0.04 ±0.02 ±0.02 ±0.01 ±0.02
ggF 2.8 ± 0.1 2.7 ± 0.9 ±0.4 ±0.6 ±0.1 ±0.5
VBF 0.22 ± 0.01 0.196± 0.040 ±0.026 ±0.024 ±0.005 ±0.016

𝑝𝑝 → 𝐻 3.15 ± 0.09 2.90 ± 0.40 ±0.22 ±0.26 ±0.06 ±0.22

Table 8.1: Measured production mode dependent 𝐻 → 𝜏𝜏 cross-sections. The systematic uncertainty is split
into components related to the theory signal and background predictions as well as experimental uncertainties.
Taken from Reference [8].

STXS bin SM prediction Result Stat. unc. Syst. unc. [pb]

Process 𝑚 𝑗 𝑗 [GeV] 𝑝T(H) [GeV] Njets [pb] [pb] [pb] Th. sig. Th. bkg. Exp.

gg
F
+
𝑔
𝑔
→

𝑍
(→

𝑞
𝑞
)𝐻 [0, 350]♠ [60, 120] ≥ 1 0.39 ± 0.06 0.17 ± 0.39 ±0.22 ±0.06 ±0.15 ±0.29

[120, 200] = 1 0.047± 0.011 0.018± 0.030 ±0.018 ±0.004 ±0.004 ±0.019
[0, 350] [120, 200] ≥ 2 0.059± 0.020 0.036± 0.039 ±0.027 ±0.009 ±0.009 ±0.025

[200, 300] ≥ 0 0.030± 0.009 0.031± 0.011 ±0.009 ±0.003 ±0.001 ±0.006
[300, ∞[ ≥ 0 0.008± 0.003 0.009± 0.004 ±0.003 ±0.001 ±0.000 ±0.001

[350, ∞[ [0, 200] ≥ 2 0.055± 0.013 0.14 ± 0.11 ±0.05 ±0.06 ±0.01 ±0.07

EWK [60, 120] ≥ 2 0.033± 0.001 0.031± 0.020 ±0.017 ±0.003 ±0.001 ±0.010
[350, ∞[ ≥ 2 0.090± 0.002 0.071± 0.017 ±0.014 ±0.010 ±0.002 ±0.006

tt𝐻 0.031± 0.003 0.047± 0.046 ±0.032 ±0.011 ±0.027 ±0.018

Table 8.2: Measured 𝐻 → 𝜏𝜏 production cross-sections within the STXS framework. As the 𝑚 𝑗 𝑗 cuts are only
well-defined for at least two jets, they are only applied on those events which is indicated by the ♠ symbol. The
systematic uncertainty is split into components related to the theory signal and background predictions as well
as experimental uncertainties. Taken from Reference [8].
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(a) Measured 𝐻 → 𝜏𝜏 production cross-sections of the
four major production modes.
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(b) Measured 𝐻 → 𝜏𝜏 production cross-sections in
region exclusive fits.

Figure 8.5: Production mode dependent 𝐻 → 𝜏𝜏 cross-sections. As a comparison, the cross-sections measured
with the inclusive setup but using only exclusive regions are shown. Taken from Reference [8].
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measurements exhibit similar structures in the observed correlations. They are likely to be caused by
the signal purities shown in Figure 5.4(b) in Section 5.2. Due to the VBF𝐻-like signature of the 𝑔𝑔𝐻
production with at least two jets and 𝑚 𝑗 𝑗 > 350GeV, it contributes significantly to the lesser purity
VBF𝐻 regions, thus being the probable explanation for the observed correlation between VBF𝐻 and
𝑔𝑔𝐻 production. Since the tt𝐻 regions are defined by a characteristic and unique signature, the other
production modes’ contributions to these regions are negligible. This results in the observed small
correlations between tt𝐻 and the other production modes. Ultimately, the correlations across the
different POIs could possibly be further reduced by constructing signal regions with even higher purity.
However, as multivariate analysis techniques are already implemented for the VBF𝐻, 𝑉𝐻 and tt𝐻
regions, this endeavour could prove challenging.

8.1.1 Impact of Uncertainties

In principle, the impact of individual uncertainty (groups) on the measured POI(s) can be assessed for
all measurement setups. However, to simplify the discussion of these impacts the focus will lie on the
inclusive 𝐻 → 𝜏𝜏 measurement. Apart from production mode specific theory uncertainties and phase
space dependent experimental uncertainties, the observations in the inclusive measurement reflect the
general behaviour. Theory uncertainties that, for example, solely apply to 𝑉𝐻 production mode by
construction have a larger impact on the corresponding POI compared to the inclusive POI.
Individual nuisance parameters can be ranked according to their impact on the measurement’s

POI(s). This ranking is computed by calculating the difference in the best-fit POI value between the
nominal fit and conditional fits fixing the investigated NP to its post-fit pull varied by the constraint in
both directions. The ten highest ranked NPs are shown in Figure 8.8. While most of them are related
to theory prediction uncertainties on the signal(s), one jet related NP is highly ranked as well as the
luminosity uncertainty. It has to be noted that the luminosity uncertainty is only applied to small
backgrounds that are fixed to their Standard Model predictions unlike the Top, misidentified 𝜏-lepton
and 𝑍 → 𝜏𝜏 backgrounds whose normalisation is determined in the fit. Thus, this degree of freedom
provides a lever to the fit allowing for normalisation variations of those backgrounds without varying
the other backgrounds.
The result of a more inclusive measure of the impact of nuisance parameter groups is summarised

in Table 8.3. By removing nuisance parameter categories from the fit the final uncertainty on a given
POI generally decreases. Error propagation of the difference of this new uncertainty with respect
to the original uncertainty that includes all NPs provides the impact’s estimate. The observed NP
category impacts align with the observations of individual NP impacts in Figure 8.8. The signal theory
uncertainties have the largest impact on the result, followed by Jet and 𝐸missT related uncertainties.
As the Jet and 𝐸missT related uncertainties directly modify the shape and normalisation of 𝑚MMC𝜏𝜏 ,
this category is to be expected to have a significant impact. Due to correlations between the NP
categories, the summed impacts using error propagation do not reflect the total uncertainty. Overall,
the measurement is limited by systematic uncertainties rather than statistical uncertainties related to
the dataset size.
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(a) Observed correlations in the four POI setup.
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Figure 8.7: Correlations between the POIs used to measure the production mode dependent cross-sections and
the STXS cross-sections. Taken from Reference [8].
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2− 1.5− 1− 0.5− 0 0.5 1 1.5 2
θ∆)/0θ-θPull = (

2 jet mig.≥ →1 ≥ggF in VBF sel., 

1 jet mig.→QCD calc. of ggF, 0

Luminosity unc.

QCD calc. of ggF, top quark mass

Jet flavor composition

2 jet mig.→QCD calc. of ggF, 1

60GeV≥ H

T
QCD calc. ggF, p

ggF parton shower unc.

120GeV≥ H

T
QCD calc. ggF, p

VBF parton shower unc.

0.06− 0.04− 0.02− 0 0.02 0.04 0.06
)H

ττ B× Hσ)/(H
ττ B× 

H
σ(∆Impact = 

Pull
 Impactσ+1
 Impactσ-1

ATLAS Preliminary
-1 = 13 TeV, 139 fbs

Figure 8.8: Highest ranked nuisance parameters with respect to their impact on the inclusive 𝐻 → 𝜏𝜏 production
cross-section. Taken from Reference [8].

Source of uncertainty Impact on Δ𝜎 /𝜎(𝑝𝑝 → 𝐻 → 𝜏𝜏) [%]
Observed Expected

Theoretical uncertainty in signal 8.1 8.6
Jet and 𝐸missT 4.2 4.1
Background sample size 3.7 3.4
Hadronic 𝜏 decays 2.0 2.1
Misidentified 𝜏 1.9 1.8
Luminosity 1.7 1.8
Theoretical uncertainty in Top processes 1.4 1.2
Theoretical uncertainty in Z+jets processes 1.1 1.1
Flavour tagging 0.5 0.5
Electrons and muons 0.4 0.3

Total systematic uncertainty 11.1 11.0
Data sample size 6.6 6.3
Total 12.8 12.5

Table 8.3: Expected and observed impact of uncertainty categories on the POI in the inclusive 𝐻 → 𝜏𝜏
cross-section measurement. Taken from Reference [8].
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8.2 Results in the Context of Other 𝑯 → 𝝉𝝉 Measurements

Single measurements are subject to statistical data fluctuations. Thus, they can confirm agreement
with a certain theoretical model or observation of a new effect with a certain confidence but they have
to be interpreted within the context of additional and if possible similar measurements. Consistent
results strengthen the drawn conclusions. In the following, the measurement presented in this thesis
will briefly be compared to two other 𝐻 → 𝜏𝜏 coupling measurements conducted by the ATLAS and
CMS collaborations.

8.2.1 ATLAS Measurement with 36 fb−1

The first measurement to which the results discussed in Section 8.1 will be compared to has been
conducted by the ATLAS collaboration with a smaller dataset of 36 fb−1, published in Reference [7].
The 36 fb−1 dataset has also been recorded during Run II and covers the years 2015 and 2016. It has
to be noted that the reconstruction algorithms and measurements of uncertainties and scale factors
discussed in Section 3.3 have been updated for the full dataset, including the years 2015 and 2016,
in the presented analysis. This measurement can be considered the predecessor of the measurement
presented in this thesis. While the overall analysis design is similar to the presented measurement,
some aspects do differ, making a direct one-to-one comparison of e.g. individual nuisance parameters
difficult. The most striking changes with respect to the predecessor analysis comprise updated
misidentified 𝜏-lepton estimates, the restriction of the 𝜏𝑒𝜏` channel to differently flavoured leptons
and the usage of the simplified embedding technique introduced in Section 5.3.2 for the 𝑍 + jets
control regions. Other differences are partly motivated by the increased dataset, giving access to more
production modes such as 𝑉𝐻 and tt𝐻 and a finer binned STXS measurement.
Nevertheless, especially the inclusive 𝐻 → 𝜏𝜏 measurements of both analyses are suitable for a

comparison. Due to the outlined differences in the analysis setup no detailed in-depth analysis will be
given. With an observed 𝐻 → 𝜏𝜏 production cross-section of 3.77 + 1.06− 0.95 pb the predecessing result
agrees with the presented measurement within the uncertainties [7]. As outlined in Reference [7],
theory uncertainties on the signals also proved to be the largest source of uncertainty in this analysis.
The highest ranked nuisance parameters for both measurements are signal theory uncertainties and jet
related uncertainties.
The increase in luminosity with respect to the predecessor measurement and, thus, data statistics

naively can result in an improvement of some uncertainty components by a factor of:√︄
139 fb−1

36 fb−1
≈ 2 . (8.1)

However, this scaling does not automatically apply to all sources of uncertainty such as uncertainties
on theoretical predictions which are decoupled from the data statistics as they rely on prescriptions
from the theory communites. The observed impacts of the individual uncertainty categories are
compared to the predecessor measurement in Table 8.4, highlighting their ratios. Thanks to the efforts
of the theory communites a ratio of 1.37 is achieved for the theoretical uncertainties on the signal
prediction. The theoretical uncertainties related to the background predictions could be improved
by a factor of 2.28. As these uncertainties do not directly impact the signal, the improvement is
likely the result of multiple advancements, on the one hand, the theory community’s prescriptions
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Source of uncertainty Observed impact on Δ𝜎 /𝜎(𝑝𝑝 → 𝐻 → 𝜏𝜏) [%] Ratio
139 fb−1 [8] 36 fb−1 [7] 36 fb−1

139 fb−1

Theoretical uncertainty in signal 8.1 11.1 1.37
Jet and 𝐸missT 4.2 10.2 2.43
Background sample size 3.7 10.4 2.81
Hadronic 𝜏 decays 2.0 3.7 1.85
Misidentified 𝜏 1.9 4.4 2.32
Luminosity 1.7 2.9 1.71
Theoretical uncertainty in backgrounds 1.8 4.1 2.28
Flavour tagging 0.5 3.4 6.80
Electrons and muons 0.4 1.1 2.75

Total systematic uncertainty 11.1 21.5 1.94
Data sample size 6.6 16 2.42
Total 12.8 26.5 2.07

Table 8.4: Observed impact of uncertainty categories on the POI in the inclusive 𝐻 → 𝜏𝜏 cross-section
measurement presented in this thesis as well as Reference [7]. Their respective dataset’s luminosity is used as
a short-hand notation to refer to these measurements. The arithmetic mean is shown for Reference [7]. For
a better comparison the theoretical uncertainties in Top and 𝑍 + jets have been grouped into backgrounds to
match Reference [7]. Numbers are taken from the provided references in the table.

of these uncertainties and on the other hand, the measurement design itself. By introducing 𝑍 + jets
control regions, that are paired with the individual signal regions and utilise the simplified embedding
technique, the final impact on the signal was reduced. Although the simulated background sample size
is not directly dependent on the luminosity, the number of simulated events typically scales similarly
to provide sufficient statistics for the modelling of observales. An additional extension of the number
of simulated 𝑍 → 𝜏𝜏 events, see Reference [8], results in the observed ratio of 2.81. Finally, the
experimental uncertainties are usually the results of measurements themselves, see Section 3.3. Thus,
the final uncertainties are composed of statistical components as well as systematic components which
means that the scaling introduced in Equation 8.1 only represents an upper bound if an uncertainty
measurement is dominated by its statistical component. Nevertheless, in most uncertainty categories
corresponding to the experimental uncertainties, a scaling close to this upper bound is observed
and, in some cases, even improvements beyond. Especially striking is the improvement of the
flavour tagging uncertainty’s impact by a factor of 6.8. This improvement cannot solely be explained
by the improvement of the uncertainty determination described in Reference [73] with respect to
Reference [165]. The measurement design as well as the corresponding uncertainty prescriptions are
possible other explanations for the observed improvement. By including signal regions targeting the
tt𝐻 production mode, shape information of distributions containing 𝑏-quark initiated jets are included
for the first time in the 𝐻 → 𝜏𝜏 measurement. Also, it has to be noted that the flavour tagging category
is one of the categories with the smallest impact on the measured 𝐻 → 𝜏𝜏 cross-section.
Overall, an improvement of the measured cross-section’s uncertainty by a factor of 2.07 is observed

which is the result of enhancements beyond a pure increase in data statistics. The measured cross-
sections and observations of which uncertainties impact the analyses the most are consistent between
the measurement presented in this thesis and the predecessing measurement.
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8.2.2 CMS Measurement with 137 fb−1

The second measurement drawn in for comparison has been conducted by the CMS collaboration
based on a similar sized dataset with an integrated luminosity of 137 fb−1 collected during Run II, see
Reference [166]. While the general analysis strategy is similar for both measurements, some key aspects
do differ. Similar background estimation techniques have been implemented in both measurements in
terms of the usage of data driven techniques for misidentified 𝜏-lepton backgrounds and Monte Carlo
simulations for smaller backgrounds. The major background of 𝑍 + jets is estimated via an embedding
procedure in the CMS analysis that resembles the procedure described in References [143, 144] rather
than the simplified embedding implemented in the measurement presented in this thesis.
Instead of solely relying on the invariant di-𝜏 mass as the observable and defining signal regions

through other variables and multivariate techniques, the CMS measurement implements a two-
dimensional approach. Effectively, the invariant di-𝜏 mass, 𝑚𝜏𝜏 , is split into bins of a second
observable. This second observable is chosen depending on the signal region and either helps
separating signal from background or gives access to the targeted STXS bins. In case of the boosted
categories it is chosen to be 𝑝T(H) since the STXS bins are split accordingly.
Although both measurements aim to measure the 𝐻 → 𝜏𝜏 cross-sections within the STXS

framework, the final merging scheme of STXS bins differs. While the CMS measurement does not
target tt𝐻 production, it does implement a more resolved measurement of the VBF𝐻 like production.
The individual merging schemes for the electroweak STXS production bins are shown in Figure 8.9
and the merging schemes for the gluon-gluon fusion STXS production bins in Figure 8.10. Apart from
the more resolved VBF𝐻 like production in the CMS measurement, it does not specifically target the
𝑉𝐻 like production bin. This production mode is part of the more inclusive non-VBF topology. No
dedicated reconstructed category has been implemented for this production mode and, thus, these
events are mostly sorted into the boosted categories. The main differences regarding the gluon-gluon

(a) ATLAS scheme. Taken from Reference [129] and
modified.
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(b) CMS scheme. Taken from Reference [166].

Figure 8.9: STXS merging schemes implemented in the ATLAS [8] and the CMS [166] measurement,
respectively. The electroweak production bins are shown.

fusion production bins concern the granularity of bins with more than one jet and bins with exactly
one jet. On the one hand, bins with more than one jet show a finer granularity in the ATLAS scheme
and on the other hand, the CMS scheme additionally targets the low 𝑝T(H) bin with exactly one jet.
Due to the trigger requirements discussed in Section 5.2, the ATLAS scheme is not able to include the
bins with no additional jets, which the CMS scheme is able to do. These differences in the merging
schemes render a direct comparison of measured STXS cross-sections difficult. Thus, the main focus
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Figure 8.10: STXS merging schemes implemented in the ATLAS [8] and the CMS [166] measurement,
respectively. The gluon-gluon fusion production bins are shown.

will lie on the measured inclusive 𝐻 → 𝜏𝜏 production cross-sections.
The inclusive 𝐻 → 𝜏𝜏 production cross-section normalised to the Standard Model prediction has

been measured to be 0.85+0.12−0.11 by the CMS collaboration [166]. This result agrees with the measured
cross-section discussed in Section 8.1 within their uncertainties. Both measurements achieve a similar
relative precision of roughly 14%. A detailed comparison of how uncertainties impact the measured
cross-section cannot be performed as the needed information are not given in Reference [166]. While
the magnitudes of the uncertainties are listed, no information about their impact on the measured
cross-sections are provided. Overall, the discussed results statistically agree with the Standard Model
predictions and show consistent behaviour.
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CHAPTER 9

Conclusion

Possible new physics effects originating from theories beyond the Standard Model (SM) can either be
directly observed in searches for new particles or through deviations from the theoretical expectation
of Standard Model processes. Since its discovery in 2012 [1, 2] a Standard Model-like Higgs boson
has been experimentally established. With the increasing amount of data collected at the LHC, the
Higgs measurements of ATLAS and CMS have become more and more precise. Due to the mass of
the 𝜏-lepton it is expected to exhibit the strongest coupling to the Higgs boson out of all leptons. In
contrast to measurements targeting the coupling to other third generation fermions like bottom quarks,
the expected backgrounds are smaller since processes producing multiple jets play a less significant
role in the di-𝜏 channel. Hence, the Higgs boson coupling in 𝜏-lepton decays can be measured with
higher precision than other fermionic decays. The presented work measures the inclusive 𝐻 → 𝜏𝜏
production cross-section as well as more detailed cross-sections split by production mode or split into
bins of the theoretical Simplified Template Cross Sections (STXS) framework in which cross-sections
are measured as a function of other observables such as the transverse momentum of the Higgs boson.
While the general measurement design is the result of collaborative efforts, detailed contributions

to the mass reconstruction as well as the validation and understanding of the fit model are documented
in this thesis. All di-𝜏 decay combinations are included in the measurement, except for di-leptonic
decays of the same lepton flavour, due to the limited sensitivity it provides and the large uncertainties
of its accompanying backgrounds. With the dataset of 139 fb−1 recorded during Run II, reconstructed
categories targeting the four major Higgs production modes, gluon-gluon fusion (𝑔𝑔𝐻), vector boson
fusion (VBF𝐻), associated production with a vector boson (𝑉𝐻) and associated production with a
pair of top quarks (tt𝐻), are defined. By utilising multivariate analysis techniques, the inclusive
VBF𝐻, 𝑉𝐻 and tt𝐻 categories are further split into regions of higher (signal) purity and lower purity.
The major backgrounds are either estimated using data driven techniques (misidentified 𝜏-leptons) or
from simulations that are simultaneously constrained in control regions in the fit (𝑍 → 𝜏𝜏 and Top).
A novel simplified embedding procedure has been implemented to provide high statistics 𝑍 + jets
control regions for this purpose. Other smaller backgrounds are normalised to their Standard Model
expectations and are varied within uncertainties.
The invariant di-𝜏mass, estimated by theMissingMass Calculator (MMC), is the final discriminating

observable used in the measurement. Thorough studies on the algorithm as well as the included
probability density functions (p.d.f.s) have been performed. Overall, a similar performance with
respect to its implementation used in Reference [7] in terms of 𝑍 + jets versus Higgs boson separation
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has been achieved while speeding up the algorithm by a factor of roughly two to four, depending on
the di-𝜏 channel. At the same time, the MMC’s code has been refactored, making it more accessible
and adaptable for users. Together with the presented studies this thesis provides a full documentation
of every step and p.d.f. choice of the algorithm.
The final fit model has been thoroughly validated using Asimov pseudodata and partially unblinded

fits. In this context, some aspects of the model and implementations of nuisance parameters have
been studied in detail. As a result of these studies, the 𝜏had reconstruction efficiency uncertainty has
been determined for the first time in an in-situ measurement in an ATLAS analysis. Additionally,
a new toy-based approach to validate complex fit models has been introduced. With this approach,
predictions on which nuisance parameters might get pulled or constrained in the fit to real data are
made possible for the first time. Furthermore, the overall consistency of the chosen model with respect
to (partially) unblinded fits can be assessed in a stable way.

Figure 9.1: Measured SM production cross-sections at ATLAS using datasets at 5 TeV and 13 TeV. Taken from
Reference [167] and modified to highlight the 𝐻 → 𝜏𝜏 cross-section contributed by this measurement.

All measured 𝐻 → 𝜏𝜏 cross-sections agree with the SM predictions within their uncertainties,
achieving the highest precision and level of detail of an ATLAS 𝐻 → 𝜏𝜏 measurement to date. The
inclusive cross-section is measured to be 2.90± 0.21 (stat) + 0.37− 0.32 (syst) pb which is in agreement with
the SM prediction of 3.15 ± 0.09 pb [8]. A first time ATLAS standalone observation of VBF𝐻
production in the di-𝜏 channel has been confirmed with a significance of 5.3𝜎 [8]. Evidence for 𝑔𝑔𝐻
production in the di-𝜏 channel has been observed with a significance of 3.9𝜎 [8]. The agreement of the
measured cross-section with the SM prediction is highlighted in Figure 9.1, showing the measured SM
production cross-sections at ATLAS. With respect to other Higgs boson analyses measuring fermionic
couplings, the presented measurement achieves the highest precision, see e.g. References [168, 169]
for analyses with the Higgs boson decaying into two bottom quarks.
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One of the advantages of the STXS framework is the capability to combine multiple measurements
even with different final states. The latest iteration of such a combination for ATLAS analyses can be
found in Reference [170]. It includes the results presented in this thesis as well as other updated anayses.
Although, no detailed breakdown of individual analyses’ contribution to the STXS combination
is given, the provided production mode inclusive comparison gives an idea of this measurement’s
contribution. Typically, the STXS bins measured with the smallest uncertainties, especially the VBF𝐻
production mode, provide sensitivity. Furthermore, continuing measurements utilising the 𝐻 → 𝜏𝜏
process can be conducted such as the measurement of the Higgs boson’s combined charge conjugation
and parity (CP) properties. A first result, based on the theoretical idea for such a measurement given
in References [38, 39], has been published by the CMS collaboration which is in agreement with a
Standard Model-like Higgs boson [43].

Towards Run III and the HL-LHC Datasets with larger statistics will be gathered at the LHC
during its upcoming Run III and its extension to higher luminosities, the High-Luminosity LHC
(HL-LHC) [171]. As the measurement is overall limited by systematic uncertainties, further increasing
data statistics do not automatically translate into increased sensitivities in all phase spaces. However,
certain production modes do benefit from increased statistics such as the cross-section measurements
of the 𝑉𝐻 and tt𝐻 production modes. Additionally, more detailed STXS schemes become accessible
with increasing statistics. In this context, the application of neural networks to define regions of high
signal purity could be studied.
Further studies regarding the mass reconstruction based on the presented work, or following a new

approach using neural networks, could improve the measurement’s overall sensitivity, given that they
result in an improved resolution and, thus, separation power of 𝑍 → 𝜏𝜏 and 𝐻 → 𝜏𝜏. A small excerpt
of such studies that already have been conducted is given in Section 4.5. Instead of improving the
mass reconstruction itself, reducing the impact of Jet and 𝐸missT related uncertainties on the same could
possibly increase the sensitivity as this uncertainty category is the second leading source of systematic
uncertainties in the measurement.
Another approach to possibly improve the measurement’s sensitivity could be the explicit utilisation

of the available hadronic 𝜏-lepton decay mode classification. The MMC’s separation power depends
on the 𝜏-lepton decay mode. Since the 𝜏-lepton energy resolution and angular resolution depend on its
decay mode this behaviour is to be expected. Decay modes with little to no neutral hadronic activity
and dominated by charged pions can utilise the tracker information to its full potential. Furthermore,
the decay mode could be used to define individual 𝜏had identification working points, depending on the
contribution of misidentified 𝜏-leptons to specific decay modes. This could either help to further reduce
the misidentified 𝜏-lepton background in di-𝜏 channels that include hadronic 𝜏-leptons or to increase
the available statistics in these channels. By lowering the identification requirement and imposing
decay mode requirements at the same time, the overall statistics can possibly be increased while
keeping a similar level of misidentified 𝜏-lepton background in decay modes with small misidentified
𝜏-lepton contributions.
Altogether, future measurements of the 𝐻 → 𝜏𝜏 process promise a wealth of interesting results,

either through improvements of the presented measurement or through measurements of other Higgs
boson properties in this decay. More detailed studies of the introduced validation techniques for
complex fit models can help in the understanding of future likelihood models. With increasing statistics
and advancements of measurement techniques these models will likely increase in their complexity.
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APPENDIX A

Improved Determination of the Tau Energy Scale

The measurement of the tau energy scale (TES) and the corresponding uncertainties described in
Reference [78] is a tag-and-probe measurement. Its basic idea is to perform the measurement, which
targets the residuals between the MC based energy scale calibration and what is observed in data, for a
well-known process in a well-known phase space. In the case of 𝜏-lepton performance measurements,
e.g. the TES measurement, this is typically done using 𝑍 → 𝜏𝜏 events with one 𝜏-lepton decaying
into a muon and the other hadronically. The muon is used to trigger the event and called the tag while
the 𝜏had is the lepton being probed. By varying the 𝜏-lepton’s energy and minimising the 𝜒

2 of the
𝑚vis𝜏𝜏 distribution TES is measured in data. The variation of the 𝜏-lepton energy directly translates to a
modified 𝑚vis𝜏𝜏 distribution as explained in Section 4.1.1. Uncertainties in this measurement are treated
uncorrelated and measured individually by also minimising the 𝜒2 of the systematically varied mass
distribution. The final uncertainty is the quadratic sum of the individual uncertainties considered.
For the new approach, which is supposed to provide a more precise measurement of TES and its

uncertainty1, multiple changes are implemented. This section aims to describe the current status of the
ideas behind this new approach, the actual measurement is not finalised at this point in time. The idea
of a tag-and-probe measurement is kept and the same process of 𝑍 → 𝜏𝜏 is targeted. However, instead
of minimising the 𝜒2 a maximum likelihood fit is implemented which is able to spot correlations
of different sources of uncertainties during its minimisation. This possibly helps to reduce the final
uncertainty on TES depending on these correlations.
The main difference with respect to the original measurement is the idea of separating different

components of the tau energy scale. With the particle flow approach described in Section 3.3.4
multiple subdetectors play an important role in the 𝜏-lepton reconstruction and possibly introduce
their own energy scales. First, these different components have to be identified in the resolution of
𝑝T,𝜏 . This is done in bins of the electromagnetic energy fraction of the 𝜏-lepton:

YEM = 𝑝T,𝜏vis, truthneutral
/𝑝T,𝜏vis, truth ,

which is sensitive to the amount of energy deposited in the tracker compared to the energy measured
in the ECal. If YEM is close to zero, most of the 𝜏-lepton energy is measured in the tracker and, thus,
likely to have decayed solely into charged pions. Similarly, for values of YEM approaching one most
of the 𝜏-lepton energy is measured in the calorimeters. The reconstruction motivates the different

1 And also a first-time measurement of the tau energy resolution (TER) in data.
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resolution terms identified in the overall 𝜏-lepton resolution where all resolutions are assumed to
follow Gaussian distributions:

Core The core resolution is given by the tracker resolution and, thus, should have the smallest 𝜎 and
be close to zero, i.e. the bias should be negligible.

EM The electromagnetic component of the resolution corresponds to the ECal resolution and is
typically a bit larger than for the tracker. Depending on the phase space some bias is possible
for this component.

Tail The tail resolution originates from so-called “confusion” in the particle flow reconstruction. It is
typically associated with wrongly classified energy deposits in the calorimeter when subtracting
the energy deposits of charged pions measured in the tracker from the ECal.

In order to achieve stable fits over the whole YEM range a few physically motivated constraints are
implemented. The goal of these fits is to parameterise the normalisation of the individual components
as a function of YEM. The following studies are based on a Powheg 𝑍 → 𝜏𝜏 sample corresponding to
the data taking of the years 2015 and 2016.
First, the widths of the Gaussian distributions for the Core and EM component are measured in

phase space regions enriched in the respective 𝜏-lepton energy compositions, i.e. at YEM = 0 for the
Core component and YEM > 0.95 for the EM component. The results of these fits fixate 𝜎Core and
𝜎EM for the next steps since they are not expected to vary as a function of YEM. Additionally, the
normalisations of all three components have to add up to one with the chosen normalisation for the
overall 𝜏-lepton resolution distribution.
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Figure A.1: Means of the Gaussian fits for every 𝜏-lepton resolution component as a function of YEM. The
dashed lines indicate the constraints on the means. The means of the core component and of the EM component
are fitted to the tails of Gaussian distributions, respectively.

Next, a first iteration of fits in bins of YEM is performed. In addition to the constraints already
described, the means of the Gaussian distributions are only allowed to float within ±0.2 around

146



zero. This prevents unphysical behaviour of components with very small normalisations in certain
phase spaces. Furthermore, it is required that the mean of the EM component is positive. This
constraint is motivated by the observation that otherwise the meanings of the EM component and
the Core component can swap due to their similar Gaussian widths. The fits of this first iteration
are used to parameterise the means of the Gaussian distributions as a function of YEM in order to
reduce the uncertainty of the normalisation determination in the next step. It was observed, as shown
in Figure A.1, that the means of the Core component show more variation than naively expected
which can be explained by the energy calibration using boosted regression trees. This calibration
shifts the Core component and the EM component so that the overall 𝑝T,𝜏 is well calibrated. With
the parameterisation of the Gaussian means another iteration of fits to the 𝜏-lepton resolution in
bins of YEM is performed. Two examples for these fits are shown in Figure A.2, highlighting all
resolution components and the combined resolution function. Finally, the parameterisation of the
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(b) Fit to the 𝑝T,𝜏 resoution for intermediate YEM.

Figure A.2: Fits of the 𝑝T,𝜏 resolution in two bins of YEM. The individual Gaussian fits corresponding to the
resolution components are shown as well as the combined Gaussian distribution depicted by the dashed line.

components’ normalisation as a function of YEM is shown in Figure A.3. The functions used for the
parameterisations are based on the Fermi-Dirac distribution:

𝑓 (𝑥) = 𝑎

𝑒 (𝑥+𝑏)/𝑐 + 1
with an additional first order polynomial for the EM component. The uncertainty of this paramet-
erisation is indicated by the dashed lines in Figure A.3 and implemented as an uncertainty in the fit
model. Since the measurement is designed to measure the individual 𝜏-lepton resolution components
an observable more sensitive to these components than 𝑚vis𝜏𝜏 is chosen. Inspired by the Run I 𝜏-lepton
polarisation measurement in ATLAS, the utilised observable is Υ which is defined as: [172]

Υ =

𝐸𝜋±−𝐸
𝜋
0

𝐸𝜋±+𝐸
𝜋
0

≈ 2 · 𝑝T,all tracks
𝑝T,𝜏

− 1 .

Consequently, the observable is sensitive to the 𝜏-lepton polarisation and similar effects to the ones
observed in Reference [172]. Thus, similar sources of uncertainties have to be considered.
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Figure A.3: Parameterisation of the resolution components’ normalisation as a function of YEM. The uncertainties
are shown as dashed lines.

Since the observable is sensitive to the components of TES it is also sensitive to the 𝜏-lepton decay
mode. Hence, the final measurement is ideally performed simultaneously with the measurement of
the efficiency scale factors of the decay mode classification.
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APPENDIX B

Additional Studies with the MMC

B.1 Cut Selection for p.d.f. Parameterisations

𝜏lep 𝜏had 𝜏had 𝜏had

Object counting # of 𝑒/` > 1 # of 𝑒/` = 0, # of 𝜏had-vis = 2

𝑝T cut 𝑒/` : 𝑝T > 25GeV 𝜏had-vis leading: 𝑝T > 35GeV
𝜏had-vis: 𝑝T > 35GeV 𝜏had-vis subleading: 𝑝T > 25GeV

ID both BDT medium, at least one BDT tight

Charge product Opposite charge Opposite charge

Angular Δ𝑅ℓ𝜏had-vis
< 2.5 0.6 < Δ𝑅𝜏had-vis𝜏had-vis

< 2.5
|Δ[ℓ𝜏had-vis | < 1.5 |Δ[𝜏had-vis𝜏had-vis | < 1.5

𝐸missT 𝐸missT > 20GeV 𝐸missT > 20GeV
min

(
Δ𝜙

(
𝜏had, 𝐸

miss
T

))
< 𝜋
4 min

(
Δ𝜙

(
𝜏had, 𝐸

miss
T

))
< 𝜋
4

Table B.1: Summary of the event selection applied to create the p.d.f. parameterisations for the MMC.
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B.2 Parameterisation of Momentum Ratio p.d.f.s
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(c) 𝜏1pXn decay mode.
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(d) 𝜏3p0n decay mode.
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Figure B.1: Parameterisations of the ratio of the neutrino momentum and the reconstructed visible 𝜏-lepton
momentum based on the Sherpa 𝑍 → 𝜏𝜏 sample. The parameterisations (solid lines) are shown for the leading
𝜏-lepton of the fully hadronic decay channel.
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(b) 𝜏1p1n decay mode.
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(c) 𝜏1pXn decay mode.
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(d) 𝜏3p0n decay mode.
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Figure B.2: Parameterisations of the ratio of the neutrino momentum and the reconstructed visible 𝜏-lepton
momentum based on the Sherpa 𝑍 → 𝜏𝜏 sample. The parameterisations (solid lines) are shown for the
subleading 𝜏-lepton of the fully hadronic decay channel.
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B.3 Alternative Fit Functions for Angular p.d.f.
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Figure B.3: Parameterisations of the angular distance between the neutrino and the reconstructed visible 𝜏-lepton
based on the Sherpa 𝑍 → 𝜏𝜏 sample. Alternative fit functions (solid lines) are shown for 𝜏lep and 𝜏had.
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Figure B.4: Parameterisations of the angular distance between the neutrino and the reconstructed visible 𝜏-lepton
based on the Sherpa 𝑍 → 𝜏𝜏 sample. The parameterisations (solid lines) are shown for the 𝜏1p0n decay mode.
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Figure B.5: 𝑝T,𝜏 dependent parameterisations of the angular distance between the neutrino and the reconstructed
visible 𝜏-lepton based on the Sherpa 𝑍 → 𝜏𝜏 sample. The parameterisations are shown for the 𝜏1p0n decay
mode and the parameter values are extracted from the fits shown in Figure B.4.
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Figure B.6: Parameterisations of the angular distance between the neutrino and the reconstructed visible 𝜏-lepton
based on the Sherpa 𝑍 → 𝜏𝜏 sample. The parameterisations are shown for the 𝜏1p0n decay mode. Additionally,
the resulting function of the 𝑝T,𝜏 interpolation derived in Figure B.5 is shown.

155



Appendix B Additional Studies with the MMC

Parameterisation of Angular p.d.f.s for 1p1n Decays

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35

)ν,reco
leadτ(3Dθ ∆

0

0.05

0.1

F
ra

ct
io

n 
of

 e
ve

nt
s

ττ→Z = 13 TeVsSimulation, 
Preselection

)2))m
x+b exp(-a(log(C

C = 0.0787
m = 0.0215
a = 0.779
b = 0.00219

/ndf: 1.542Χ

ττ→Z

(a) 0GeV < 𝑝T,𝜏 ≤ 34GeV.

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35

)ν,reco
leadτ(3Dθ ∆

0

0.05

0.1

0.15

F
ra

ct
io

n 
of

 e
ve

nt
s

ττ→Z = 13 TeVsSimulation, 
Preselection

)2))m
x+b exp(-a(log(C

C = 0.0829
m = 0.0214
a = 0.826
b = 0.00239

/ndf: 1.292Χ

ττ→Z

(b) 34GeV < 𝑝T,𝜏 ≤ 38GeV.

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35

)ν,reco
leadτ(3Dθ ∆

0

0.05

0.1

0.15

F
ra

ct
io

n 
of

 e
ve

nt
s

ττ→Z = 13 TeVsSimulation, 
Preselection

)2))m
x+b exp(-a(log(C

C = 0.0881
m = 0.02
a = 0.821
b = 0.00249

/ndf: 1.612Χ

ττ→Z

(c) 38GeV < 𝑝T,𝜏 ≤ 42GeV.

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35

)ν,reco
leadτ(3Dθ ∆

0

0.05

0.1

0.15

F
ra

ct
io

n 
of

 e
ve

nt
s

ττ→Z = 13 TeVsSimulation, 
Preselection

)2))m
x+b exp(-a(log(C

C = 0.0966
m = 0.0186
a = 0.843
b = 0.00211

/ndf: 1.292Χ

ττ→Z

(d) 42GeV < 𝑝T,𝜏 ≤ 47GeV.

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35

)ν,reco
leadτ(3Dθ ∆

0

0.05

0.1

0.15

F
ra

ct
io

n 
of

 e
ve

nt
s

ττ→Z = 13 TeVsSimulation, 
Preselection

)2))m
x+b exp(-a(log(C

C = 0.1
m = 0.0176
a = 0.821
b = 0.00179

/ndf: 1.182Χ

ττ→Z

(e) 47GeV < 𝑝T,𝜏 ≤ 53GeV.

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35

)ν,reco
leadτ(3Dθ ∆

0

0.05

0.1

0.15

F
ra

ct
io

n 
of

 e
ve

nt
s

ττ→Z = 13 TeVsSimulation, 
Preselection

)2))m
x+b exp(-a(log(C

C = 0.1
m = 0.0176
a = 0.821
b = 0.00179

/ndf: 2.482Χ

ττ→Z

(f) 53GeV < 𝑝T,𝜏 ≤ 62GeV.

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35

)ν,reco
leadτ(3Dθ ∆

0

0.05

0.1

0.15

0.2

F
ra

ct
io

n 
of

 e
ve

nt
s

ττ→Z = 13 TeVsSimulation, 
Preselection

)2))m
x+b exp(-a(log(C

C = 0.1
m = 0.0176
a = 0.821
b = 0.00179

/ndf: 7.482Χ

ττ→Z

(g) 62GeV < 𝑝T,𝜏 ≤ 76GeV.

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35

)ν,reco
leadτ(3Dθ ∆

0

0.05

0.1

0.15

0.2

F
ra

ct
io

n 
of

 e
ve

nt
s

ττ→Z = 13 TeVsSimulation, 
Preselection

)2))m
x+b exp(-a(log(C

C = 0.139
m = 0.0122
a = 0.785
b = 0.000923

/ndf: 2.492Χ

ττ→Z

(h) 76GeV < 𝑝T,𝜏 ≤ 200GeV.

Figure B.7: Parameterisations of the angular distance between the neutrino and the reconstructed visible 𝜏-lepton
based on the Sherpa 𝑍 → 𝜏𝜏 sample. The parameterisations (solid lines) are shown for the 𝜏1p1n decay mode.
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Figure B.8: 𝑝T,𝜏 dependent parameterisations of the angular distance between the neutrino and the reconstructed
visible 𝜏-lepton based on the Sherpa 𝑍 → 𝜏𝜏 sample. The parameterisations are shown for the 𝜏1p1n decay
mode and the parameter values are extracted from the fits shown in Figure B.7.
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(h) 76GeV < 𝑝T,𝜏 ≤ 200GeV.

Figure B.9: Parameterisations of the angular distance between the neutrino and the reconstructed visible 𝜏-lepton
based on the Sherpa 𝑍 → 𝜏𝜏 sample. The parameterisations are shown for the 𝜏1p1n decay mode. Additionally,
the resulting function of the 𝑝T,𝜏 interpolation derived in Figure B.8 is shown.
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Figure B.10: Parameterisations of the angular distance between the neutrino and the reconstructed visible
𝜏-lepton based on the Sherpa 𝑍 → 𝜏𝜏 sample. The parameterisations (solid lines) are shown for the 𝜏1pXn
decay mode.
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Figure B.11: 𝑝T,𝜏 dependent parameterisations of the angular distance between the neutrino and the reconstructed
visible 𝜏-lepton based on the Sherpa 𝑍 → 𝜏𝜏 sample. The parameterisations are shown for the 𝜏1pXn decay
mode and the parameter values are extracted from the fits shown in Figure B.10.
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(h) 79GeV < 𝑝T,𝜏 ≤ 200GeV.

Figure B.12: Parameterisations of the angular distance between the neutrino and the reconstructed visible
𝜏-lepton based on the Sherpa 𝑍 → 𝜏𝜏 sample. The parameterisations are shown for the 𝜏1pXn decay mode.
Additionally, the resulting function of the 𝑝T,𝜏 interpolation derived in Figure B.11 is shown.
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Parameterisation of Angular p.d.f.s for 3p0n Decays
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Figure B.13: Parameterisations of the angular distance between the neutrino and the reconstructed visible
𝜏-lepton based on the Sherpa 𝑍 → 𝜏𝜏 sample. The parameterisations (solid lines) are shown for the 𝜏3p0n
decay mode.
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0 50 100 150 200

) [GeV]0τ(
T

p

0.05−

0

0.05

0.1

pa
ra

m
et

er
 1

 = 13 TeVsSimulation, 
)ν,reco

leadτ(3Dθ ∆Fitted variable: 
))+c+d*xxFit function: a(exp(-b

(b) Parameter m.

0 50 100 150 200

) [GeV]0τ(
T

p

0

0.5

1

1.5

pa
ra

m
et

er
 2

 = 13 TeVsSimulation, 
)ν,reco

leadτ(3Dθ ∆Fitted variable: 
))+c+d*xxFit function: a(exp(-b

(c) Parameter a.

0 50 100 150 200

) [GeV]0τ(
T

p

5−

0

5

10

15
3−10×

pa
ra

m
et

er
 3

 = 13 TeVsSimulation, 
)ν,reco

leadτ(3Dθ ∆Fitted variable: 
))+c+d*xxFit function: a(exp(-b

(d) Parameter b.

Figure B.14: 𝑝T,𝜏 dependent parameterisations of the angular distance between the neutrino and the reconstructed
visible 𝜏-lepton based on the Sherpa 𝑍 → 𝜏𝜏 sample. The parameterisations are shown for the 𝜏3p0n decay
mode and the parameter values are extracted from the fits shown in Figure B.13.
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Figure B.15: Parameterisations of the angular distance between the neutrino and the reconstructed visible
𝜏-lepton based on the Sherpa 𝑍 → 𝜏𝜏 sample. The parameterisations are shown for the 𝜏3p0n decay mode.
Additionally, the resulting function of the 𝑝T,𝜏 interpolation derived in Figure B.14 is shown.

164



B.4 Parameterisation of Angular p.d.f.s

Parameterisation of Angular p.d.f.s for 3pXn Decays
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Figure B.16: Parameterisations of the angular distance between the neutrino and the reconstructed visible
𝜏-lepton based on the Sherpa 𝑍 → 𝜏𝜏 sample. The parameterisations (solid lines) are shown for the 𝜏3pXn
decay mode.
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Figure B.17: 𝑝T,𝜏 dependent parameterisations of the angular distance between the neutrino and the reconstructed
visible 𝜏-lepton based on the Sherpa 𝑍 → 𝜏𝜏 sample. The parameterisations are shown for the 𝜏3pXn decay
mode and the parameter values are extracted from the fits shown in Figure B.16.
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(b) 40GeV < 𝑝T,𝜏 ≤ 47GeV.
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(d) 56GeV < 𝑝T,𝜏 ≤ 70GeV.
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Figure B.18: Parameterisations of the angular distance between the neutrino and the reconstructed visible
𝜏-lepton based on the Sherpa 𝑍 → 𝜏𝜏 sample. The parameterisations are shown for the 𝜏3pXn decay mode.
Additionally, the resulting function of the 𝑝T,𝜏 interpolation derived in Figure B.17 is shown.
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Parameterisation of Angular p.d.f.s for Leptonic Decays
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Figure B.19: Parameterisations of the angular distance between the neutrino and the reconstructed visible
𝜏-lepton based on the Sherpa 𝑍 → 𝜏𝜏 sample. The parameterisations (solid lines) are shown for the 𝜏lep decay
mode.
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Figure B.20: 𝑝T,𝜏 dependent parameterisations of the angular distance between the neutrino and the reconstructed
visible 𝜏-lepton based on the Sherpa 𝑍 → 𝜏𝜏 sample. The parameterisations are shown for the 𝜏lep decay mode
and the parameter values are extracted from the fits shown in Figure B.19.
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Figure B.21: Parameterisations of the angular distance between the neutrino and the reconstructed visible
𝜏-lepton based on the Sherpa 𝑍 → 𝜏𝜏 sample. The parameterisations are shown for the 𝜏lep decay mode.
Additionally, the resulting function of the 𝑝T,𝜏 interpolation derived in Figure B.20 is shown.
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B.5 Leptonic 𝝉-lepton p.d.f. Bias

The p.d.f. parameterisations for leptonic 𝜏-lepton decays are based on 𝑍 → 𝜏𝜏 simulations in the
𝜏lep𝜏had channel. This choice is motivated by the available statistics of the specific sample compared
to the available statistics of the fully leptonic 𝑍 → 𝜏𝜏 sample at that point. As the final event
selection of the 𝜏𝑒𝜏` channel is able to include 𝜏-leptons with lower transverse momentum than the
minimum requirement used for the parameterisation, see Table B.1, they become important in the
𝜏𝑒𝜏` channel. Generally, the 𝜏-lepton p.d.f.s of leptonic decays should not differ in similar momentum
ranges between the 𝜏𝑒𝜏` and the 𝜏lep𝜏had channel. However, due to the 𝜏lep𝜏had channel not being
able to directly include very low momentum 𝜏-leptons, the parameterisation extrapolation to low
momenta becomes more relevant. The impact on the separation power of low momentum 𝜏-leptons
on the MMC’s separation power is studied by imposing a common lower threshold on 𝑝T,𝜏 for both
𝜏-leptons in the 𝜏𝑒𝜏` channel. For this study, the original MMC version used in Reference [7] serves
as a reference point. While the separation power is decreased by roughly 1% for the nominal 𝜏𝑒𝜏`
selection, the two MMC versions become more similar with increasing lower 𝑝T,𝜏 thresholds. Already
at a lower of threshold of 20GeV, the two versions are mostly compatible, even though this value is
still below the selection criteria used for the parameterisation. This emphasises that the extrapolation
does work up to a certain point. Additionally, it has to be noted that the overall separation power
depends on the lower 𝑝T,𝜏 bounds for both versions and increases with increasing thresholds.
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Figure B.22: Receiver-Operating-Curves of theMMC in the 𝜏lep𝜏lep final state. Different minimal 𝑝T,𝜏 thresholds
are applied to illustrate the effect of low 𝑝T 𝜏lep on the performance in comparison to the MMC version used in
Reference [7] (mlm, orig.).
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Figure B.23: Receiver-Operating-Curves of the MMC in the inclusive signal regions for all individual di-𝜏 decay
channels comparing the final MMC configuration, shown in yellow, with the original MMC, shown in blue.
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Figure B.24: MMC lineshape of the 𝑍 → 𝜏𝜏 process in the inclusive signal regions for all individual di-𝜏 decay
channels comparing the final MMC configuration, shown in yellow, with the original MMC, shown in blue.
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(b) Inclusive VBF-like signal regions
in the 𝜏lep𝜏lep channel.
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(c) Inclusive VH-like signal regions
in the 𝜏lep𝜏lep channel.
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(d) Inclusive boosted signal regions
in the 𝜏lep𝜏had channel.
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(e) Inclusive VBF-like signal regions
in the 𝜏lep𝜏had channel.
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(f) Inclusive VH-like signal regions
in the 𝜏lep𝜏had channel.
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(g) Inclusive boosted signal regions
in the 𝜏had𝜏had channel.
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(h) Inclusive VBF-like signal regions
in the 𝜏had𝜏had channel.
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(i) Inclusive VH-like signal regions
in the 𝜏had𝜏had channel.

Figure B.25: MMC lineshape of the 𝐻 → 𝜏𝜏 process in the inclusive signal regions for all individual di-𝜏 decay
channels comparing the final MMC configuration, shown in yellow, with the original MMC, shown in blue.
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(a) Inclusive boosted regions in the
𝜏lep𝜏lep channel.
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(b) Inclusive VBF-like regions in the
𝜏lep𝜏lep channel.
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(c) Inclusive VH-like regions in the
𝜏lep𝜏lep channel.
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(d) Inclusive boosted regions in the
𝜏lep𝜏had channel.
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(e) Inclusive VBF-like regions in the
𝜏lep𝜏had channel.
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(f) Inclusive VH-like regions in the
𝜏lep𝜏had channel.
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(g) Inclusive boosted regions in the
𝜏had𝜏had channel.
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(h) Inclusive VBF-like regions in the
𝜏had𝜏had channel.
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(i) Inclusive VH-like regions in the
𝜏had𝜏had channel.

Figure B.26: MMC lineshape of data normalised to unity in misidentified 𝜏-lepton enriched regions for all
individual di-𝜏 decay channels comparing the final MMC configuration, shown in black, with the original
MMC, shown in gray. A different colour scheme has been chosen to highlight that these figures show data.
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B.7 Algorithm Parameter Settings Used in the Measurement

Option 𝜏lep𝜏lep 𝜏lep𝜏had 𝜏had𝜏had Comments

Decorate False False False default, use accessor methods
FloatStoppingCrit True True True default, see Section 4.4.1

CalibSet 2019 2019 2019 default, new parameterisations,
see Section 4.4.2

NsigmaMET 4 -1 -1 default for 𝜏lep𝜏had and 𝜏had𝜏had
UseTailCleanup 0 -1 -1 default, disabled
UseVerbose 0 -1 -1 default, disabled
NiterFit2 30 -1 -1 default, disabled
NiterFit3 10 -1 -1 default, disabled

UseTauProbability 1 1 1 relevant for previous p.d.f. sets,
adds momentum ratio p.d.f.

UseMnuProbability -1 -1 -1 new option, includes neutrino mass p.d.f.,
see Section 4.4.2

UseDefaults -1 -1 -1 default, disabled
UseEfficiencyRecovery -1 -1 -1 default, disabled

UseMETDphiLL 1 -1 -1 not implemented for 𝜏lep𝜏had and 𝜏had𝜏had,
turns off Δ𝜙𝜏𝜏 correction in 𝐸

miss
T resolution

if set to false for 𝜏lep𝜏lep
ParamFilePath MMC_params_v1_fixed.root default, holds parameterised p.d.f.s

𝑝
jet
T required for jets entering 30 30 30
the number of jet counting

Table B.2: Parameter settings of the MMC for all di-𝜏 decay channels. “NsigmaMET” defines the width of
𝐸missT probability density function in the Markov Chain in terms of 𝜎(𝐸missT ). The default setting lets the
MMC decide the number of 𝜎(𝐸missT ) used in the Markov Chain. If “UseTailCleanup” is enabled, proposed
states with a reconstructed mass exceeding the visible mass by roughly a factor of two or very high neutrino
momenta are re-sampled in the fully leptonic di-𝜏 channel. The number of maximum iterations can be controlled
via “NiterFit2” and “NiterFit3” when the MMC is run in the mode dedicated for lepton flavour violating
measurements. This mode is not enabled for this analysis as it presumes a direct Higgs boson decay into a
light lepton and a leptonic 𝜏-lepton decay, reducing the overall number of neutrinos compared to 𝜏lep𝜏lep decays.
Events with a failed mass reconstruction can be re-run if “UseEfficiencyRecovery” is enabled.
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APPENDIX C

Additional Studies of the Measurement Design

C.1 Tagger Variables

Variable VBF V(had)H ttH vs tt ttH vs 𝑍 → 𝜏𝜏

Je
tp
ro
pe
rti
es

Invariant mass of 2 leading jets • •
𝑝T( 𝑗 𝑗) • •
Product of [ of 2 leading jets •
Sub-leading jet 𝑝T •
Leading jet [ •
Sub-leading jet [ •
Scalar sum of all jets 𝑝T • •
Scalar sum of all 𝑏-tagged jets 𝑝T •
Best W-candidate dijet invariant mass • •
Best t-quark-candidate three-jet invariant mass • •

A
ng
ul
ar
di
st
an
ce
s Δ𝜙(jet 0, jet 1) •

|Δ[(jet 0, jet 1)| • •
Δ𝑅(jet 0, jet 1) •
Δ𝑅(𝜏𝜏, 𝑗 𝑗) •
Δ𝑅(𝜏, 𝜏) • •
Smallest Δ𝑅 (any 2 jets) •
|Δ[(𝜏, 𝜏) | • •

𝜏
pr
op
. 𝑝T(𝜏𝜏) •

Sub-leading 𝜏 𝑝T •
Sub-leading 𝜏 [ •

H ca
nd
. 𝑝T(𝐻 𝑗 𝑗) • •

𝑝T(𝐻)/𝑝T( 𝑗 𝑗) •

® 𝐸m
is
s

T

Missing transverse energy 𝐸missT • • •
Smallest Δ𝜙 (𝜏, ®𝐸missT ) •

Table C.1: Overview of the variables used in the taggers discussed in Section 5.2. Variables that are used
in a specific tagger are marked with a bullet •. Similarly to the calculation of the Higgs boson’s transverse
momentum in the event categorisation, the H candidate is defined as the vectorial sum of the two 𝜏-leptons and
®𝐸missT . The bestW-candidate is defined as the pair of jets with an invariant mass closest to the invariant mass of
the𝑊-boson. Both jets are required not to be identified as 𝑏-quark initiated jets. The best t-quark-candidate is
defined via the best W-candidate and an additional jet resulting in an invariant mass closest to the top quark’s
invariant mass. The additional jet is required to be identified as a 𝑏-quark initiated jet due to the decay signature
of the top quark. Taken from Reference [8].
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Appendix C Additional Studies of the Measurement Design

C.2 Residual Uncertainties in 𝒁 + Jets Control Regions

The 𝑍 + jets control regions used in the fit utilise the simplified embedding procedure introduced in
Section 5.3.2. After the procedure the 𝑍 → ℓℓ events in the control regions resemble 𝑍 → 𝜏𝜏 events
and are cross normalised with the signal regions. Thus, all systematic uncertainties applied to 𝑍 → 𝜏𝜏
in the signal regions, see Section 5.4, have to be applied to 𝑍 → ℓℓ in the control regions. In contrast
to the signal regions, all variations in the 𝑍 + jets control regions solely affect the normalisations since
the control regions themselves have no shape information in the fit1.
Event wide kinematic variations are simply propagated through the method for all simulated samples.

Variations arising from weights are propagated through the simplified embedding procedure as well.
However, this has to be done for both, data and simulations, in the control regions. Since it is not
possible to implement systematic variations on data, the residual differences between the data and MC
variations are finally applied to the simulations. In a perfect scenario the variations on the embedded
data and MC would be exactly the same and, thus, cancel each other out. For some uncertainties this
cancellation shows almost perfect closure as shown for one component of the uncertainty related to
the di-𝜏 trigger in Figure C.1.
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(a) Up variation.

boost 0 1J  ee

boost 0 1J  mumu

boost 0 ge2J  ee

boost 0 ge2J  mumu

boost 1 1J  ee

boost 1 1J  mumu

boost 1 ge2J  ee

boost 1 ge2J  mumu

boost 2 ge1J  ee

boost 2 ge1J  mumu

boost 3 ge1J  ee

boost 3 ge1J  mumu

vbf 0  ee
vbf 0  mumu

vbf 1  ee
vbf 1  mumu

vh 0  ee
vh 0  mumu

vh 1  ee
vh 1  mumu

Category

1−

0.5−

0

0.5

1

N
P

 im
pa

ct
 o

n 
th

e 
ov

er
al

l y
ie

ld
 [%

]

Data

MC

Residual

-1 = 13 TeV, 139 fbs

hadτhadτChannel: 
NP: TAUS_TRUEHADTAU_EFF_TRIGGER_STATMC161718_1down

(b) Down variation.

Figure C.1: Residual variations of one systematic uncertainty related to the di-𝜏 trigger. The variations per
control region for the 𝜏had𝜏had channel are shown.

However, it is possible that the cancellation does not result in a vanishing final variation. Two
effects are mainly responsible for this. The first effect is given by the statistical uncertainties on the
data and simulations in the control regions. Since the uncertainties are typically binned in e.g. 𝑝T of
an object this can lead to different variations being applied to data and MC. This effect is shown in
Figure C.2 for one uncertainty component of the 𝜏-lepton energy scale. It shows that in regions with
small statistics, e.g. vbf_1 and vh_1, the final variation does not vanish. Ultimately, these variations
driven by statistical variations are not propagated to the fit as they lack physical motivation. The
shown uncertainty is applied to 𝜏had decays and, thus, should have a larger impact on events with more
hadronic 𝜏-leptons which is exactly what can be observed.
The other effect is a result of the simplified embedding procedure itself. If the events before the

1 They have no shape information as they are only one-bin regions.
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C.2 Residual Uncertainties in 𝑍 + Jets Control Regions
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(a) 𝜏𝑒𝜏` channel.
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(b) 𝜏lep𝜏had channel.
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(c) 𝜏had𝜏had channel.

Figure C.2: Residual variations of one systematic uncertainty related to the 𝜏had energy scale. The down
variations per control region for all di-𝜏 channels are shown.

embedding and after the embedding contain the same objects, e.g. 𝑍 → 𝑒𝑒 becoming 𝑍 → 𝜏𝜏 → `𝑒,
the same sources of uncertainties have to be applied twice on simulations but only once for data.
This effect is shown in Figure C.3 for an uncertainty related to the electron identification. With an
increasing number of electrons in the final di-𝜏 channel the magnitude of the MC variation increases.
The effect is not as pronounced for the data variations since the first effect becomes important in certain
regions as well. The uncertainty shown in Figure C.3 is also the only one showing non-negligible
variations that are not solely caused by statistical fluctuations and, thus, the only one propagated to the
fit. In the final fit model a more detailed uncertainty scheme for the electron identification uncertainty
was implemented.
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(a) 𝜏𝑒𝜏` channel.
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(b) 𝜏lep𝜏had channel.
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Figure C.3: Residual variations of one systematic uncertainty related to the electron identification. The down
variations per control region for all di-𝜏 channels are shown.
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APPENDIX D

Additional Studies Related to the Fit Model

D.1 Binning Algorithm Studies

This appendix intends to document additional studies on the binning algorithm introduced in
Section 6.2.2. These generally show the stability of the algorithm in Appendix D.1.2 and the impact
of a general drawback of binned distributions in Appendix D.1.1.

D.1.1 Impact of Empty Bins

As explained in Section 6.2.2, the binned distributions in the likelihood fit should resolve physical
features as long as the available statistics permits. Since the signal regions contain multiple processes
with different relative contributions the question of available statistics becomes non-trivial. For
backgrounds contributing the major amount of events, such as 𝑍 → 𝜏𝜏 events, the statistics may be
sufficient for a certain binning but could result in empty bins for other minor backgrounds. If a bin
remains empty for certain processes, it is not possible to estimate the uncertainty of these processes in
this bin. Thus, the final uncertainty of this bin could be underestimated in the final likelihood.
This effect was studied for a preliminary binning obtained by a preliminary version of the binning

algorithm. First, an estimate of the uncertainty that is missing in the likelihood due to empty bins has
to be constructed. By considering the statistical uncertainty of neighbouring bins of the same process
a rough estimate is obtained. Three individual scenarios have to be distinguished based on the number
of non-empty neighbouring bins:

0 non-empty bins Divide total integral of all bins by the number of bins and assume a 100%
statistical and an additional 100% systematic uncertainty.

1 non-empty bin Assign the statistical uncertainty of the neighbouring bin as an estimate.

2 non-empty bins Assign the average of the statistical uncertainties of both neighbouring bins as an
estimate.
The resulting changes to the total uncertainty per 𝑚MMC𝜏𝜏 bin is shown in Figure D.1 for the 𝜏𝑒𝜏`

vbf_1 signal regions where the largest impact was observed. In the majority of the other regions and
bins the relative changes of the total uncertainties were observed to be well below 1%.
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Figure D.1: Overview of all processes in all 𝑚MMC𝜏𝜏 bins in the 𝜏𝑒𝜏` vbf_1 signal region. Bins with an entry
correspond to templates with zero yield. The entry shows an estimate of the neglected uncertainty for the empty
bin. No entry for the total integral corresponds to a negligible total yield. The relative change of the total
uncertainty per bin is shown when including the uncertainty estimate of empty bins.

To quantify the impact of the missing uncertainty component on the measurement’s result Asimov
fits were conducted including only the 𝜏𝑒𝜏` regions in the VBF𝐻 phase space. Since the uncertainty
change is most significant in the first bin as shown in Figure D.1 and most events over the whole
mass range are either signal events or 𝑍 → 𝜏𝜏 events1 the uncertainty change was propagated to the
𝑍 → 𝜏𝜏 events. This is motivated by the signal events being located at larger 𝑚MMC𝜏𝜏 values. First,
a reference value of the sensitivity for this specific fit model has to be found. Thus, an Asimov fit
similar to the actual fit model but only including the regions described before is performed, resulting
in an uncertainty on the VBF𝐻 POI of +0.834806−0.809118. Following the argumentation of applying the missing
uncertainty on the 𝑍 → 𝜏𝜏 events, its normalisation factor was replaced by a nuisance parameter
whose prior was taken from the fit result of this first fit setup. This modified fit configuration results in
a VBF𝐻 POI uncertainty of +0.833177−0.807817. Finally, the effect of the missing uncertainty due to empty bins
is propagated to the fit by inflating the prior of the 𝑍 → 𝜏𝜏 normalisation NP by 15%. The final fit
setup yields a VBF𝐻 POI uncertainty of +0.833409−0.807998, showing only a deviation of 0.03% with respect to
the fit without the inflated prior. It has to be noted that the overall effect of the missing uncertainty is
overestimated in this test by inflating the prior over the whole 𝑚MMC𝜏𝜏 range and not just the first bin.
Hence, the overall impact of this effect on the measurement is found to be negligible.

1 As can be deducted from the total integrals.
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D.1.2 Binning Algorithm Parameters
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Figure D.2: Uncertainty on all POIs of the measurement as a function of the binning algorithm’s 𝛼unc. Smaller
uncertainties correspond to a higher sensitivity of the measurement. The best nine parameter combinations for
the respective POI are shown.
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Figure D.3: Uncertainty on all POIs of the measurement as a function of the binning algorithm’s 𝑓mult. Smaller
uncertainties correspond to a higher sensitivity of the measurement. The best nine parameter combinations for
the respective POI are shown.
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Figure D.4: Uncertainty on all POIs of the measurement as a function of the binning algorithm’s 𝛼stat. Smaller
uncertainties correspond to a higher sensitivity of the measurement. The best nine parameter combinations for
the respective POI are shown.
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Figure D.5: Uncertainty on all POIs of the measurement as a function of the binning algorithm’s 𝛼S/B. Smaller
uncertainties correspond to a higher sensitivity of the measurement. The best nine parameter combinations for
the respective POI are shown.
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D.2 Asimov Fit Studies

The intention of this appendix is to document studies conducted using Asimov pseudodata related to
Section 6.3. Asimov fit results using the final fit model are documented in Appendix D.2.2.

D.2.1 𝒁 → 𝝉𝝉 Normalisation Factor Model

Since the fit model introduced in Figure 6.1 includes pairings of 32 signal regions and, finally, 31
𝑍 → 𝜏𝜏 normalisation factors alternative setups with a reduced number of NFs were studied. This is
motivated by NFs being allowed to float freely in the likelihood minimisation. Reducing the number
of freely floating parameters, or alternatively imposing constraints by replacing NFs with NPs, could
possibly increase the sensitivity of the measurement. Thus, three alternative NF models were studied
where the 𝑍 → 𝜏𝜏 NF in the tt𝐻 phase space is not altered as it is not paired with a dedicated 𝑍 + jets
control regions. Effectively, the alternative models correlate different regions of phase space, thus
reducing the overall number of NFs. It has to be noted, though, that a final model based on one of
these alternatives would have to introduce new NPs accounting for migration uncertainties between
the correlated regions as it was done in Reference [7].
The alternative 𝑍 → 𝜏𝜏 NF schemes are the following (always including the additional tt𝐻 𝑍 → 𝜏𝜏

NF in the fit model but not counting it in the naming schemes):

3 NFs One inclusive NF per boosted, VBF𝐻 and 𝑉𝐻 phase space.

9 NFs One inclusive NF per boosted, VBF𝐻 and 𝑉𝐻 phase space and per di-𝜏 decay channel.

10 NFs One NF per signal region phase space but inclusive in the di-𝜏 decay channel.
By correlating individual phase space regions the available statistics to determine the 𝑍 → 𝜏𝜏 NF

value increases and, thus, the uncertainty on the combined NFs decreases, as shown in Figure D.6.
Normalisation factors for the Top processes remain unchanged when correlating 𝑍 → 𝜏𝜏 NF indicating
a small correlation between them. The effect of the different setups on the parameters of interest and
NPs related to the 𝑍 + jets normalisation are shown in Figure D.7 and D.8. While the NPs related to
𝜏had are effectively unchanged the 𝑍 + jets theory NPs tend to get more constrained. This is likely
caused by the aforementioned missing NPs accounting for migrations between different correlated
regions. The sensitivity of the measurement, i.e. the uncertainty on the POIs, is stable with respect to
the alternative NF models. Most variations are at the level of numerical precision while the sensitivity
of one 𝑔𝑔𝐻 POI (ggF, ≥ 1 jet, 60GeV < 𝑝T(H) < 120GeV) slightly increases when correlating all
boosted signal regions. However, including the additional migration uncertainties possibly mitigates
this slight improvement. Thus, the NF scheme with 31 𝑍 → 𝜏𝜏 NF introduced in Figure 6.1 is used in
the final fit model.
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(b) NFs in the 𝑉𝐻-like and tt𝐻-like phase space.

1− 0.5− 0 0.5 1 1.5 2 2.5 3

Normalisation factor

norm boost 0 1j ztt
norm boost 0 ge2j ztt

norm boost 1 1j ztt
norm boost 1 ge2j ztt
norm boost 2 ge1j ztt
norm boost 3 ge1j ztt

norm boost ztt
norm hh boost 0 1j ztt

norm hh boost 0 ge2j ztt
norm hh boost 1 1j ztt

norm hh boost 1 ge2j ztt
norm hh boost 2 ge1j ztt
norm hh boost 3 ge1j ztt

norm hh boost ztt
norm lh boost 0 1j ztt

norm lh boost 0 ge2j ztt
norm lh boost 1 1j ztt

norm lh boost 1 ge2j ztt
norm lh boost 2 ge1j ztt
norm lh boost 3 ge1j ztt

norm lh boost top
norm lh boost ztt

norm ll boost 0 1j ztt
norm ll boost 0 ge2j ztt

norm ll boost 1 1j ztt
norm ll boost 1 ge2j ztt
norm ll boost 2 ge1j ztt
norm ll boost 3 ge1j ztt

norm ll boost top
norm ll boost ztt

31 Z NFs 3 Z NFs

9 Z NFs 10 Z NFs

-1 = 13 TeV, 139 fbs

(c) NFs in the 𝑔𝑔𝐻-like phase space.

Figure D.6: Normalisation factors in a fit with Asimov pseudodata for different 𝑍 → 𝜏𝜏 normalisation factor
models.
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(a) Parameters of interest.
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(b) Nuisance parameters related to 𝜏had.

Figure D.7: Pulls and constraints of the POIs and 𝜏had related NPs in a fit with Asimov pseudodata for different
𝑍 → 𝜏𝜏 normalisation factor models. The units (GeV) in the naming of the POIs have been omitted.
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(a) Nuisance parameters related to 𝑍 + jets `𝑅`𝐹 .
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(b) Nuisance parameters related to 𝑍 + jets PDF.

Figure D.8: Pulls and constraints of 𝑍 + jets theory related NPs in a fit with Asimov pseudodata for different
𝑍 → 𝜏𝜏 normalisation factor models.
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D.2.2 Pulls & Constraints of the Final Model Using Asimov Pseudodata
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(a) Normalisation factors.
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(b) Parameters of interest.

Figure D.9: Pulls and constraints of the NFs and POIs in a fit with Asimov pseudodata. The units (GeV) in the
naming of the POIs have been omitted.
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(a) Nuisance parameters related to 𝜏had.
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(b) Nuisance parameters related to electrons and muons.

Figure D.10: Pulls and constraints of the 𝜏had and electron/muon related NPs in a fit with Asimov pseudodata.
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(a) Nuisance parameters related to the simplified embedding.
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(b) Nuisance parameters related to misidentified 𝜏-lepton estimation.

Figure D.11: Pulls and constraints of the simplified embedding and misidentified 𝜏-lepton estimation related
NPs in a fit with Asimov pseudodata.
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(a) Nuisance parameters related to jets.
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(b) Nuisance parameters related to flavour tagging and
𝐸missT .
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(c) Nuisance parameters related to signal theory.

Figure D.12: Pulls and constraints of the jet, flavour tagging, 𝐸missT and signal theory related NPs in a fit with
Asimov pseudodata.
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(a) Nuisance parameters related to signal theory QCD and PDF.
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(b) Nuisance parameters related to Top theory.

Figure D.13: Pulls and constraints of the signal theory QCD and PDF as well as Top theory related NPs in a fit
with Asimov pseudodata.
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(a) Nuisance parameters related to 𝑍 + jets PDF and other theory uncertainties.
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(b) Nuisance parameters related to 𝑍 + jets `𝑅`𝐹 .

Figure D.14: Pulls and constraints of the 𝑍 + jets theory uncertainty related NPs in a fit with Asimov pseudodata.
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D.3 Partially Unblinded Fit Studies

D.3.1 Pulls & Constraints of the Final Model in the Partially Unblinded Fits

1− 0.5− 0 0.5 1 1.5 2 2.5 3

Normalisation factor

norm ll boost 0 1j ztt

norm ll boost 0 ge2j ztt

norm ll boost 1 1j ztt

norm ll boost 1 ge2j ztt

norm ll boost 2 ge1j ztt

norm ll boost 3 ge1j ztt

norm ll boost top

norm ll vbf 0 ztt

norm ll vbf 1 ztt

norm ll vbf top

norm ll vh 0 ztt

norm ll vh 1 ztt

norm ll vh top

Sideband
µRandom 

-1 = 13 TeV, 139 fbs

(a) NFs in the 𝜏𝑒𝜏` channel.
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(b) NFs in the 𝜏lep𝜏had channel.
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(c) NFs in the 𝜏had𝜏had channel.

Figure D.15: Pulls and constraints of the normalisation factors in the sideband fit (light red) and random signal
strength fit (dark blue).
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(a) Nuisance parameters related to 𝜏had.
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(b) Nuisance parameters related to electrons and muons.

Figure D.16: Pulls and constraints of the 𝜏had and electron/muon related NPs in the sideband fit (light red) and
random signal strength fit (dark blue).
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(a) Nuisance parameters related to the simplified embedding.
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(b) Nuisance parameters related to misidentified 𝜏-lepton estimation.

Figure D.17: Pulls and constraints of the simplified embedding and misidentified 𝜏-lepton estimation related
NPs in the sideband fit (light red) and random signal strength fit (dark blue).
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(a) Nuisance parameters related to jets.
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(b) Nuisance parameters related to flavour tagging and
𝐸missT .
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(c) Nuisance parameters related to signal theory.

Figure D.18: Pulls and constraints of the jet, flavour tagging, 𝐸missT and signal theory related NPs in the sideband
fit (light red) and random signal strength fit (dark blue).
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(a) Nuisance parameters related to signal theory QCD and PDF.
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(b) Nuisance parameters related to Top theory.

Figure D.19: Pulls and constraints of the signal theory QCD and PDF as well as Top theory related NPs in the
sideband fit (light red) and random signal strength fit (dark blue).
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(a) Nuisance parameters related to 𝑍 + jets PDF and other theory uncertainties.
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(b) Nuisance parameters related to 𝑍 + jets `𝑅`𝐹 .

Figure D.20: Pulls and constraints of the 𝑍 + jets theory uncertainty related NPs in the sideband fit (light red)
and random signal strength fit (dark blue).
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D.3.2 𝝉had Reconstruction Efficiency Studies

In addition to the studies regarding the 𝜏had reconstruction efficiency uncertainty presented in
Section 6.3.1 this appendix summarises additional information on the observed effect. Since the track
reconstruction in ATLAS is very well understood the pull of this NP is more likely to be caused by a
mismodelling of the track classification in the 𝜏had reconstruction. By splitting the NP into components
only affecting hadronically decaying 𝜏-leptons with one charged track and decays with three charged
tracks it can be studied whether this affects 𝜏-leptons with more tracks more heavily. As shown in
Figure D.21, the effect is of a similar magnitude in both cases. The constraints of the split NP reflect
that the regions in the fit contain more 𝜏had decays with one track compared to 𝜏had decays with three
tracks.
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(b) Normalisation factors.

Figure D.21: Pulls and constraints of the nuisance parameters and normalisation factors in the random signal
strength fit with a difference greater than 0.05 and 0.001, respectively. The default fit model (light red) is
compared to a fit model with the 𝜏had reconstruction efficiency NP split by the number of charged tracks in
hadronic 𝜏-lepton decays (dark blue), i.e. one track or three tracks.

Studying the pull separately for 𝜏lep𝜏had decays and 𝜏had𝜏had decays indicates whether the effect
scales with the number of hadronically decaying 𝜏-leptons in the di-𝜏 channel as expected. The pull
is of similar size for both decay channels as shown in Figure D.22. This resembles the expected
behaviour due to the implementation of uncertainties in HistFactory. Additionally to the “nominal”
template, up and down variations are provided defining the ±1𝜎 variations of the uncertainty. These
variation templates already incorporate the scaling by the number of 𝜏had, i.e. the 𝜏had𝜏had variations
roughly increase quadratically compared to the original size of the 𝜏lep𝜏had variations.
As HistFactory only requires ±1𝜎 variation templates and the likelihood evaluation is continuous,

it implements different interpolation and extrapolation functions. Typically, the interpolation function
is a polynomial of 6th order and the extrapolation function is an exponential. For small uncertainties
at the order of percent these functions effectively show linear behaviour. Their advantage lies in
the smooth transition between interpolation and extrapolation, also with respect to their derivatives,
see Reference [154]. Since the 𝜏had reconstruction efficiency scales with the number of 𝜏had as
previously discussed, an alternative set of functions was studied for the 𝜏had𝜏had channel. This set
of functions interpolates using a parabola and extrapolates with a linear function, motivated by the
quadratic scaling in the 𝜏had𝜏had channel. The functions for the 𝜏lep𝜏had channel were not modified.
Resulting changes are shown for a preliminary fit model in the sideband fit in Figure D.23. The
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Figure D.22: Pulls and constraints of the nuisance parameters and normalisation factors in the random signal
strength fit with a difference greater than 0.05 and 0.001, respectively. The default fit model (light red) is
compared to a fit model with the 𝜏had reconstruction efficiency NP split by di-𝜏 decay channel (dark blue), i.e.
into 𝜏lep𝜏had and 𝜏had𝜏had.

𝜏had reconstruction efficiency NP does not fulfill the required minimum pull difference in the figure,
meaning the alternative interpolation does not yield a different pull. However, a few other NPs
affecting the 𝜏had normalisation show slight deviations due to the modified interpolation. The largest
deviation is observed for the di-𝜏 trigger scale factor uncertainty as it only affects the 𝜏had𝜏had channel.
This also hints towards a scaling with the number of 𝜏had. Overall, the fit can be considered stable with
respect to the choice of interpolation and extrapolation and, thus, the defaults are used in the final fit.
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Figure D.23: Pulls and constraints of the nuisance parameters and normalisation factors in the sideband fit with
a difference greater than 0.05 and 0.005, respectively. The default interpolation (light red) used for all NPs is
compared to an alternative interpolation for the 𝜏had reconstruction efficiency NP in the 𝜏had𝜏had channel (dark
blue).
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D.3.3 𝒁 + Jets Theory Uncertainty Model

As motivated in Section 6.3.2, the 𝑍 + jets theory uncertainties are decorrrelated across all kinematic
regions as well as their normalisation and shape variation components. The resulting pulls and
constraints of the decorrrelated 𝑍 + jets theory NPs are summarised in Figure D.24. With respect to
the fully correlated NP scheme the pulls and constraints could be alleviated in most kinematic regions.
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(a) Normalisation components of the `𝑅`𝐹 uncertainty.
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(b) Normalisation components of the PDF uncertainty.
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(c) Shape components of the `𝑅`𝐹 uncertainty.

Figure D.24: Pulls and constraints of the decorrrelated 𝑍 + jets theory NPs in the random signal strength fit.
The final NP scheme is shown.

Since the decorrrelated NP scheme allows for a more finely granulated variation of the 𝑍 + jets
normalisation the influence of the chosen NP scheme on the pulls of other NPs is studied in Figure D.25.
Only NPs changing by at least 0.05 in their pull are considered in order to exclude numerically
caused deviations. Most of these NPs have a direct impact on the 𝑍 + jets normalisation, thus causing
correlations to the theory uncertainties and ultimately resulting in the observed changes. Only a
few misidentified 𝜏-lepton related NPs pass the criterion of a change greater than 0.05 caused by
indirect correlations of a changing 𝑍 + jets normalisation that is likely compensated by the observed
misidentified 𝜏-lepton varitions. Finally, the impact of the chosen 𝑍 + jets theory uncertainty scheme
on the sensitivity of the measurement has been assessed using Asimov fits. The resulting uncertainties
on the POIs in the most complex setup measuring the STXS cross-sections are shown in Figure D.26.
Some uncertainties slightly increase which to some degree is expected because the decorrelation
alleviates the original 𝑍 + jets theory NP constraints that are propagated to the final POI uncertainties.
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D.3 Partially Unblinded Fit Studies
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Figure D.25: Pulls and constraints in the random signal strength fit with a difference greater than 0.05 in their
mean comparing the fully correlated (dark blue) and the final 𝑍 + jets theory NP scheme (light red).
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Figure D.26: Effect of decorrelating the PDF and `𝑅`𝐹 𝑍 + jets theory uncertainties (light red) on the parameters
of interest in Asimov fits in comparison to a fully correlated NP scheme (dark blue). The decorrrelated NP
scheme is used in the final fit model. The units (GeV) in the naming of the POIs have been omitted.
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Appendix D Additional Studies Related to the Fit Model

D.4 Pulls, Constraints & Toy Based Categorisation of the Final Model in
the Unblinded Fit
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(a) Nuisance parameters related to 𝜏had.
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(b) Nuisance parameters related to electrons and muons.

Figure D.27: Pulls and constraints of the 𝜏had and electron/muon related NPs in the unblinded fit. The background
colours indicate whether the nuisance parameter is expected to be pulled or constrained. More details on the
categorisation are given in Section 7.2.
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(a) Nuisance parameters related to the simplified embedding.
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(b) Nuisance parameters related to misidentified 𝜏-lepton estimation.

Figure D.28: Pulls and constraints of the simplified embedding and misidentified 𝜏-lepton estimation related
NPs in the unblinded fit. The background colours indicate whether the nuisance parameter is expected to be
pulled or constrained. More details on the categorisation are given in Section 7.2.
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(a) Nuisance parameters related to jets.
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(b) Nuisance parameters related to flavour tagging and
𝐸missT .
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(c) Nuisance parameters related to signal theory.

Figure D.29: Pulls and constraints of the jet, flavour tagging, 𝐸missT and signal theory related NPs in the unblinded
fit. The background colours indicate whether the nuisance parameter is expected to be pulled or constrained.
More details on the categorisation are given in Section 7.2.
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(a) Nuisance parameters related to signal theory QCD and PDF.
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(b) Nuisance parameters related to Top theory.

Figure D.30: Pulls and constraints of the signal theory QCD and PDF as well as Top theory related NPs in the
unblinded fit. The background colours indicate whether the nuisance parameter is expected to be pulled or
constrained. More details on the categorisation are given in Section 7.2.
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(a) Nuisance parameters related to 𝑍 + jets PDF and other theory uncertainties.
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(b) Nuisance parameters related to 𝑍 + jets `𝑅`𝐹 .

Figure D.31: Pulls and constraints of the 𝑍 + jets theory uncertainty related NPs in the unblinded fit. The
background colours indicate whether the nuisance parameter is expected to be pulled or constrained. More
details on the categorisation are given in Section 7.2.
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Appendix E Distributions of 𝑚MMC𝜏𝜏

E.1 Prefit & Blinded
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(a) Boost 0, 1 jet.
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(b) Boost 0, ≥ 2 jets.
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(c) Boost 1, 1 jet.
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(d) Boost 1, ≥ 2 jets.
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(e) Boost 2, ≥ 1 jet.
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(f) Boost 3, ≥ 1 jets.
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(g) VBF 0.
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(h) VBF 1.
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(i) VH 0.
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(j) VH 1.

Figure E.1: Prefit and blinded mass distributions in the final binning used in the likelihood fit. All signal regions
in the 𝜏𝑒𝜏` channel are shown.
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(a) Boost 0, 1 jet.
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(b) Boost 0, ≥ 2 jets.

0 20 40 60 80 100 120 140 160 180 200

 [GeV]MMC
ττm

0.5

0.75

1

1.25

 

D
at

a 
/ P

re
d. 0

500

1000

1500

2000

2500

3000

E
ve

nt
s 

/ 5
 G

eV

-1 = 13 TeV, 139 fbs
Htautau

boost_1 1j
hadτlepτ

Pre-Fit

Data Signal
Ztt Zll
Fake Top
VV Uncertainty

(c) Boost 1, 1 jet.
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(d) Boost 1, ≥ 2 jets.
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(e) Boost 2, ≥ 1 jet.

0 20 40 60 80 100 120 140 160 180 200

 [GeV]MMC
ττm

0.5

0.75

1

1.25

 

D
at

a 
/ P

re
d. 0

100

200

300

400

500

600

700

E
ve

nt
s 

/ 5
 G

eV

-1 = 13 TeV, 139 fbs
Htautau

 1j≥boost_3 
hadτlepτ

Pre-Fit

Data Signal
Ztt Zll
Fake Top
VV Uncertainty

(f) Boost 3, ≥ 1 jets.
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(g) VBF 0.
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(i) VH 0.
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Figure E.2: Prefit and blinded mass distributions in the final binning used in the likelihood fit. All signal regions
in the 𝜏lep𝜏had channel are shown.
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(a) Boost 0, 1 jet.
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(b) Boost 0, ≥ 2 jets.
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(c) Boost 1, 1 jet.
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(d) Boost 1, ≥ 2 jets.
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(e) Boost 2, ≥ 1 jet.
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(f) Boost 3, ≥ 1 jets.
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(i) VH 0.
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(j) VH 1.
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(k) ttH 0.
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Figure E.3: Prefit and blinded mass distributions in the final binning used in the likelihood fit. All signal regions
in the 𝜏had𝜏had channel are shown.

216



E.2 Postfit & Unblinded

E.2 Postfit & Unblinded

0 20 40 60 80 100 120 140 160 180 200

 [GeV]MMC
ττm

0.5

0.75

1

1.25

 

D
at

a 
/ P

re
d. 0

100

200

300

400

500

600

700

800

E
ve

nt
s 

/ 5
 G

eV

-1 = 13 TeV, 139 fbs
Htautau

boost_0 1j

 SRµτeτ

Post-Fit

Data Signal
Ztt Zll
Fake Top
VV Uncertainty
Pre-Fit Bkgd.

(a) Boost 0, 1 jet.
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(b) Boost 0, ≥ 2 jets.
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(c) Boost 1, 1 jet.
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(d) Boost 1, ≥ 2 jets.
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(e) Boost 2, ≥ 1 jet.
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(f) Boost 3, ≥ 1 jets.
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(h) VBF 1.
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Figure E.4: Postfit and unblinded mass distributions in the final binning used in the likelihood fit. All signal
regions in the 𝜏𝑒𝜏` channel are shown.
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(a) Boost 0, 1 jet.
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(b) Boost 0, ≥ 2 jets.
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(c) Boost 1, 1 jet.
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(d) Boost 1, ≥ 2 jets.
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(e) Boost 2, ≥ 1 jet.
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(f) Boost 3, ≥ 1 jets.
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(g) VBF 0.
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(h) VBF 1.
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Figure E.5: Postfit and unblinded mass distributions in the final binning used in the likelihood fit. All signal
regions in the 𝜏lep𝜏had channel are shown.
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(a) Boost 0, 1 jet.
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(b) Boost 0, ≥ 2 jets.
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(c) Boost 1, 1 jet.
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(d) Boost 1, ≥ 2 jets.
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(e) Boost 2, ≥ 1 jet.
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(f) Boost 3, ≥ 1 jets.
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Figure E.6: Postfit and unblinded mass distributions in the final binning used in the likelihood fit. All signal
regions in the 𝜏had𝜏had channel are shown.
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