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Role of long-range CA3 connectivity in linking spatial and
aversive information

Abstract

TheCA3 regionof thehippocampus is an auto-associativenetwork that is thought

to enable rapid associations between spatial locations and non-spatial information.

As such, it is important for retention and retrieval of contextual memories. These

abilities are believed to be supported by the high degree of local interconnectivity

between individual CA3 pyramidal cells via axon collaterals. This interconnectivity

is also interhemispheric, with numerous dorsal CA3 pyramidal cell axons crossing

the commissure and forming synapses in the contralateral CA3 and CA1 areas. In

addition, CA3 pyramidal neurons also elaborate dense long-range projections that

connect hippocampal areas longitudinally along the septotemporal axis. Individual

axon collaterals may extend for up to 75% of the entire septotemporal axis. The role

of these longitudinal axons in conveying information within the CA3 system is not

well understood. The differential anatomical connectivity of ventral and dorsal hip-

pocampus to cortical and sub-cortical areas suggests that the dorsal hippocampus

is implicated preferentially in processing spatial information, while the ventral hip-

pocampus is strongly recruited during processing of emotionally salient memories.

This view, which is supported by genetic and behavioral studies, raises the question

of whether the longitudinal CA3 projections are involved when animals associate

spatial information with aversive or reward information.

We addressed these questions by directly imaging fromCA3 pyramidal cell axons

projecting fromventral to dorsal hippocampus using dual color two-photon calcium

imaging in awake behaving head-fixed mice. We compared these data to measure-
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ments from CA3 axons within the dorsal CA3 system (commissurally projecting

CA3 axons). The task required themice to learn the location of an aversive stimulus

on a150 cm linear track. Activity in the twoaxonal systemswas examined in separate

batches ofmice while the animals encoded the space, learnt the aversive stimulus lo-

cation and retrieved its memory. Importantly, we were able to track axons across

multiple days of experiments to determine how their representations change during

learning.

We observed that –- as previously suggested – the dorsal CA3 commissural axons

showed a more precise representation of the space compared to the longitudinal,

ventral-to-dorsal axonal system. During spatial aversive learning, spatial representa-

tions changed in the ventral-to-dorsal axons, with an over-representation of the lin-

ear track segment preceding the aversive stimulus present duringmemory formation

andmaintenance. This over-representationwas due to a precise sequence of spatially

selective stabilization and de novo formation of place axons. In contrast, dorsal CA3

commissural axons did not show a significant deformation of spatial maps. How-

ever, in this axon system, de novo formation of place axonswas significantly increased

in the memory maintenance phase. We show this increase to be spatially selective.

Thus, ventral CA3 exhibits a defined sequence of changes in spatial coding through-

out learning that precedes changes in dorsal CA3. This is consistent with a model in

which the ventral to dorsal CA3 projection is relevant in the integration of aversive

information into dorsal hippocampal spatial maps.
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As long as our brain is a mystery, the universe, the
reflection of the structure of the brain, will also be a

mystery.
Santiago Ramón y Cajal

1
Introduction

Learning and memory are among the most important mechanisms
through which the environment influences animal behavior. Learn-

ing is the process of acquisition of knowledge about theworld, whilemem-
ory is the process by which that knowledge is encoded, stored and later-
on retrieved to guide behavior. Many animals are born with a fascinating
battery of innate behaviors, however, soon after birth many skills essential
for survival have to be learned: the genome simply does not have enough
capacity to contain all information needed to guide adaptive behavior. Al-
though it is not trivial to draw a distinctive line between innate and learned
behavior, we can say that for us humans, our immense capability to learn,
makes us who we are because of what we learn and remember [65]. Al-
though not all learning is beneficial (e.g., learning of dysfunctional behav-
ior like addiction), many forms of learning are essential for survival.

For example, for an intelligent organism to survive, it is fundamental to
remember the rewarding or aversive situations: where is food or the nest,
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where was a predator spotted last? In associative learning, forming amem-
ory usually requires linking multiple channels of sensory precepts to en-
vironmental cues. The animal has to be able to form a memory, but also
retrieve it later on.

Thorndike’s ’Law of Effect’, summarizes the most pervasive form of
learning across animals, reinforcement learning: ”responses that produce
a satisfying effect in a particular situation become more likely to occur
again in that situation, and responses that produce a discomforting effect
become less likely to occur again in that situation” [139]. The brain has
evolved multiple solutions for reinforcement learning. One solution is to
forma cognitivemapof the environment, which canbe referred to, in order
to predict future rewarding or threatening situations. Another suggested
solution is learning by trial and error [127, 140, 131] or learning a predic-
tive map that presents each state with regard to its successor [32, 134]. In
the mammalian brain in particular, the hippocampal formation (which in-
cludes the hippocampus proper, the subiculum, and the dentate gyrus) is
a major hub for learning and memory.

In this chapter I will first provide a summary of hippocampal anatomy
and function. Since the focus of this dissertation is on the CA3 sub-region
of the hippocampus, a more detailed overview of CA3 afferent and effer-
ent connectivity along the longitudinal hippocampal axis is thenexplained.
Later, I will discuss the functional relevance of CA3 in different levels of
this axis, after which the main goals of this project will be presented.

1.1 The hippocampus

Hippocampus (HC) as a structure in the temporal lobe, is phylogeneti-
cally one of the oldest parts of the brain and the second oldest part of the
telencephalon after the olfactory system [126, 27]. In contrast to the six-
layered neocortex, HC has three layers and is comprised of two main sub-
divisions: Dentate Gyrus (DG) and Cornu Ammonis (CA)[126]. The
DG is comprised of fascia dentata and the hilus. The CA is structurally
and functionally divided into CA1, CA2 and CA3. These sub-regions act
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as distinct processingmoduleswhich are connected to one another serially
but each has its own individual direct connections to the cortical and sub-
cortical areas such as entorhinal cortex (EC)[19]. Inside the sub-regions,
there are anatomical layers formed by the arrangement of principal cells
of each region [7]. In the HC, the basal dendrites of principal pyramidal
cells are in the stratum oriens (SO), pyramidal somata are in the stratum
pyramidale (SP) and the apical dendrites are in the stratum radiutum (SR)
and the stratum lacunosum moleculare (SLM). In the DG, between the
principal granule cell (GC) layer and the hippocampal fissure, there is a
molecular layer. The two blades of GCs surround the polymorphic layer,
also known as hilar region of theDG.The hilar region is composed of hilar
cells andinterneurons[133][fig.1.1.1]. Lesion studies in both human and
rodent HC have delineated an important role for HC in episodic memory
formation [21]. Episodic memory is the ability of a memory system in
encoding and retrieving the order of events in unique experiences [142].
It has been reported that the disruption of the hippocampal circuitry in
combination with the EC is associated with loss of short and long-term
memories [126]. Although this role of the HC is quite established in the
literature, neuroimaging studies have implicated the HC in emotional be-
havior, andprovided evidence for a connection betweenhippocampal dys-
function and mood and anxiety disorders[67].

A look at the 3D structure of HC (vs. the more commonly investigated
lamellar structure), suggests differential afferent and efferent connectivity
at different anatomical levels of HC. It is therefore important to know the
details of projections into these different anatomical levels. It is also im-
portant to know the role they play in communicating to different parts of
the HC. Here, our focus is on the data obtained mostly from the study of
rodents.

1.2 Septo-temporal hippocampus

The rodent HC extends from the cranial-dorsal to the ventrolateral posi-
tion towards the caudal part where it eventually reaches the ventral surface
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Figure 1.1.1: The hippocampal circuit - Major intra - and extra-hippocampal projec-
tions to the HC (dorsal). EC projections mainly enervate distal apical dendrites of
CA1, CA2, and CA3 neurons in SLM, whereas CA3 targets the proximal apical den-
drites of CA2 and CA1 neurons in SR. Arrows indicate synapses, but are not weighted
by strength. Dashed grey lines indicate a subset of layer boundaries, including the hip-
pocampal fissure and the boundary between EC layers II/III and V/VI. The depiction
of the EC immediately next to the subiculum is for simplification and is not anatomi-
cally accurate; note that this exact geometry is only preserved in the horizontal plane of
the ventral HC. Inset: the transverse and proximodistal axes of the HC. Also shown are
approximate subdivisions of CA3 a, b, and c. Adopted from [133].

of the brain [126][fig. 1.2.1]. In other words, it follows a dorsal (septal)
to ventral (temporal) axis corresponding to the anterior-posterior axis in
the human brain. Although the general anatomical organization of hip-
pocampal sub-regions and layers inside the sub-regions repeats along this
axis, due to the different cortical and sub-cortical connectivity of the HC
septotemporally, functional uniformity of the HC has always been a ques-
tion. In studies on dorsal and ventral HC, it has been suggested that the
ventralHC is involvedmostly inmediating emotional responses. This pro-
posal is backedbytheexistenceofdense ventralHCconnectivity to regions
like, amygdala [146], hypothalamic endocrine and autonomic nuclei. Fur-
ther evidence includes the selective role of ventral hippocampus in the en-
docrine stress response [55], as opposed to the dorsal portion of the HC
which is involved in cognitive functions such as spatial memory.

Figure 1.2.1: Upper image: relative
site of the HC in the mouse brain - D
dorsal, V ventral, A anterior, P poste-
rior, M medial, L lateral. Lower im-
age: Three-dimensional organization
of the HC and EC. The hippocampal
sub-regions are arranged in a way that
the DG is nested most medially, and
the EC embraces the temporal extent
(ventroposterior) of the HC. The
gray curved arrow delineates the sep-
totemporal axis The transverse axis is
perpendicular to the septotemporal
axis[133].

This view suggests a dichotomy but rather in reality along the dorso-
ventral axis, there is a gradient of functional and anatomical disparity. Con-
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sistent with this, gene expression studies reveal multiple functional units
within dorsal and ventral portions of the HC [138]. A good example is
the projections of cingulate cortex to the HC. Cingulate areas involved in
emotional processing (i.e., infralimbic and prelimbic cortices), project to
the more ventral regions, and cingulate areas involved in the spatial pro-
cessing (i.e., retrosplenial cortex) project to the more dorsal regions in a
continuous rather than discretized manner. This is also the case with pro-
jections from and to sub-cortical areas. Projections of the dorsal half of
the HC innervate a small dorsal area of lateral septum (LS) and gradu-
ally more ventral areas of LS are occupied bymore ventral HC projections
[115]. Similarly, hippocampal connectivity to nucleus accumbens (NAc)
and amygdala has progressivelymoreprojections from the ventral portions
to the medial parts of these two areas [70].

Although the extrinsic hippocampal connectivity seems to follow a
smooth transition along its long axis, the intrinsic circuitry, at least in rats,
shows abrupt changes in some cases. For example, the longitudinal axon
collaterals of CA3 pyramidal cells which are a major longitudinal associa-
tion fiber system inside the HC, show extensive axonal divergence within
the dorsal two-third and ventral one-third of theHC. A few axons pass be-
tween these two regions. The same applies to the DG mossy fibers axon
divergence [7] and there are limited interconnections between these two
sections. In rats the thetawave coherence is shown to be relatively high be-
tween the dorsal and intermediate sites but substantially lower within the
ventral sites. Anatomical studies that relate this loss of coherence in line
with changes in the physiology are still missing. [44].

Therefore, there is evidence ofmultiple longitudinal domains inside the
HC, both the ones with gradual changes and the ones with sharp demar-
cated domains, supported by anatomical, as well as transcriptomics data.
With this summary, Iwill focus on twomajor functional implications along
the longitudinal axis: The spatial and the emotional coding.
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1.2.1 Spatial coding along the longitudinal axis

In 1971, O’Keefe and Dostrovsky, reported that a subset of hippocam-
pal neurons fired when rats occupied specific locations in an environment
[101]. These spatially tuned neurons thatweremostly recorded in the dor-
sal portion of the HC became famous as ”place cells”. Place cells are ubiq-
uitous to all sub-regions of theHC [64, 102]. Rats with dorsal HC lesions
showed deficit in navigation-based memory tasks [95]. Studies as such
built the bases for O’Keefe andNadel’s proposal of HC constituting a cog-
nitive map of space [102].

Initial experimental evidence suggested that relatively small segments
of the dorsal HC – a quarter or less of total hippocampal volume – is suf-
ficient to encode spatial memory 1. However, in a normal HC an entire¹ Lesion studies showed that a local

cluster of place cells in the rodent
dorsal HC is enough to form a spatial
representation of the entire environ-
ment [96]

two-third (almost 70%) of the HC (which also includes the ventral por-
tion) is needed for retrieval, suggesting that rodents engage an extensive
network for spatial coding [96].

As for the ventral HC, it was shown that it encompasses a markedly
lower number of place-coding cells with lesser precision [63]. A number
of studies showed the size of place fields from the dorsal CA3 to ventral has
a linear increase from1m to almost 10m[71],meaning that the ventralHC
might sub-serve similar roles as its dorsal part but in a larger spatial scale.

1.2.2 Emotional encoding along the longitudinal axis

The reciprocal connectivity of HC to amygdala and the CA1-subiculum
is largely limited to the ventral two-thirds of the HC. However, only the
very dorsal portion is void of any projection to or from amygdala [70]. An
early study by Kjelstrup et al. 2002 showed that ventral but not dorsal HC
was involved in defensive fear responses in an elevated plus-maze (an un-
conditioned threatening environment) and lesioning amygdala did not af-
fect the defensive response in the ventral HC which might hint at, ventral
HC producing the unconditioned fear response independent of amygdala
[72]. The distinction between the effect of lesions on the dorsal two-third
and the ventral one-third for unconditioned fear responses is pretty strong,
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in that the lesions of the dorsal part have almost no effect on the fear ex-
pression but small lesions on the ventral portion do 2[72].

² Having bigger spatial fields in the
ventral HC might have an evolution-
ary advantage, in that, the danger
might be predicted and avoided from
a larger distance via direct projec-
tions to the fear processing centers in
the brain [135] - Image adopted and
modified from J. Kuhl/Max Planck
Institute of Neurobiology.

The connection with the NAc can also explain the role of ventral HC
in reward and goal-directed behavior in rodents [123]. With regard to the
intermediate HC - where the accurate place-coding of the dorsal portion
meets connections to behavioral control areas in the ventral - lesion studies
showed that this area is involved in rapid place learning and incorporating
this learning in spatial navigation [10].

New genetic techniques and tools (e.g., CA3 region specific transgenic
mice combined with viral transduction) provide a better opportunity to
investigate and manipulate specific sub-regions in different levels of hip-
pocampal longitudinal axis, perhaps in a better controlled manner com-
pared to lesion studies. Furthermore, gaining knowledge about the genetic
and molecular properties of different levels and domains of the HC along
the longitudinal axis, allows targeted access to specific regions in specific
levels (e.g., transgenic animals for ventral two-third of a specific sub-region
likeCA1). This results into further understatingof relevant regions for spe-
cific behavioral implications [135].

In the present work, we focus on the CA3 region. Although septotem-
poral region-specific CA3 transgenic mice are not available, we utilized a
CA3 pyramidal cell specific mouse-line to investigate some aspects of the
hippocampal function thatmightmanifest along the longitudinal axis. Be-
fore that, in the following sections, a general introduction about the CA3
area and its input-output pattern is presented.

1.3 CA3

CA3 is one of the regions of the HC that has attracted special atten-
tion because of its role in memory, susceptibility to seizures and neuro-
degeneration. Complex and rich internal connectivity, with axon collat-
erals that ramify extensively and synapse onto the neighboring excitatory
and inhibitory neurons creates a network that is capable of generating co-
herent population synchronies like gamma3

³ Gamma oscillations (~25–100 Hz)
are activity patterns that are found
almost across all mammalian brain
structures, unlike theta and SWRs
that are mostly inside the HC.

, theta and sharp-wave ripples
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(SWR) 4 to likely associate the firing of selected cell assemblies for special⁴ Theta rhythm is a prominent 4–10
Hz oscillation in the hippocampal
local field potential. In rodents, they
are dominant during preparatory be-
haviors, like ambulation, exploration,
rearing and sniffing. SWRs are the
most synchronous population pattern
in the mammalian brain. They spread
on a wide area of the cortex and are
mostly occurring during periods of
immobility and sleep [22].

behavioral conditions [24, 27].
Despite the postulated prominent role of CA3 in computation, few

studies have invested in the specifics of this region in behaving animals.
In most of these studies, units recorded from CA1 to CA3 fields are re-
ported to have very similar behavioral correlates and are analyzed together
as a single group [30, 93, 97, 103, 102]. In those studies, it was suggested
thatCA3 is involved in spatial representations [102] and episodicmemory
[147].

1.4 Anatomy and connectivity of CA3

Inside theHC, in general, the major neuronal type and consequently CA3
area is pyramidal cells. Pyramidal cells comprise almost 191,000 cells of
young murine hippocampal CA3. CA3 pyramidal cells are slightly bigger
than GCs (~20 µm diameter) [16]. Li et al. 1994, reported that the total
length of a projected axon of a single CA3 pyramidal neuron ranges be-
tween 150mm to 300mm. Based on the length and the density of boutons
they speculated that a single CA3 neuron can make synapses on 30,000
to 60,000 neurons in the ipsilateral HC (mean inter-bouton distance: 4.7
µm) [85].

The dendritic trees of pyramidal cells have a basal and apical tuft. The
basal tuft extends into striatum oriens (SO) and the apical tuft into the
hippocampal fissure [151, 143]. CA3 pyramidal dendritic post-synapses
are unique because of having structures called thorny excrescence, a fea-
ture which is also observed in some hilar cells [fig. 1.4.1] [76].

A B

C

Figure 1.4.1: A andC, Early draw-
ings of CA3 by Ramony Cajal. The
presence of thorny excrescences. B,
Original golgi-stained specimens of
CA3 by Cajal. Adapted from the Cajal
Institute, Spanish National Research
Council or CSIC© and [86].

The length
and organization of dendritic tree of these cells are quiet different along
the transverse axis [61]. More ventrally positioned cells have an increased
dendritic length in comparisonwith dorsally positioned ones [143]. More
ventral pyramidal cells, having the largest dendritic tree also possess larger
axonal trees. However, this does not hold true everywhere in the HC.

TheCA3 along the transverse axis is divided into sub-divisions a,b and c
[fig. 1.1.1, inset]. Sub-division ’c’ being proximal to DG’s hilar region and
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’a’ distal with regard to DG. What makes CA3 specially interesting is the
highly interconnected network that this region possesses.

The following is a summary of projections within, to and from CA3 re-
gion.

1.4.1 CA3 to CA3 collateral projections

A strong CA3 to CA3 local connectivity (associational connections) is a
characteristic feature of the CA3 area. This projection was the main build-
ing block of the well-established concept of autoassociative networks in
CA3. This is to be taken into account that only parts of CA3 represent the
autoassociative connectivity while for the other parts this feature of CA3
has to be considered in relation with input, output structures [151]. CA3-
CA3 associational fibers mostly form asymmetrical excitatory synapses to
interneurons in the same layer [149]. They also provide excitatory collat-
erals to CA3 pyramidal cells 5. Density and extent of local connectivity ⁵ An axon often develops distal side

branches to send the information to
multiple other target neurons. These
side branches are called collaterals.
The collateral branches also modulate
and regulate the neuron’s firing pat-
terns and act as feed-back system for
the neural activity [116].

is inversely related to the positioning of the pyramidal cells in the proxi-
modistal axis [for the axis check fig. 1.1.1]. The pyramidal cells close to
the hilus and within the DG do not seem to have somuch local associative
connectivity. Their axons stay restricted in both proximodistal as well as
dorsoventral (longitudinal) axis. Further away from theDG, associational
connectivity seem to increase. In one study it was shown that any CA3
pyramidal cell preferentially targets a different longitudinal stripe that is
hundred microns dorsal or ventral to its cell body [85]. Where radially
the axons of pyramidal cells project also seem to depend on their proxi-
modistal position of the cell body, with more distal cells projecting to SO
whereas the axons of more proximal cells project to SR [85]. Finally, po-
sition of the pyramidal cells on transverse axis also influences where the
axons would terminate longitudinally. Proximal CA3 cells project to the
levels anterior (dorsal) to the level of the cell, the middle portion projects
equally dorsal and ventral and the distal part projects rathermore ventrally
[60]. The experiments related to these results however, have been mostly
performed in rats, the architectural structure of dendritic and axonic pro-
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jections is highly species dependent.

1.4.2 CA3 to CA1 projections (Schaffer collaterals)

As mentioned earlier CA3 cells project to SO and SR of CA1 and almost
entirely spare the pyramidal cell layer. Notably, the dorsoventral extent
of CA3 to CA1 projection is larger than that of corresponding associative
fibers. There is, however, a relationship between the transverse location of
CA3cells and the extent of their projections inCA1. ProximalCA3projec-
tions innervate more distally in CA1 and more distal CA3 cells project to
proximal positions in CA1. Also proximally originating cells end up more
superficially in SOandSRcompared to the distal cells. Other studies point
out that most of the CA3 to CA1 connections are ’en passant’ [132, 128]
and individual CA3 cells preferentially single out CA1 cells as their target
and have a tendency to densely synapse in one area of CA1. It is worth
noting that these findings are results of few old tracing studies which could
have issues of inefficient labeling and incomplete axonal filling [85]. Prox-
imal CA3 neurons at ventral levels seem to contribute less to the Schaffer
collaterals to CA1 but, in contrast, project densely to dentate hilus and in-
ner molecular layers of the DG [85].

1.4.3 CA3 contralateral projections

The two mentioned projections, Schaffer collateral and associational
fibers, are not the only connections existing inside the CA3 area. A ma-
jor input to CA3 originates from contralateral CA3. In rat, CA3 pyramidal
cells project to both contralateral CA3 and CA1 and form the so called
commissural projections. We also observed similar phenomenon in our
virally labeled CA3 pyramidal cells.

Although commissural fiber connectivity is not investigated in detail,
the few existing studies showed it to be an image of the ipsilateral organi-
zation for both the projections to CA3 as to CA1[136]. Also, the synaptic
organizationof ipsilateral and commissural projections is very similar, with
themajority of synapses being excitatory and terminating both on pyrami-
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dal cells [148, 9] and interneurons [45] (guinea pig studies). The pres-
ence of commissural fiber connectivity and its topographical organization
is species dependant [6, 33] (monkey studies). Furthermore, CA3 con-
nectivity is not homogeneous throughout the septotemporal axis, how-
ever, this architectural heterogeneity is more subtle compared to subicu-
lum and CA1 [149].

1.4.4 CA3 and dentate gyrus connectivity

Mossy fibers, the axons of dentate granule cells (GC), send their axons to
the proximal CA3 region and form en passant synapses [113, 14, 46, 4].
These synapses are unique in anatomy, size and their postsynaptic target
structures (thorny excrescences) [fig. 1.4.1]. It has been shown that a
single mossy fiber can synapse onto tens of CA3 pyramidal cell dendrites
and a single CA3 pyramidal cell receives as many as 72 convergence of GC
fibers [2]. There is also evidence that thin collaterals originate from parent
mossy axons or terminals and terminate on cells other thanCA3pyramidal
cells, i.e, local circuit neurons [28]. The connection of mossy fibers with
principal or mossy cells is with large boutons (5–8 μm) while those with
interneurons are targeted by smaller filopodial extensions. Themossy fiber
pathway functions as a high-pass filter that translates densely coded corti-
cal signals into a sparse, specific hippocampal code which is fundamental
for memory formation [27].

However, the effect of GCs of DG on CA3 region is very much depen-
dent on the position of GCs on the transverse axis [28]. This suggests that
inputs originating from different parts of DG exert differential influences
along the CA3 cell’s dendritic tree andmay also innervate selective groups
of CA3 cells.

The extent of mossy fiber spread in the longitudinal level does not ex-
ceed a few microns (400-500 μm) from the level of original cell body
[14, 28]. There is, however, growing evidence that in the distal portion
of CA3, mossy fibers suddenly start leaving the transverse axis and change
their direction to the longitudinal level.

11



The longitudinal extent of mossy fiber spread depends on the origin of
the cells. The more dorsal cells could spread ventrally but the more ven-
tral the GC body, the less the extent of longitudinal spread will be [136].
Based on the mossy fiber organization, it is wrong to conclude that the ar-
chitecture of CA3 wiring is homogeneous throughout HC.

Unlike the popular view of unidirectional connectivity within the HC,
there is a large bodyof evidence regardingCA3back-projections toDG.As
explained earlier, GCs of DGproject both to pyramidal cells and interneu-
rons of CA3 but also in the most proximal region of the CA3 pyramidal
cells send collaterals that reach to the hilar region [60, 20, 85, 125]. This in-
nervation is denser atmore ventral levels of CA3. TheCA3pyramidal cells
innervate not only the hilus, but also the inner portions of inner molecu-
lar levels of DG [85]. This denser collateral projection in ventral CA3, is
thought to be one reason for which ventral HC is more seizure prone in
epilepsy. However, the general functional relevance is not yet known.

1.4.5 Entorhinal cortex connections to CA3

Entorhinal cortex (EC) is the second largest cortical input into CA3 (sep-
tal complex is the first). This projection has been investigated in sev-
eral species, including rat, mouse, monkey, cat, rabbit and guinea pig
[153, 157, 34, 145].

The existence of projections from EC to CA3 and the layer of origin of
these projections is thought to be species dependent. It was shown that
unlike species like rats and guinea pigs, in mice, the neurons of layer II of
EC project only to DG and not CA3. The detailed distribution pattern
of EC-CA3 is not well investigated, although in anatomical studies of per-
forant pathway, projection to CA3 is mentioned [150]. In few studies in
which this projection is investigated the distribution pattern seems to be
similar to that of layer II of EC to DG [153]. Projections from lateral EC
terminate on the outer half of SLM of CA3 while the projections from the
medial EC terminate deep in the lateral fibers of CA3. The synaptic orga-
nization is also similar to that of DG and much of the excitatory EC input
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terminates on the spines of dendrites of pyramidal cells and amuch smaller
percentage ends on the interneurons (monkey studies) [152]. It has been
reported thatCA3cells in themost proximal portionofCA3are almost en-
tirely devoid of EC input, since their dendrites do not reach to the terminal
portion of CA3 [150].

1.4.6 CA1 to CA3 projections

There are reports of back-projections from CA1 to CA3, but in contrast
to CA3 back-projections to DG, these projections arise from GABAergic
neurons in CA1 [130]. These GABAergic projections are most likely part
of a larger GABAergic system that effects a large portion of the HC [51].

1.4.7 CA3 connections to other cortical and sub-cortical regions

The main subcortical connection of CA3 is with the septal complex.

Anterior 

Posterior

Dorsal

Ventral

Figure 1.4.2: Projections from CA3
to the septal complex - Image copy-
right Allen Institute for Brain Sci-
ence, https://connectivity.
brain-map.org/, using Brain Ex-
plorer 2.CA3 receives inputs from medial septum (MS) and vertical limb of di-

agonal band of Broca and sends projections to lateral septum [5, 47, 158].
The nature of these inputs are cholinergic, noncholinergic and most likely
GABAergic [5, 75]. These projections innervate the HC bilaterally and
end up mostly in SO and to a lesser extent in SR and SLM. The GABAer-
gic projection targets the GABAergic neurons in CA3 and some of these
interneurons express somatostatin as well [43, 156, 50]. Most of the pro-
jections are cholinergic. In fact any alterations of MS, which in turn influ-
ences this major cholinergic input to HC disrupts acquisition [53].

It was shown that blocking CA3 cholinergic receptor with scopalamin 6

⁶ Scopalamin (C17 H21NO4) or
Hyoscine is a tropane alkaloid found
in the plants of family of Solonacea
which mimics the natural
neurotransmitter acetylcholine and
acts as an analouge. Scopolamine in a
competitive manner can antagonize
muscarinic acetylcholine receptors
(mAChRs) in the central nervous
system and other organs. In the body,
it imposes adverse effects related to
alteration of parasympathetic nervous
system and cholinergic signalling and
is administered because of its
therapeutic effects for gastrointestinal
issues such as vomiting and nausea
[https://go.drugbank.com/
structures/DB00747/].

disrupts the acquisition of Hebb-Williammaze [117], spatial context fear-
conditioning [118] and spatial novelty detection [59].

With regard to topographical organization of the septal input, lateral to
medial portion of septum follows a ventral to dorsal input pattern. Same
is the input pattern medial septum has for other parts of the HC. The in-
terneuron projection most likely follows a similar input pattern [5].

It is now quite established that the only notable projection fromCA3 to
subcortex is to the lateral septum, which is a bilateral projection. Thefibers
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ofCA3 travel throughfimbria andprecommissural fornix and endup in the
lateral septum. Some CA3 fibers cross the hemisphere and project to the
equivalent level of lateral septum on the opposite side. Moreover, proxi-
mal CA3 cells project to themedial part of lateral septumwhile distal cells
end up more lateral. Another important point is that a large percentage of
CA3 cells (>75%) project both to CA1 and lateral septum [137]. There
is also a report of single cell that provided collaterals to CA3, CA1, as well
as lateral septum both ipsi- and contralaterally, hence three different tar-
get areas at the same time. The functional relevance of such projections is
therefore, beyond the simple autoassociative network that provides input
only to CA1.

Other cortical areas that communicate with CA3 are the amygdaloid
complex and endopiriform nucleus [11, 107, 108] and there is also some
inputs from aminergic nuclei in the brain [3]. Unlike CA1 and subicul-
umn, CA3 (just like DG) does not receive any thalamic input [55, 155,
129].

Rajasethupathy et al. 2015, reported a monosynaptic top down projec-
tion from prefrontal cortex to CA3 and CA1 in mice, more specifically
from anterior cingulate cortex. Optogenetic manipulation of this projec-
tion helped with the retrieval of contextual memory [112].

1.5 Role of CA3 in hippocampus

In order for the hippocampus-dependantmemories of events and contexts
to be formed, incorporation of a complex configuration of stimuli into a
memory trace is needed. These memories should be retrieved or recog-
nized later [102]. Hippocampal sub-regions most likely serve distinct but
complementary roles in the HC, e.g: CA1 is important in formation of
spatial reference memory and novelty-detection, less sensitive to contex-
tual discriminationwhile dentate gyrus (DG) is thought to have the ability
of pattern separation at the level of output, an ability of distinguishing two
very similar contexts from one another, andCA3 is thought to be involved
in a process called pattern completion.
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Pattern completion, as a basic property of biological memory systems,
is the ability of retrieving a complete memory by means of partial sets of
sensory cues. The anatomical positioning ofCA3 in theHCand the exten-
sive recurrent connectivity ofCA3 cells, make this region a great candidate
for pattern completion. There is evidence that memory can be retrieved in
highly associative networks with modifiable synapses, the two properties
that are found inCA3 region [102, 53]. Nakazawa et al. 2002, showed that
knocking the gene for subunit 1 of NMDA-receptor out in a CA3- specific
transgenic mouse resulted in impaired ability of the mice to retrieve the
memory while presented a partial set of original cues. These mice learnt
the taskproperly andhadanormalCA1place representation in theoriginal
but not in the cue-reduced environment, hinting at the impaired retrieval
[100].

In addition to thementioned role, from a behavioral point of view, CA3
sub-divisions are thought to play a critical role in the encoding of novel
spatial information within short duration (minutes to seconds). This is
easily reflected in tasks that require one trial short-term learning andwork-
ing memory, rapid encoding and novelty detection. CA3 are also involved
in spatial tasks that require relational associations, within the frame work
of auto-associative CA3 network. In cooperation with CA1, via Schaffer
collaterals, CA3 also has a role in processing sequences and lastly in con-
nection with the DG it is mentioned that it serves a role in processing the
geometry of the environment [66]. The following sections address amore
in-depth explanation of some of these roles.

1.5.1 Spatial coding in CA3

Oneof the suggestedprocesses forCA3within short-termmemory is rapid
acquisition of novel information in the environment. This ability encom-
passes rapid formation of place representations in the CA3 principal cells.
An ability most likely due to the modifiable synaptic strength of recurrent
collateral and associative network inside this region. It was suggested that
this network can act as an attractor [92, 119]which ismost likely useful for
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some forms of working memory 7. In an study by Lee and Kesner 2002,⁷ In general, an attractor network is
a network of nodes (i.e., neurons in
a biological network) that are often
recurrently connected and over time
evolve to a stable pattern. That pat-
tern may be stationary, time-varying
(e.g. cyclic), or even stochastic-
looking (e.g., chaotic), an attractor
network can generally hold only
one item active during a delay pe-
riod via sustained firing [http:
//www.scholarpedia.org/
article/Attractor_network].

injection of NMDA receptor blocker AP5 in CA3, impaired the ability of
rats in performing a non-matching to sample task in a radial armed maze 8

⁸ D-2-Amino-5-phosphonopentanoic
acid (AP5) is a chemical compound
used as a biochemical tool to study

various cellular processes. It is a
selective NMDA receptor antagonist
that competitively inhibits the ligand
(glutamate) binding site of NMDA

receptors.

[58, 78].

In another region-specific lesion study, the role of CA3 in rapid encod-
ing of the novel spatial information in a contextual fear conditioning task
was studied. The rats with CA3 lesions showed delayed freezing responses
to the context, which suggested that the ability of lesioned animals in for-
mation of the memory of the novel contextual cues was impaired [79].
It was also shown that on a ring track with four different cued textures,
the plasticity mechanisms were only activated when the rats encountered
the novel configuration of familiar cues. In this case, the local cues that
were previously rotated clock-wise, in the test session were being rotated
counter clock-wise and the distal cues were rotated the opposite direction
[80].

A known behavior of place cells in the HC after repeated experience of
an environment, is backward shifting (opposite to the running direction
of the animal), a mechanism related to NMDA-dependant plasticity [39].
This shift in the mentioned ring track, after the configuration change, hap-
pened during the first encounter in the CA3, way more prominently com-
pared to the shift in the CA1 area. This change was nomore observed after
two days in the CA3, while in CA1 this phenomenon happened after two
days, pointing to different time courses of place-coding, in this case, in the
two-areas (double dissociation). In this study by Lee et al. 2004, the au-
thors suggested that the phenomenon they observed is due to CA3 acting
as a fast incorporator of novel place information into an existing system
[80].

Conversely, in a recent study, Dong and Sheffield 2020, experimented
a real time, trial by trial formation of place maps in CA1 and CA3 using
calcium imaging. In their time scales they found that upon exposure to a
novel environment inCA1 a proportion of cells (more than 30%) instantly
form place fields (PF), and these PFs, upon experience shift back and par-
tially remap in the trials. Instant formation of PFs in CA3 only happened
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in 9% of the cells. Majority of CA3 PFs were formed gradually, perhaps
through spike timingdependant plasticity (STDP) and stayed significantly
more stable across trials compared to CA1 PFs. These stable pyramidal
cells in CA3 are the ones that are instantly reactivated upon re-exposure
to the context during the following days and CA1 constantly forms a high
proportion of new place cells [36]. The high reorganization of CA1 maps
might hint to offline plasticity during sleep[124]. They further discuss that
the fast and instant CA1 place field formation can act as an online updater
in HC for rapid learning and storage of episodes of events in a single trial
[81]. In CA1 a backward shifting of place field population happens during
ongoing experience, this might be what allows the CA1 to gradually pre-
dict future locations in a context [88, 134]. Prediction of future by CA1 is
a product of asymmetric plasticity that strengthen the synapses that are ac-
tivated earlier in the context during each traversal [94]. Then, CA1 rapidly
generates representations of the environment (the world) that are contin-
uously formed by exploration to predict the future (where am I going?).
Simultaneously, the CA3 generates gradual representations that are stored
during experience and encode the present moment (where am I?). The
stable place cells in CA3 are rapidly reinstated during re-exposure to same
context, which might support memory recall [36]. In fact memory recall
of spatial context is supported by the reactivation of stable PFs upon re-
exposure. [38].

The apparent discrepancy in observation of the two mentioned studies
regarding the CA1 and CA3 place field formation, most likely arises from
their different methodology and experimental set-up. In Lee et al. 2004,
the test phase included all the same spatial cues that the animal had already
experienced and only the direction of cue presentation changed. It is pos-
sible that some features of the environment were encoded into the CA3
network synapses and re-exposure to the environment with the new com-
bination of cues, quickly reactivates those potentiated synapses inside the
CA3 network, this happens much faster than CA1, while in the Dong and
Sheffield 2020 study animals stepped from a familiar environment into an
entirely novel space. In this case, CA1 through direct input from EC and
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nucleus reunion, quickly incorporates the spatial information into CA1
synapses. The comparison of stability in this study was done between the
first and second half of the novel environment’s experience. Therefore, the
time scales differ between the two studies too.

There is evidence that learning and retrieval upon multiple trials are
CA3 dependent. It was shown that an isolated CA1 area is able to en-
code the spatial information in the environment and form sharp PFs, most
likely through direct extrahippocampal connections (e.g: EC), but is un-
able to retrieve these representations without CA3-CA1 communication
during the following days [19]. An observation that held true in a CA3
lesion study with a multiple trial water-maze task [19]. However, as men-
tioned earlier, Nakazawa et al. 2002, in their study showed that CA3 spe-
cificNMDAknock-outmice learnt thewater-maze task as good as the con-
trol mice, but failed to retrieve the memory in the following days [100].

In lesion studies that utilized tasks requiring multiple trials for learn-
ing like, Hebb-William maze task and object place recognition task, it was
shown that CA3 is required for acquisition of the task within a day, while
CA1 lesions impair retrieval across days [62, 144]. For such tasks, it seems
like the CA3 output to fimbria fornix is essential, while the output to CA1
seemnot to be as crucial. This observationmight be due to the influence of
CA3 on LS and eventuallyMS area via fimbria. Alteration ofMSmeans al-
teration of the main cholinergic input to the HC, hence reducing the long
term potentiation (LTP) in recurrent collaterals, and as a result, acquisi-
tion.

1.5.2 Encoding and retrieval of fearmemory in CA3

An intelligent organism in order to survive, requires adaptive perception
of the environment through which it navigates. It must be aware of the
threats that might come along its way. It needs to both remember where
in the context, a certain danger is, and simultaneously update its current
information about that hazardous situation to be able to predict a forth-
coming one.
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HCis a center for contextual informationprocessing andmediates input
to areas that process the fear response. Consequently, an animal can pro-
duce appropriate response to a given dangerous condition [13]. Clearly,
the appropriate evolutionary response in a threatening situation is ’fear’,
which triggers defensive behavior. The dorsal and ventral HC, divide the
labor andmediate the adaptive fear response. In this process the dorsalHC
is responsible for contextual discrimination (e.g., distinguishing old from
novel), navigation and exploration (e.g., forming a spatial map)[135],
while the ventralHCorchestrates goal-directed and anxiety-related behav-
iors [40]. Subsequently. this cooperation makes it possible to retrieve the
fear memory later and links it to the location of the fearful experience as
well.

As we saw in section 1.2, hippocampal CA3 as a sub-region receives a
large set of different inputs along the septotemporal axis and its output
is then channeled onto different target areas. Therefore, CA3 projections
within HC as well as the extra-hippocampal CA3 projections, participate
in different aspects of learning and behavior at different levels. Notably,
even the classical CA3 to CA1 projections serve different roles depend-
ing on their anatomical positioning within the dorsoventral axis. For in-
stance, it is thought that the information related to resolving similar con-
texts, communicated between dorsal DG and dorsal CA3, is sent to dor-
solateral septum (DLS) via direct synaptic connections and from there re-
layed to other brain regions (hypothalamus and the supramammilary nu-
cleus) [115, 104, 91]. Furthermore, Lee and Kesner 2004 showed that
dorsal CA3 and CA1 lesioned animals exhibit deficit in encoding of con-
textual information during the contextual fear-learning task and this deficit
was more prominent in dorsal CA3-lesioned animals compared to dorsal
CA1-lesioned ones [79].

It was also shown that, excitotoxic lesions of dorsal CA3 and CA1
caused deficits in acquisition of contextual fearmemory but lesions of dor-
sal CA1, ventral CA3 and ventral CA1 impaired retrieval and expression of
contextual fear 24–48 hours after the encoding [58]. CA3 output projec-
tions toDLS have been shown to have an important role in contextual fear
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discrimination [12]. There is evidence that the projections of dorsal CA3
to downstream DLS calibrate the responses in ambiguous contextual fear
conditions while the dorsal CA3 to dorsal CA1 plays this role in certain
contextual threats. Ventral CA3-DLS projections mediate fear responses
in both unambiguous and ambiguous contexts in a negative manner (sup-
pression), whereas ventral CA3-CA1 projections promote fear responses
in both of these contexts [13].

It is assumed that both processes of encoding and retrieval interact on
a trial-by-trial basis in any given behavioral task [66]. One powerful and
advanced technique in elucidating the neural activity in awake behaving
animals is in-vivo calcium imaging combined with trial-based behavioral
tasks. The following section is a short introduction to the two-photon cal-
cium imaging technique and our approach of utilizing it in our study.

1.6 Calcium imaging of CA3 axons

Calcium transients are a reflection of neuronal electrical activity. Influx
of calcium inside a cell is associated with electrical events such as synap-
tic activation and dendritic spikes. Measuring concentrations of calcium
ions using optical methods in cells, is called calcium imaging. Advance-
ments in imaging techniques as well as development of genetically en-
coded calcium indicators (GECIs), which act as fluorescent protein sen-
sors of Ca2+ and report the change in their emission amplitude or spec-
trum, have made high quality, high signal-to-noise-ratio measurements
possible. Apart from technological advancements, sincemeasuring synap-
tic activation and dendritic spikes are difficult with other measurement
methods, calcium imaging comes in handy. It is noteworthy that a signal
reported by a calcium indicator is the convolution of the actual calcium
transient and the indicator’s response [1]. Therefore the choice of Ca2+

indicator in interpretation of Ca2+ signal matters.
Except in few cases, biological tissues cause strong optical scattering,

making high-resolution deep tissue imaging impossible. Linear (one-
photon) near tissue microscopic techniques, such as normal confocal,
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make at max. 100 μm depth of imaging, ex-vivo possible. Non-linear imag-
ing techniques, on the other hand, have special properties that make them
less sensitive to light scattering. Two-photon excited fluorescence laser
scanning microscopy (2PLSM) combined with in-vivo fluorescent label-
ing therefore, has become a popular technique in monitoring activities of
hundreds of cells [54].

In the present work, we aimed at two-photon imaging of the axons of
CA3 pyramidal cells originating in the ventral or contralateral - dorsal
CA3 through a hippocampal window. A portion of the window always
covered the most rostral tip of the HC, where CA3 starts and the remain-
ing two-third covered the top of dorsal CA1. The bottom of the window
met, in depth, the Alveus. The positioning of the window is supported by
studies that pointed to the fact that a single CA3 pyramidal cells arborizes
most extensively in the CA1 region, covering approximately two‐thirds of
the longitudinal axis of the HC. It was shown that the total length of axon
collaterals in the CA3 region was less than in CA1 and the axon branches
tended to cluster in narrow bands (200–800 μm), usually several hundred
microns anterior or posterior to the cell body [85]. However, as men-
tioned, with our 3mm window we had the possibility of monitoring the
activity of axons terminating in both regions.

Axonal Ca2+ signals represent depolarization in presynapse and there-
fore provide information about afferent activity [1]. Long-range projec-
tionCa2+ imaginghas beenpracticed in studies of visual cortex projections
to higher visual areas [48] or afferent connections to motor cortex [106].

Theorigin ofCa2+ signals at axons ismembrane depolarization. Studies
showed that in cortical layers 2/3, the mediation of Ca2+, specially close
to the synaptic active zone is through voltage-dependant Ca2+ channels,
like P/Q and N - sub-types [29]. It has been estimated that Ca2+ signal in
axons has a fast rise of ~1ms and decay time-constant of ~60ms. Axonal
Ca2+ has a reliable fidelity with elicited action potentials [1].

The intensity of Ca2+ transients is highly variable at different axonal
boutons of even the same axon (10 fold variability) [74], independent
of the distance from soma [73]. Apart from the postsynaptic cells [73],
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neuro-modulators suchas adenosine [29] anddopamine also influence the
intensity of Ca2+ transients at the axonal boutons. Studies on retrosplenial
cortex (RSC) that sends projections to cingulate and secondarymotor cor-
tices showed that the response to electrical stimulation of RSC is a graded
increase in the evoked fluorescence transients in the axonal boutons.

1.7 Head-fixed behavior and contextual fear learning

Fearmemory conducts adaptive behavior in contexts associatedwith aver-
sive stimuli [87]. The HC can form a neural map of the context which
predicts fear. Contextual but not cue dependent fear-conditioning is be-
lieved to be HC-dependent. In the original contextual fear conditioning
paradigm, typically a rodent is placed inside an arena with particular phys-
ical features and receives pairings of a phasic tone to a mild electrical foot-
shock. When tested in the conditioned environment, the animal freezes
(without the tone presentation) - a natural defensive behavior in rodents
[15]. This is the so-called contextual fear conditioning (CFC). The animals
also freeze to the tone, in a different environment from the one they were
trained in, which is, auditory-cue fear conditioning [122]. Lesion studies
provide evidence that almost in all cases, damage to the HC, be it exci-
totoxic or electrolytic, retrogradely impairs CFC. This is regardless of the
lesion locationbeing in thedorsal or ventralHCorbilateral in both [8, 42].

A conditioning context usually includes a set of features like, floor tex-
ture, odor, sound, particular ambient light and a particular shape and size.
During CFC, brain performs two functions in series: first forming a uni-
fied multisensory representation of the conditioned environment or con-
ditioned stimulus (CS) and then associating the CS to the aversive or un-
conditioned stimulus (US). It has been suggested that the encoding of in-
dependent features happens in cortical areas [98], [99] but the integration
of all features of an environment into a unified concept as ’context’ relies
heavily on the interaction of cortex with HC [121]. In other words, the
HC acts as a binder of independent sensory information from an episode
as an auto-associator. More specifically, it has been shown that the CS is
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encoded by the dorsal HC [41] and its outputs are associated through
synaptic plasticity with US in amygdala [68]. With recent advancements
in imaging techniques and the possibility of recording activity of cells in-
vivo and awake preparations, head-fixed behavioral paradigms have been
devised and are frequently used.

Head-fixation has been used for behavioral studies, specially in non-
human primates, for accurate stimulus control, behavioral monitoring and
optical or electrical neural recordings [52]. We developed a variation of
head-fixed CFC (hf-CFC) that was originally described in Lovett-Barron
et al. 2014. In their study, theywater restricted themice and taught them to
lick water rewards while being head-fixed on a linear track. Lovett-Barron
et al. 2014, then exposed the head-fixed animals to two multisensory con-
texts that included two different sets of auditory, odor, visual and tactile
conditions. They monitored the licking activity over three consecutive
days. On theday2, theypairedoneof the contextswith an airpuff as theUS
and assessed the licking in the two contexts. They used conditioned sup-
pression of water licking as a criterion of learning. They argue that in head-
fixed condition, freezing is a poor behavioral read-out. Conditioned sup-
pression of water licking has been used as a proxy for learning in two older
studies in freely moving rats too [89, 17]. Using this read-out, they found
that the licking rate was significantly reduced in the conditioned context
[87].

In our version of the task, we have reduced the number of sensory infor-
mation presented to the mice. Instead of the two neutral and conditioned
contexts, we heavily relied on the tactile cue-rich patches on a belt and the
ability of the mice to distinguish them from one another. This was simi-
lar to what was used in Lee et al. 2004 for the circular track with different
textured zones [80]. After a period of baseline training, we paired a given
patch with the presentation of airpuff. As behavioral read-out, we relied
on the change of running speed around the location of the patch, paired
with airpuff as a sign of learning (for further details see section 2.6 and fig.
2.6.2). The mice performed the task head-fixed under a two-photon mi-
croscope.
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1.8 Rationale of this work and its primary objectives

In this thesis project we hypothesized that the longitudinal ventral to dor-
sal (V-D) axonal projections of CA3 pyramidal cells can link anxiety re-
lated ventral HC to the dorsal spatial HC. This hypothesis is supported
by several lines of evidence: a) as mentioned in section 1.2.2, ventral HC
is involved in emotional aspects of memory formation. b) ventral HC is
densely connected to regions such as amygdala, hypothalamic endocrine
and autonomic nuclei. c) intrahippocampal networks of CA3 are highly
interconnected d) ventral CA3 extensively projects to the dorsal portion
of the HC and e) dorsal HC plays an important role in spatial coding.

So far, very little is known about the role of intrahippocampal associa-
tional and longitudinal fibers of CA3 and consequently the clear function
of such long-range projections remains unknown. In this thesis we set out
to investigate the following questions:

1. What are the different functional properties of the commissural–
associational (D-D) CA3 axons and longitudinal (V-D) axons?

2. What are the representational changes in these axonal systems in
the course of behavior and in what way are these changes correlated
to learning?

These two axonal projections, despite having different cellular origins
(dorsal-contralateral CA3 and ventral-ipsilateral CA3 with regard to the
imaging site),mix and terminate in similar target areas, i.e., dorsal CA1 and
CA3. As such, before us, with the existing neural recording techniques it
was not possible to segregate their activity in order to study their respective
roles. In this project, using in-vivo two-photon calcium imaging and aCA3-
specific transgenicmouse line, we developed techniques that enabled us to
study these projections separately. We combined these recordings with an
appropriate behavioral task.

24



2
Materials andMethods

To address the questions mentioned in the previous chapter, I, to-
gether with Martin Pofahl established the in-vivo two-photon Ca2+

imaging in the Beck lab, starting from the treadmill apparatus, implants,
surgical procedures of hippocampal window implantation and the behav-
ioral paradigm. In this chapter, I will briefly explain the technical details
of our two-photon in-vivo imaging system in combination with a variant of
contextual fear-learning paradigm and the technical and analytical proce-
dures we utilized.

2.1 Subjects

All animal experiments were conducted in accordance with the European
(2010/63/EU) and Federal law (TierSchG,TierSchVersV) on animal care
and use and were approved by the county of North-Rhine Westphalia
(LANUV AZ 84-02.04.2015.A524).
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Mice were single caged, or in rare occasions, kept in pairs. They were
maintained on a 12-hour reversed light/dark cycle (lights ON 6PM–
6AM). All the experiments were conducted during the dark phase. Mice
had access to food ad libitum before the start of the experiments and as
soon as the habituation to the belt started, they were food scheduled [see
section 2.6 for details].

In this study we used 6-12 week old Et-iCre transgenic mice. This strain
was originally from Ronald L. Davis and Paul Overbeek and the primary
reference is given on CRE-driver network established by the NIH Neuro-
science Blueprint.

2.2 Viral transduction and head-fixation implantation

In a single operation, injection of the calcium indicator,
pAAV.Syn.Flex.GCaMP6s.WPRE.SV40 (AAV1) and implanta-
tion of a customized head-fixation was performed [fig. 2.3.2 C]. The
animals were subcutaneously (s.c.) injected with ketoprofen (5 mg/kg
body weight) 30 minutes prior to the surgery. They were then anes-
thetized with a combination of fentanyl/midazolam/medetomidine (0.05
/ 5.0 / 0.5 mg/kg body weight, i.p.) and were head-fixed in a stereotactic
frame. Their body temperature was kept with a heat-plate at 37°C and
their eyes were covered with ophthalmic ointment (Bepanthen, Bayer),
in order to prevent them from drying out. The hair over the scalp was cut
short, and then was cleared completely with a hair-remover cream (VEET
Haarentfernungscreme). The scalp was then completely disinfected.

After the application of local anesthetics (10 % lidocaine), a pear-like
circumference of skin was removed. The lidocaine was again applied and
the thin, transparent remaining connective tissue under the scalp was
scraped away using a scalpel. Using a dental drill, a golf-ball-pattern was
made all over the skull in order to enhance the grip between the head-
fixation and the dental cement. The skull was then cleaned further with
a Q-tip immersed in 1 % H₂O₂. The Q-tip was robbed on the skull with
care, avoiding the skin around the ears and eyes. The skull was thoroughly
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washed with abundant amount of dPBS in order to get rid of any remain-
der ofH₂O₂ and to avoid tissue necrosis. The area was air-dried and subse-
quently, a thin layer of the primary component of OptiBond (OptiBond™
3FL; two component, 48 filled dental adhesive, bottle kit; Kerr; FL, USA)
was applied in a circular fashion with a pipette tip. A distance of 1-2 mm
from the surrounding skin was maintained. The secondary component of
OptiBondwas immediately appliedover theprimary circle, waswellmixed
and then cured with a UV lamp. Based on the Bregma, a small craniotomy
for the injection of GCaMP6s wasmade using the dental drill with the fol-
lowing coordinates:

Dorsal CA3: AP: - 0.1; LA: + 0.1; VD: - 0.17 (fig. 2.3.2 A)

Ventral CA3: AP: - 0.3; LA: - 0.32; VD: - 0.37 (fig. 2.3.2 B)

Subsequently, the tip of NanoFilMicrosyringe (NANOFIL, 10μL, can-
nula size 34 G, World Precision Instruments, Sarasota, FL) was navigated
stereotactically through the burr hole. For the dorsal position, 250 nL
GCaMP6s with the speed of 20 nL/min was injected into the brain. Sim-
ilarly for the ventral CA3, 300 nL of the virus with the same speed was
injected.

The position of the cranial window was marked using a 3mm biopsy
punch (Kai Medical, Integra® Miltex® disposable biopsy punch 3mm). To
have a stable fluorescent signal for the motion correction during the anal-
ysis, a red labeled reporter virus, rAAV 2/1-GFAP-mcherry was injected
inside the marked window position. The injection was done at 3 differ-
ent locations across themarked circle and in each location in two different
depths:

1st inj.: AP: -0.14; LA: -0.1; VD: -0.14, -0.17

2nd inj.: AP: -0.3; LA: -0.32; VD: -0.37

3rd inj.: AP: -0.3; LA: -0.32; VD: -0.37
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Figure 2.3.1: Detailed view of hip-
pocampal window - A, a detailed
view of the hippocampal window
as it was described in Dombeck
et al. 2010. For CA3 fibers we
stopped the aspiration at the same
level as in the Dombeck’s description
and imaged the labeled axons in the
external capsule. B, the alveolar view
of our example window and the exter-
nal axons. C andD, the final look of
the window with the inserted silicon
block together with the head-fixation
- Image in A adopted from [35].

A B

C

D

A total volume of 150 nL was infused into theHP during each injection
with the rate of 20 nL/min. The injection holes were covered by a thin
layer of UV-cured dental cement (Tetric Evoflow). Consequently, Tetric
Evoflowwas applied in a circular fashion close to themarginal skin. A small
amount of dental cement was also applied underneath the head-ring [fig.
2.3.2]. The head-ring was then placed on the skull and the dental cement
was cured with a UV-lamp. An antibiotic ointment (Refobacin Creme,
1mg/gGentamicin, Almira) was then applied on the skin surrounding the
head-ring, and Naloxone was injected i.p. (0.1 mL/10 g body weight) to
reverse the effect of anesthetics and wake the animal up. The animals were
then returned to their home cage for recovery. The cages were kept on a
warm-pad for few days after the surgery and a small amount of soaked food
was placed on the cage’s bedding for easy access. Postoperative Buprenor-
phine was administered once daily for three follow up days (5mg/kg body
weight, s.c.).

2.3 Craniotomyandhippocampalwindowimplantation

The principal procedure of craniotomy was as described in Dombeck
et al. 2010 [fig. 2.3.1 A].

Dexamethasone was i.p. injected (0.1 mg/20 g body weight), 45 min-
utes before the start of the surgery, in order to prevent brain inflammation
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Figure 2.3.2: GCaMP6s was virally
transduced into the target areas - A,
Dorsal CA3 injection site, B, Ventral
CA3 injection site, C, The head-ring
design, D, The PVC silicon block
used as the the insert. A cover glass of
5 mm width was attached to the top
of the silicon block and held the insert
over the skull.

during the surgery. Theanimalwas anesthetized inside an induction cham-
berwith 3-4% isofluranemixedwith an oxygen/airmixture (25/75%) and
was then transferred to a stereotactic frame. An isoflurane mask was put
on the snout and the head was fixed using head-bars. The anesthesia was
maintained with a reduced isoflurane dose of 1-2% at a gas flow of about
0.5 l/minute. Eyes were covered with ophthalmic ointment (Bepanthen,
Bayer) to prevent drying and body temperature was maintained at 37°C
using a regulated heating plate (TCAT-2LV, Physitemp). The skull in the
middle of head-ring was thoroughly cleaned using a Q-tip soaked in 70%
ethanol. Based on the previously made circular mark on the skull, a Ø
3 mm craniotomy was made using a dental drill. The circular piece of
skull was gently removed and any remaining bones around the edges were
smoothed and drilled away. With a blunt needle attached to a suction sys-
tem, the cortex was then carefully aspirated until the alveus of the HC [fig.
2.3.1B], the brainwaswhen required perfusedwith dPBS to prevent blood
from clotting and drying of the brain. The silicon insert [fig. 2.3.2 D] was
then gently placed inside the brain and rims of the window were sealed
with dental cement (Tetric Evoflow) and cured with UV-light [fig. 2.3.1
C, D].
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2.4 Linear track

We built a horizontal linear track [fig. 2.4.2], adapted and modified from
the models in Lovett-Barron et al. 2014 and adjusted to our commercial
two-photon set ups (A1MP, Nikon, Japan). A velvet band (150 cm length
and 4.5 cm width) ran on two 3D printed wheels [fig. 2.4.2] and slid on
a Teflon plate. The wheels were fixed with shafts attached to 3 mm ball
bearings. During the experiments, mice were kept in position under the
objective with metal head-holders that clipped the ring-like head-fixation
on their head [fig. 2.4.1].

A

B

Figure 2.4.1: The design of the
3D printed wheel and the head-
holder - A, the wheels were 3D
printed with a 5cm width and 10 cm
diameter. The material was VeroWhite
resin . B, the head-holder had two
movable clamps that could be fixed
around the head ring with a screw.
The bottom part was mounted on a
lab jack for height adjustment. The
belt passed through the head holder
frame. Designs: Courtesy of the late
Mr. Klaus Granitza.

To configure the right distance of the mouse’s head from the belt, the
head-holder was mounted on a lab-jack (L200, Thorlabs Inc. Newton,
New Jersey, USA).The angle of the head-holder wasmade adjustable with
a two-axis goniometer (GNL20M, Thorlabs Inc. Newton, New Jersey,
USA). In order to encode the speed and position of the animal, an optical
mouse sensor was implemented on the back wheel and was controlled by
an Arduino micro-controller (Arduino Uno, Arduino AG, Italy). A reflec-
tively sensor was additionally implemented inside the Teflon plate, close
to the back wheel, for reporting the location. The back-side of the belt was
marked with stripes of black teaser film to define the borders of three 50
cm zones and helped a more precise report of the animal’s position. The
treadmill was further equipped with piezo-speakers (Piezo speaker brick-
let, Thinkerforge, GmbH, Germany) for auditory stimulus delivery, a re-
ward delivery system attached to a peristaltic miniature Pump (RP-Q se-
ries, TakasagoFluidic Systems, Japan) and an airpuff delivery system. Air-
puff delivery system was a tubing attached to the compressed air system
of the lab and was controlled by a solenoid valve (Series 3-Miniature Inert
Liquid Valve, Parker, USA). All the stimuli equipment and the reflectiv-
ity sensor were controlled by a Tinkerforge Master Brick micro-controller
(Tinkerforge GmbH, Germany). The entire treadmill set-up was installed
on a move-able sliding table (380FM-U, Luigs and Neumann, Germany).
The behavioral data from the belt was collected at a frequency of 100Hz
and was then down-sampled to match the imaging data. The data acquisi-
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Figure 2.4.2: A prototype of the
customized horizontal treadmill
with the belt - The horizontal tread-
mill was mounted on two sliding
bars, compatible to the rails under
the two-photon microscope in order
to be moved back and forth for con-
venience (the two large black bars).
The bright black velvet fabric slid on
a Teflon plate and two 3D printed
wheels. Wheels were attached to the
treadmill with shafts. A microproces-
sor collected the data and delivered
stimulus commands.

tion and stimulation command control wasmade possible by a customized
n LabView software (National Instruments Corporation, USA).

2.4.1 Belts

A light-weighed black velvet fabric with a white back side was used as the
material for most of the belts (Velvet Fabric, 0.762 mm Thick, 1219.2 mm
Wide, Plain Backed, McMaster-Carr, USA). The length of each track was
150 cm and the width 4.5 cm. To enrich the sensory experience of the ani-
mal on thebelt, tactile cueswere attached. As tactile cues, a combinationof
hot glue droplets, Eppendorf tube caps and shrinkable wire tubing pieces
were used. As an additional cue and to increase the saliency of each patch,
short pieces (3-4 cm) of fishing line were inserted upright into the hot glue
droplets. The belt was divided to three, 50 cm zones with distinct patterns
to provide a distinguishable experience of space for the mice. Care was
taken to have repetitive patterns of cues, mixed with unique one in order
to have a smooth transition from one patch to another [fig. 2.5.1 B]. As ex-
plained earlier, the borders weremarked with black teaser film on the back
side of the belt to provide hallmarks for a better position detection. Each
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Figure 2.5.1: The two-photon light
path and the cue enriched belt - A,
a TiSi-laser generated 75 fs pulses, the
laser beam was adjusted by an attenu-
ator to fit into the back aperture of the
objective. The emitted photons were
then collected by two GaAsP detec-
tors. B, we attached several different
cues to make up three distinct tactile
zones on the belt.
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plain belt weighed 13 g and with the cues they weighed 32 gr.

2.5 Two-photon calcium imaging

We used a commercially available confocal microscope (A1 MP, Nikon,
Japan) equipped with a 16X long-working-distance, water-immersion ob-
jective (CFI75 LWD 16X W, WD = 3mm, N.A: 0.8, XLPLN25XSVMP2,
Nikon) controlled by NIS-Elements software (Nikon, Japan). The excita-
tionwavelength forGCaMP6swas 920 nm, using aTi:Sapphire pulse laser
system (~75fs, Chameleon Vision-S, Coherent, Ireland). Emitted signals
were detected by a gated GaAsP photomultipliers (H11706-40, Hama-
matsu, Japan). The imaging was conducted using resonant scanners at the
frequency of 15 frames per second (Hz) for duration of 20 minutes [see
fig. 2.5.1 A, for a schematic of the two-photon light-path].
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2.6 Behavioral paradigm

Thebehavioral paradigmused in this projectwas amodifiedversionof con-
text dependent fear conditioning as described in Lovett-Barron et al. 2014
andwas adapted to our two-photon set up, head-fixed condition and avail-
able equipment in our lab. After a week of recovery following the virus in-
jection and head-fixation implantation, the animals were habituated to the
horizontal treadmill and the head-fixed running on the belt for aminimum
of 10 min per day [for details check fig. 2.6.2].

One week after the surgery, ad libitum food was removed and a sched-
uled food diet according to the procedure explained in our animal-grant
with AZ 84-02.04.2014.A254 and adopted from Wahlsten 2010 was ad-
ministered. The food scheduling protocol was as follows:

Over the weekend (or the first two days of the protocol) the animals re-
ceived ameasured amount of food (e.g: 100 g). On the evening of the sec-
ond day the remaining food was weighed in order to define the consumed
amount by the animal over the two previous days. The value was divided
by 2 and accordingly the equivalent amount of 1 g food pallets (Dustless
Precision Pellets® Rodent, Grain-Based, Bio-Serve)was placed on the cage
bedding. The animals weight was also measured and noted down. The
weight and the consumed amount of foodwas supervised everyday and ad-
justed according to the general health and behavioral status of each animal
until the animals reached to~85%of their initial bodyweight. Throughout
the food-scheduling period, a heat-padwas placed underneath the animal’s
cage to keep the temperature of the animal at 37°C.

During the behavioral performanceon thebelt, the animals received liq-
uid food rewards at the end of each lap (diluted Butler Supplical Pet Mul-
tivitamin). As soon as they were accustomed to the belt and ran a mini-
mum of 10 rounds per 10 min, the food scheduling was discontinued and
hippocampal window implantation was carried out. After another week of
recovery, the main behavioral experiments in combination with imaging
started. The general outline of the paradigm was as depicted in the figure
2.6.1 extensively.
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Figure 2.6.1: The general layout of the behavioral experiments - Generally animals were put twice per day on the belt, each
time for a duration of 20 min, flanked by ~60-90 min (altogether 40 min per day). The upper line demarcates the first phase (the
first airpuff location), during which the animals were initially habituated to the plain belt and the head-fixed running. Habitua-
tion (H) was then interrupted (double slash lines in the figure) for surgical procedures. After a recovery period, another period
of habituation started and animals were food scheduled. As soon as achieving a satisfactory level of performance on the belt, base-
line (B) period started. During the baseline sessions, animals ran on a cue-rich belt and received liquid rewards at the end of each
lap. Training (T) sessions in the first phase included presentation of an airpuff stimulus, that was released as soon as the animal
stepped into the second zone on the belt. Some animals required more than one training day (the dashed lines and Tn). Probe (P)
session happened 24 hours after the last training session and there was no airpuff. In order for the animals to forget the memory of
the first airpuff location, sessions of extinction (Ex) were carried out. The second phase (the second airpuff location), was identi-
cal to the first from B to P, except for the location of the presented stimulus. The animals were airpuffed on the third zone (at 100
cm). Finally, a sub-set of animals were tested in a reward-relocation experiments in which they were rewarded, instead of the end
of each lap, at the borders between the second and the third zone for 2 days (R) and were tested 24 hours after (P) (data of the
second airpuff location and reward relocation are not included in this thesis).



Days Session type Condition Duration Description Expectation
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Virus injection and head-fixation implantation followed by 7 days of recovery

1 day Free
exploration

Treadmill 2 × 5–10 min
Allowing the mice to freely
explore the belt and sniff
around

N/A

2–5
days

Habituation
(H)

Plain belt + reward
2 × 10 – 15

min

Familiarizing the mice to
being head-fixed and
running on the belt.
Random reward delivery.

To get the mice comfortable
with the head fixation and
pushing the belt forward
until they are stress-free.

Hippocampal window implantation
Pause for recovery

Days Session type Condition Duration Description Expectation
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1-5
days

Habituation
(H)

Plain belt + reward 10-15 min
re-familiarizing the mice to being
head-fixed and running on the belt
and consuming the drops at 150
cm(end of a complete lap).

To get the mice run min. 10 rounds
in 20 min and consume their drops

2 days

Baseline (B)
Cued belt + Reward

Tl1 (20 min)

the mice run on the cue-rich belt

and receive a diluted liquid reward
at the end of each completed lap.

To bring the mice to a smooth

progression on the belt and regular
reward consumption.

(40 min) 60-120 min
Tl2 (20 min)

Baseline (B)
Cued belt + Reward

Tl1(20 min)

(40 min) 60-120 min
Tl2(20 min)

2-5
days

Training (T)
Cued belt + Reward
+ Air puff at 50 cm

Tl1(20 min) The mice run on the belt and

receive air puff from the 3rd round
in the first trial at a fixed location
(50 cm). Second trial is the same
except, the air puff starts from the
first round on. They are also
rewarded at the end of each lap as
before.

To see a clear stop and slow-down

reaction to the air puff.

(40 min) 60-120 min
Tl2(20 min)

Training (T)
Cued belt + Reward
+ Air puff at 50 cm

Tl1 (20 min)

(40 min) 60-120 min
Tl2 (20 min)

1 day
Probe (P)

Cued belt + Reward
Tl1(20 min)

The mice receive no air puff. They

are rewarded at the end of each
lap.

It is expected to see a reaction to

the previously experienced air puff
location. E.g.: running speed
reduction or complete stop

(40 min) 60-120 min
Tl2(20 min)

1-2
days

Extinction(Ex)
Cued belt + Reward

Tl1(20 min)
The mice run on the cue-rich belt

and receive a diluted liquid reward
at the end of each completed lap.

This step has to be done until

there is not sign of hesitation
towards the air puff location and
the animal runs as it ran during
the baseline session.

(40 min) 60-120 min
Tl2(20 min)

2 days

Baseline (B)
2-1

Cued belt + Reward
Tl1(20 min)

The mice run on the cue-rich belt

and receive a diluted liquid reward
at the end of each completed lap.

To bring the animal to a stable

performance without behavioral
signs induced by air puff. This
session can be excluded if the
animal already has a smooth
performance.

(40 min) 60-120 min
Tl2(20 min)

2 days

Training (T)
2-1 Cued belt + Reward

+ Air puff at 100 cm

Tl1(20 min) The mice run on the same belt and

receive air puff from the 3rd round
onward in the first trial at a fixed
location (100 cm). Second trial is
the same except, the air puff starts
from the first round on. They are
also rewarded at the end of each
lap as before.

It is expected to see, as the

previous air puff location, a clear
reaction to the AP, such as
stopping or speed reduction.

(40 min) 60-120 min
Tl2(20 min)

Training (T)2-2
Cued belt + Reward
+ Air puff at 100 cm

Tl1(20 min)

(40 min) 60-120 min
Tl2(20 min)

1 day
Probe (P)2-1

Cued belt + Reward
Tl1(20 min)

The mice receive no air puff. They

are rewarded at the end of each
lap.

As previous probe session, the

ideal read- out is speed reduction
to the new location of the AP.

(40 min) 60-120 min
Tl2(20 min)

Figure 2.6.2: The details of behavioral experiments.



Briefly, one day offree exploration consisted of twoor three times placing
the animal on the apparatus to sniff around and freely explore the environ-
ment and the belt, each time for a maximum of 10 minutes. This was then
followed by days of Habituation (H). Habituation sessions were the ses-
sions in which the animals were head-fixed on the treadmill in order to get
used to the situation and to eventually run smoothly on a plain belt and
reliably consume the reward. Reward drops were given at the end of each
lap. Suchhabituationdayswere repeateduntil the animals reached a steady
performance and completed a minimum of 10 rounds in 20 min.

At this stage, the food-scheduling and training was interrupted by win-
dow implantation and a period of recovery after which, Baseline (B) ses-
sions started. The two baseline sessions, consist of two 20 min of running
on a new cue-enriched belt. The mice are rewarded upon successful com-
pletion of each round. The two baselines were followed by Training (T)
sessions. During training sessions, animals received a puff of compressed
air each time they passed the border of the first and the second zones on
the belt (at 50 cm for the first round of the protocol). This condition was
repeated for asmanydays as neededuntil the animals showed reliable slow-
down or stopping behavior close to the airpuff location.

During the Probe (P) day, the airpuff was removed and the expectation
was that the animals showed signs, indicating thememorymaintenance of
the previously experienced airpuff and stoppedor sloweddown at, or close
to the airpuff location.

Extinction(E) sessionswereoneor atmax. twodays following theprobe,
for the animal to forget the learnt first airpuff location, and do not slow
down or stop any further at 50 cm. In the extended form of the protocol,
the extinction days are followed by new training days, with everything sim-
ilar to the first training sessions, except for the location of the airpuffwhich
this time was at 100 cm.
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2.7 Immunohistochemistry

After the experiments, in order to verify a successful targeting of the in-
jection site, animals were deeply anesthetized with ketamine (80 mg/kg
body weight) and xylazine (15 mg/kg body weight). As soon as the con-
firmation of sufficient depth of anesthesia, the animals were transcardially
perfused with PBS followed by 4% paraformaldehyde (PFA). The brains
were then extracted and stored in 4% PFA for at least 24hrs. They were
then rinsedwith PFAwith PBS (3x rinse) and slicedwith a vibratome (Le-
ica) to 70 µm coronal slices. For nuclear staining, brain slices were kept for
10 min in a 1:1000 DAPI solution at room temperature. Brain slices were
mounted and the red, green and blue fluorescent channels were succes-
sively imaged using an Epi-fluorescent or spinning-disc microscope (Vis-
itron VisiScope).

2.8 Data analysis

All the codes for the analysis of imaging data were written in MATLAB.
Standard image-processing and calcium imaging toolbox and packages
were customised for our purpose. The behavioral data was partly analysed
in MATLAB and partly in Python (see section 2.8.4).

2.8.1 Calcium imagingmovies

Prior tomotion correction, the heavy periodic ripple noise inflicted by the
GaAsP detectors was removed using a self-written fast Fourier transforma-
tion code (FFT) suited for this purpose.

Fast Non-Rigid Motion Correction(NoRMCorre) 
 Based on Template Matching on Red Channel

Input image 

Shift  Extrapolation to the Green channel

Ripple Noise Removal 

Non - negative Matrix Factorization (NNMF)

Figure 2.8.1: The image processing
pipeline - As the first step, the dual
channel movies were de-noised and
then registered. The process of mo-
tion registration was a fast non-rigid
motion correction, initially applied on
the red channel with red fluorescent
astrocytic markers, after which the
calculated and corrected shifts were
extrapolated to the green channel. As
the last step, the components were
extracted using a NNMF.

To remove the motion artifacts
from themovies, for some,weused theLucas-Kanademodel introduced in
Greenberg andKerr 2009and for the rest, the fast non-rigidmotioncorrec-
tion (NoRMCorr) using the red imaging channel, with astrocytic labels, as
the reference channel [109]. The fiber components, in the form of single
fibers or networks were detected and their Ca2+ events were deconvolved
using a constrained non-negative matrix factorization (NNMF) based al-
gorithm [109]. The NNMF package written for dendritic data, treats the
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entire field of view (FOV) as one, and does not segment it into smaller
grids, hence the components can be either single axons or several that had
identical temporal profiles throughout the recordings. All the components
were manually inspected, redundant components were rejected and those
with a unique spatial profile and at least one Ca2+ were kept [fig. 2.8.1].

2.8.2 Spatial tuning

In order to assess the tuning of spatial information in CA3 axons, we de-
vised spatial tuning vector analysis explained in Danielson et al. 2016. For
the sake of this analysis, we used running epochs. We defined a running
epoch as an episode of movement with a minimal duration of 2.5s above
a threshold of 4cm/s in a forward direction. Only cells with minimum of
4 event onsets during running epochs were included in the analysis. The
belt was divided into 150 evenly sized bins of 1 cm.

To take the circular structure of the treadmill into account, positions on
the belt were translated into polar coordinates. An angle αi was ascribed to
every running related event andweighted based on the amount of time the
animal spend at that position Ti.

The spatial tuning vector vspace, was then defined as the sum of all
weighted event angles

vspace =
J∑
i

(
αi
Ti

)
(2.1)

For normalization of this vector, it was divided by the total number of
running related events, J, and with the average time per spatial bins

vspace =
1
j

∑(
Ti

J

) J∑
i

(
αi
Ti

)
(2.2)

We addressed statistical significance by creating the null distribution for
every spatially tuned cell. This was achieved by randomly shuffling the on-
set times and recalculating the spatial tuning vector 1000 times. The p
value was calculated as the percentage of vector lengths arising from the
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shuffled distribution that was larger than the actual vector length.

2.8.3 Axon tracking

In order to follow axons over days, we devised a cross-correlation ap-
proach. As a reference image, we used an average image of the FOV for
each movie. The movies were recorded in two-channels, in which the red
channel had astrocytic labels and the green channel included the axons.
Initially, the red channel was used as the base of transformation for differ-
ent imaging sessions. The spatial components in the green channel were
thenmatched. Amaximum shift of 10 pixels was allowed between the ref-
erence and the current component. Then the cross-correlation value of the
components were calculated between the two days. The components with
maximum cross-correlating r values were identified and the components
with r < 0.2 were rejected. As the next step, the non-matching compo-
nents were rejected. Figure 2.8.2 includes some examples of a few tracked
components across behavioral sessions of interest.

2.8.4 Behavior

Contribution: the implementation of Hough transform on the speed per
location data, and the calculations in this section were done by Dr. Fate-
meh Kamali.

For isolating a learning behavior, we relied on changes in the running
speed of the animal, the data of which was collected as explained in sec-
tion 2.4 and the code was developed in Python with standard packages.
The speed data was plotted as gray-scale images of speed per 1 cm space
bins on the belt. This was done in order to find similar vertical lines due
to the alignment of similar speed patterns in each round at the top of each
other. Then a pipeline of image processing steps was implemented. First,
image-thresholding was applied to create a binary segmented image with
an 85th percentile threshold. A spatial range around the reward location
(0 cm to 10 cm, and 140 cm to 150 cm) was excluded from the analysis,
due to the bias of the animals to have repeatedly stopped around the area.
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Figure 2.8.2: Successful axon tracking acrossmultiple behavioral sessions - Using the cross-correlation algorithm we were
able to find similar components over multiple sessions (the bigger squares in each row). Lower panels under each component,
indicate place-related firing of that particular component along the belt. Panels in the left are examples of V-D animals and the
right ones are examples of D-D.



Figure 2.8.3: Mice speed on the belt - Top panel, the original image. Middle panel,
the threshold image used for line detection. Bottom panel, shows the original image
with the top voted line (in yellow) detected by the Hough transform algorithm. The
airpuff zone is represented with vertical red dashed lines.

Next, a Hough-transform was used in search for vertical lines in the bina-
rized image [56, 37]. Hough transform is a feature extraction algorithm
that can find simple geometrical shapes, such as vertical lines or circles de-
spite slight distortions. Consequently, a list of vertical line positions was
obtained, each possessing a certain number of votes. The top voted line
(or lines in casemore than one line gets the highest number of votes) were
then selected in baseline, training and, probe sessions. We then showed
that the top voted lines in each animal during the baseline sessions were
randomly distributed along the belt while on the training days, they were
very close to the airpuff location and on the probe days themajority of the
top-voted lineswere restricted around the airpuff zone, indicating themice
memory of the airpuff location [fig. 2.8.3].

To investigate the null hypothesis that was, the presence of n out of m
lines in the airpuff zoneon theprobedays beingby chance, weused thenull
hypothesis significance testing. Theaimwas to reject the null hypothesis at
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Figure 2.8.5: Probability distribution of count of lines (out of eight) in the airpuff zone,
drawn from a uniform distribution of integers representing the belt without the reward
zone. The small figure inside is a zoom-in on the tail of the distribution.

a cut-off level. Since no particular place on the belt should be favoured, we
drew a sample of m line locations out of a uniform distribution of integers
ranging from 10 to 140 [representing the belt excluding the reward zone,
fig. 2.8.4]. The random selection process also allowed duplicate values
to exist. We then counted the number of lines located in the airpuff zone
in each sample. This procedure was repeated for one million trials. The
probability of having n or higher number of lines in the airpuff zone, was
defined as Nn+/Nm, where Nn+ is the count of samples with n to m lines
in the airpuff zone, and Nm was the total count of samples, in this case one
million.

Figure 2.8.4: Random locations
on the belt drawn from a uniform
distribution of integers.

In all eight tested mice, the top voted line in the probe day 2 was in the
airpuff zone. Only in 12 cases in one million trials of hypothesis testing,
there was seven or higher number of lines in the airpuff zone. Since the
obtained p-value of 0.000012 was smaller than the chosen cut-off level of
0.0001, the null hypothesis of seven out of eight lines being by chance in
the airpuff zone at a 99.9988% confidence level, was rejected [fig. 2.8.5].
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3
Results

3.1 Et-iCre CA3 specificity

Inorder to confirm the specificity of cre-recombination inCA3,we crossed
the Et-iCre mouse-line with a td-tomato reporter line, which resulted into
the expression of the red fluorescent marker in all the cells with cre-
recombinase. We then performed a double immunostaining with anti-
Dynorphin antibody to stain the mossy fibers and an anti-STEP antibody
to label the CA2 pyramidal cells. The staining showed that the td-tomato
expressing neurons had almost no overlap with cells labeled with STEP2,
hence sparing the pyramidal cells of CA2 region and proving the exclusiv-
ity of Cre recombinase to CA3 cells [fig. 3.1.1].

43



Figure 3.1.1: Double immunostain-
ing of Et-iCre x td-tomatomouse
line. Left panel: coronal section of
the HP. Red: td-tomato expression
in CA3 neurons. Blue: mossy fibers
originating from DG GCs and termi-
nating at the border of CA2 - CA1.
Green: STEP2 labeled CA2 neurons.
Middle panel: higher magnification of
the same coronal slice. Right insets:
separate channels showing td-tomato,
STEP2, Dynorphine. Scale bars are
200 and 100 µm.
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3.2 Activity of V-D andD-DCA3 axons during locomo-
tion and immobility

In order to evaluate the information transfer between dorsal CA3 neurons,
aswell as ventral todorsalCA3,we injectedfloxed-GCaMP6s indorsal and
ventral CA3 of the Et-iCre mice. Expressing floxed-GCaMP6s in the Et-
iCre mouse-line resulted in robust expression of GCaMP6s in D-D [fig.
3.2.1 A] and V-D [fig. 3.2.1 B] axons. We then recorded Ca+2 activity
of the GCaMP6s labeled single axons with a two-photon microscope [see
section 2.5] while animals were head-fixed and ran on a linear track as ex-
plained in section 2.4. Wefirstmonitored the activity of axons during three
baseline sessions (B₁-₃) recorded in two consecutive days. For that, we im-
aged D-D axons [B1=167, B2=134, B3=119 axons, n=4 mice, fig. 3.2.1 A,
C] and V-D axons [B1=136, B2=170, B3=181, n=4 mice, fig. 3.2.1 B, D].
UsingNNMFweextracted single axonal components and their calciumac-
tivity [fig. 3.2.1 C, D]. We found that the activity of fibers were differently
modulated during locomotion in V-D vs. D-D axonal systems. V-D axons
showed a decreased discharge rate during locomotion [1.63 and 0.70 Hz
for immobility and locomotion, respectively; Kolmogorov-Smirnov test,
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p<0.05, fig. 3.2.1 E, yellow bars], while D-D had an increased average dis-
charge rate [1.20 and 2.91Hz for immobility and locomotion, respectively
during B3, Kolmogorov-Smirnov test, p<0.05, fig. 3.2.1 E, green bars],
this was consistent across all three baseline sessions. Upon closer eval-
uation, two population of neurons were observed in both V-D and D-D
axons. First population had a low activity during periods of rest and in-
creased their activity during locomotion. The second population showed
an opposite behavior. Plotting locomotion and resting related activities
confirmed the presence of axonal population being virtually silent in ei-
ther of the two states [fig. 3.2.1 G, H]. We classified axons as locomotion-
related or rest-related when the activities had a ten-fold difference. These
two classes of axons were inversely distributed in V-D and D-D [69.6% vs.
10.1% in V-D andD-D axons, χ 2

(2,N=138)=109.8, p<0.001], while dominant
running-related activity was very rarely observed in V-D axons compared
to D-D axons [2.8% vs. 24.36% in V-D and D-D axons, χ 2

(2,N=34)=109.8,
p<0.001].

3.3 Place representation in V-D andD-D axons

Asmentioned in the earlier chapters, ventral and dorsal hippocampal neu-
rons code the space differently. We identified CA3 axons that showed sig-
nificant place-related firing. In both projections, place-coding axons tiled
the entire length of the linear track [fig. 3.3.1 B, C]. Consistent with previ-
ous studies we found a significantly higher fraction of place-coding axons
in the D-D compared to V-D [74.3 vs. 23.0% on average across the base-
line sessions, χ2 test for B3, χ 2

(1,300) =125.5, p=0.01 x 10−15, fig. 3.3.1 D].
We then tested whether the precision of individual place-coding axons in
these two axonal projections is different using place vector lengthmeasure-
ment [the straight red lines in the polar plots fig. 3.3.1 A]. There was no
significant difference with regard to place vector length between the D-D
and V-D place-coding axons in none of the baseline sessions [fig. 3.3.1E,
Kolmogorov–Smirnov test, n.s.]. Collectively, these results showed thatV-
D had a lower fraction of locomotion active neurons reflected also in their
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Figure 3.2.1: Activity of V-D andD-DCA3 axons during locomotion and immobility- A,B, post-hoc immunostaining of
the injection site and expression profile of GCaMP6s and mCherry. A, coronal section of dorsal injection site shows expression
of GCaMP6s in CA3 neurons on the left hemisphere (green) and mCherry expression in the astrocytes on the right hemisphere
at the hippocampal window site (left panel). A more posterior coronal section of the same brain with the hippocampal window
site (middle panel). The most right is a representative FOV of D-D axons imaged under the two-photon microscope. The small
segments underneath are examples of extracted components with NNMF. B, similar to A for ventral injection site and V-D fibers.
C,D, example of deconvoluted calcium traces for D-D (C) and V-D (D). The blue traces show the mouse position on the belt. E,
F, mean firing rate (panel E) and amplitude (panel F) of V-D and D-D axons during locomotion (run) and immobility (rest). G,
H, relation of activity during run against rest for each individual axon in the V-D (panel G) and D-D (panel H).



lower fraction of place-coding axons compared to D-D axons.
In order to check the efficiency of V-D and D-D axons in place predic-

tion we used a generalized linear model (GLM). GLM was trained for the
first 15 min of each trial on the belt and as the test phase, predicted the
remaining 5 min of the trials [fig. 3.3.1 F]. Both axonal populations pre-
dicted space better than the shuffled data [mANOVA, F(9.7) , p= 0.003 for
location]. In line with the higher number of place-coding axons in the D-
D projection, these axons predicted place significantly better than the V-D
[mANOVA, F(1)=10.1, p=0.0027].

3.4 Malleability of spatial codes in D-D and V-D axons
during learning

After analysing the place-coding during the baseline sessions, we went for-
ward and checked whether in the training sessions the airpuff ’s saliency is
incorporated at the first airpuff location into the established place maps.
The airpuff was given at the borders of the first and the second zones [see
section 2.6 and fig. 3.4.1A].Mice usually quickly reacted to the airpuff and
slowed down or completely stopped around the airpuff location as shown
in figure 3.4.1 B. On average 3 days of training was needed to get a consis-
tent behavior of slowing down near airpuff location [4.25 days on average
for the V-D group and 2 days on average for D-D mice, T1 is the very first
session on the first day of training after baseline andTn is the last session on
the last day of training fig. 3.4.1A andfig. 2.6.1]. By applyingHough trans-
form on the speed per location heat-map data [see method section 2.8.4]
we checked to see whether mice consistently stopped close to the airpuff
location. Mice slowed down at random locations during the baseline ses-
sions [fig. 3.4.1 B polar diagram and C, thresholded heat map example for
B3], while they consistently slowed down before the airpuff location [fig.
3.4.1 B and C, example for Tn]. Analysing the probe-day speed data also
showed that after learning the animals still slowed down, close to the air-
puff location, even in the absence of airpuff [fig. 3.4.1 B andC, example for
P1]. This showed that mice found airpuff aversive, reacted to it and consis-
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Figure 3.3.1: Place-coding in V-D
andD-D axons- A, examples of place
related activity depicted on polar
plots where a complete lap on the belt
is equivalent to 360°. Examples show
a broad and a narrow place-coding
axon for each V-D and D-D. Each
black dot is a detected Ca+2 event;
the straight red line is the summed
vector of each individual event. The
blue band underneath depicts the
place-related firing as a heat-map.
B,C, heat maps of place-coding axons
in V-D (panel B) and D-D (panel C)
axons in 3 baseline sessions, B1,B2,B3.
D, fraction of place-coding axons
in V-D compared to D-D axonal
population. E, place-coding precision
assessed by vector length cumulative
probability in V-D compared to D-D
axons. F, place prediction by V-D and
D-D axons assessed by a GLM model.
The first 15 min of each trial was used
as the training phase for the GLM
(Red vertical line indicates the end
of algorithm’s training) and the last
remaining 5 min was the test phase.
G, prediction of position by GLM in
V-D and D-D axons compared with
the shuffled data (gray bars). Bars
show averaged values of three baseline
sessions (B1−3). The asterisks show
significance for ANOVA p<0.05.
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tently acquired thememory of its location on the linear track [fig. 3.4.1 B].
We then assessed how the spatial code is altered during learning. For that
we checked whether the overall fraction of place-coding axons is changed
during learning. In the D-D axons, the fraction of place-coding axons re-
mained high throughout learning [78% in B3, 84% in T1, 71% for Tn and
75% for the probe trial, fig. 3.4.1]. However, in the V-D axons this frac-
tion seemed to increase [from 13% in B3, 19% and 18.84% for T1 and Tn,
to 26% in the probe trial fig. 3.4.1 H]. There were no significant changes
in the precision of place-coding in either of the projections [fig. 3.4.1 I,
Kolmogorov-Smirnov test, n.s.].

In V-D axons we observed that the zone preceding the airpuff location
became over represented during the training sessions [fig. 3.4.1 D for sec-
ond training trial T1 and Tn], this over-representation persisted also dur-
ing the probe trial [P in fig. 3.4.1 D]. These changes were not as strong in
the D-D axons [fig. 3.4.1 D, rightmost column, see representations for all
sessions]. We quantified this phenomenon by translating each cell and its
position on the linear track as a vector on a polar plot. The vectors on the
polar plot point to the position on the linear track where the peak activity
of that cell occurs and the length of the vector represents normalized peak
of fluorescent activity [fig. 3.4.1 E]. Circular statistic analysis on the polar
plots showed that the distribution of these vectors was nonuniform in the
last training and probe session in the V-D but did not prove a significance
in the D-D [Hermans–Rasson test, B3: p = 0.74, T1:p = 0.06, Tn: p = 0.05,
P: p = 0.01 for V-D; and B3: p = 0.77, T1: p = 0.62, Tn: p = 0.06, P: p =
0.55 for D-D]. Moreover, the summed vector reliably pointed into the di-
rection of the pre-airpuff zone in all training trials and P in the V-D [bold
lines in fig. 3.4.1 E, quantification of place cell proportions for the three
linear track zones in fig. 3.4.1 F, G]. These data suggests, despite the lower
number of place-coding axons, V-D axons start incorporating the location
of the aversive stimulus during training.
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3.5 Stability of placemaps across sessions

Using axon tracking as explained in section 2.8.3, we examined how do
changes in place-coding happen at the resolution of single axons. Particu-
larly we wanted to see how the over-representation of the zone preceding
the airpuff location forms during training. For this purpose we systemati-
cally analysed changes in individual axons across different pairs of sessions.

We compared transitions that had a time interval of more than 19 hrs
between them. Specifically, the baseline trials (B1-B2) compared to tran-
sition from the last baseline to the first training trial (B3-T1), compared to
the fist training session and the last (T1-Tn) and the training trial and the
first trial for the retrieval of memory (Tn-P1)[fig. 3.5.1 A, B].

We first addressed the issue of place-coding stability. To this end, we
checked whether the significant place-coding axons in the first of each
combination of two consecutive sessions remained significant coders in
the second as well. This was done disregard of zones and on the overall
length of the belt. The number of axons that remained significant place-
coding axons in the second session was higher in D-D compared to V-D in
the B1-B2 [D-D: 41% and V-D: 34% in B1-B2].

Figure 3.4.1 (preceding page): Malleability of spatial codes in D-D and V-D axons
during learning- A, schematic of behavioral protocol; the animals learn the location
of an aversive stimulus while running on a cue-rich belt. B, C, isolated learning effect
shown using Hough transform. The top-voted lines in baseline, training and probe ses-
sions shown on the polar plots proved learning and consistent stopping around the
airpuff location (red-demarcated area +/-10 cm) during training (T) and probe (P)
but not the baseline (B). Examples of binarized images of speed per location bins. The
yellow lines indicate the top-voted line by Hough transform, showing the consistent
pattern of slowing at a particular area on the belt. Airpuff zone (+/- 10 cm from airpuff
location) shown with dashed red lines. D, the place maps of the last baseline session
(B3), first training session (T1) and the last training (Tn). E, polar plots with vector
representations of the place preference of all place-coding axons, with the vector direc-
tion representing the position of peak activity, and the length of the vector representing
peak normalized ΔF/F. F, G, average fraction of significant place-coding axons on three
zones, zone 1 being the zone preceding the airpuff location (0-50 cm, red) and the two
other zones (50-100, gray) and (100-150, black), during baseline, training and probe
trials in V-D and D-D axonal population. H, fraction of place-coding axons in baseline,
training and probe trials. I, place-coding precision assessed by vector length in baseline,
training and probe trials of V-D and D-D axons.

51



Figure 3.5.1: Stability of place
maps across sessions - A, B, place
maps of tracked axons across each
session pair with overnight time
interval (>19 hrs) for V-D (A) and
D-D (B) axonal population for 4
transitions of B1−2, B3-T1, T1-Tn and
Tn-P1. C, the stable fraction of axons
across session pairs mentioned in A
and B. Notice the fraction of stable
cells increases in the V-D population
as the learning starts and increases
from the last training session (Tn) to
the probe session (P1). Asterisks
indicate significance of adjusted
residuals. D, the place cells’ center
shift probability across the transitions.
The shifts opposite to the running
direction are depicted as negative
values with regard to the original
place center position in the first of
each two session pairs and positive
when they are in the direction of
run. The plots show that the shifts
are insignificant, hence persisting
cells between session pairs do not
remap significantly. E, F, place field
shift comparison for session pairs
mentioned in A and B for V-D (E)
and D-D (F). G, the fraction of newly
emerging cells in transition pairs. The
biggest emergence happens in the V-
D from the last baseline session to the
first training session (B3-T1) and for
the D-D in the memory maintenance
phase (Tn-P1)
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During learning there was a significant increase in the number of stable
place-coding axons in the V-D but not in the D-D [D-D: 44% and V-D:
45% in T1-Tn]. This level stayed high inasmuch as V-D fraction of stable
place-coding axons exceeded that of the D-D [D-D: 59% and V-D: 68% in
Tn-P1 fig. 3.5.1 C].

We then wanted to evaluate the shift in place centers of these stable
place-coding axons across sessions. For this purpose, we quantified the
shift of place centers between each two combinations of sessions. We
found that shift of place centers between the B1-B2 was not significant in V-
D compared toD-D [unpairedttest, p = 0.25, fig. 3.5.1D, top panel, p value
n.s for all the other comparisons]. Similarly, comparing the within groups
shifts in Tn-P1 and T1-Tn to the baseline B1-B2 transition, proved to be
nonsignificant [for V-D ANOVA, F(3,56)=2.65, p=0.057, for D-D ANOVA
F(3,213)=0.2, p=0.89, fig. 3.5.1 E, F]. This shows that as learning proceeds
the stability of place maps increases but the center of place-coding axons
do not shift significantly.

The changes in the place maps could also arise from newly emerging
place-coding axons. To address this possibility we evaluated another cate-
gory of fibers that emerged in the second session of each consecutive com-
binations. We call this category the ’de novo’ axons, which are the tracked
components that did not qualify as significant place-coding axons in the
previous session but are coding for place in the current session for the
aforementioned transitions.

The fraction of de novo place-coding axons was significantly higher than
expected at the onset of learning in V-D axons [B3-T1, Omnibus test over
all sessions and categories χ 2

(11,91)=12.7, p=0.048, fig. 3.5.1 G]. In contrast,
D-D axons displayed a significant increase in de novo axons during mem-
ory maintenance [Tn-P1, Omnibus test over all sessions and categories
χ2
(11,241)=15.2, p=0.019, fig. 3.5.1 G].
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3.5.1 Spatial preference of stable and de novo axons on the belt

We then examined whether the stable and de novo axons showed a spatial
preference on the belt during different stages of behavior. For this pur-
pose we presented all stable axons with a place vector on the polar plot
representing the belt and the three zones (as it was done in the fig. 3.4.1
E). Then we calculated the summed vector. We noticed that, at the later
stages of learning there was a significant number of stable axons in the pre-
airpuff zone in the V-D axonal population [zone 1, fig. 3.5.2 A left panel,
Hermans–Rasson test p=0.015, Rayleigh test p=0.04] but not in the D-
D. In the D-D axonal population in all the transitions axons seemed not
to show any significant zone preference and although not evenly, but oc-
cupied all the three zones [fig. 3.5.2 A right panel, Hermans–Rasson test,
p=0.69, Rayleigh test p=0.56].

As for de novo fraction of axons, both axonal populations showed a sig-
nificant place preference at the transition from learning to retrieval [Tn-P1,
fig. 3.5.2 B]. In V-D axons de novo axons occurred preferentially in a clus-
ter, at the border of the pre-airpuff zone in V-D axons [fig. 3.5.2 B, left
plot]. In addition, D-D de novo axons exhibited a spatial preference, al-
most completely sparing the post-airpuff zone of the linear track [zone 2,
Hermans–Rasson test, V-D, p=0.01 andD-D, p=0.037, Rayleigh test, V-D,
p=0.009 and D-D, p=0.005].
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Figure 3.5.2: Place preference of stable and de novo axons- A, the stable category
of axons seem to preferentially code the pre-airpuff zone in the V-D during the learning
period. B, during the retrieval, the newly place-coding axons or the de novo show an
increase with spatial preference to a zone in both V-D and D-D axons. Left plot: in the
V-D this increase signifies the importance of the zone preceding the AP. Right plot: the
de novo axons in the D-D seems to be more distributed in the third zone on the belt.



56



4
Discussion

In this dissertation we measured and described the different coding
properties of two intrahippocampal long-range axonal projections: 1)

the CA3 longitudinal projection (V-D), spanning the septotemporal axis
and 2) the CA3 commissural fiber system (D-D), crossing the brain hemi-
spheres. In order tomeasure their respective properties in-vivo, we devised
an approach that allows us to image the activity of these axons separately
using two-photon Ca2+imaging and a behavioral paradigm in which the
mice had to experience space-linked aversive stimuli in a single environ-
ment. The purpose of this paradigmwas for the animals to form amemory
of the aversive stimulus and later on retrieve the acquired memory, while
we simultaneously imaged the activity of aforementioned projection ax-
ons.

With this approach, we could measure differences between V-D and D-
Dprojections in termsof their general place-coding properties and address
how the two axonal systems incorporate aversive stimuli into their existing
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place maps. Furthermore, day to day precise adjustment of FOVs using
dual-color imaging as well as a novel correlation analysis allowed us to suc-
cessfully track individual axons across behavioral sessions. Tracking axons
made it possible to describe the stable place-coding axons as well as those
axons that acquired new place-coding properties (de novo). Considering
these two identified categories of axons, we could uncover differences in
stability or adaptability of V-D and D-D axonal population. We could also
prove that there is a spatial preference for stability and recruitment of de
novo axons on the linear track.

In this chapter, I will briefly discuss the techniques we used to conduct
our experiments, their advantages and limitations as well as methodologi-
cal challenges we faced along the way. I will then discuss the experimental
results and their relationship with the existing knowledge about CA3 and
the HC.

4.1 Methods discussion

4.1.1 Calcium indicator

Fluorescent calcium signals are extensively used for monitoring activity
of populations of neurons. Optical imaging allows non-invasive registra-
tion of many axonal projections, relatively free of stimulation artifacts.
Compared to chemical Ca2+ indicators, genetically encoded calcium in-
dicators (GECIs) are efficiently delivered into a specific cell type or sub-
cellular compartment and chronic imaging of Ca2+ indicators is less inva-
sive [141]. For our experiments, we used GCaMP6s which has a time-to-
peak of 179 ms and decay time of 550 ms [26]. GCaMP6s is capable of
resolving supra-threshold events. Small fluctuations in a signal correlating
to sub-threshold Ca2+ events are most likely a reflection of contamination
by surrounding neuropil activity.

Although specific axon-targeted GCaMP6s have been developed [18],
we achieved sufficient expression and satisfactory levels of signal-to-noise
ratio with normal somatic GCaMP6s in our axons of interest. GCaMP6s
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has proven to provide the highest yield of responsive cells compared to
GCaMP6f and GCaMP6m [26]. We significantly improved the optical
properties of our insert and hippocampal window and hence acquired sat-
isfactory recordings of axons in both V-D and D-D injections. The axons
in our study, showed bright and clearly labeled structures 2-4 weeks after
the injection [for further details please check: section. 2.2 and fig. 3.2.1].

For smaller number of action potentials GCaMP6s is a very sensi-
tive indicator and produces more than 10-fold larger signals compared to
GCaMP3 [26]. The decay-time of GCaMP6s is slower than the other
GCaMP6 constructs, however, when focusing on the rise-time, GCaMP6s
has the sensitivity of resolving almost 100% of single spikes in bursts of ac-
tion potentials. In our analysis we mainly focused on the transient onsets,
therefore, GCaMP6s proved to be the most sensitive sensor.

Nonetheless, because the duration of somatic Ca2+ response is about
1.0 s, the response frequency is too low to reflectmostnetworkoscillations.
In axons, the Ca2+ response can be even shorter and GCaMP6s cannot
keep up with high frequency network oscillations, specially because of its
higher affinity to Ca2+ compared to other GCaMPs such as GCaMP5G
(3-fold higher affinity in this case)[26].

We could image theGCaMP6s expressing axonsmore than twomonths
after the viral injections. Only after this timeperiod, couldwe see fewfibers
with static fluorescence. It was also mentioned in Chen et al. 2013 that af-
ter severalmonths of imaging (1-2month inmouse primary visual cortex),
high GCaMP6s expressing neurons gained nuclear expression 1

¹ Expression of GCaMPs is normally
cytoplasmic. However, it has been
reported that long term expression of
GECIs in cells, breaches the nucleus
integrity and neurons gain bright
nuclear expression of GECIs.
Neurons with filled nuclei show
attenuated GCaMP fluorescence
responses and reduced Ca2+ changes
induced by neural activity. Also,
spontaneous Ca2+ transients of
nuclear-filled neurons show longer
decay times which is another sign of
abnormal physiology [141].

. Bleach-
ing was also negligible, since the baseline fluorescence did not change over
more than 60 sessions of imaging (20 hours).

With regard to the injection coordinates, there was some variability in
the extent of virus expression along the longitudinal axis across different
animals [fig. 4.1.1]. This could be due to slight deviations from the in-
jection coordinates or differences in the size of the animals. Despite this,
physiological and neural correlates provided evidence that we indeed tar-
geted different populations of neurons; the number of fibers qualifying
as place-coding axons (not the total number of detected fibers) was sig-
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Figure 4.1.1: Ventral injection of
GCaMP6s and the spread along
the septotemporal axis- Typically
300nL of pAAV.Syn.Flex.GCaMP6s.
WPRE.SV40 (AAV1) was injected in
the ventral (ipsilateral to the window
position. AAV1 spread was about
~1mm, covering a range of ventral to
intermediate CA3.

AP:-3.08 -2.8 -2.54 -2.18 -1.46 -1.22200μm 200μm200μm 200μm

Window position

200μm

Injection Site

nificantly lower in the V-D population compared to D-D population [fig.
3.3.1D].This fits the existing evidence regarding the higher levels of place-
coding in dorsal HC compared to ventral HC, even though in the ventral
injections, we might have labeled intermediate parts of the HC.

4.1.2 Behavioral paradigm

As mentioned earlier in our experimental design, we aimed at establish-
ing a paradigm that harbors both components of space and aversion in
order to engage both dorsal (spatial) and ventral (emotional) portions of
theHC. In our experiments, we took the general design of head-fixed fear-
conditioning paradigm first introduced by Lovett-Barron et al. 2014. In-
spired by Lee et al. 2004 work and considering the fact that mice have the
ability to scan objects by their finger tips and their whiskers and form se-
quences of tactile experiences, we built a zoned belt, covered with various
tactile cues. Experiencing a sequence of sensory events–here the sequence
of tactile zones on the belt–is expected to involve theHC [57, 23]. We hy-
pothesized that unique proximal tactile cue recognition results in engaging
thedorsal hippocampal place-coding, thereby involving thedorsalHC.We
further hypothesized that presentation of amildly aversive airpuff at one of
the zones, would engage the ventral part of the HC.

The belt used in our experiments acts as a repeating sequence of tactile
experiences in a short time scale. Studies like Lee et al. 2004 and Leutgeb
et al. 2006 hinted that subtle changes in the actual sensory cues (change of
color of the walls of an exploration arena) or the order of presentation of
the cues (counter-clockwise rotation of the circular arena) is quickly no-

60



ticed by the animal, and is incorporated in the neural representations of
CA1 and specially CA3 regions. There are number of technical points to
be considered about our fear conditioning paradigm, explained in the fol-
lowing paragraphs.

In designing the cues, care was taken to make them haptically salient
while allowing the animal to run on the belt without hindrance (e.g. by
not making the belt too heavy or by obstructing the running path). The
placement of cues on the belt created unique segments that changed ev-
ery 50 cm. The borders of neighboring textures merged into one another
smoothly to prevent sharp transition points that could act as cues for the
airpuff.

The airpuff intensity and location are two critical points and were finely
adjusted to be optimally aversive to the mice. The airpuff tube has to be
positioned in a distance to deliver an appropriate intensity of the airpuff to
an area of the mice’s face. If too aggressive and close to their eye, animals
tend to keep one eye closed and sometimes stop running completely and
if too far, they tend to be indifferent to the stimulus. Our tube was laterally
positioned at about 1 cm from the snout and released 9 psi of compressed
air for 20ms. The solenoid valve gating the airpuffwas covered in foamand
was placed furthest possible from themice and the treadmill to prevent the
animal linking the gating sound to the upcoming airpuff.

With regard to the behavior at the outset of the experiments, we no-
ticed large performance variability in the distance that mice covered on
the linear track. To minimize this variability, we decided to, 1) keep the
animals motivated and, 2) increase the number of trials performed in a
single experimental day. For motivation, we rewarded the animals at the
end of each lap. Although reward did not eliminate performance variabil-
ity, it motivated the animals to cover higher number of rounds per session
(minimum of 10 round per 20 min). After the animals went through two
baseline test days [and were assumed to have] formed a stable place repre-
sentation of the belt, training on the airpuff location started. This period
was another sourceof variability among animals. Not every animal showed
signs of learning during the first training day, hence, days of training had to
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be repeated for some of them. Since in the head-fixed fear learning the
animals have no choice to avoid the airpuff and have to pass its location to
complete the lap anyway, mice developed different strategies. For instance
some stopped multiple times prior to the airpuff location, some ran faster
at the airpuff location, or in general they completed lower number of laps.
Inhindsight, perhaps abetter approachwouldhavebeengiving the animals
an option to avoid the airpuff. For example, in case of stopping before the
location, no airpuff would be given. This could potentially lead to a better
performance based read-out of the learnt location.

To quantify behavioral read-outs, initially, we relied on the speed
changes of the animal. This was due to the limited possibility of food or
water deprivation. Speed turned out to be a very complicated read-out be-
causemost of themice stopped atmultiple points on thebelt andour speed
sensors picked up small fluctuations. Therefore, this made the read-out
noisy and difficult to interpret. To have a more uniform pattern of stops,
we repeated the training sessions until the stops before the airpuff location
were robust. With this approach, we minimized the performance variabil-
ity to a reasonable extent.

Monitoring the eyes and pupil, counting licks or as mentioned earlier,
short stops to avoid the puff could serve as additional learning measures
in future experiments. Pupil diameter has been mentioned as a proxy for
motor activity, cognitive effort or arousal states. In mice specially, changes
in the pupil size are particularly thought to be linked with episodes of at-
tention and arousal [114, 77]. As for the lick-counting, conditioned lick-
suppression has been used as a standardmeasure of fear-learning [17, 89].
Finally, with availability of tools such asDeepLabCut, it is possible tomon-
itor animal’s facial expressions during task performance. Monitoring sac-
cades, whisker movements, or even subtle muscle twitches could depict a
more sophisticated picture of the behavioral read-out [90].

Another critical factor in the behavioral task is the positioning of the
lick-port. If the lick-port is placed too close to the snout, the animal licks
compulsively and if it is placed too far, it misses the reward and loses moti-
vation. We adjusted this distance for each individual animal depending on
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its size but in general, it was between 0.5mm and 1mm from the lower lip.

With regard to food scheduling, although a general rule of 85% of the
original body weight is given in the literature, there is a balance between
weakness due to starvation and not being hungry enough to run for the
rewards. Thus, every individual animal has an ideal body weight in which
they are hungry and motivated but also not weak for repeatedly and con-
sistently pushing the belt. To reach this optimal performance-weight, one
has to train and adjust each animal’s weight prior to the actual experiments.

As for the sex of the animals, we used both male and female adult mice
(6-12 weeks). In order to get rid of the urine odor of male mice and avoid
stress, after each experiment the set-up was cleaned with Ethanol 70% and
isopropanol and the belts were removed. After each trial, time was given
for the odor todissipate. To avoid olfactory confounds due to a prior tested
animal, the order of mice put on the belt for behavioral sessions was con-
stant. Most importantly each animal (or cage mates) had individual belts
assigned to them.

4.1.3 Motion correction and component extraction

In order to extract the components of recorded movies, there is a set of
prepossessing steps required. Denoising and registering are two important
preparatory steps.

We initially faced the challenge of a strong ripple noise (amplitude of a
few μV to 3 mV and 300 kHz of frequency band) that covered the entire
FOV and masked the dimmer interesting signal of the active fibers. We
found that the noise pattern changed depending on the modes of scan-
ning (e.g., uni-or bidirectional, with or without averaging, etc.) and that
it was due to the high-voltage circuit oscillations inside the GaAsP photo-
multipliers (PMTs). Upon several hardware optimization steps, (e.g., rais-
ing the control voltage to increase the PMT gain) although reduced, the
noisewas not eliminated and having noise free recordings proved to be im-
possible. We therefore, had to remove the noise post-hoc by a self-adjusted
FFT code.
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In the image processing pipeline, as the next step, one has to stabilize
the denoised movies. In the axonal imaging, since axons have no base-
line fluorescent at the times that they are not active, detecting the same
structures in one frame to another is difficult. Hence, even most pow-
erful motion-correction algorithms fail to perfectly register the movies.
For this problem, a repeating pattern of structures that fluoresces all the
time, in the second imaging channel, could solve the issue. To this end, I
tried several viral constructs tagged with red-fluorescent proteins to serve
as a fiducial marker (e.g: AAV-GFAP-TurboPF650, pAAV-hGFAP.floxed-
mCherry, pAAV-GFAP-mCherry). pAAV-GFAP-mCherry yielded uni-
form and regular labeling of the astrocytes and provided a base formotion-
correction.

We used a constrained NNMF - based (CNMF) algorithm that was
made available byPnevmatikakis et al. 2016, to extract the spatial footprint
and the temporal activity of axons. This modular approach in principle si-
multaneously handles factorization, deconvolution and denoising of Ca2+

signals in the recorded movies.

A key advantage of CNMF for axonal imaging is the ability of the
method in extracting sparse, separated spatio-temporal components, de-
spite the high spatial overlap of the axons [110].

Asmentioned earlier in chapter 1, the large variability between boutons
of the same axon could make the interpretation of Ca2+ signals hard and
render them prone to error. Also, the influence of neuromodulators and
postsynaptic cell typeswouldmake the aggregatemeasures ambiguous and
biased toward the terminals with larger Ca2+ transients [1].

CNMF method detects axonal units and extracts their fluorescence
changes across the entire length of the detected neurite in the FOV (as op-
posed to individual boutons) [109]. This approachminimizes some of the
mentioned problems regarding interpretation of the Ca2+ signals at single
boutons or aggregate measures; problems such as the bias of postsynaptic
cell type, or the bias towards sub-population of boutons with larger ampli-
tudes.

This however, equivocally serves as a negative point for axonal data, be-
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cause network activities and synchronously active axons are presumed as
a single component and untangling individual axons contributing in a net-
work event, specially in large FOVs is not simple.

There are other qualitative differences in the application of this method
for somatic versus axonic data. Parameters such as unit size (approx. size of
a soma of a neuron), the τ- standard deviation of gaussian kernel for initial-
ization - and number of expected components are not defined for axons as
for soma. This is due to thementioned fact that axonal branches can stretch
everywhere in the FOV and have different sizes, their diameter is thin and
almost negligible. In other terms, each spatial component although sparse,
is no longer spatially localized. This issue could also influence the temporal
domain and deconvolution of theCa2+ signal. The dynamics of Ca2+ tran-
sients differ in axons due to differential Ca2+ source compared to somatic
Ca2+.

Additionally, the number of estimated components is defined by the
user for the algorithm. This can artificially push CNMF to break spa-
tially larger components into smaller ones. Basically, in the case of axonal
movies, it can be too large and too small and defining the right value is
challenging. In order to define the best component-number, we used an
iterative approach in which spatial cross-correlation of components were
checked, the ones with high spatial overlap were merged and the remain-
ing ones were fed back into the CNMF algorithm. This approach yielded
80-100 components.

The other measure we took was to carefully and manually inspect all
the components after extraction using a GUI. We rejected the ones that
looked spatially either redundant or unusual and accepted the ones that
had a proper spatio-temporal profile. We also merged again the compo-
nents that looked like sub-components of one another. With these careful
inspection steps wemade sure we get the most spatio-temporally accurate
final set of components.
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4.1.4 Fiber tracking

Computationally, it is not a trivial task to identify and trace axons across
multiple behavioral sessions. Despite careful day to day adjustments, small
z-shifts are inevitable and due to the thin structure of axons, even small
shifts in the FOV could affect the results. To follow fibers, we used a cross
correlation-basedmethod established in the lab [for details see 2.8.3]. The
algorithmused astrocytic channel (red) as a reference, found similar struc-
tures and aligned any number of given sessions accordingly. Similar spatial
structures were then identified in the axonal (green) channel and the ones
with high correlation coefficient (r ≥ 0.2) were accepted. We performed
a manual inspection after fiber tracking to make sure that indeed similar
structures were identified. One issue to be taken cautiously is the inter-
pretations of the emerging and disappearing fibers which might be due to
the algorithm having failed to detect similar axons in one of the sessions.
Nonetheless, using this methodwe could track a reasonable number of ax-
ons successfully for the first time (up to 100 axons in both axonal popula-
tions).

4.2 Discussion of Results

4.2.1 Spatial coding in V-D andD-D fibers

In the V-D axonal population, during the baseline, a small number of
place-coding axons represented thebelt, withno zonediscrimination. This
low number provided a less accurate placemap compared to theD-D pop-
ulation [fig. 3.3.1 B, D and fig. 3.4.1 D, E]. Most of the V-D identified ax-
ons were instead active during the rest [fig. 3.2.1 E, F and G, H]. As mice
went through training sessions and encountered the aversive stimulus, in
the V-D projectionmore axons gained place-coding property and tiled the
belt’s length [fig. 3.3.1B,D].Therewas a significant increase in the number
of place-coding axons. This increase had a spatial preference for the zone
that preceded the airpuff location and occurred as early as the first session
of training.
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are less malleable and only gradually represent changes due to the aversive stimulus. Af-
ter learning, in the absence of the airpuff, new axons code the pre-aversive area, possibly
due to the influence of the ventral CA3 or the DG.



Looking at individual axons during each session, a group of previ-
ously rest-active axons gained place-coding property and joined the place-
coding population (de novo axons) [fig. 3.5.1 G]. A subset of these axons
stabilized. This stabilized group showed a spatial preference for the zone
preceding the airpuff location on the belt, the zone predictive of the aver-
sive stimulus. This phenomenon particularly became significant at the fi-
nal stages of training [fig. 3.5.2 A]. In the absence of the airpuff, during the
probe session a higher number of de novo axons joined the place-coding
population in the pre-airpuff zone, possibly marking a big difference from
the previous day.

The quick deformity in the ventral map upon aversive experience was
perhaps due to the influence of amygdalar input reinforcing the CA3
synapses to incorporate space with aversive information. This is in agree-
ment with the reported role of CA3 in rapidly encoding novel information
[84, 82]. Upon repeated exposure to the spatial features as well as the air-
puff and through the recurrent connectivity, the map stabilized further. In
parallel andmaybe as a consequence of stabilization, a group of axonswere
recruited daily into the V-D maps from a large reservoir of rest-active ax-
ons. The repetition of experience in the attractor network and influence of
the input from amygdala could lead to lasting synaptic changes. This could
explain why these axons were added to the group which preferentially en-
coded the pre-airpuff zone in CA3 maps.

Another possibility is that two parallel processes of learning and re-
trieval happen inside the CA3 network: the stable fraction is the represen-
tation of already encoded features of the environment and general atten-
tive landmarks (allocentric cues) and the de novo fraction is encoding the
subtle daily changes in the environment, noticed by the animal and over-
looked by us [69] in trials with similar conditions.

Eventually, the big changes like presence and absence of the aversive
stimulus are similarly and quickly noticed in CA3 by addition of de novo
axons to the important zone on the belt. Leutgeb et al. 2006 showed that
CA3 is capable of rapid encoding of not only spatial information in a new
environment, but also encoding of local differences in non-spatial sensory
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configuration. CA3 is also capable of associating the non-spatial dispar-
ities to the spatial information. This might explain the phenomenon we
observed: the stable fraction persistently coded the pre-airpuff zone but
the change was then integrated by incorporation of de novo fraction into
the map during retrieval. CA3 is renowned for immediate incorporation
of novel sensory inputs (or the absence of them as in our case) into the
otherwise stable place maps [82].

Considering the big reservoir of V-D axons and their population activi-
ties during the resting-states, one conjecture could be that resting-state ac-
tivity orchestrates the recruitment of de novo axons and facilitates further
stabilization of place-coding axons during the behavioral task. Specifically,
the resting activity might stabilize the memory of the learnt features by re-
activating the recurrent synapses during states of immobility and conse-
quently preparing more rest-active cells to join the stable population.

On the other hand, throughout the sessions, there was always a richer
(in terms of number of place-coding axons) and more precise represen-
tation of the belt in the D-D axonal population. This is consistent with
place-coding properties of dorsalHC [fig. 3.3.1 B,D and fig. 3.4.1D, E]. In
the baseline sessions this axonal population seemed to encode the entire
belt regardless of different zones. During the first training session, there
were subtle changes (the changeswere less dramatic compared to theV-D)
in the place maps. But only later, by the end of training, did these changes
become significant [fig. 3.4.1 D, E].The dorsal maps showed a steady level
of stability throughout all sessions [fig. 3.5.1 C]. These maps did not ex-
hibit a significant zone specificity. The daily turn-over of de novo axons
from the smaller rest-active pool of D-D, also does not follow the precise
pattern of V-D and pre-airpuff zone specificity and seems to cover a larger
part of the belt. Nonetheless, during the memory maintenance phase, the
absence of airpuff appeared to be reflected in an increased number of de
novo axons in theD-D, as the V-D population but with lesser specificity for
the pre-airpuff zone [fig. 3.5.2B]. The D-D de novo axons almost entirely
spared coding the space of the middle zone on the belt.

A smaller effect of zone specificity in D-D axonal projections could be
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due to the lack of amygdalar input to this part of the HC [70], but might
also be that the effect is masked due to the higher number of place-coding
axons in D-D population in every session [fig. 3.3.1D].

Furthermore, the delayed incorporation of aversive effect in the D-D
maps compared to the V-D (last training vs. first training), might hint that
it takes time for the V-D to exert the effect on the D-D population. Under-
standing whether this effect in the dorsal CA3 stems from the ventral CA3
or DG would be a subject of future investigations, e.g., silencing the DG
input to CA3 and observing the maps in similar behavioral experiments.

Additionally, we did not observe global remapping of the two axonal
populations. However, in response to new configuration of sensory cues,
rate changes could be a type of remapping specially in CA3, as opposed
to the global remapping of cell assemblies. Rate remapping often happens
in the dorsal HC in paradigms which proximal cues like the color or the
geometry of the arena changes. It was shown that rate remapping is both
faster and earlier (almost from the beginning of an experimental trial in
a novel environment) in CA3 compared to CA1 [83]. Possible evidence
of presence or absence of aversive stimulus with regard to the space might
also appear in the form of rate-remapping. Nonetheless, addressing rate-
remapping, in an imaging study such as ours, due to the fast spatial tra-
verse of the animal and considering the repeatedly mentioned GCaMP6s
calcium dynamics, is not straightforward. If anything, rate remapping
might be manifested in the form of amplitude changes. GCaMP6s am-
plitudes are not a direct translation of airpuffs and the intensities are often
variable [26]. This remains to be investigated with ground-truth electro-
physiological experiments whether indeed rate-remapping happens.

Furthermore, in contrast to studies delineating lower spatial specificity
[64, 111, 120] and larger place fields of ventral HC [71], we did not ob-
serve this precision difference when comparing the vector lengths in the
V-DCA3 to theD-D population [fig. 3.3.1 I].The reason could be that the
reported differences in precision are not reflected in the axons projecting
far away from the cells of origin. It might also be possible that the sub-set
cell that give rise to the axons we capture in our imaging study, have differ-
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ent spatial-coding properties compared to the previously reported ventral
CA3 cells. The electro-physiological recordings that reported the bigger
place field size of the ventral CA3 cells were conducted by directly mea-
suring the somata in the ventral CA3.

Briefly, in the context of the HC, perhaps in the dorsal HC, inside the
dorsal CA3, the place fields are formed as a result of DG and EC inputs,
this also happens in ventral HC functional sub-regions but to a lower de-
gree and in a more sparse fashion. However, as soon as there is an emo-
tional valance introduced to the environment and the role of amygdala
kicks off, the ventral sub-regions including ventral CA3 incorporate the
additional important sensory information to the place maps by providing
more detailed ventral place representation. The longitudinal CA3 projec-
tions, might act as an extra player in deformity of the place maps in the
dorsal HC and dorsal CA3. The dorsal CA3 under the influence of ventral
projections undergoes a delayed deformation and the placemaps evolve in
a way that the aversion, even transiently is represented. The information,
specially the novel experience in the dorsal CA3 is then relayed to theCA1
area and subsequently the downstreamneocortical regions for further pro-
cessing.

Another possible scenario might be that the dorsal CA3 through re-
peated experience and NMDA dependent synaptic plasticity represents
the changes into the place maps with a slower time course compared to
the ventral CA3. Most of the cells in the dorsal CA3, however, reinstate
the repeating spatial features and elements of the environment. The ven-
tral CA3 projections instead change the place field dynamics through their
connections with the dorsal CA1 and its dendrites, something that could
be a subject of future investigation.

4.2.2 Encoding of aversive stimulus

In our experiments, since we had a fixed airpuff location, we could not test
whether the responses to pure aversion were reflected in the V-D axons.
It is also possible that the CA3 neurons encoding the stimulus were not

71



the same as the ones projecting to the location we were imaging. To ef-
fectively tease apart place-coding from pure stimulus coding, experiments
with random-location airpuffs are required.

4.2.3 What is the identity of pyramidal cells that the V-D projec-
tions originate from?

With our GCaMP6s injections we labeled a large set of CA3 pyrami-
dal cells that cover a range of about 1mm along the septotemporal axis.
Whether all ventrally labeled cells project to the dorsal HC or they belong
to a specific sub-group of pyramidal cells in the ventral HC, is not known.

Another question would be whether the dorsally projecting cells make
other connections along their projection path to the dorsal HC. As ex-
plained in chapter 1 there is a topographical relationship between the sep-
totemporal axis of the HC and the EC and neocortical areas [105]. How-
ever, due to the anatomical complexity, the CA3 local and general connec-
tivity, despitemorphological studies [25, 85, 143, 154], is not verywell un-
derstood. Although very informative, each study captured only few recon-
structed cells in selected levels of septotemporal axis. Aglobal andcompre-
hensivemapofCA3connectivity is stillmissingwhichwouldbe aquestion
for connectomics experiments. In addition, the fully reconstructed CA3
axons show extremely ramified axonal trees. How many connection these
axonsmake along their path traversing the septotemporal axis to the dorsal
HC, is also not known.

4.2.4 Summary of conclusions and the strengths of this study

Here we demonstrated an additional strength of calcium imaging tech-
nique apart from identifying large numbers of neurons acrossmultiple ses-
sions, namely, the ability to disentangle the activity of two anatomically
intermingled projections of the brain; the axons of CA3 pyramidal cells
at two levels of theHC.Doing this was technically impossible by any other
existing recording techniques at present. We trainedourhead-fixedmice to
learn and associate space and aversion bymainly relying on limited sensory
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modalities in a given environment.
We demonstrated that the two axonal systems carry different levels of

spatial information and exhibit different levels of spatial preference. We
report, for thefirst time, a reservoir of axons in theV-Dprojection that have
high activities during not-running periods and are virtually silent during
running when the mice transverse the linear track. These axons were of
less abundance in the predominantly place-coding D-D population.

In addition, we could identify the very thin structure of same axons
across multiple days experimentally and track them computationally.
We could show that the two projections exhibit different degrees of place-
coding stability. Finally, we could detect a marked change in the two ax-
onal populations: a change in the coding property of formerly rest-active
fraction to coding the space. This studynot only sheds light on information
content of two main communication routes inside the HC but also high-
lights broader implications of two-photon imaging technique for studying
projections in the brain and investigating the neural correlates of behavior
in them.
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