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Abstract

Interferon signaling is one of the most important mechanisms shaping innate
immune responses and needs to be tightly regulated to successfully fight
infections and modulate immune responses while avoiding toxicity.

Type | interferons (IFNs) have been shown to induce multiple transcriptional,
translational and metabolic changes. The global response of murine and human
macrophages to IFNf stimulation was characterized in this study using multi-
omics strategies. These analyses gave insight into a complex regulatory network
of transcripts, proteins and metabolites that results in global reprogramming of
the cell.

Post-transcriptional gene regulation is an important component of this network
and is centered around 3’-untranslated regions (3’-UTRs), regions heavily
targeted by miRNAs and harboring binding sites for many RNA-binding proteins.
Poly-A-tail sequencing (PAT-seq) experiments revealed that many transcripts
expressed shortened 3-UTRs in response to IFNB, a result of changed
alternative polyadenylation (APA) patterns.

APA and changed 3’-UTR lengths are emerging fields of broad importance in
physiological and pathological processes that are only starting to be explored.
Differences in APA patterns and their regulation have not previously been studied
in context of IFN.

Recent publications have described a scaffold-like role for 3’-UTRs that facilitates
the formation of different protein complexes depending on 3’-UTR length, which
can affect localization and function. This unique regulatory mechanism was
investigated for two IFNB-regulated transcripts with shortened 3’-UTRs,
EIF4AEBP2 and MAVS. 3-UTR-dependent protein-protein interactions were
identified by mass spectrometry using tagged overexpression constructs
encoding the different transcript isoforms.

This study describes a new aspect of IFN signaling and a novel layer of regulation
through genes that are not part of the typical and well-characterized IFN
transcriptional response. It shows how differential expression of distinct 3’-UTR

transcript isoforms influences macrophage innate immune responses.
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Chapter 1: Introduction

Over the course of evolution, multicellular organisms have developed defense
mechanisms against infectious agents, which evolved into the innate immune
system (Buchmann 2014). The broad response of innate immune cells triggered
upon detection of different pathogens is very rapid and activates cells of the
adaptive immune system, which developed in higher vertebrates and is highly
specific to each pathogen (Flajnik & Kasahara 2010). Innate immune cells include
a large variety of cell types, such as monocytes, macrophages, dendritic cells
(DCs), natural killer (NK) cells and granulocytes, which can reside in different
tissues or circulate in the bloodstream (Fig. 1). Their function in immunity is
dependent on communication and interaction with other tissues and cells, which
is why cytokines, immunoregulatory messenger molecules such as interferons
(IFNs), have evolved (Striz et al. 2014).

1.1 Macrophages

Some of the most important leukocytes in the innate immune response are
macrophages, which secrete large amounts of type | IFNs and other cytokines in
response to the detection of pathogens. These mononuclear phagocytes were
first discovered by Elie Metchnikoff in the 19" century (Gordon 2016).

1.1.1 Macrophage Development

Macrophages are the first immune cells in developing vertebrates. They are
produced during early gestation and proliferate in the embryonic yolk sac
(Samokhvalov 2014) (Fig. 1). This developmental stage is called primitive

hematopoiesis and gives rise to hematopoietic stem cells (HSCs), which function



as a “hematopoietic organ” in the fetal liver and initiate immune cell lineages until
traditional bone marrow HSCs develop during the perinatal period (Orkin & Zon
2008).

Macrophages derived from the yolk sac and fetal liver HSCs have distinct
surface-marker expression patterns, which allow differentiation of the two
populations, but is largely lost during later development (Schulz et al. 2012; Yona
et al. 2013)
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Figure 1: Immune cell lineages. Some tissue resident macrophages are derived
from the yolk sac and fetal liver HSCs, while the majority of adult macrophages
as well as other immune cells develop from bone marrow HSCs. Lymphoid
progenitors give rise to B, T and NK cells, while myeloid progenitors differentiate
into erythrocytes, megakaryocytes, granulocytes, macrophages and DCs (HSC:
hematopoietic stem cell; NK cell: natural killer cell; DC: dendritic cell).



Most tissue-resident macrophages in adult organisms are derived from the
embryonic yolk sac and self-renew independently of circulating monocytes
(Hashimoto et al. 2013; Yona et al. 2013). They are seeded before birth and adopt
tissue-specific functions during development of the corresponding organ (Gautier
et al. 2012; Gosselin et al. 2014). Monocytes, on the other hand, are derived from
myeloid progenitor cells, which stem from bone marrow HSCs (Fogg et al. 2006).
These monocytes can circulate and differentiate into dendritic cells and
macrophages that can settle in different tissues alongside embryo-derived
macrophages and mirror their phenotype (van de Laar et al. 2016; Varol et al.
2015). Restricted sets of transcription factors and signaling pathways, such as
nuclear factor of activated T cells 1 (NFATC1) in osteoclast differentiation and
transforming growth factor beta (TGF-f) signaling in Langerhans cells, are crucial
in deciding tissue macrophage fates by inducing expression of specific effector
proteins (Kaplan et al. 2007; Takayanagi et al. 2002). Tissue macrophage
differentiation is further influenced by exposure to characteristic metabolites in
the tissue microenvironment, like heme or retinoic acid, as well as interactions
with other cells (Buechler et al. 2019; Haldar et al. 2014). All of these factors lead
to the development of a diverse repertoire of macrophages, restricted to different
organs and tissues, that have well-known specialized and optimized functions,
which contribute to pathogen clearance.

1.1.2 Macrophage Function

Sensing of molecular patterns associated with pathogens (PAMPs) or cellular
damage (DAMPs) by pattern recognition receptors (PRRs), a diverse family of
receptors expressed across different cellular compartments, is one of the main
mechanisms initiating macrophage activity (Herre et al. 2004; Ishikawa et al.
2009; Kobayashi et al. 2007; Taylor et al. 2005; van Liempt et al. 2006). PRR
families include toll-like receptors (TLRs), NOD-like receptors (NLRs), cyclic
GMP-AMP synthase (cGAS) and RIG-I-like receptors (RLRs) (Amarante-Mendes
et al. 2018; Taylor et al. 2005).
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Figure 2: Common macrophage functions. Macrophages can a) produce a
variety of cytokines in response to different PAMPs b) phagocytose and degrade
different PAMPs and DAMPs and c) present antigens on MHC molecules to
lymphocytes.

Ligand binding leads to a variety of downstream effects like phagocytic clearance
of pathogens and of infected or dead cells and debris, to the presentation of
antigens on major histocompatibility complex (MHC) molecules, which activate
lymphocytes, or to the expression and release of different cytokines, as seen in
Figure 2 (Gordon & Martinez-Pomares 2017; Muntjewerff et al. 2020; Uribe-
Querol & Rosales 2020).

1.1.2.1 Cytokine Production

Cytokines and chemokines are key effectors produced upon PRR stimulation
(Fig. 2a). They are small molecules that spread important messages between
cells to induce local and systemic responses, like tissue repair and inflammation,
by modulating recipient cells’ proliferative, inflammatory and migratory potential
(Dinarello 2007). Different cytokines are produced in response to different stimuli
and vary between macrophage subtypes (Arango Duque & Descoteaux 2014).

Some of the more prominent cytokines released by pro-inflammatory
macrophages are tumor necrosis factor alpha (TNFa), interleukin 18 (IL1p), IL6,

IL12 and type | IFNs. TNFa signaling activates nuclear factor kappa B (NFkB),



which leads to the secretion of chemokines that attract cells to sites of
inflammation and initiates acute phase responses (Carswell et al. 1975; Griffin et
al. 2012). IL1pB has similar functions and also acts on cluster of differentiation 4+
(CD4+) T cells to induce their expansion and differentiation (Ben-Sasson et al.
2009; Carmi et al. 2009). IL6 attracts monocytes to sites of inflammation and
induces differentiation of B and CD8+ T cells. IL12 can activate CD8+ cells and
promotes IFNy production (Dorman & Holland 2000; Hurst et al. 2001; Nishimoto
& Kishimoto 2004). IFNs are important regulators of the innate immune response
and the expression and function of one IFN family, type | IFNs, is discussed in
more detail below.

The two key cytokines released by anti-inflammatory macrophages, IL10 and
TGF-B, suppress the production and effects of pro-inflammatory molecules
(Defrance et al. 1992). TGF-p also inhibits CD4+ and CD8+ T cell activation and
instead promotes regulatory T cells functions, while IL10 prevents macrophage
antigen presentation and subsequent lymphocyte activation (Chadban et al.
1998; Fiorentino et al. 1991; Travis & Sheppard 2014). Many other cytokines can
be produced by different macrophage subtypes depending on their activation
status, biological niche and repertoire of PRRs, but all of them are tightly
regulated to clear infections while preventing chronic inflammation and tissue

damage (Arango Duque & Descoteaux 2014).

1.1.2.2 Phagocytosis

Phagocytosis describes the recognition of different molecules by phagocytic
receptors, another family of PRRs, subsequent particle internalization and
enzymatic degradation in a newly formed phagolysosome (Fig. 2b) (Herre et al.
2004; Ishikawa et al. 2009; Kobayashi et al. 2007; Levin et al. 2016; Li & Underhill
2020; van Liempt et al. 2006). Recent research showed that TLRs can promote
phagocytosis through physical interaction with phagocytic receptors and by
enhancing their affinity for different ligands (Caron et al. 2000; Doyle et al. 2004).
One of the first receptors to be investigated in detail was the macrophage
mannose receptor, which is located on the cell surface and recognizes different



glycoproteins (Ezekowitz et al. 1990; Stahl et al. 1978). It is a C-type lectin, which
make up the non-opsonic class of receptors along with lectin-like recognition
molecules and scavenger receptor (Canton et al. 2013; Li & Underhill 2020). Non-
opsonic receptors can recognize patterns on particles to be engulfed directly,
while opsonic receptors, such as Fc and complement receptors, recognize
objects bound by opsonins, cellular proteins like antibodies and fibronectin
(Dustin 2016; Flannagan et al. 2012; Nimmerjahn & Ravetch 2010). Ligand
binding activates signaling cascades that lead to remodelling of membrane lipids
and the actin cytoskeleton to surround the particle and form a phagosome
(Freeman et al. 2016; Freeman & Grinstein 2014; Scott et al. 2005). The
phagosome matures to a phagolysosome through fusion and fission with
endosomes and lysosomes (Fig. 2b) (Christoforidis et al. 1999; Desjardins 1995;
Rink et al. 2005). These phagolysosomes produce reactive oxygen species
(ROS), which can form microbicidal substances like hypochlorous acid, and they
contain enzymes with hydrolase activity, such as proteases, lysozymes and
lipases, that contribute to the degradation of the ingested particle (Kinchen &
Ravichandran 2008; Minakami & Sumimotoa 2006). Other cells can inhibit
phagocytosis through expression of molecular surface markers such as CD47
(Morrissey et al. 2020). CD47 interacts with the receptor signal-regulatory protein
alpha (SIRPa) on phagocytic cells to block their activity and will be discussed in

more detail in later parts of this study (Morrissey et al. 2020).

1.1.2.3 Antigen Presentation

Specific macrophage subtypes can cross-present antigens derived from
phagocytosed particles to activate adaptive immune responses (Fig. 2c). Proteins
can be processed via a cytosolic or a vacuolar pathway. Cytosolic processing
requires export of the phagocytosed material to the cytoplasm, its proteasomal
degradation and transport to the endoplasmic reticulum (ER) or endosomes to
be loaded onto MHC-I molecules (Cruz et al. 2017). The cytosolic antigen
presentation pathway is used by splenic red pulp macrophages, while the
majority of other macrophage subtypes use the vacuolar pathway (Asano et al.



2011; Enders et al. 2020; Norbury et al. 1995; Schliehe et al. 2011; Soudja et al.
2012; Tang-Huau et al. 2018; Thornley et al. 2014). During the vacuolar antigen
processing pathway, antigens and proteins particles are degraded by proteases
in the phagolysosome and the resulting peptides directly loaded onto MHC-I
(Blander 2016). These MHC complexes can activate adaptive immune responses
upon interaction with a T cell receptor and promote pathogen clearance (Fig. 2c).

1.1.3 Macrophage Activation

Historically, macrophages were thought to be polarized into two phenotypes, pro-
or anti-inflammatory, mainly as a result of stimulation with cytokines and other
components like lipopolysaccharide (LPS) and IFNy or IL4 respectively (Xue et
al. 2014). However, growing investigations of different macrophages have shown
that many other factors in their respective cellular and metabolic
microenvironment influence their activation phenotype, such as metabolites, PRR
ligands, cytokines and interactions with other cells. Researchers concluded that
inflammatory potential is a spectrum from pro- to anti-inflammatory, which is part
of a multidimensional macrophage activation phenotype (Fig. 3). The position of
different macrophages on this spectrum is determined by their transcription factor
activity and resulting gene expression profile, cytokine and chemokine secretion,
as well as their use of metabolic processes (Ginhoux et al. 2016). The previously
used M1 and M2 nomenclature describes two of many macrophage activation
phenotypes in this spectrum model, which sit on the pro- and anti-inflammatory
ends of the spectrum respectively (Fig. 3).

The development of pro-inflammatory characteristics in macrophages has been
shown to be dependent on signal transducers and activation of transcription 1
(STAT1) and interferon regulatory factor 5 (IRF5) (Krausgruber et al. 2011;
Varinou et al. 2003). On the other hand, anti-inflammatory macrophage
polarization relies on STAT6 and IRF4 activity (El Chartouni et al. 2010; Satoh et
al. 2010; Takeda et al. 1996). The transcriptional programs induced by these and
other transcriptional regulators include gene sets related to IFN signaling,



inducible nitric oxide synthase (iNOS) signaling and apoptosis in pro-
inflammatory macrophages, while ontologies in anti-inflammatory macrophages
relate to fatty acid and serine biosynthesis and integrin signaling (Orecchioni et
al. 2019).

These differences in gene expression profiles reflect the functional differences
between macrophages at opposite ends of the polarization spectrum and heavily
influence the composition of cytokines that are secreted (Anderson & Mosser
2002; Herbst et al. 2011). They also show variation in genes related to metabolic
pathways, changes to which are crucial for specific macrophage function and are
discussed in more detail below.

Macrophages can be activated by many other cytokines and cytokine
combinations that have not been characterized as well as classical pro- and anti-
inflammatory phenotypes, including type | IFNs. Current and future research will
likely focus on investigating the influence of other factors on macrophage
phenotypes, such as the tissue environment, interactions with other immune cells
or the extracellular metabolite composition, in order to define aspects of
macrophage activation other than inflammatory potential.
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Figure 3: Macrophage activation spectrum. Macrophages can be activated
and polarized by cytokines and other environmental stimuli to show varying
amounts of inflammatory potential. Pro- (M1) and anti-inflammatory (M2)
macrophages polarized by IFNy and LPS or IL4 respectively sit at the ends of the
spectrum.



1.2 Immunometabolism

Immunometabolism is a field of study that has gained momentum over the last
10 years. It followed some early research focusing on the utilization of different
metabolic pathways by immune cells to satisfy their high demand for energy and
biosynthetic intermediates (Fukuzumi et al. 1996; Newsholme et al. 1986; Oren
et al. 1963). Changes to the metabolism can be regulated by extra- and
intracellular cues, such as cytokines and signaling pathways, and influence
different aspects like cell survival, proliferation and inflammatory properties
(Mathis & Shoelson 2011).

The metabolites and pathways described below are examples of metabolic
changes induced by pathogens and other stimuli, but also show that the cellular
metabolism can influence and mediate functional responses. Many other
pathways play similar roles in different settings and their functions in specific

immune settings are areas of current research (Fig. 4).

1.2.1 Tricarboxylic Acid Cycle

The tricarboxylic acid (TCA) cycle, sometimes referred to as the Krebs or citric
acid cycle, is heavily used by non-proliferative cells. Its components are located
in the mitochondrial matrix and produce nicotinamide adenine dinucleotide
(NADH) and flavin adenine dinucleotide (FADHz2), which can transfer electrons to
the electron transport chain for efficient generation of adenosine triphosphate
(ATP) and increased oxidative phosphorylation (Martinez-Reyes & Chandel
2020). This pathway is well characterized in macrophages and has been
established as one of the key traits distinguishing pro- M1 and anti-inflammatory
M2 macrophages (Jha et al. 2015).

The TCA cycle in M1 macrophages on the other hand is impaired, as shown by
the accumulation of the intermediates citrate and succinate (Tannahill et al.
2013). The first break in the TCA cycle leading to the accumulation of citrate was

shown to be the result of isocitrate dehydrogenase (IDH) downregulation in LPS-
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Figure 4: Overview of cellular metabolism. TCA: tricarboxylic acid; PRPP:
phosphoribosyl pyrophosphate; G6P: glucose-6-phosphate; G3P: glycerol-3-
phosphate; R5P: ribose-5-phosphate; aKG: a-ketoglutarate; CoA: coenzyme A;
UDP-GIcNAc: UDP-N-acetyl-galactosamine.

activated macrophages (De Souza et al. 2019). Accumulated citrate can be
transported to the cytoplasm by capicua transcriptional repressor (CIC), where it
can promote fatty acid synthesis by activating acetyl-coenzyme A (CoA)
carboxylase (ACC) and inhibit glycolysis via pyruvate kinase M2 (PKM2) and
phosphofructokinase (PFK) 1 and 2 (Infantino et al. 2011; Infantino et al. 2014;
Palmieri 2004; Yalcin et al. 2009). It can also be converted to malate and
transported back to the mitochondria where it can lead to nitric oxide (NO)
generation, described in more detail in a following passage, via an
argininosuccinate shunt that is enhanced in M1 macrophages (Hou et al. 2017;
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lacobazzi et al. 2017; Jha et al. 2015; Palmieri 2004). Macrophages activated
with LPS, different TLR ligands or IFNs also show increased expression of cis-
aconitate decarboxylase (ACOD1; formerly IRG1), an enzyme that converts cis-
aconitate, a citrate-isomer, to itaconate (Michelucci et al. 2013; Shin et al. 2011;
Strelko et al. 2011).

Itaconate is an immunomodulatory molecule with pro- and anti-inflammatory
properties that influences macrophage inflammation through interaction with
different enzymes and regulatory proteins. Its anti-inflammatory effects are
mediated through NLR family pyrin domain-containing 3 (NLRP3) modification
and subsequent inhibition of inflammasome activation as well as activation of the
transcriptional regulator nuclear factor erythroid 2-related factor 2 (NRF2), which
limits inflammatory responses in macrophages (Hooftman et al. 2020; Mills et al.
2018). NRF2 increases expression of proteins like heme oxygenase 1 (HO1) and
enzymes involved in glutathione synthesis, which protect cells from oxidative
stress, while inhibiting transcription of pro-inflammatory cytokines like IL6 and
IL1B (Hayes & Dinkova-Kostova 2014; Kobayashi et al. 2016). The activation of
the transcription factor activating transcription factor 3 (ATF3) by itaconate, on
the other hand, promotes the expression of pro-inflammatory cytokines like
TNFa, IL6 and IL13 and suppresses type | IFNs (Bambouskova et al. 2018;
Gilchrist et al. 2006; Labzin et al. 2015; Zmuda et al. 2010). Itaconate can also
inhibit the expression of type | IFNs in response to viral infection, LPS,
polyinosinic-polycytidylic acid (poly |:C) and stimulator of interferon response
cGAMP interactor 1 (STING) activators in an NRF2-dependent manner (Mills et
al. 2018; Olagnier et al. 2018). This may form a regulatory feedback loop, since
the induction of ACOD1 expression by LPS and poly I:C can be mediated by IFNs
(De Souza et al. 2019; Mills et al. 2018; Naujoks et al. 2016).

Lastly, itaconate has been shown to inhibit succinate dehydrogenase (SDH),
which results in a second break in the TCA cycle as mentioned above and leads
to the accumulation of succinate (Cordes et al. 2016; Lampropoulou et al. 2016).
Accumulated succinate can stabilize hypoxia-inducible factor 1 subunit alpha
(HIF1a) through inhibition of prolyl hydroxylase domain proteins (PHD), which

increases IL1B production (Tannahill et al. 2013).
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1.2.2 Glycolysis

Glycolysis describes processing of glucose taken up by the cell to generate ATP
and produce important intermediates, such as NADH, a critical enzyme cofactor.
These intermediates feed other pathways such as nucleotide, amino acid and
fatty acid synthesis, making glycolysis an important process for cellular growth
and increasing cell mass (Fig. 4). Generation of ATP by glycolysis is very
inefficient compared to other pathways such as mitochondrial respiration, but it is
a pathway that can be very rapidly enhanced through the induction of key
enzymes to meet the high energy demands of newly activated immune cells
(Jones & Bianchi 2015). Early research has shown that both macrophages and
T cells metabolize a lot of glucose and that inhibiting its uptake significantly
impairs cellular function, for example phagocytosis in macrophages (Alonso &
Nungester 1956; Hamilton et al. 1986; Michl et al. 1976; Newsholme et al. 1986).
More recent research revealed that enhanced glycolysis, also called the Warburg
effect, is a hallmark of many rapidly activated immune cells, including LPS-
activated DCs and macrophages, activated NK cells, B cells and effector T cells
(Donnelly et al. 2014; Doughty et al. 2006; Krawczyk et al. 2010; Michalek et al.
2011; Rodriguez-Prados et al. 2010; Vander Heiden et al. 2009). It also showed
that this is crucial for cytokine production and phagocytic activity in macrophages
and antigen presentation in DCs (Everts et al. 2014; Michl et al. 1976; Shi et al.
2011). It is correlated with increased mechanistic target of rapamycin kinase
(mTOR) signaling and negatively affects regulatory T cell homeostasis and
lineage stability (Huynh et al. 2015; Wei et al. 2016).

Many cellular signaling pathways can influence glycolysis. The LPS-activated
transcription factors HIF1a and NF«xB can induce expression of PFK2, a crucial
regulator of the pathway (Rodriguez-Prados et al. 2010; Tannahill et al. 2013).
Other glycolytic enzymes influenced by LPS activation of DCs and macrophages
are hexokinase (HK) 2, which phosphorylates hexoses such as glucose, and
PKM2, an enzyme that regulates glycolytic flux and diverts intermediates to other
metabolic pathways (Everts et al. 2014; Palsson-McDermott et al. 2015). Other
functions of PKM2, independent of its enzymatic activity, include a transcription
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factor-like role dependent on interaction with HIF 1o, which subsequently induces
the expression of other glycolytic enzymes and inflammatory genes like IL13 (Luo
et al. 2011; Palsson-McDermott et al. 2015). This HIF1a-induced increase in
glycolytic activity is essential for M1 macrophage activation, while it is negligible
for M2 polarization (Wang F et al. 2018; Wang et al. 2017). Further connecting
glycolysis to macrophage polarization is HK1, an enzyme induced by mTOR
signaling (Moon et al. 2015a). It favors M1 polarization through interaction with
NLRP3, an inflammasome component that regulates caspase 1 activity and
subsequent maturation of the inflammatory cytokine IL1p and induces pyroptotic

cell death.

1.2.3 Pentose Phosphate Pathway

The pentose phosphate pathway is heavily used in proliferating cells and shuttles
glycolysis intermediates to nucleotide and amino acid biosynthesis pathways
(Fig. 4). It also promotes fatty acid synthesis and maintains cellular redox levels
through generation of nicotinamide adenine dinucleotide phosphate (NADPH).
NADPH processing influences the cellular redox levels: it can be used to
generate antioxidants, which prevent excessive tissue damage, and it can be
used for ROS production, which help clear infectious agents (Stincone et al.
2015).

The pentose phosphate pathway is crucial for M1 macrophages and its activity is
dependent on phosphogluconate dehydrogenase (PGD) (Baardman et al. 2018).
Another key enzyme is carbohydrate kinase-like (CARKL), a sedoheptulose
kinase that activates the non-oxidative part of the pentose phosphate pathway.
CARKL is suppressed in M1 and induced in M2 macrophages and its
overexpression impairs M1 polarization (Baardman et al. 2018; Haschemi et al.
2012). Consistent with these findings, other researchers reported that activation
of macrophages with LPS leads to elevated flux through the pentose phosphate
pathway and interestingly a downstream increase in nucleotide biosynthesis,

despite the low proliferation rate of LPS-activated cells (Tannahill et al. 2013).
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1.2.4 Fatty Acid Oxidation

The oxidation of fatty acids is an efficient way to produce energy and is mainly
used by anti-inflammatory cells like M2 macrophages and cells with an extended
life span, such as regulatory and memory T cells. Fatty acids are activated in the
cytosol and translocated to the mitochondria, where they are broken down to
produce NADH, FADH2 and acetyl-CoA, which promote cellular respiration and
other pathways (Fritzen et al. 2020).

In M2 macrophages, fatty acid oxidation is induced by STAT6 and peroxisome
proliferator-activated receptor gamma coactivator 1 beta (PGC1f) activity and
limits inflammation (Vats et al. 2006). It also suppresses effector T cell
polarization and instead increases regulatory T cell generation (Michalek et al.
2011). Consistent with this, fatty acid oxidation is downregulated during effector
T cells activation and increased upon programmed cell death 1 (PD1) ligand
binding and antigen recognition in memory T cells (Patsoukis et al. 2015; van der
Windt et al. 2013; Wang et al. 2011).

Fatty acid oxidation is also needed for type | IFN-induced antiviral responses in
plasmacytoid DCs (pDCs) (Wu et al. 2016). Both IFN-activated pDCs and
memory T cells take up glucose to synthesize fatty acids and sustain the oxidation
pathway, while M2 macrophages rely on the uptake of lipids (Huang et al. 2014;
O'Sullivan et al. 2014; Wu et al. 2016).

1.2.5 Fatty Acid Synthesis

The generation of fatty acids used for proliferation and cell growth can be initiated
by mTOR-mediated expression of key enzymes, such as fatty acid synthase
(FASN) and sterol regulatory element-binding proteins (SREBP) (Porstmann et
al. 2008; Yan et al. 2014). Metabolic intermediates from the TCA cycle, glycolysis
and the pentose phosphate pathway are used for straight-chain fatty acid
synthesis in the cytosol, while additional amino acids with branched chains are
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needed for their elongation to branched-chain fatty acids (Rohrig & Schulze
2016).

Fatty acids are synthesized at high rates in response to inflammatory signals like
cytokines and LPS (Feingold et al. 2012; Posokhova et al. 2008). They are crucial
for phagocytic differentiation of monocytes induced by macrophage colony-
stimulating factor (M-CSF) and support the development of pro-inflammatory
phenotypes, for example through NLRP3 inflammasome activation (Ecker et al.
2010; Moon etal. 2015b). The accumulation of unsaturated fatty acids like linoleic
acid, arachidonic acid or oleic acid in the cytoplasm has also been connected to
the formation of foam cells, a specific type of lipid-laden macrophage, and their
increased production of IL1a (Carpenter et al. 1995; Freigang et al. 2013). In
accordance with this, preventing accumulation of fatty acids in the cytoplasm
through increased expression of the mitochondrial transport protein carnitine
palmitoyltransferase 1A (CPT1A) lowers the inflammatory potential and cytokine
production of macrophage cell lines (Malandrino et al. 2015).

Similarly, fatty acids are essential for proliferation and activation of T and B cells
in response to antigen binding, as well as subsequent development of some
antigen-specific T cell subtypes (Berod et al. 2014; Chen et al. 1975; Dufort et al.
2014; Lee et al. 2014).

1.2.6 Amino Acid Metabolism

Amino acids are a diverse class of molecules with functions in many metabolic
pathways like the TCA cycle of fatty acid synthesis. Since they are protein
building blocks, they are closely linked to anabolic growth and proliferation, which
is driven by mTOR in response to amino acid level sensing (Takahara et al.
2020). The amino acids glutamine and arginine have been shown to be especially
important during macrophage polarization; both have very distinct roles in M1 and
M2 metabolism and are crucial contributors to either phenotype (Rath et al. 2014).
Arginine can be directed to the nitric oxide synthesis or arginase pathway, which
contributes to the development of an M1 or M2 phenotype in macrophages
respectively (Rath et al. 2014). The breakdown of arginine to polyamines initiated
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by arginase 1 (ARG1), an enzyme overexpressed in M2 macrophages, and
ornithine decarboxylase (ODC) promotes tissue repair and cell growth (Albina et
al. 1988; Takele et al. 2013). The anti-inflammatory environment also leads to a
more reduced inflammatory potential of T cells, which is associated with impaired
pathogen clearance (Pesce et al. 2009). Furthermore, ODC has been shown to
modify chromatin, which impairs M1 polarization and inflammatory responses
(Hardbower et al. 2017).

On the other hand, conversion of arginine to NO by the enzyme iNOS potentiates
inflammatory responses in macrophages. NO reacts with ROS to produce
different antimicrobial species, which are needed for pathogen clearance
(MacMicking et al. 1997; MacMicking et al. 1995; Schairer et al. 2012). Increased
NO production also leads to mitochondrial dysfunction, which prevents
repolarization of M1 to M2 phenotypes when exposed to IL4 (Clementi et al. 1998;
Van den Bossche et al. 2016). More recent research has shown that NO
accumulation in M1 macrophages ultimately leads to the arrest of mitochondrial
respiration through the loss of electron transport chain complexes (Palmieri et al.
2020).

Interestingly, NO levels can also suppress NLRP3-mediated release of IL13 and
downregulate systemic inflammation, a process influenced by type | IFN-induced
INOS expression (Mao et al. 2013; Mishra et al. 2013).

Another amino acid that serves different purposes in differentially activated
macrophages is glutamine. It has been shown to promote arginine synthesis and
influence nitric oxide levels, as well as induce production of IL1p in LPS-activated
macrophages (Bellows & Jaffe 1999; Murphy & Newsholme 1998; Wallace &
Keast 1992). Further research showed that glutamine is dispensable for the
development of M1 phenotypes, while its flux into the TCA cycle and catabolism
to a-ketoglutarate is required for M2 polarization (Jha et al. 2015; Nelson et al.
2018). Glutamine-derived a-ketoglutarate contributes to the development of an
M2 phenotype in macrophages by demethylating lysine 27 of histone 3 (H3K27)
in specific promotor regions, which activates gene expression and can alter the
cellular chromatin structure and influence epigenetic reprogramming (Liu PS et
al. 2017).
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Many other amino acids can influence cellular function and modulate immune
response (Andreou et al. 2020; Boulland et al. 2007; Hoffman & Han 2020; Jain
et al. 2012; Ma et al. 2017; Wu Q et al. 2020; Yu et al. 2019). Their roles in
immunometabolism and interactions with key pathways is only starting to be
explored and is likely variable across cell types and activation stimuli.

Metabolic pathways are highly interconnected and their role in antiviral immune
response is a rapidly growing field in medical research (Fig. 4). Only a selection
of metabolic processes that are most relevant to macrophage activation and type
| IFNs have been discussed here, but many different aspects more relevant to
other cell types of different physiological contexts have been described in
literature (Chapman et al. 2020; Jellusova 2020; Kumar & Dikshit 2019). A crucial
element of current investigations is the connection between metabolic processes
and well-characterized mechanisms in immune responses, such as

transcriptional activation and cytokine release.

1.3 Interferons

IFNs are important signaling molecules mediating innate immune responses and
can be produced by almost all cell types (McNab et al. 2015). The first mention
of an inhibitory factor, which was later reported to be an IFN, was made in 1954
by Nagano and Kojima (Nagano & Kojima 1954; Watanabe 2004). However, the
first to isolate and characterize IFNs in 1957 were Isaacs and Lindemann, who
discovered them in chick chorio-allantoic membrane fragments in response to
incubation with heat-inactivated influenza virus (Isaacs & Lindenmann 1957).
From there, many other IFN proteins were discovered and have been classified
into type I, type Il and type Il IFNs based on their structural differences and
respective receptors (Ealick et al. 1991; Gad et al. 2009; Karpusas et al. 1997,
Randal & Kossiakoff 2001).

Type | IFNs are the largest of the groups and to date include various IFNa
subtypes, IFNB, IFNg, IFNk and IFNw, as well as additional subtypes restricted
to different species. They signal through IFN alpha receptor (IFNAR), a
heterodimer composed of IFNAR1 and IFNAR2 (de Weerd et al. 2007). The only
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type Il IFN is the structurally distinct IFNy, which signals through IFN gamma
receptor (IFNGR), which is also made up of two subunits (Farrar & Schreiber
1993). Four IFNA molecules have been identified more recently and were
classified as type lll IFNs. They share structural similarities with IL10 and signal
through a complex formed by IFN lamba receptor 1 (IFNLR1) and IL10 receptor
subunit beta (IL10RB) (Gad et al. 2009; Kotenko et al. 2003; Prokunina-Olsson
et al. 2013). The expression of hundreds or thousands of genes is regulated by
IFNs and while some are common among all types of IFNs, others are distinct to
one type or even one IFN (Hertzog & Williams 2013; Schoggins et al. 2011).

1.3.1 Type | IFNs

Type | and type lll IFNs can induce related cellular responses, likely due to the
similarity in their signaling pathways. Both IFNAR2 and IFNLR1 interact with
Janus kinase 1 (JAK1), while IFNAR1 and IL10RB associate with tyrosine kinase
2 (TYK2) (Ferrao & Lupardus 2017; Mendoza et al. 2017). Subsequently, both
receptor complexes activate JAK-STAT signaling, which includes the formation
of the IFN-stimulated gene factor 3 (ISGF3) complex, mitogen-activated protein
(MAP) kinase signaling and phosphoinositide 3-kinase (PI3K)-mediated
responses (Fig. 6) (Prokunina-Olsson 2019; Zhou et al. 2007). However, type |
and Il IFNs appear to play different physiological roles, since IFNA signaling is
mostly restricted to epithelial cells, like those in the gut and lung, and some
hematopoietic cells, such as DCs, likely due to limited expression of IFNLR1
(Coccia et al. 2004; Mordstein et al. 2010; Sommereyns et al. 2008).

The expression of some type | IFNs is restricted to specific tissues as well. IFNg
and IFNk are mainly expressed in the female reproductive tract and the skin
respectively (Fung et al. 2013; LaFleur et al. 2001). Unlike most type | IFNs, which
are produced in response to infection, IFNg is constitutively expressed in the
female reproductive tract and is crucial for local protection from viral and bacterial
infection (Couret et al. 2017; Stifter et al. 2018). The other type | IFNs are not
restricted to different tissues and interestingly have a much higher receptor
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affinity than IFNe, IFNk and the IFNAs (Harris et al. 2018; Lavoie et al. 2011;
Mendoza et al. 2017). IFNa and IFNpB are the most extensively studied type |
IFNs to date and while their physiological roles appear redundant, structural
analyses have highlighted important differences. IFNf but not IFNa can induce a
distinct response via its receptor subunit IFNAR1 independently of IFNAR2, a
mechanism that has initially been observed in murine cells (de Weerd et al. 2013)
and is currently under investigation in human cells (de Weerd et al. unpublished).
Type I IFN responses are highly conserved across species, yet different affinities
of murine and human IFNB for IFNAR1 and IFNAR2 suggest there may be
species-specific responses. Murine IFNB has a ~100-fold higher affinity for
IFNAR1 than for IFNARZ2, while human IFNB shows the reverse, with a ~500-fold
higher affinity for IFNARZ2 (Jaks et al. 2007; Stifter et al. 2018). This is likely the
result of structural differences between human and murine IFNB, and similar
structural differences have been observed for most type | IFNs across different
mammalian species (de Weerd et al. 2013; Hughes 1995). Responses to IFNf in

murine and human macrophages are the focus of this study.

1.4 Type | IFN Expression

Type | IFNs are produced by most cell types, usually in response to PRR
activation by PAMPs (Fig. 5). As mentioned previously, this class of receptors
consists of multiple families that are expressed in different cellular compartments
and recognize different types of ligands to match the location of pathogens
throughout their life cycle (Amarante-Mendes et al. 2018).

1.4.1 TLR-Mediated Type | IFN Expression

TLRs are located on the cell surface and in endosomes where they recognize a
large variety of PAMPs, such as lipids and foreign nucleic acids, including LPS,
as well as synthetic ligands like poly I:C, a mimic of viral ribonucleic acid (RNA).

Different TLRs recognize different types of ligands, but share many intracellular
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signaling components (Kawasaki & Kawai 2014). All known hetero- and
homodimeric TLRs, except TLR3 homodimers, interact with the adaptor myeloid
differentiation factor 88 (MYD88), which can recruit IL1 receptor-associated
kinase 1 (IRAK1) and 4 (Cao et al. 1996; Li et al. 2002; Medzhitov et al. 1998).
Upon phosphorylation, IRAK1 dissociates and activates TNF receptor-associated
factor 6 (TRAFG6), which activates the NFkB and MAP kinase signaling cascades
as described below. TRAF6 as well as TRAF3 can also be activated by TIR-
domain-containing adaptor inducing IFNB (TRIF). TRIF can interact with TLR3
directly and indirectly with TLR4 via the adaptor protein TRIF-related adaptor
molecule (TRAM) and activates IRFs and subsequent type | IFN expression as
described below. (Hacker et al. 2006; Oshiumi et al. 2003a; Oshiumi et al. 2003b).
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1.4.2 RLR-Mediated Type | IFN Expression

RLRs are important cytosolic receptors that induce type | IFN expression upon
binding of double-stranded RNA (Gitlin et al. 2006; Yoneyama et al. 2004). Three
RLRs have been identified to date, but only two, retinoic acid-inducible gene |
(RIG-I) and melanoma differentiation-associated gene 5 (MDAS5), contain
caspase recruitment domains (CARDs), which are crucial for signal transduction
upon RNA binding (Kowalinski et al. 2011). The third RLR family member lacking
these domains, laboratory of genetics and physiology 2 (LGP2), regulates
signaling activity of RIG-l and MDAS: sensing of viral RNA by RIG-I is inhibited,
while MDAS activity is promoted (Bruns et al. 2014; Rothenfusser et al. 2005).
Ligand binding to RLRs induces a conformational change, which exposes their
CARDs and enables their oligomerization (Kowalinski et al. 2011). CARD
oligomerization can occur in a spontaneous, concentration-dependent manner,
after their activation by K63-linked ubiquitin or after ATP-dependent RNA-binding
domain filament formation (Gack et al. 2007; Patel et al. 2013; Peisley et al. 2013;
Wu et al. 2013). RLR-CARD oligomers can directly interact with the CARD of
mitochondrial antiviral-signaling protein (MAVS) (Peisley et al. 2013; Wu et al.
2013).

MAVS is a membrane-anchored protein, reported to localize to the outer
mitochondrial membrane, mitochondrial-associated endoplasmic reticulum
membranes (MAMs) and peroxisomes, that aggregates and forms filaments upon
interaction with RLR-CARDs (Dixit et al. 2010; Horner et al. 2011; Hou et al. 2011;
Meylan et al. 2005; Seth et al. 2005). Subsequent MAVS signaling is highly
influenced by its ubiquitination and phosphorylation status, which is regulated by
a large number of enzymes and may be influenced by its subcellular location
(Dixit et al. 2010; Odendall et al. 2014; Ren et al. 2020). Aggregated MAVS can
interact with different TRAFs, which mediate downstream signaling. Interaction
with TRAF6 promotes activation of the TANK-binding kinase 1 (TBK1) - inhibitor
of kB kinase (IKKe) complex and subsequent IRF7 activation, a key transcription
factor that dimerizes and translocates to the nucleus to initiate type | IFN
expression (Konno et al. 2009; Liu et al. 2013). Similar roles have been described
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in studies examining TRAF2-, 3- and 5- deficient cells (Fang et al. 2017; Liu et al.
2013; Saha & Cheng 2006; Tang & Wang 2010). Direct interaction between
MAVS and TRAF3 has also been shown to lead to IRF3 activation downstream
of TBK1-IKKe (Saha et al. 2006; Tseng et al. 2010). Additionally, TRAFs interact
with the TGF-B-activated-kinase (TAK1)-TAK1-binding protein (TAB) 1-TAB2/3
complex, which initiates MAP kinase signaling cascades and activates the IKKao.-
IKKB-NFkB essential modulator (NEMO)-complex, which in turn leads to the
release of NFkB (Kobayashi et al. 2004; Mikkelsen et al. 2009; Shi & Sun 2018;
Walsh et al. 2015; Wang et al. 2001; Yoshida et al. 2008).

Type | IFN expression downstream of MAVS is also driven by IRFS5, which can
act independently of IRF3 and IRF7 (Lazear et al. 2013). The exact mechanism
behind IRF5 activation is not yet known, but its activity is dependent on IKKf and
likely involves TRAF6, which has been shown to activate IRF5 downstream of
TLRY7 (Ren et al. 2014; Schoenemeyer et al. 2005). Additionally, recent research
has reported IRF1 as a downstream MAVS effector under certain conditions,
which promotes type lll, but not type | IFN expression (Odendall et al. 2014).
Protein modifications, such as ubiquitination and phosphorylation, of many of the
signaling components, including MAVS and the RLRs, heavily influence MAVS-
mediated responses. For example, tripartite motif-containing 31 (TRIM31)-
induced K63-linked ubiquitination of MAVS promotes its aggregation, while K48-
linked ubiquitination resolves it (Liu B et al. 2017; Yoo et al. 2015). TRIM25- and
itchy E3 ubiquitin protein ligase (AlP4)-mediated K48-linked ubiquitination
induces proteasomal degradation (Castanier et al. 2012; You et al. 2009).
Similarly affecting RLR-signaling is ubiquitination of NEMO, which disrupts the
interaction between MAVS and TRAF3, and deubiquitination of TRAF3 and 6 by
ovarian tumor deubiquitinase (OTUB) 1 and 2 (Belgnaoui et al. 2012; Li et al.
2010). The list of modifications and mediating proteins in RLR-induced type | IFN
production is extensive and highlights the importance of considering the cellular
context that dictates their expression and activity (Dhillon et al. 2019; Ren et al.
2020).
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1.4.3 cGAS-Mediated Type | IFN Expression

RLRs and TLRs are not the only receptors whose activation induces type | IFN
expression; cGAS-STING are important contributors as well. Recent research
suggests that the deoxyribonucleic acid (DNA) sensor cGAS is predominantly
located in the nucleus, not the cytoplasm as previously thought (Sun et al. 2013;
Volkman et al. 2019). Binding of double-stranded DNA to cGAS induces a
conformational change that allows the production of cyclic GMP-AMP (cGAMP)
from ATP and GTP, which activates STING, a sensor of cyclic dinucleotides
(Ablasser et al. 2013; Burdette et al. 2011; Gao P et al. 2013). Active STING
translocates to the Golgi, where it can interact with TBK1 and activate the
transcription factor IRF3 (Liu et al. 2015; Shang et al. 2012; Zhang C et al. 2019).

The list of receptors and signals inducing type | IFN expression is still growing
and includes some C-type lectins, the NLRs nucleotide oligomerization domain
(NOD) 1 and 2 as well as the inflammasome-forming absent in melanoma 2
(AIM2), which highlights the universal role of type | IFNs in the innate immune
response (Dutta et al. 2020; Rathinam et al. 2010; Sabbah et al. 2009; Watanabe
et al. 2010).

1.5 Type | IFN Signaling

Type | IFNs can initiate several different signaling cascades as a result of binding
to their heterodimeric receptor complex formed by IFNAR1 and IFNAR2 (Fig. 6).
The most important ones are the JAK-STAT, the MAP kinase and the AKT-mTOR
signaling pathways, which are all mediated by cross-phosphorylation of the JAK
kinases JAK1 and TYK2, which are associated with IFNAR2 and IFNAR1
respectively (Prchal-Murphy et al. 2012; Velazquez et al. 1992; Wilks et al. 1991).
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1.5.1 JAK-STAT Signaling

The JAK-STAT signaling is considered to be the canonical IFN signaling pathway
and was the first to be discovered (Darnell et al. 1994). Activated JAK1 and TYK2
can phosphorylate different STAT proteins, a mechanism that was initially
determined for STAT1 and 2 but applies to all 7 members of the family (Muller et
al. 1993; Schindler et al. 1992b; Velazquez et al. 1992). STAT1 and 2 can form
a complex with IRF9 called ISGF3, which translocates to the nucleus and binds
to IFN-stimulated response elements (ISREs) in gene promotors to induce their
transcription (Levy et al. 1989; Schindler et al. 1992a).
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STATSs also have transcription factor activities independent of ISGF3. Depending
on cell type and receptor occupancy, STAT proteins form a variety of different
hetero- and homodimers, although only a small number of them have been
observed in response to type | IFN signaling. They include STAT1, 3, 4, 5 and 6
homodimers and heterodimers composed of STAT1:2, STAT1:3, STAT1:4,
STAT1:5, STAT2:3 and STAT5:6 (Delgoffe & Vignali 2013; Levy & Darnell 2002;
Platanias 2005). These STAT dimers also translocate to the nucleus, but they
bind to different promotor elements, gamma-activated sequences (GASs), and
induce transcription of additional genes (Decker et al. 1991; Ghislain et al. 2001).
Literature suggests different STATs may induce distinct responses, such as IFNy
production by type | IFN-activated STAT4 in response to viral infection, but this
mechanism is not yet well understood (Nguyen et al. 2002).

1.5.2 MAP Kinase Signaling

Type | IFN signaling also activates several MAP kinases, including the well-
characterized c-Jun N-terminal kinase (JNK), p38 and extracellular signal-
regulated kinase (ERK1/2), which have been shown to contribute to ISRE- and
GAS-mediated gene expression (Li Y et al. 2004; Uddin et al. 2000; Uddin et al.
1999).

These signaling cascades are initiated by phosphorylation of VAV1/2 by TYK2
(Platanias & Sweet 1994; Uddin et al. 1997). VAV1/2 then phosphorylates RAF1,
which subsequently activates MAP kinase kinase 1/2 (MKK1/2), which in turn can
activate ERK1/2 (Kyriakis et al. 1992; Marais & Marshall 1996; Song et al. 1996).
Among the ERK1/2 substrates are p90 ribosomal S6 kinase (RSK), which can
regulate different transcription factors like NFkB, and MAP kinase-interacting
kinase 1/2 (MNK1/2), which can influence the cellular translational activity
through phosphorylation of eukaryotic initiation factor 4E (EIF4E) (Frodin &
Gammeltoft 1999; Joshi & Platanias 2014; Waskiewicz et al. 1997). VAV1/2
phosphorylation of Rac family small GTPase 1 (RAC1) leads to the activation of
several MKKs (Li et al. 2005; Whitmarsh & Davis 1996). MKK3 and 6 can
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phosphorylate the MAP kinase p38, MKKY7 activates the MAP kinase JNK and
MKK4 phosphorylates both (Moriguchi et al. 1996; Raingeaud et al. 1996; Wang
et al. 2007a). Among the p38 targets are mitogen- and stress-activated protein
kinase 1/2 (MSK1/2), enzymes that can phosphorylate histone 3 enabling stress-
related gene expression, MAP kinase-activated protein kinase 2/3 (MAPKAP2/3),
kinases involved in expression of cytokines, and MNK1/2 (Clayton & Mahadevan
2003; Deak et al. 1998; Kotlyarov & Gaestel 2002; Soloaga et al. 2003; Uddin et
al. 1999).

The role of activated JNK in response to type | IFN signaling is not as well studied.
Literature suggests involvement in an apoptotic signaling pathway via activation
of activator protein 1 (AP1), potentially eliminating virus-infected cells (Li G et al.
2004; Papachristou et al. 2003).

1.5.3 AKT-mTOR Signaling

AKT-mTOR signaling is initiated by IRS1/2 phosphorylation by receptor-
associated JAKs and its subsequent association and interaction with PI3K
(Platanias et al. 1996; Uddin et al. 1995). PI3K activates AKT, a central kinase in
the mTOR pathway, that can also phosphorylate the p65 subunit of NFkB and a
serine residue on STAT1 (Nguyen et al. 2001; Rani et al. 2002). Activation of the
two functionally distinct mTOR complexes mTORC1 and mTORC2 by AKT is
mediated by tuberous sclerosis complex 1/2 (TSC1/2) (Manning et al. 2002).
TSC1/2 promote mTORC2 activity, but have an inhibitory effect on mTORC1,
which is alleviated upon phosphorylation by AKT (Huang et al. 2008; Inoki et al.
2002). AKT is also an mTORC2 target, in addition to different members of the
protein kinase C (PKC) family that regulate cell migration and the cytoskeleton,
and serum- and glucocorticoid-regulated kinase 1 (SGK1), a regulator of cell
survival (Gan et al. 2012; Garcia-Martinez & Alessi 2008; Jacinto et al. 2004; Li
& Gao 2014; Sarbassov et al. 2005).

Functional roles of mTORC1, on the other hand, are related to cellular growth
and translational activity. Additionally, mTORC1 has been shown to activate the
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MAP kinase p38 via phosphorylation of Unc-51-like autophagy activating kinase
1 (ULK1) (Kim et al. 2011; Saleiro et al. 2015). Ribosomal protein S6 kinase 1
(S6K1) is one of the key mTORC1 targets, a kinase that activates EIF4B and
EIF4A through direct phosphorylation and through degradation of the inhibitor
programmed cell death 4 (PDCD4) respectively, which promotes activity of the
MRNA 5’-cap-binding EIF4F complex (Dorrello et al. 2006; Holz et al. 2005).

EIF4E-binding protein (EIF4EBP) 1 and 2 are some other important mTORCA1
targets (Brunn et al. 1997). They inhibit the interaction between EIF4E and
EIF4G1, two key components of the EIF4F complex (Thoreen et al. 2012). Upon
phosphorylation they release EIF4E, which allows enhanced translation of
mRNAs with a 5'-terminal oligopyrimidine (5’-TOP), a motif that many genes
related to protein synthesis encode (Hsieh et al. 2012; Thoreen et al. 2012).
These mTOR-mediated changes to the translational activity in a type | IFN-
activated cell combined with the transcriptional response induced by the JAK-
STAT and MAP kinase signaling pathways lead to the induction of a large number
of IFN-regulated genes (IRGs), whose functions are crucial for immune cell

regulation and pathogen clearance (Schoggins et al. 2011).

1.6 IFN-Regulated Genes

IRGs encode the effector proteins that carry out type | IFN-attributed functions,
such as antiviral or antibacterial defense, activation of adaptive immune cells or
antiproliferative activities (Schoggins 2019). The first IRGs were identified in the
1970s and 80s, a discovery that was expanded upon in the following decades
(Knight & Korant 1979; Larner et al. 1984). RNA-sequencing techniques have
allowed a genome-scale assessment of IFN-induced transcriptional responses,
which revealed thousands of potential IRGs, about 10% of the human genome
(Shaw et al. 2017). They also showed that IRG compositions induced by different
type | IFN subtypes across species and tissues vary a lot and that only a small
subset is conserved in most of them (Rusinova et al. 2013; Shaw et al. 2017).

Gene promotors generally contain multiple regulatory elements for different
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transcription factors that are activated by type | IFNs. Some of these induced
genes encode other transcriptional regulators that can further influence gene
expression, which makes additional classifications of IRGs by IFN subtype or
transcription factor challenging (Bluyssen et al. 1994; Platanitis & Decker 2018;
Rubio et al. 2013). IRGs have instead been grouped by their ability to inhibit
replication of different viruses or interference with particular steps in viral life
cycles (Schoggins 2019; Schoggins et al. 2011).

Investigations of functional roles have so far mostly been restricted to common
IRGs, but emerging clustered regularly interspaced short palindromic repeats
(CRISPR)/Cas9-based screening approaches allow much broader assessments
(Roesch et al. 2018). Utilization of these methods has revealed that only a small
group of genes is involved in IFN-mediated suppression of different viruses,
despite the induction of hundreds or thousands of genes, and that the
composition of crucial IRGs varies between viruses and even their respective
strains (OhAinle et al. 2018; Richardson et al. 2018). Similar screens also
identified a large number of cellular proteins that are not IFN-inducible, but
mediate antiviral responses, sometimes through direct interaction with IRGs
(Fusco et al. 2013; Hubel et al. 2019; Zhao H et al. 2012).

1.6.1 Antiviral Function of IRGs

Type | IFNs are responders to both viral and bacterial infections. The role of type
| IFN signaling in the context of bacterial infections is not as well studied as in
viral infections, but research has shown it has ambivalent consequences.
Antibacterial IRG activity is an important protective mechanism, for example
during Legionella pneumophila and Helicobacter pylori infections, but can also
have harmful effects, as seen during Myobacterium tuberculosis and Listeria
monocytogenes infections (O'Connell et al. 2004; Plumlee et al. 2009; Stanley et
al. 2007; Watanabe et al. 2010). Protective IRG-mediated antiviral activity is
much more extensively studied and has been shown in response to infection by
most viruses. Many of these bacteria and viruses have subsequently developed
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escape mechanisms, such as repurposing of host proteins or pathogen encoded
antagonistic proteins (Wang & Fish 2019). Pathogens and host organisms are

therefore in a constant arms race to stay on top.

1.6.2 IRGs in HIV Infection

The role of IRGs in human immunodeficiency virus (HIV) infections is an example
of their antiviral potential and interactions with viral proteins. The two known HIV
species are retroviruses that can cause acquired immunodeficiency syndrome
and an infection elicits an innate immune response including type | IFN
expression downstream of cGAS-STING and TLR7 (Cohen et al. 2015; Gao D et
al. 2013; Poli et al. 1989).

A small panel of IRGs that restrict HIV infection has been described to date and
a recent screening approach revealed the composition differs between HIV
strains (OhAinle et al. 2018). Interferon-induced transmembrane (IFITM) proteins
suppress viral entry, TRIM5 promotes the disassembly of the viral capsid and
exposure of the nucleoprotein complex and TRIM22 inhibits long terminal repeat
(LTR) expression (Barr et al. 2008; Lu et al. 2011; Stremlau et al. 2004; Tissot &
Mechti 1995). Reverse transcription is suppressed indirectly by different
apolipoprotein B mRNA editing enzyme catalytic subunit 3 (APOBEC3) proteins
and SAM and HD domain-containing deoxynucleoside triphosphate
triphosphohydrolase 1 (SAMHD1), which deaminate cytosines that cause
hypermutations and degrade nucleotides respectively (Hultquist et al. 2011;
Laguette et al. 2011; Sheehy et al. 2002; Zheng et al. 2004). APOBEC3s and
SAMHD1 are targeted by virally encoded proteins: HIV Vif inhibits translation of
APOBECS3s and HIV Vpx antagonizes SAMHD1 (Hrecka et al. 2011; Stopak et
al. 2003; Wiegand et al. 2004). The IRG MX dynamin-like GTPase 2 (MX2)
inhibits translocation of the reverse transcribed genome to the nucleus and
schlafen 11 (SLN11), guanylate binding protein 5 (GBPS) and Mac-2-binding
protein (M2BP) prevent translation and processing of viral proteins (Goujon et al.
2013; Kane et al. 2013; Krapp et al. 2016; Li M et al. 2012; Wang Q et al. 2016).
Lastly, budding of viral particles is inhibited by Viperin and Tetherin, which is
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prevented by HIV-1 Vpu and HIV-2 Env proteins (Le Tortorec & Neil 2009; Nasr
et al. 2012; Perez-Caballero et al. 2009; Swiecki et al. 2013; Wang et al. 2007b).
These examples show how critical localized IFN responses are to antagonize
different stages of viral infection, which are spread across different subcellular
locations. The list of IRGs that restrict infection of HIV and other viruses is
constantly expanded and modified and is an important avenue to therapeutic

strategies.

1.6.3 Type | IFN Feedback Regulation by IRGs and miRNAs

Another important aspect of IRG function is the formation of regulatory feedback
loops, which can positively and negatively affect type | IFN expression and
signaling. They are formed by IRGs as well as IFN-inducible microRNAs
(miRNAs) and complement the tight regulatory network that is crucial to prevent
inflammation and tissue damage.

Many components involved in type | IFN expression and signaling are IFN
inducible, among them RLRs and IRFs, which potentiate IFN responses (Sato et
al. 1998; Xu L et al. 2017). Other IRGs promote IFN signaling by activating
transcription factors, such as protein kinase R (PKR) and interferon-stimulated
gene 15 (ISG15), which activate and stabilize IRF3 respectively (Shi et al. 2010;
Zhang & Samuel 2008). IRF3 stabilization is the result of HECT and RLD domain-
containing E3 ubiquitin protein ligase 5 (HERCS)-mediated ISGylation, the
addition of the ubiquitin-like protein ISG15. ISG15 is an IRG with many diverse
functions; some others include the inhibition of exosome secretion and a
cytokine-like role (Bogunovic et al. 2012; Dos Santos & Mansur 2017; Villarroya-
Beltri et al. 2016). Some ISG15 effects are counteracted by other IRGs.
ISGylation of IRF3 can be removed by ubiquitin-specific peptidase 18 (USP18),
another IRG that negatively influences IFN signaling (Malakhov et al. 2002). It
can also bind to the receptor subunit IFNARZ2 and prevent its association with
JAK1, which prevents further signaling, with the exception of murine IFNJ
(Francois-Newton et al. 2011; Makowska et al. 2011; Malakhova et al. 2006).
Other negative feedback regulators are suppressor of cytokine signaling (SOCS)
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1 and 3, which dephosphorylate and inactivate JAKs, and adenosine deaminase
RNA specific (ADAR1), an RNA-editing enzyme whose binding activity limits RIG-
I-mediated RNA sensing and subsequent IFN expression (Dalpke et al. 2001;
Endo et al. 1997; Pfaller et al. 2018; Yang et al. 2014).

Type | IFN signaling can induce the expression of several miRNAs in addition to
IRGs (Ohno et al. 2009; Pedersen et al. 2007). miRNAs are small, non-coding
RNAs processed from primary RNA that bind complementary target sequences,
which are often located in 3’-untranslated regions (3’-UTRs) of mature transcripts.
miRNA binding inhibits target RNA translation or leads to its cleavage and
degradation (Ha & Kim 2014).

Several mediators of type | IFN expression and signaling are targeted by IFN-
inducible miRNAs. IFNAR1 and STAT1 are bound by miR499a-5p and miR146
respectively, which leads to a substantial protein decrease and negatively affects
IFN responses (Bruni et al. 2011; Jarret et al. 2016; Papadopoulou et al. 2011;
Xu D et al. 2017; Yan et al. 2017). Other miR146 targets include the PRR
signaling components TRAF6, IRAK1 and IRAK2 (Ho et al. 2014). The miRNAs
let7b and miR34a target /FNB1 directly, while miR122 and miR155 target the
negative feedback regulator SOCS7, which effectively enhances the IFN
response (Cheng et al. 2013; Fiorucci et al. 2015; He et al. 2014; Ho et al. 2014;
Yao R et al. 2012). Many other miRNAs that are not IFN-inducible contribute to
the complex regulatory network that controls the type | IFN response.

Another layer of regulation has been added to this network after recent research
revealed that the length of 3'-UTRs, the main binding area for miRNAs and RNA-
binding proteins (RBPs), is variable across cell types and cellular context (Cheng
et al. 2020; Elkon et al. 2012; Flavell et al. 2008; Fu et al. 2011; Hoque et al.
2013; Ji et al. 2021; Ji et al. 2009; Ji & Tian 2009; Li et al. 2016; Lin et al. 2012;
Mayr & Bartel 2009; Miura et al. 2013; Sandberg et al. 2008; Ulitsky et al. 2012).
Additionally, 3'-UTR-length-dependent interactions with RBPs have been shown
to influence protein-protein complex formation and cellular function, highlighting
the significance of post-transcriptional regulation, which may also play a role in
type | IFN responses (An et al. 2008; Berkovits & Mayr 2015; Lau et al. 2010; Lee
& Mayr 2019).
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1.7 3’-UTR-Mediated Post-Transcriptional Regulation

3’-UTRs are important sites of post-transcriptional regulation that can influence
localization of mMRNA and protein, their abundance and functionality. The length
of 3-UTRs is defined through cleavage and polyadenylation of pre-mRNAs by a
machinery of different protein complexes seen in Figure 7 (Moore & Sharp 1985;
Wahle & Kuhn 1997). 3’-end formation occurs co-transcriptionally and protein
interactions link it closely to the splicing of introns, another RNA processing
mechanism (Proudfoot et al. 2002; Zhao et al. 1999). The resulting poly-A tail is
a critical structure for efficient translation of mature mRNAs (Sachs et al. 1997).

coding sequence

/Y and 5’-end

PAPBN1

SYMPK
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Figure 7: The cleavage and polyadenylation machinery. The cleavage and
polyadenylation machinery consists of four large protein complexes that interact
with RNA polymerase 2 (POLR2) and other related proteins. The CSTF, CPSF
and CFl complexes bind different motifs in the pre-mRNA and mediate its
cleavage by CPSF3, indicated by the arrow. Poly-A polymerase (PAP)
polyadenylates the cleaved transcript.
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1.7.1 Cleavage and Polyadenylation

Cleavage and polyadenylation of transcripts is initiated co-transcriptionally upon
recognition of a polyadenylation sites (PASs) (Fig. 7). These processes involve
the concerted action of more than 80 proteins, some of which contribute to the
assembly of four core protein complexes called cleavage and polyadenylation
specificity factor (CPSF), cleavage stimulation factor (CSTF) and cleavage
factors | (CFl) and Il (CFIl) (Shi et al. 2009). Individual components will be

referred to by their gene names.

1.7.1.1 The CPSF Complex

The CPSF complex, consisting of CPSF1, 2, 3 and 4, WD repeat domain 33
(WDR33), factor interacting with poly-A polymerase (FIP1) and Symplekin
(SYMPK), has nuclease activity, associates with the poly-A polymerase and
recognizes a hexanucleotide sequence in the PAS (Schonemann et al. 2014).
The most common sequence of this motif is AAUAAA, but to date 12 variations
have been identified (Gruber et al. 2016; Hu et al. 2005). CPSF1, CPSF4,
WDRS33 and FIP1 are involved in recognition of this motif, while cleavage is
mediated by CPSF3 in tight association with CPSF2 and the scaffold protein
SYMPK (Clerici et al. 2018; Mandel et al. 2006; Sullivan et al. 2009). The RNA is
cleaved 10 to 30 nucleotides downstream of the PAS motif; the exact location is
determined by recognition and binding of up- and downstream sequences by CFI
and CSTF respectively (Chan et al. 2014; Schonemann et al. 2014; Takagaki &
Manley 1997; Xiang et al. 2014).

1.7.1.2 The CSTF Complex

The CSTF complex is made up of two copies of CSTF1, 2 and 3 and binds
downstream of the PAS motif in cooperation with CPSF (Bai et al. 2007; Gilmartin
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& Nevins 1991; Takagaki et al. 1990; Wilusz et al. 1990). CSTF associates with
GU- and U-rich sequences, which are recognized by its subunit CSTF2, and
interacts with RNA polymerase 2 (POLR2) to couple transcription elongation and
3’-end processing (Hu et al. 2005; MacDonald et al. 1994; McCracken et al. 1997;
Perez Canadillas & Varani 2003; Takagaki & Manley 1997). CSTF3 functions as
a bridging protein that connects CSTF1 and 2, but it is in competition with the
scaffold protein SYMPK, which binds to the same region on CSTF2. Its interaction
with CSTF2 is not needed for polyadenylation, but is essential for histone pre-
MRNA processing, the only eukaryotic mRNAs that are not polyadenylated
(Marzluff 2005; Ruepp et al. 2011; Takagaki & Manley 2000). RB-binding protein
6 (RBBP6) is another CSTF2-interacting protein that was recently discovered. It
is an essential protein mediating RNA cleavage, but the mechanism and exact
interaction sites are not known (Di Giammartino et al. 2014).

1.7.1.3 The CF Complexes

The CFI complex is associated with the transcription elongation complex, like
CSTF, and is assembled from a Nudix hydrolase 21 (NUDT21) dimer and two
complexes of CPSF6 and 7 (Ruegsegger et al. 1996; Venkataraman et al. 2005).
NUDT21 associates with UGUA-rich sequences upstream of the PAS motif and
cooperative binding of CPSF6 creates an RNA loop that may contribute to PAS
selection (Yang et al. 2011; Yang et al. 2010). Additionally, CPSF6 interacts with
splicing factors and the poly-A polymerase, therefore linking cleavage and
polyadenylation to the splicing machinery (Dettwiler et al. 2004; Millevoi et al.
2006).

The exact composition of the CFIl complex is not yet known and may include
more than 15 proteins, but only pre-mRNA cleavage complex 2 protein Pcf11
(PCF11) and cleavage factor polyribonucleotide kinase subunit 1 (CLP1) have
been identified in connection to CFII function (de Vries et al. 2000). CFll is not as
well studied as the other complexes, but knockdown studies in Hela cells
showed that PCF11 is required for RNA cleavage and degradation of the resulting
3’-fragment, termination of transcription and subsequent POLR2 dissociation
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(West & Proudfoot 2008). CLP1 interactions with CPSF and CFI connect the CFlI
complex to the rest of the cleavage and polyadenylation machinery (de Vries et
al. 2000).

The last step of 3-end processing is the addition of a 200-300 nucleotide poly-A
tail by the poly-A polymerase, which requires interactions with the CPSF complex
and the poly-A-binding protein nuclear 1 (PABPN1) (Bienroth et al. 1993; Kerwitz
et al. 2003; Wahle 1995).

Current research contributes to the growing number proteins associated with the
core cleavage and polyadenylation components or that influence their activity. A
purified human 3’-end processing complex was shown to contain over 80
proteins, which included more than 50 proteins that could mediate crosstalk with
other processes and significantly contribute to the regulation of cleavage and
polyadenylation (Shi et al. 2009). More recent additions are two members of the
serine- and arginine-rich (SR) protein family, SR splicing factor (SRSF) 3 and 7.
SRSF7 can associate with the CPSF complex protein FIP1, which is
counteracted by SRSF3 (Schwich et al. 2021).

1.7.2 Functional Outcomes of 3’-UTR-Mediated Regulation

3’-UTR-mediated post-transcriptional regulation is dependent on interactions with
miRNAs and RBPs, which are influenced by RNA sequence and structure (Bartel
2009; Chen & Shyu 1995; Wu & Bartel 2017). These RBPs can recruit effector
proteins that can facilitate different functions, alter protein abundance and
localization.

Protein abundance is affected post-transcriptionally through changes to mRNA
stability and translation efficiency, as seen for P27 mRNA, which is bound by the
Musashi RNA-binding protein 1 (MSI1) resulting in repression of translation
(Battelli et al. 2006; Zaessinger et al. 2006). The translation of MYC mRNA is
regulated by competitive binding of the RBPs AU-rich element RNA-binding
protein 1 (AUF1) and RRM domain-containing protein (TIAR1) (Liao et al. 2007;
Mazan-Mamczarz et al. 2006).
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Sorting and compartmentalization of mMRNAs and subsequent local translation
can be mediated by 3’-UTRs and is sometimes dependent on interactions with
the cytoskeleton (Huttelmaier et al. 2001; Jansen 1999; Loya et al. 2008). For
example, the Saccharomyces cerevisiae ASH1 mRNA is transported by the
motor protein Myo4p, which is associated with the 3’-UTR-bound adaptors She2p
and She3p (Bohl et al. 2000; Takizawa & Vale 2000). 3'-UTR-bound She2p can
also shuttle ASHT mRNA to the nucleus where it interacts with Loc1p and Puf6p,
which in turn repress translation through association with Fun12p, the yeast
homolog of EIF5B (Deng et al. 2008; Shen et al. 2009). Similar mechanisms have
been described for human calmodulin-dependent protein kinase 2 alpha
(CAMKZ2A) and brain-derived neurotrophic factor (BDNF) mRNA transport, which
enables local translation and proper function of neurons (Miller et al. 2002; Severt
et al. 1999; Wu H et al. 2020). Another example of a human 3’-UTR that
influences protein localization has been reported by Xu and colleagues, who
expressed green fluorescent protein (GFP) with the MAVS 3’-UTR and observed
transport to the mitochondria (Xu et al. 2019).

3’-UTRs can also influence functions of their corresponding proteins, as seen for
CCAAT enhancer-binding protein beta (CEBPB) (Basu et al. 2011). The 3’-UTR
of CEBPB and the RBP Hu antigen R (HuR) have been shown to prevent CEBPB
modification by RAS and subsequent cytostatic activity, without altering protein
abundance. This has also been observed in connection to a lack of CEBPB
MRNA in the perinuclear cytoplasmic region.

Effects like the ones described above may be mediated by a scaffold-like
assembly of RBPs and effector proteins on the 3’-UTR, which can be co-
translationally transferred to the nascent protein and modulate its function
(Chartron et al. 2016; Duncan & Mata 2011; Fernandes & Buchan 2020; Ribeiro
et al. 2020). A recent publication has shown that this kind of mechanism facilitates
ribosomal protein S28B (RPS28B) association with enhancer of mRNA
decapping 3 (EDC3), a crucial interaction driving P-body assembly (Fernandes &
Buchan 2020). Similar observations have been made for CD47 and baculoviral
inhibitors of apoptosis repeat-containing protein 3 (BIRC3), which are described

in more detail below.
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1.8 Alternative Polyadenylation Regulates Protein Function

More than 60% of human genes contain multiple PASs, which are differentially
used across tissues and cell types, a process called alternative polyadenylation
(APA) (Derti et al. 2012; Hoque et al. 2013; Lianoglou et al. 2013).

Transcripts with different coding sequences can be produced through usage of
PASs in introns and exons, which has been associated with destabilization of
transcripts and reduced protein levels (Mittleman et al. 2020). The usage of
different PASs in the 3'-UTR of pre-mRNAs, on the other hand, results in the
formation of transcripts with different 3'-UTR lengths that encode the same
protein (Fig. 8). They are the main focus of 3'-UTR investigations in this study.
Locations of PASs in the genomes of different mammals have been collected and
cataloged in different databases, such as TREND-DB and PolyA_DB (Derti et al.
2012; Hoque et al. 2013; Marini et al. 2021; Wang R et al. 2018). Global changes
to polyadenylation patterns have been described in a variety of contexts, such as
embryonic development, neuron function, pluripotency, cell proliferation and
cancer (Cheng et al. 2020; Elkon et al. 2012; Flavell et al. 2008; Fu et al. 2011;
Hoque et al. 2013; Ji et al. 2021; Ji et al. 2009; Ji & Tian 2009; Li et al. 2016; Lin
et al. 2012; Mayr & Bartel 2009; Miura et al. 2013; Sandberg et al. 2008; Ulitsky
et al. 2012).

1.8.1 Regulation of APA Patterns by 3’-End Processing Components

Changes to global polyadenylation patterns can be observed in response to
altered abundance of components of the cleavage and polyadenylation
machinery, as well as their interacting proteins.

The CPSF component FIP1 has been shown to influence APA in stem cells and
can associate with SRSF7 to regulate cleavage and polyadenylation of proximal
PASs, an effect that is counteracted by SRSF3 (Lackford et al. 2014; Li et al.
2015; Schwich et al. 2021). FIP1 also contributes to CFl-mediated APA through
direct interactions (Zhu et al. 2018).
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Two of the three CFI-forming proteins have been implicated in APA. Proximal
PASs are used more frequently in NUD21- or CPSF6-depleted HEK293 cells and
similar changes have been reported in NUDT21-deficient HeLa and immortalized
pluripotent stem cells (Brumbaugh et al. 2018; Gruber et al. 2012; Kubo et al.
2006; Weng et al. 2020).

Involvement of the CFIl component PCF11 in APA regulation has been observed
in neurons and breast cancer cells, while CLP1 plays a role in APA in developing
plants (Li et al. 2015; Ogorodnikov et al. 2018; Turner et al. 2020; Xing et al.
2008).

CSTF2 and 3, two core components of the CSTF complex can also regulate APA,
as well as their interaction partner RBBP6. CSTF2 was first identified as a
regulator of PAS selection in immunoglobulin M (/GM) RNA, a mechanism that is
influenced by interaction with heterogeneous nuclear ribonucleoprotein (HNRNP)
F and U1 small nuclear ribonucleoprotein A (U1A) binding to a downstream GU-
rich region of the 3'-UTR (Phillips et al. 2004; Takagaki et al. 1996; Veraldi et al.
2001). HNRNPA1 is also involved in the regulation of APA of the hematological
and neurological expressed 1 (HN7) mRNA (Jia et al. 2019). Global regulation of
APA by CSTF2 has been seen during T cell differentiation and in macrophages
(Chuvpilo et al. 1999; Shell et al. 2005). Regulation of cleavage and
polyadenylation on a global scale has also been shown for CSTF3, which was
dependent on U1 small nuclear ribonucleoprotein (SnRNP), a ribonucleoprotein
component of the splicing machinery, whose regulatory activity of mRNA 3’-end
processing has been published before (Berg et al. 2012; Kaida et al. 2010; Luo
et al. 2013). The CSTF2-interacting protein RBBP6 and its isoforms also
influence PAS selection, especially in AU-rich 3’-UTRs (Di Giammartino et al.
2014).

Lastly, differential APA has described in connection to expression levels of the
poly-A tail-binding proteins PABPN1, poly-A binding protein C (PABPC) and
cytoplasmic polyadenylation element binding protein 1 (CEBP1). PABPN1 and
PABPC suppress usage of proximal PASs and CEBP1 couples APA with
translation initiation (Bava et al. 2013; de Klerk et al. 2012; Jenal et al. 2012; Li
et al. 2015).
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1.8.2 Regulation of APA by Additional Factors

A few publications have described regulation of APA by factors unrelated to the
cleavage and polyadenylation machinery. mTORC1, a protein complex that
activates gene expression and alters cellular translation efficiency, can mediate
global shortening of 3'-UTRs in mouse embryonic fibroblasts (MEFs) (Chang et
al. 2015). TAR DNA-binding protein 43 (TDP43) is a transcriptional repressor that
is involved in 3-UTR length changes of nuclear paraspeckle assembly transcript
1 (NEAT1). Lastly, SRY-box transcription factor 2 (SOX2) and the transcription
factor E2F altered global APA patterns in proliferating cells (Elkon et al. 2012;
Modic et al. 2019).

These observations are especially interesting in the context of a recent
publication that showed a dependency of PAS selection on transcription factor
binding to promotor regions of genes with multiple PASs in the breast cancer cell
line MCF7 (Kwon et al. 2021). Binding of the phosphatase and tensin homolog
(PTEN) promotor by 10 transcription factors, including MYC and RELA, resulted
in altered cleavage and polyadenylation without changing RNA expression by
more than 1.7-fold (Kwon et al. 2021).

1.8.3 Sequence-Independent Multi-Functionality of Proteins

In-depth investigations of PASs have shown that 3'-UTR length increases with
organism complexity and that APA is a mechanism conserved across many
higher species (Chen et al. 2012; Derti et al. 2012; Tian et al. 2005; Ulitsky et al.
2012).

Altering 3'-UTR length will lead to loss or gain of sequence and structural features
that substantially contribute to post-transcriptional gene regulation and influence
protein function. APA could be one of the mechanisms developed by complex
organisms to meet their need for a more diverse repertoire of protein functions,
since an increase in protein abundance is limited by evolutionary constraints
(Gupta et al. 2014; Levy et al. 2012; Weiss et al. 2010). This matches results from
genome-wide studies showing that 3’-UTR length isoform choice has limited
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effects on protein abundance (Gruber et al. 2014; Spies et al. 2013). In silico
analyses also showed that the number of PASs in mammalian genes negatively
correlates with abundance of the corresponding proteins, which was interpreted
as a sign of purifying selection against alternative polyadenylation (Xu & Zhang
2018). However, protein abundance is also negatively correlated with the number
of its protein interaction partners (Levy et al. 2012). This supports the hypothesis
that APA is a mechanism enabling protein multi-functionality independent of
amino acid sequence variations, which has recently been described for a few
different candidates (Berkovits & Mayr 2015; Boutet et al. 2012; Lee & Mayr 2019;
Ribeiro et al. 2020; Wong et al. 2008).

1.8.4 APA-Mediated Regulation of Protein Function

Research has shown that APA produces transcripts with short (SU) and long 3’-
UTRs (LU) that can be differentially bound and targeted by miRNAs and RBPs
(Fig. 8). Polyadenylation patterns differ across tissues and cell types, which can
result in tissue-specific gene regulation, as reported for paired box 3 (PAX3)
(Boutet et al. 2012; Lianoglou et al. 2013).

a PAS1 ‘ PAS2
5-UTR — CcDS ® mIRNA ] 3-UTR
mlRNA 2
b PAS1
5“UTR — CDS m - AAAAAAAAAAA ———> ®

c‘ ‘PAsz ‘ ‘

5“-UTR = CcDS ® m|RNA1 - AAAAAAAAAAA — 3

mIRNA2

Figure 8: APA-mediated differences in protein function. a) Many transcripts
contain multiple PASs. Their usage leads to the formation of transcripts with b)
short or c¢) long 3’-UTRs, which encode different binding motifs for RBPs and
miRNAs that can influence subsequent interactions with the nascent protein

(grey).
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PAX3 LU contains a miR206 binding site, which regulates transcript stability and
represses translation in most tissues. However, muscle stem cells preferentially
express PAX3 SU, which escapes regulation by miR206, and results in increased
PAX3 protein compared to other tissues. Researchers estimated that 10% of all
miRNA binding sites are located in alternative 3’-UTRs (Agarwal et al. 2015;
Grimson et al. 2007). This should heavily influence the abundance of
corresponding proteins, but closer investigations showed that LU transcripts are
generally less responsive to miRNA regulation, a likely result of the formation of
complex RNA structures in LUs that obstruct regulatory elements (Hoffman et al.
2016; Nam et al. 2014; Wu & Bartel 2017).

SU- and LU-specific protein function can also be the result of differential RNA
transport and translation, as described for BDNF and CD47. BDNF is a
neurotransmitter that is expressed with a short and long 3’-UTR in neurons
(Miranda et al. 2019). BDNF SU is retained in the soma and translated in resting
cells, while BDNF LU mRNA is transported to the dendrites and only translated
in response to synapse activation and subsequent membrane depolarization. (An
et al. 2008; Bauer et al. 2019; Lau et al. 2010).

CD47, a plasma membrane protein that inhibits phagocytosis of healthy cells, can
also be expressed from transcripts with a short and long 3’-UTR (Oldenborg et
al. 2000). CD47 LU is bound by the RBP HuR, which recruits SET and facilitates
formation of CD47-SET-RAC1 complex (Berkovits & Mayr 2015). This complex
is translocated to the plasma membrane where hyperactivated RAC1 can enable
lamellipodium-mediated cell migration (ten Klooster et al. 2007). The same HuR-
SET-mediated localization mechanism specific to proteins expressed from LU
transcripts was shown for CD44, integrin subunit alpha 1 (ITGA1), tetraspanin 13
(TSPAN13) and B-cell-activating factor receptor (BAFFR) (Berkovits & Mayr
2015). CD47 SU on the other hand is retained in the ER and is a potential
mediator of y-irradiation-induced apoptosis (Berkovits & Mayr 2015).

CDA47 LU functions have also been shown to be dependent on interaction with
butyrate response factor 1 (TIS11B), an AU-rich sequence binding RBP, that can
form granular structures close to the ER, subsequently named TIS granules (Ma
& Mayr 2018). CD47 LU, but not SU, mRNA is associated with the TIS granule
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and locally translated. The granule microenvironment proved to be crucial for
CDA47 protein interaction with SET, since increasing concentration of the granule-
forming TIS11B, but not SET, could enhance it.

Preliminary research suggests that the TIS granule is formed through extensive
interactions of large, intrinsically disordered regions in 3’-UTRs (Ma et al. 2020).
This is consistent with previous reports that discovered LUs are preferentially
found in lipid droplets, not the cytoplasm like SUs, and that RNA granules contain
3’-UTRs that are five times longer than average (Han et al. 2012; Kato et al.
2012). The TIS granule contains many different mMRNAs, but the formation of
similar, smaller granules in the cytoplasm by individual RNAs has also been
reported, which could also factor into differential protein complex formation by
distinct 3’-UTR transcript isoforms (Mateu-Regue et al. 2019).

Another published example of APA-regulated protein multi-functionality is BIRC3-
mediated migration of B cells (Lee & Mayr 2019). BIRC3 LU forms a protein
complex with 1Q motif-containing GTPase activating protein 1 (IQGAP1) and RAS
like proto-oncogene A (RALA), a process dependent on the RBPs staufen
double-stranded RNA binding protein 1 (STAU1) and HuR. The complex
regulates C-X-C motif chemokine receptor 4 (CXCR4) trafficking and cell surface
expression and loss of one of its components affects B cell migration. Further
investigations showed that CD27 was similarly affected by knockdown of
IQGAP1, RALA or BIRC3 LU (Lee & Mayr 2019). The study also showed that
many other proteins were specifically associated with BIRC3 LU, including
translocase of inner mitochondrial membrane 44 (TIMM44), heat shock protein
family A (HSPA9) and SWI/SNF-related matrix-associated actin-dependent
regulator of chromatin subfamily A member 4 (SMARCA4), which may link BIRC3
function to chromatin regulation and mitochondrial biology, ontologies it was
previously not associated with (Lee & Mayr 2019).

1.8.5 APA in Hereditary Disorders

A growing number of mutations that contribute to hereditary monogenic disorders
are reported in the literature that result in heightened susceptibility to infectious
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diseases (Casanova 2015). Initial investigations focused on mutations and single
nucleotide polymorphisms (SNPs) in gene coding regions, including many
components involved in type | IFN expression and signaling, which resulted in no
protein production or the expression of defective proteins (Cotsapas et al. 2021).
However, SNPs in PASs can cause severe hereditary disorders, as seen from
mutations in hemoglobin subunit alpha 2 (HBA2) and beta (HBB) PASs that
cause thalassemia and the development of immunodysregulation
polyendocrinopathy enteropathy X-linked (IPEX) syndrome as a result of a
mutation in a forkhead box P3 (FOXP3) PAS (Bennett et al. 2001; Higgs et al.
1983; Orkin et al. 1985).

Conversely, mutations in PASs can also have protective effects. A mutation in
the arylsulfatase A (ARSA) gene, for example, inhibits the development of
metachromatic leukodystrophy, a neurodegenerative disorder caused by null
mutations of the same gene (Barth et al. 1993; Harvey et al. 1998).

Recent research suggests that genetic variants change PAS usage of target
genes, which alters 3'-UTR length and contributes to complex hereditary traits
and disorders (Li L et al. 2021; Mariella et al. 2019; Mittleman et al. 2020). A large
number of PASs are interrupted by SNPs, which inhibit their usage by the 3’-end
processing machinery and impair regulatory functions mediated by alternative
polyadenylation (Shulman & Elkon 2020). This is especially critical since proteins
with important roles in host defenses against pathogens are directly or indirectly
regulated by alternative polyadenylation, such as CD47 and CXCR4 respectively.
Therefore, investigating 3’-UTRs and their regulation in the innate immune

response may increase our understanding of their role in disease.
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1.9 Thesis Aims

Type | IFNs are crucial components of the innate immune response,
predominantly produced by immune cells, that can induce antiviral states in
almost all cell types (Colonna et al. 2002; McNab et al. 2015). They were subject
to extensive investigations following their discovery in the 1950s and have been
characterized as potent antiviral factors that activate many cellular pathways,
including JAK-STAT signaling. Considerable progress has been made in recent
years after the development of omics technologies, which established that more
than 10% of human genome can be regulated by type | IFNs (Rusinova et al.
2013; Shaw et al. 2017). These technological advancements also allowed
investigations of other aspects on a global scale, such as chromatin structure,
protein abundance and modifications, and cellular metabolism. Research has
shown that changes to any one of these structures or processes can affect others,
which leads to complex responses and cellular phenotypes (De Souza et al.
2019; Mills et al. 2018). The importance of type | IFN-induced changes to many
of these features has been demonstrated in literature; however, their relationship
and connection to one another has not been extensively addressed.

The first aim of this study is the characterization of the global response of
macrophages to IFN, as well as the investigation of changes across different
levels of the response. These analyses will show how transcriptional changes
relate to the corresponding protein levels and explore their correlation with
metabolic changes.

Post-transcriptional and post-translational mechanisms are crucial aspects of the
regulatory network formed by these multi-level changes, which have not been
extensively studied in context of type | IFNs. Alternative polyadenylation of
transcripts and the resulting difference in 3’-UTR length is one of these
mechanisms and recent research has attributed it with a role in coordinating
protein function (Berkovits & Mayr 2015). 3’-UTRs can have scaffold-like
properties and facilitate the assembly of protein complexes that enable diverse
functions of the protein encoded in the mRNA (Miller et al. 2002; Severt et al.
1999; Wu H et al. 2020). Changing 3’-UTR length can affect the formation of
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these complexes and therefore regulate different protein functions. The
consequences of this mechanism were discovered very recently and have so far
only been described for a small number of proteins, such as CD47 and BIRC3
(Berkovits & Mayr 2015; Lee & Mayr 2019).

The second aim of this study will investigate the effect of type | IFNs on alternative
polyadenylation, which has not been addressed in literature to date. A potential
scaffold-like role for IFN-regulated 3’-UTRs will also be explored, since many IRG
functions are heavily reliant on interactions with additional proteins and other
cellular components. Activation of macrophages by IFNp will likely alter the length
of many 3’-UTRs, which would represent a new layer of regulation in the IFN
response independent of differential expression of IRGs.
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Chapter 2: Materials and Methods

2.1 Materials

2.1.1 Chemicals

Table 1: Chemicals

Name Supplier

Agar ChemSupply, Australia
Agarose Meridian Bioscience, UK
B-Mercaptoethanol Sigma-Aldrich, USA
BSA Sigma-Aldrich, USA
DMSO Sigma-Aldrich, USA
EDTA disodium salt dehydrate Sigma-Aldrich, USA
Ethanol ChemSupply, Australia
Glycine Sigma-Aldrich, USA

KCI Sigma-Aldrich, USA
KH2PO4 Sigma-Aldrich, USA
Methanol ChemSupply, Australia
NaCl ChemSupply, Australia
NaxHPO4 ChemSupply, Australia
NaNs3 Sigma-Aldrich, USA
Nonident P40 Sigma-Aldrich, USA
PMSF Sigma-Aldrich, USA
SDS (20 %) Bio-Rad Laboratories, USA

Sodium deoxycholate

Trizma R base

Sigma-Aldrich, USA
Sigma-Aldrich, USA

Triton X-100 Sigma-Aldrich, USA
Tryptone Sigma-Aldrich, USA
Tween 20 ThermoFisher Scientific, USA

Yeast extract

Sigma-Aldrich, USA



47

2.1.2 Consumables

Table 2: Consumables
Name
4-12 % Bis-Tris mini protein gel
Cell scrapers
Centrifuge tubes 15/50 ml
Glass petri dishes 40 mm x 12 mm
LS columns
Protein standard (precision + dual color)
PVDF membrane
Reaction tubes
Syringe filters 0.45 um
Tissue culture flask (T25, T75, T150)
Tissue Culture plates (6/12/96 wells)

Whatman filter paper

2.1.3 Commercial Reagents

Table 3: Commercial Reagents
Name
Ampicillin
Blasticidin
DMEM
dNTPs
D-PBS
Fc block
Fetal calf serum (FCS)
LDS sample buffer
L-Glutamine

Lipofectamine 3000

Supplier

Life Technologies, USA
Sarstedt Inc., USA
Sigma-Aldrich, USA
Sigma-Aldrich, USA
Miltenyi Biotec, USA
Bio-Rad Laboratories, USA
Merck Millipore, USA
Fisher Biotec, Australia
Sartorius Stedim, Australia
Sigma-Aldrich, USA
Sigma-Aldrich, USA

GE Healthcare, USA

Supplier

ThermoFisher Scientific, USA
Jomar Life Research, Australia
Life Technologies, USA
Meridian Bioscience, UK

Life Technologies, USA

BD Bioscience, USA
Sigma-Aldrich, USA
ThermoFisher Scientific, USA
Life Technologies, USA
ThermoFisher Scientific, USA



MES running buffer

Odyssey PBS blocking buffer
Penicillin/Streptomycin (P/S)

Protease inhibitor cocktail

Puromycin
Random hexamers
RPMI

Power SYBR master mix

Transfer buffer
TrypLE Express

Zeocin

2.1.4 Buffers

Table 4: Buffers
Name
Dilution buffer
Elution buffer
Extraction solvent
FACS buffer
LB agar
LB medium
MACS buffer
Neutralization buffer
PBS-Tween

RIPA buffer

TE buffer
TE-Tween
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ThermoFisher Scientific, USA
LI-COR Biosciences, USA
Life Technologies, USA
Sigma-Aldrich, USA
ThermoFisher Scientific, USA
Promega, USA

Life Technologies, USA
ThermoFisher Scientific, USA
Life Technologies, USA

Life Technologies, USA

Jomar Life Research, Australia

Composition

10 mM Tris pH 7.5, 150 mM NaCl, 0.5 mM EDTA
200 mM Glycine (pH 2.5)
Chloroform-Methanol-H20 at 1:3:1 ratio

2 % FCS, 0.5 mM EDTA, 2 mM NaNs in D-PBS
LB medium supplemented with 1 % (w/v) agar

10 g tryptone, 10 g NaCl, 5 g yeast extract in 1 | H20
0.5 % BSA, 2 mM EDTA in D-PBS

1 M Tris buffer (pH 10.4)

137 mM NaCl, 2.7 mM KCI, 10 mM NazHPOsa,

1.8 mM KH2PO4, 0.1 % (w/v) Tween 20

10 mM Tris pH 7.5, 150 mM NaCl, 0.5 mM EDTA,
0.1 % SDS, 1 % Triton X-100, 1 % deoxycholate
10 mM Tris pH 8, 1 mM EDTA

10 mM Tris pH 8, 1 mM EDTA, 0.1 % Tween 20
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Wash buffer 10 mM Tris pH 7.5, 150 mM NaCl, 0.5 mM EDTA,
0.05 % Nonidet P40 Substitute

2.1.5 Cell Lines and Bacterial Strains

Table 5: Cell Lines and Bacterial Strains

Name Supplier
JM109 E. coli Promega, USA
HEK293T ATCC, USA
HEK Blue IFNo/( InvivoGen, USA
THP-1 ATCC, USA

2.1.6 Antibodies, Antibody-Conjugated Beads and Cell Stains

Table 6: Antibodies, Antibody-Conjugated Beads and Cell Stains

Name Supplier

AF680 anti-mouse 1gG Life Technologies, USA

AF680 anti-rabbit IgG Life Technologies, USA
Anti-AKT Cell Signaling Technology, USA
Anti-p-AKT (Ser473) Cell Signaling Technology, USA
Anti-p-mTOR (Ser2448) Cell Signaling Technology, USA
Anti-p42/44 Cell Signaling Technology, USA
Anti-p-p42/44 (Thr202/Tyr204) Cell Signaling Technology, USA
Anti-RPL18A Abcam, UK

Anti-STATA Cell Signaling Technology, USA
Anti-p-STAT1 (Tyr701) Cell Signaling Technology, USA
Anti-S6 Cell Signaling Technology, USA
Anti-p-S6 (Ser235/236) Cell Signaling Technology, USA

MitoTracker™ Green FM ThermoFisher Scientific, USA



Propidium iodide

Zombie Violet fixable viability dye
Anti-CD38 antibody BV421
Anti-CD14-conjugated beads
Anti-GFP-conjugated beads

2.1.7 Enzymes

Table 7: Enzymes
Name
BsmBI
FastDigest Ascl
FastDigest Mrel
FastDigest Notl
FastDigest Xhol
M-MLYV reverse transcriptase
Phu polymerase
T4 DNA ligase

2.1.8 Human Primers for qPCR

Table 8: Human qPCR Primers
Name
18S fwd
18S rev
hCBX5 total fwd
hCBX5 total rev
hCBX5 LU fwd
hCBX5 LU rev
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Sigma-Aldrich, USA
eBiosciences, USA
eBiosciences, USA
Miltenyi Biotec, USA

ChromoTek, Germany

Supplier

NEB Biolabs, USA
ThermoFisher Scientific, USA
ThermoFisher Scientific, USA
ThermoFisher Scientific, USA
ThermoFisher Scientific, USA
Promega, USA

NEB Biolabs, USA

Promega, USA

Sequence
GTAACCCGTTGAACCCCATT
CCATCCAATCGGTAGTAGCG
ACCATCCCCTCCTTTAGCTC
GCTGACCTGGTTCTTGCAAA
CACCCAGCAGTCCATTTTCC
CCAACCCCTCACTGTACCTT



hCCL7 fwd

hCCL7 rev

hCD47 total fwd
hCDA47 total rev
hCD47 LU fwd
hCD47 LU rev
hCLP1 fwd

hCLP1 rev
hCSTF2 fwd
hCSTF2 rev
hCSTF3 fwd
hCSTF3 rev
hCXCL10 fwd
hCXCL10 rev
hCXCL11 fwd
hCXCL11 rev
hEIF4EBP2 total fwd
hEIF4EBP2 total rev
hEIF4EBP2 LU fwd
hEIF4EBP2 LU rev
hG3BP1 total fwd
hG3BP1 total rev
hG3BP1 LU fwd
hG3BP1 LU rev
hIFIT1 fwd

hIFIT1 rev

hIFIT3 fwd

hIFIT3 rev

hIL6 fwd

hIL6 rev

hIRF7 fwd
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ACCACCAGTAGCCACTGTCC
GTCCTGGACCCACTTCTGTG
AGTGATGGACTCCGATTTGG
GGGTCTCATAGGTGACAACCA
AAGAGAACTCCAGTGTTGCT
ACGGTAACACAGCTGTAAAACA
TTTACCTGTTGGGCTCCTGG
AGATGCCTCCACCTCAAAGC
CCACTGGAGCACCTTGATAG
CCACCTGGCACTGATTTG
TGTCCGAGAAACCAAGGGTA
CCTACAGCTTCCACGCCTTT
TTCCTGCAAGCCAATTTTGT
TTCTTGATGGCCTTCGATTC
TTGTTCAAGGCTTCCCCATGT
AAGCCTTGCTTGCTTCGATT
CACGACAGGAAACATGCAGT
ATTGGCCAAATCAGGTGCAC
TTGCCCAAGTGTATCCCCTT
CTCCTCCCCAGTTTCCAGTT
ACTTTGCTCATGTGCTCGTG
TCCAAGTAACACCCACTGCA
TTGAAATGTGGCCAGTGTCC
GGCAACCTTCCCCAAAAGTG
GATCAGCCATATTTCATTTTGAATC
GAAAATTCTCTTCAGCTTTTCTGTG
GGAACAGCAGAGACACAGAGG
ACACTGTCTTCCTTGAATAAGTTCC
CTCCAGGAGCCCAGCTATGA
CCCAGGGAGAAGGCAACTG
TGTGCTGGCGAGAAGGC
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hIRF7 rev TGGAGTCCAGCATGTGTGTG
hMAVS total fwd GTCACTTCCTGCTGAGA
hMAVS total rev TGCTCTGAATTCTCTCCT
hMAVS LU fwd CCTAAGGCCCTCTCTTTGCT
hMAVS LU rev GCACCTCCAAAGAGCTTGAC
hRBBP6 fwd ACAAGCACCACCTTTGTCCA
hRBBP6 rev GAGCGTGAACGTGTTGAACC
hSTAT1 fwd GTTACTTTCCCTGACATCATT
hSTAT1 rev GAATTCTACAGAGCCCACTAT

2.1.9 Mouse Primers for gPCR

Table 9: Mouse qPCR Primers

Name Sequence

mCXCL10 fwd GATGACGGGCCAGTGAGAAT
mCXCL10 rev TCAACACGTGGGCAGGATAG
mCXCL11 fwd AGGAAGGTCACAGCCATAGC
mCXCL11 rev CGATCTCTGCCATTTTGACG
mRSAD?2 fwd ATCGCTTCAACGTGGACGAA
mRSAD2 rev GGAAAACCTTCCAGCGCAC
mSTAT1 fwd TCACATTCACATGGGTGGAA
mSTAT1 rev CGGCAGCCATGACTTTGTAG

2.1.10 Cloning Primers and Oligonucleotides

Table 10: Cloning Oligonucleotides
Name and Restriction Site Sequence
EIF4AEBP2 CDS + SU fwd — GGCGCGCCTATGTCCTCGTCAGCCGGC
Ascl
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EIF4EBP2 CDS + SU rev — GCGGCCGCATACAGCAAGGGCCTTCAAT

Notl CTAAC

EIF4EBP2 LU fwd — Notl GCGGCCGCTTCTGTAGAGCTAAGCAGCC
CTTAG

EIF4EBP2 LU rev — Mrel CGCCGGCGTTGATACTCAAGATCTTTACT
GATTTAACTATAAC

MAVS CDS fwd — Ascl AGGCGCGCCATGCCGTTTGCTGAAGACA
AGAC

MAVS CDS rev — Xhol ACGTCTCGAGTCAGTGCAGACGCCGCCG

MAVS SU fwd — Xhol ACGTCTCGAGTGAAGCCCTGGGCTC

MAVS SU rev — Notl AGCGGCCGCATATATACTTATCCT

sglFNAR1 fwd TCCCGCGGCTGCGGACAACACCCA

sglFNART1 rev AAACTGGGTGTTGTCCGCAGCCGC

2.1.11 NanoString Probe Set Sequences

Table 11: NanoString Probes

Name
ABC50

ACOX1

LU

ACOX1
Total

AKAP13
LU

Sequence
GATGTCCTCCCGCCAAGCCATGTTAGAAAATGCATCTGACA
TCAAGCTGGAGAAGTTCAGCATCTCCGCTCATGGCAAGGA
GCTGTTCGTCAATGCAGAC
TTGCTAAATTGTCACAGTAGTAGGAAGTATAGGGAAACCTC
TCAGCTGTGGCACTGTTGTAGCTTTGGAGTGCAGAGTGTAA
CTCTGGGACAATCAGATT
TCCATGGAAACATAACTCCTATCTTGGGACCTGACATAATAT
CTATCTATCCTGGGGAACTGGTAATATGAGACTTATAGGTTA
CAGCAGAAATGCTACA
AGATAGCAAGTCAATCATGAGGATGAAGAGTGGTCAGATGT
TTGCCAAGGAAGATTTGAAACGGAAGAAGCTTGTACGTGAT
GGGAGTGTGTTTCTGAAG



AKAP13
Total

ALAS3

ARLS8B

Total

ARLS8B LU

ATP6V1C

1LU

ATP6V1C
1 Total

ATXN1 LU

ATXN1

Total

C60rf90

C120rf49
Total
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TTCCAGCATGTTTACCCACATGTTTTGGCCATGGATAAAGTG
AAGAGGCCTACTCACCATTATCCCTGCAGCGTGACACCTTT
TGATTGTCACTGACCAC
AGTGCAACTTCTGCAGGAGGCCACTGCATTTTGAAGTGATG
AGTGAAAGAGAGAAGTCCTATTTCTCAGGCTTGAGCAAGTT
GGTATCTGCTCAGGCCTG
ACCATTACAAAGAATGTGGCAACTTGCTTGTGCCTAAAAGG
AGGAATTGGAACTAGAATGTGTGACTCTGTGGGGACTGCAT
AGGTTTGTTAATTGACCT
CCAAAATGGTCTGCAGAGAGTGAGCGGAGGCACCAGATCA
ATGTTGGTTCTTTGCACTGGTGAGATTCTGCCTGATGAATAT
TAAAGATATCCTGCTTTC
AGGTCTAGCAATGTTCTTTCAGAGGACCAAGACAGTTACCT
GTGTAATGTCACCTTGTTTAGGAAGGCAGTTGATGACTTCA
GACACAAAGCCAGAGAAA
GAAGTCATTGTGTCTAACATAACAACAGAGCAGTTTGTGTCA
CTGAGCTCCAGTCTGTGCTGGATTATTGATATTGTTGGTGG
CGGTCACCATTCCTGGA
AGGAGCATCGTGCATCAAGTCACCAGGGTGGTCCATTCAA
GCTGCAGATTTGTTTGTCATCCTTGTACAGCAATCTCCTCCT
CCACTGCCACTACAGGGA
CTGTCACCGCTTCTGTGTAGCAAACATTAACGATGACAGGG
GTAGAAATTCTTCGGTGCCGTTCAGCTTACAAGGATCAGCC
ATGTGCCTCTGTACTATG
AGAGGAAGCGACGCGAGGAGCTGTTCATCGAACAGAAGAA
AAGAAAACTCCTTCCAGACACTATTTTGGAGAAGTTAACCAC
AGCTTCACAGACTAACAT
CACTCTTCCATTCTAATCTAACTGCACGATTTCTAACAGTGG
GCACCATGTGCCTGCCCTCAGGTTATTTTCCAGTGGTAGTC
GAATGTGCTCATATACC



C120rf49
LU

CD84 LU

CD84

Total

CLN8
Total

CLN8 LU

CYLD

Total

CYLD LU

EIF4EBP2

Total

EIF4EBP2
LU

FAM168B
Total
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CAACGGCTGCTGCAGCGCCTATGAGTACTGTGTCTCCTGCT
GCCTGCAGCCCAACAAGCAACTTCTCCTGGAGCGCTTCCTC
AACCGGGCAGCCGTGGCA
TCTGCTAGAACAGTGCCGTGCTTTTCCACAGAAGGTTAGAC
CCTGAAAGAGATGGCTCAGCACCACCTATGGATCTTGCTCC
TTTGCCTGCAAACCTGGC
TGTCAATTCCAACTTCTCTATATGGCTCCTCTCAGGCATGTG
CCCTTAATTGGCCTAATTCTCTAATACACCTTCCCTCTACAT
GCTCACTCCCTCAGAT
GGCGCCAGAGCTGGGCTCTTCAACACGGCATTTAGCGCAG
AAAGTCGTGGTTCAGGCAGTATGGGCCGCTGTGACAAAAC
ACCTAAGACTGGGTAGTTTA
TATGCATCCTGGGGGATCCGCTCCACGCTGATGGTCGCTG
GCTTTGTCTTCTACTTGGGCGTCTTTGTGGTCTGCCACCAG
CTGTCCTCTTCCCTGAATG
ATCAGAGGGAATATGAAATGTGTCCCTGCCCTACCTAGTTT
TAACGACAGAATATCTATTAAAGGCTACTTAGCTGAAGGGTA
AGGGTGACAGGTCTAGG
CACTGACCACCGAGAACAGATTCCACTCTTTACCATTCAGT
CTCACCAAGATGCCCAATACCAATGGAAGTATTGGCCACAG
TCCACTTTCTCTGTCAGC
TGAGAGGGGTGGTAAGACATGGCAATTCCCAGGAGTAGTA
GAAAATAATATGCCTGACTACCAACAGCTCAAGTATGCTTAT
TTGCACATCCTAGACTTG
CCCAGGAGTCACTAGCCCTGGCACCTTAATTGAAGACTCCA
AAGTAGAAGTAAACAATTTGAACAACTTGAACAATCACGACA
GGAAACATGCAGTTGGG
CTCCTCACCACAGGCTGTGCCCATGAGTCCCTGTGCAGAC
CAGTGGGCAAGGCAGCTGGGCCAGATCTCAGGCCAGCCGT
TTGTGCTCCTAGCAGGGTTG



FAM168B
LU

G3BP1 LU

G3BP1

Total

GLG1 LU

GLG1

Total

GNB4

Total

GNB4 LU

GPATC3

GU2

MLLT6
Total
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ATGCCAAAGGAATTGGTTATCCAGCTGGTTTTCCCATGGGC
TATGCAGCAGCAGCTCCTGCCTATTCTCCTAACATGTATCCT
GGAGCGAATCCTACCTT
TTCCACCCAGTGGAGCTGTTCCAGTTACTGGGATACCACCT
CATGTTGTTAAAGTACCAGCTTCACAGCCCCGTCCAGAGTC
TAAGCCTGAATCTCAGAT
TCAAAACAGAAGTTCTTCCTACTTGGAGACTTAAGGGCATTA
ACTAGATGCAGCAATCCTCAGCTTGGTGTTATCACATACTA
GAGGACATTTGGAAATG
CAAGGATGATTCAGAATTAGAAGGACAAGTCATCTCTTGCC
TGAAGCTGAGATATGCTGACCAGCGCCTGTCTTCAGACTGT
GAAGACCAGATCCGAATC
GTGTGGTTTGCAGGTAGGATGGATGTTCACTGTTTGACCGG
GTGGGGTATCCTTCCTCTCTGCAGTCTCCTTCCCAGTATGC
GTAAACACCCTTATAGTT
TGCCATCAGCAAGGATATCTCCTCCACTTTAATGGACAGGC
CTCATTTTTGGCAGCTATGCTGTTTGAGATGTAGACTGAATA
TCCAAGGTTCCTCCCTA
TAGATGACAGCCAAATTGTTACAAGTTCAGGAGATACAACTT
GTGCTTTATGGGACATCGAAACTGCCCAGCAGACCACCACA
TTCACTGGGCATTCTGG
AGTCTGGGAGCAGCAGTCTTCGTGGCTGGTTCAGGGTGTT
TTGTTCCGAGCCTGCCTGCCTGCCGGTTCTATACCTCAGGG
GCATTTTTACAAAAAGCCC
CCAGATATGAACAGGTTGACCTTGTTGGAAAAATGACTCAA
AAGGCTGCAACTACTGTGGAACATTTGGCCATCCAGTGTCA
TTGGTCTCAGAGGCCAGC
AAGTAACCTTCAGAGATTCTTAGAAGAGTTGCTCATTCACAC
CCACGCCCTTGCCCAAGGCTGGCCCACTTAGAGCGAAACT
TAACTTTTGTCTGGATGG



MLLT6 LU

MULK

NLN LU

NLN Total

OGFRL1
LU

OGFRLA1
Total

PAK1 LU

PAK1

Total

PANK3 LU

PANK3
Total
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CTCCAGCAACTCCAGCAGCTCCTGGCCTCCCCGCAGCTGA
CCCCGGAACACCAGACTGTTGTCTACCAGATGATCCAGCAG
ATCCAGCAGAAACGGGAGC
GTGAGCCCGGAGGTCTGGAAAGATGTGCAGCTGTCCACCA
TTGAACTGTCCATCACAACACGGAATAATCAGCTTGACCCG
ACAAGCAAAGAAGATTTTC
CAGCTACTCCCACTGCGAACCAAGGTGGCCAAACTACTCG
GTTATAGCACACATGCTGACTTCGTCCTTGAAATGAACACT
GCAAAGAGCACAAGCCGCG
TGTCTCCCAGGAAGGTGTGACCTCTCCTTTGCCTGCATACC
TCAAGGCCAGGGGAATATGCCTCAGTGATGCATTTATCTTT
GTATATCAGGCCGCATGA
ACTTTATCTGGGGACCGCCTCGAAAAGAACAGTCGGAGGG
AAGCAAAGCCCAGAAAATGTCTTCCCCTCTCGCCTCCAGTC
ATAACAGTCAAACTTCTAT
TACAGATATCAAGGGACCACTATACACATTAGGATGATCTAT
ATTGAAATCTACATGGAACAGAGTGGGACTTCTAATTGTATG
ACTTCAAGATTTTGCT
TGAACCACTTCCTGTCACTCCAACTCGGGACGTGGCTACAT
CTCCCATTTCACCTACTGAAAATAACACCACTCCACCAGATG
CTTTGACCCGGAATACT
TTAGAGACTGCATGTTAGTTCTGGATGGATTTGGTGGCCTG
ACATGATACCCTGCCAGCTGTGAGGGGACCCCGTTTTTAAG
ATGCATGGCCAAGCTCTC
GGCATCCAAAGGTGATAGCACACAAGCTGACAAGCTGGTC
CGTGATATTTATGGAGGAGATTATGAAAGATTTGGTTTGCCA
GGTTGGGCTGTAGCATCT
AGTTAGAGGACGGTCACTTTTTCCAACAAAACCCACTCCAT
AGCCATGTGGATTTTTATCCAAAGGCTCAACAACCAGAGGG
AATGGTGAGACCTGATAA



PARP14
LU

PARP14
Total

PHC3 LU

PHC3

Total

PSD3
Total

PSD3 LU

PTGFRN

Total

PTGFRN
LU

RNF217
LU

RNF217
Total
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TACACTGCCACAGACACAAAGGGCCACAGTTTATCTGTTCA
GCGCCTCACGAAATCCAAAGTTGACATCCCTGCACACTGGA
GTGATATGAAGCAGCAGA
GTCGCTGGGAGGATTAAGGGACTTAATCTGCTAGGAACACC
TGTACTTGAAGTGGAGGAGGCTAGGGGGCCACAGTTGCTG
CTTCATTAACATAGAGGTT
GTCTATGCAGTCTTTACAAGTGCAGCCTGAAATTCTGTCCC
AGGGCCAGGTTTTGGTGCAGAATGCTTTGGTGTCAGAAGA
GGAACTTCCAGCTGCAGAA
TTCCCTCTTCTTGGAATTTCAGAACACAAATACAGGCTAAGC
ATTAGTAAGAGATGGCCCACAGTATGAGAGAGAGAGGTGC
AACGGAAAATCTCGCCTG
GCATTAGCAGTTTTGGGTAAGCTGGCGGTACTATAACACGT
ACTGGAAACCTGTTCCTCATCACCACCTACCAGATTCTGGA
AATGCCGTCTTCTAGAAA
TTTTGGAAAAGGAGACCCCAGAAAATCTCAGTAATGGTACC
AGCAGCAATGTGGAAGCAGCCAAAAGGTTGGCCAAACGCC
TTTATCAGCTGGACAGATT
CCCCTCCTGCCCAGACCTTCGTTTGTTTCCCCGGTGGCCCT
TGCTTCTTGCTTTGCAGACTGCCTGCAGCCATGATTTTGTCA
CTGACATCTGTGAGCCA
TCTTTGCTGCCGGAAATACATTTGAGATGACTTGCAAAGTAT
CTTCCAAGAATATTAAGTCGCCACGCTACTCTGTTCTCATCA
TGGCTGAGAAGCCTGT
GCGAAATTGAGCATGGGCAGAGGAATGCCCAGAAGTGTCC
AAAGTGCAAGATCCACATCCAGCGAACTGAAGGATGTGACC
ATATGACCTGCTCACAATG
AGGAGAGACAGGAGGGGCCTAAAAACTCACTCTGGTATGT
GGGAAACATTAGAATTCCTTCCTGACCTTTGTCAAATGAGG
GCACATCTGCCAAGACATC



SPTLC2
LU

SPTLC2
Total

SRF Total

SRF LU

TNS1 LU

TNS1

Total

TRIM44
Total

TRIM44
LU

ZC3HAV1
Total

ZC3HAV1
LU
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AAGAGTTTTGGTGCTTCTGGAGGATATATTGGAGGCAAGAA
GGAGCTGATAGACTACCTGCGAACACATTCTCATAGTGCAG
TGTATGCCACGTCATTGT
TGATAAGGATTTCTGGTTCCTAGTGATCCGGGATTGGGCAA
CAGTGCAGAACTGCCAGTCATGCCGTAGGCCGTGAAGAAA
GAATGTGAGTAACTGTTGT
GGAGGACATGCGTGTGTCAGGGATGAGTTGAGGTGATATTT
TTATGTGCAGCGACCCTTGGTGTTTCCCTTCCTCGGTGGCT
CTGGGGTATGTGTGTGTG
CCAGACTCTCCACCCCGTTCAGACCCCACAACAGACCAGA
GAATGAGTGCCACTGGCTTTGAAGAGACAGATCTCACCTAC
CAGGTGTCGGAGTCTGACA
GCCACCGTGGGACATCAAGTGGAAGAACTTGTTTGCTTGAA
AGTATCTCAGACCCAAGGCACCTCAGGTCTCTTTGCTGTGC
CTCCACTATATTGTCGTG
CCTTCCTTTGTAAATATCTCATCTCCCACTGGAGAGCCCAG
GAGCCTATTCCTGGCATGGATGTTCTGTCCACACTTGAGGC
TGGGCGGTGTATCAGACC
ACAGAGACACTCCTGAGGTTGGACTTCCTTGCTTTTCTCTA
CTTCCAAATCACAATTTCTTACAACCAAGCTTTGTGCTCCCG
AGTAAGCAGGGATGTAC
GATGAGGAGAGTGAAGAAGACAGCGAGGAAGAAATGGAGG
ATGAGCAAGAAAGCGAGGCCGAAGAAGACAACCAAGAAGA
AGGGGAATCCGAGGCGGAGG
TTGGAAAGTTTACTGAAGGAAATATAACGTACACGAGCCCT
CCTCCACAGTTCGACAGCTGTGTGGATACCAGATCGAATCC
CTCCGTTTTTGTCATCTT
CACGAACTCTCTGGACTGAACAAAGAGGAATTAGCAGTGCT
CCTCCTCCAAAGTGATCCTTTTTTTATGCCCGAGATATGCAA
AAGTTATAAGGGAGAGG
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ZNF24 TGGCAGTGCCAAGCAGTGGCATCGCCAGAGTATCTGTTTG

Total GTTAGCAAATGAGCAGTCATTTTAGGTCATGCAGATTGCTG
ATATCTGCCCAGTAGCCAC

ZNF24 LU GAATCCCATGAAGTTCCTGGCACTCTCAATATGGGTGTTCC
TCAAATTTTTAAATATGGAGAAACCTGTTTCCCCAAGGGCAG
GTTTGAAAGAAAGAGAA

2.1.12 PrimeFlow Probes

Table 12: PrimeFlow Probes

Name/Target and Fluorochrome ThermoFisher Scientific Assay 1D
CBX5 Total — Alexa Fluor 568 VPGZEGP
CBX5 LU — Alexa Fluor 647 VPH49RM
G3BP1 Total — Alexa Fluor 568 VPEPRZV
G3BP1 LU — Alexa Fluor 647 VPFVKKT

2.1.13 Cytokines and Inhibitors

Table 13: Cytokines and Inhibitors

Name and Working Supplier

Concentration

Human M-CSF (50 mg/ml) R & D Systems, USA

Mouse IFNB (100 IU/ml) Made by Antony Matthews (Hertzog group)
Human IFNB Rebif (100 IU/ml) = Merck & Co., USA

Actinomycin D (100 ng/ml) Sigma-Aldrich, USA

Cycloheximide (20 pg/ml) Sigma-Aldrich, USA

Cyt387 (10 uM) InvivoGen, USA

SB203580 (10 uM) Cell Signaling Technology, USA

U0126 (20 uM) Sigma-Aldrich, USA
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Torin1 (250 nM) Cell Signaling Technology, USA
Wortmannin (50 nM) ThermoFisher Scientific, USA
PMA (100 ng/ml) Sigma-Aldrich, USA
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2.2 Molecular Cloning Methods

2.2.1 Transformation of JM109 Competent Escherichia coli Cells

JM109 competent cell aliquots (Promega) were thawed on ice and incubated with
the plasmid DNA or ligation product that was being transformed for 20 min. The
cells were heat shocked for 30 s at 40 °C and subsequently supplemented with
500 pl LB medium. The suspension was incubated at 37 °C for 30 min and 200 pl

of the suspension was plated on 100 ng/ml Ampicillin-containing LB agar plates.

2.2.2 Plasmid Preparation from Escherichia coli Cultures

3 ml or 250 ml E. coli suspension cultures were used for mini- and maxi-plasmid
preparations respectively. These cultures were grown overnight in LB medium
supplemented with 100 ug/ml ampicillin from individual colonies picked from LB
agar plates. Plasmids were extracted using PureYield Plasmid Maxiprep or
Miniprep systems (Promega) according to the manufacturer’s instructions.

2.2.3 Cloning of an IFNAR1 sgRNA Plasmid

Complementary oligonucleotides were hybridized in 200 ul TE buffer at a
concentration of 1 uM in a heat block that was cooling down to room temperature
after an initial denaturation at 95 °C for 5 min. The single guide RNA (sgRNA)
backbone was digested with the restriction enzyme BsmBI (NEB Biolabs)
according to the manufacturer’s instructions and subsequently ligated to the
annealed oligonucleotides with T4 DNA ligase (Promega).

Sanger sequencing was used to validate the base sequence of the final construct.
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2.2.4 Cloning of mCitrine-Tag Constructs

Expression constructs for MAVS and 4EBP2 were cloned into the plasmid
backbone pRP that encodes an mCitrine tag. Both protein coding regions and
4EBP2 3’-UTRs were amplified by PCR using Phusion polymerase (NEB Biolabs)
in HF buffer according to the manufacturer’s instruction. THP-1 cDNA was used
as a template with primer pairs amplifying the MAVS and 4EBP2 coding
sequences and 4EBP2 SU and LU as listed in the Materials section. The MAVS
SU was amplified from a full-length MAVS 3’-UTR plasmid, a kind gift from the
Yao lab (Xu et al. 2019). The MAVS LU was cut out of the plasmid using the
restriction enzymes Notl and Xhol (ThermoFisher). The final constructs were
assembled one insert at a time starting with the coding sequences at the 5’-end.
The backbones and PCR products were digested with the restriction enzymes
(ThermoFisher) listed with the respective primers and ligated using T4 DNA
ligase (Promega) according to the manufacturer’s instructions. The integrity of
the final constructs was determined by Sanger sequencing.

2.3 Cell Culture Methods

2.3.1 lIsolation and Differentiation of Mouse Bone Marrow-Derived
Macrophages

Bone marrow was extracted from femurs of C57BL/6J mice and cultivated in
RPMI medium supplemented with 1 % P/S, 1 % L-glutamine and 10 % L929-cell-
conditioned media for 7 days without movement. Mouse bone marrow-derived
macrophages (BMDMs) were lifted using TrypLE Express, counted and replated
in RPMI supplemented with 1 % P/S solution and 1 % L-glutamine at the
appropriate density for further experiments.
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2.3.2 Isolation and Differentiation of Human Blood Monocyte-Derived
Macrophages

Whole-blood donations were layered on top of a Histopaque-1077 (Sigma-
Aldrich) gradient and centrifuged at 700 g for 20 min without brakes. Plasma was
removed and mononuclear cells located in the interphase were pooled and
washed with Dulbecco’s phosphate buffered saline (D-PBS). After spinning for
10 min at 340 g, the cell pellet was resuspended in 1,000 ul MACS buffer and
mixed with 250 pl anti-CD14 beads (Miltenyi Biotec). CD14+ cells were isolated
using LS or MS columns (Milentyi Biotec) according to the manufacturer’'s
instructions.

Monocytes were differentiated in RPMI supplemented with 1 % P/S, 1 % L-
glutamate and 50 mg/ml human recombinant M-CSF (R&D Systems) for 7 days
without movement. Human blood monocyte-derived macrophages (HMDMs)
were lifted using TrypLE Express, counted and replated in RPMI supplemented
with 1 % P/S solution and 1 % L-glutamate at the appropriate density for further

experiments.

2.3.3 Thawing and Freezing of Cell Lines

Frozen cell aliquots were thawed in a 37 °C water bath with gentle agitation. The
cells were transferred to a 15 ml tube containing pre-warmed growth medium and
pelleted at 300 g for 5 min. The cell pellet was resuspended in 15 ml fresh
medium and pelleted again. This process was repeated two more times before
the cells were plated in 25 cm? tissue culture flasks and grown at 37 °C in 5 %
COo..

To freeze cell aliquots, they were first harvested and pelleted by centrifugation.
The cell pellet was resuspended in fetal calf serum (FCS) supplemented with
10 % dimethyl sulphoxide (DMSO) and transferred to a cryovial. The vials were
placed in a freezing container and stored at —80 °C overnight. They were then
transferred to long-term storage in liquid nitrogen.
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2.2.4 L929-Cell Cultivation and Generation of L-Cell-Conditioned Media

L929 murine fibroblasts were cultivated in RPMI supplemented with 10 % FCS,
1 % L-glutamine and 1% P/S at 37 °C, 5 % CO.. Cells were split 1:10 every three
days by aspirating the medium, washing with D-PBS and lifting the cells with
TrypLE Express. To generate L929-conditioned medium, L929 cells were grown
for 10 days, then the cell culture medium was aspirated, centrifuged at 200 g and
4 °C, filtered through a 0.45 um sterile filter and frozen at =80 °C.

2.3.5 Culture and Transfection of HEK293T and HEK Blue IFNa/p Cells

HEK293 Blue IFNo/p and HEK293T cells were cultured in DMEM supplemented
with 10 % FCS, 1 % L-glutamine and 1 % P/S. HEK293 Blue IFNa/p medium was
additionally supplemented with 10 ug/ml blasticidin and 100 ug/ml zeocin. The
cells were split 1:5 to 1:10 every two days or 1:20 every three days.

For transfection of fluorescent constructs 5x10° cells were seeded in 10 cm
dishes. The next day they were transfected with Lipofectamine 3000 usinga 1:1.3
Lipofectamine:DNA ratio according to manufacturer’s instructions except that
DMEM without supplements was used instead of OptiMEM. 10 pg of the empty
vector, 15 ug of 4EBP2 SU and MAVS CDS plasmids and 22 ug of of 4EBP2 LU,
MAVS SU and MAVS LU constructs were used for transfection to ensure highest

efficiency.

2.3.6 THP-1 Cultivation

THP-1 cells were cultivated in RPMI supplemented with 10 % FCS, 1 % L-
glutamate and 1% P/S at 37 °C in 5 % CO.. They are split 1:5 every two days or
1:10 every three days. Differentiation to a macrophage-like phenotype was done
overnight by supplementing the growth medium with 100 ng/ml PMA. The
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supernatant was replaced with PMA-free medium the next day and cells used for

further analyses.

2.3.7 Lentiviral Transduction of THP-1 Cells

1.5 x 108 HEK293T cells were transfected with the lentiviral packaging plasmids
pMDL (5 ng), RSV-REV (2.5 ug) and VSVg (3 pg) in addition to a Cas9 or sgRNA
expression plasmid (10 pg). The supernatant was replaced with fresh medium on
day two and on day three the supernatant containing viral particles was filtered
through a 0.45 um syringe filter. 2-3 ml supernatant was added to 1 x 10 THP-
1 cells, which were grown overnight. The medium was replaced the following day
and marker expression was monitored. The growth medium for the new cell pool

was supplemented with the respective selection marker two days later.

2.4 Metabolite Methods

2.4.1 Extraction of Metabolites

6.5 x 10° BMDMs were plated on fibronectin-coated glass dishes (Sigma Aldrich)
and treated with 100 IU/ml recombinant mouse IFNp for the indicated times.
Metabolite extraction was performed at 4 °C. Culture medium was washed off
with ice cold D-PBS and cells were lysed using extraction solvent. Cell lysates
were mixed thoroughly for 30 min and subsequently centrifuged at 20,000 g for
10 min. The supernatant was transferred to a new tube and dried by evaporating

the solvents in a Biotage Nitrogen dryer at 37 °C.
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2.4.2 Acquisition of Metabolites by Quantitative Mass Spectrometry

Further sample processing and acquisition was done in collaboration with Dovile
Anderson and Darren Creek from the Monash Proteomics & Metabolomics
Facility. Samples were reconstituted in extraction solvent (chloroform-methanol-
water at 1:3:1 ratio), supplemented with metabolite standards and analyzed on a
Q-Exactive Orbitrap mass spectrometer (Thermo Fisher) using a ZIC-pHILIC
column (Merck Sequant) coupled to U3000 RSLC HPLC (Thermo Fisher).

The data was processed using the IDEOM workflow, which is initiated by peak
picking and annotation using XCMS and mzMatch (Creek et al. 2012; Scheltema
et al. 2011; Smith et al. 2006). Further identification of metabolites through mass
and retention times and the determination of statistical significance using t-tests
was performed in the IDEOM Excel interface (Creek et al. 2012).

2.5 RNA Methods

2.5.1 RNA Extraction Protocol

Cells were washed with D-PBS and harvested in RLT buffer supplemented with
1 % p-mercaptoethanol. RNA was extracted by following the manufacturer’s
instructions using the RNeasy Mini Spin Column kit (Promega) and included an

on-column DNase digest. Elution was performed in a total volume of 50 pl of H20.

2.5.2 Reverse Transcription and gPCR

Reverse transcription was performed using M-MLV reverse transcriptase and
random hexamer primers (Promega), according to the manufacturer's
instructions.

Synthesized cDNA was diluted 1:5 and 2 ul was used with 5 ul Power SYBR mix

and 0.2 pl of 10 uM reverse and forward primer each in a total volume of 10 pl to
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perform quantitative PCR using a QuantStudio 6 machine (Thermo Fisher). All
samples were tested in technical triplicates and all experiments included a melt
curve analysis as a quality control. The average of the technical replicates
excluding outliers were normalized using the housekeeping gene 18S in each
sample. Statistical significance of expression and 3’-UTR ratio fold changes
(FCs) were tested using a one-way analysis of variance (ANOVA) with Geisser-
Greenhouse correction for paired data and Tukey’s multiple comparisons tests in
GraphPad Prism.

2.5.3 Poly-A-Tail-Sequencing Library Preparation

Poly-A-tail-sequencing (PAT-seq) requires specialized processing of RNA, which
was done in collaboration with Angavai Swaminathan from Traude Beilharz’s lab
at Monash University, who has published a detailed protocol for this method
(Swaminathan et al. 2019). A biotin-tag was added to the 3’-end of
polyadenylated RNA followed by a limited digest and enrichment of 3’-ends using
streptavidin-conjugated beads. A library was generated from the enriched
fragments by reverse transcription, barcoding and PCR amplification. The
libraries were sequenced on an lllumina HiSeq 1500 instrument at the Monash

Health & Translational Precinct Medical Genomics Facility.

2.5.4 Poly-A-Tail-Sequencing Data Analysis

The sequencing data generated from PAT-seq libraries was analyzed in
collaboration with Paul Harrison, who developed an open-source processing
pipeline called tail-tools for this purpose (Harrison et al. 2015; Swaminathan et
al. 2019). The initial processing steps included clipping of adaptor and poly-A
sequences and alignments to the reference genomes using Bowtie 2 (Langmead
& Salzberg 2012). Sequencing data from BMDM was aligned to the Mus
musculus genome assembly GRCm38 (mm10) and HMDM sequencing data was
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aligned to the Homo sapiens genome assembly GRCh38 (hg38). Sequencing
reads were assigned to a gene if they aligned between the 5’-end of a gene and
200 base pairs (bp) downstream of its annotated 3’-end. The number of reads for
each gene was determined and cleavage and polyadenylation sites were called.
The number of log2 reads per million for each gene was calculated and
normalized between samples using the TMM method described in the
Bioconductor package edgeR (Robinson & Oshlack 2010). Differential testing
was performed on features with at least 10 reads in a sample using moderated t-
statistics described in the Bioconductor package limma (Smyth 2004). The genes
were then ranked by confident effect size (confect) (Harrison et al. 2019).
Subsequent analysis of statistical overrepresentation of gene ontologies was
done using the PANTHER Classification System (PANTHERV14.0) (Mi et al.
2019). De novo motif enrichment analyses were performed using HOMER with
default settings (Heinz et al. 2010).

2.5.5 NanoString nCounter Sample Preparation

NanoString probe A and B master stocks for the custom 3’-UTR array were
prepared in TE buffer to a final concentration of 5 nM and 25 nM respectively,
then working pools were made by 8.3-fold dilution with TE-Tween. A master mix
for 12 reactions was made by combining 7 pl of probe A and B working pools with
70 pl hybridization buffer and a TagSet aliquot. 8 pl of this master mix was added
to 100 ng RNA in a volume of 7 pl, thoroughly mixed by inverting the tubes and
incubated at 67 °C for 16 h to allow hybridization of RNA and probe sets. Samples
were hybridized to a cartridge and analyzed on a NanoString nCounter with a
fields of view count of 555.
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2.5.6 NanoString nCounter Data Analysis

NanoString count data was analyzed using different Bioconductor packages in R.
Data was imported and probes were annotated using the package NanoStringDiff
(Wang H et al. 2016). Counts were normalized across samples using the TMM
method described in the package edgeR (Robinson & Oshlack 2010).
Subsequent linear modelling and statistical differential expression testing using
moderated t-statistics were performed using the Bioconductor package limma
(Smyth 2004). Further investigations of transcript isoform fold changes were done
with the limma function diffSplice.

2.5.7 PrimeFlow Staining of RNA

5 x 108 cells per sample were stained using the PrimeFlow™ RNA Assay Kit
(Thermo Fisher) with custom probes to detect different transcript variants. Cells
were harvested with TrypLE Express and washed three times with D-PBS.
Staining was done according to the manufacturer’s instructions for 96-well plates
with a few exceptions. ZombieViolet (Biolegend) was used at a 1:200 dilution in
100 ul FACS buffer to stain dead cells for 30 min prior to fixing and permeabilizing
the cells. The permeabilization step was extended to 20 min and a hybridization
oven was used for the probe hybridization and signal amplification steps. The
cells were measured on a BD LSR Fortessa and data of single viable cells were

shown.

2.6 Protein Methods

2.6.1 CD38 detection by Flow Cytometry

Cells were harvested and washed with D-PBS. On ice and in the dark, cells were
stained with Zombie Violet (Biolegend) in a 1:200 dilution for 30 min. After
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washing with D-PBS, unspecific binding sites were blocked using Fc block
(Biolegend) for 15 min and subsequently stained using an anti-CD38 antibody
(Biolegend) at a 1:100 dilution for 30 min. After a final washing step with D-PBS
cells were analyzed using a BD LSR Fortessa. The mean fluorescence intensity
of the CD38 conjugate of single viable cells was recorded and plotted using
GraphPad Prism. Statistical analysis was done using a one-way ANOVA with
Geisser-Greenhouse correction and Sidak’s multiple comparisons test.

2.6.2 Detection of Mitochondrial Mass

Mitochondrial mass of HMDMs was determined by staining of live cells with
MitoTracker Green FM (Thermo Fisher). The MitoTracker stain was diluted to a
100 nM in cell culture medium and prewarmed to 37 °C. HMDM medium was
aspirated and replaced with the staining solution and cells were grown for another
30 min at 37 °C, 5 % CO2. HMDMs were harvested with TrypLE Express and
pelleted by centrifugation. Following a washing step with D-PBS, HMDMs were
resuspended in FACS buffer supplemented with 1 ug/ml propidium iodide to stain
dead cells. Cells were analyzed using a BD LSR Fortessa and the MitoTracker™
stain mean fluorescence intensity of single, viable cells was recorded. Statistical
analysis was done in GraphPad Prism using a one-way ANOVA with Geisser-
Greenhouse correction and Sidak’s multiple comparisons test.

2.6.3 Protein Extraction

Whole protein was extracted from 1 x 108 THP-1 and 5 x 10® HEK Blue IFNa/p
cells using 200 pul ice cold RIPA buffer supplemented with 1 mM PMSF and a
protease inhibitor cocktail. Cell lysis was performed for 30 min on ice followed by
a 10 min centrifugation step at 17,000 g and 4 °C. The protein-containing

supernatant was transferred to a new tube and the protein concentration was
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determined using absorbance at 280 nm measured on a NanoDrop
Spectrophotometer.

2.6.4 Detection of Proteins by Western Blot

Equal amounts of protein were mixed with 4x Bolt LDS sample buffer (Thermo
Fisher) in a total volume of 20 ul and denatured at 95 °C for 5 min. The denatured
samples were loaded on a 4-12 % Bis-Tris gel in MES running buffer (Thermo
Fisher) along with a protein size standard. Proteins were separated at 200 V for
30 min and subsequently blotted onto a PVDF membrane activated in methanol.
Protein blotting was done in a Mini Blot Module (Invitrogen) in transfer buffer at
20 V for 60 min, with gel and membrane sandwiched between filter paper and
sponges.

Unspecific binding sites on the membrane were subsequently blocked using
Odyssey PBS blocking buffer (LI-COR), followed by overnight incubation at 4 °C
with primary antibodies diluted 1:1,000 in the same buffer. The primary antibody
was removed, and the membrane was washed with PBS-Tween three times for
5 min at room temperature, before a secondary antibody conjugated to a
fluorochrome was added at a 1:5,000 dilution in Odyssey PBS blocking buffer for
60 min in the dark. The secondary antibody was removed, and the membrane
was washed again as previously, before detection of a fluorescent signal using

an Odyssey imaging system.

2.6.5 Immunoprecipitation of Protein Complexes

Protein extracted from cell lysates as described previously was diluted with 300 pl
dilution buffer supplemented with 1 mM PMSF and a protease inhibitor cocktail.
This diluted lysate was incubated with equilibrated magnetic anti-GFP beads for
60 min at 4 °C and rotated end-over-end. Bead equilibration was achieved by

washing of 25 ul bead slurry with 500 pl ice cold dilution buffer.
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After protein binding, beads were separated with a magnet and the supernatant
was removed. The beads were washed with wash buffer three times and
transferred to a new tube. Protein was eluted from the beads with 100 pul elution
buffer, which was transferred to a new tube after separation of the beads. The

eluate was neutralized with 10 pl neutralization buffer.

2.6.6 Immunoprecipitation Sample Processing for Mass Spectrometry

Further processing and quantification of proteins by mass spectrometry was done
in collaboration with Iresha Hanchapola and Ralf Schittenhelm from the Monash
Proteomics & Metabolomics Facility. Proteins were subjected to a tryptic digest
and the peptide composition was acquired using the Dionex Ultimate 3000
RSLCnano Liquid Chromatography system and the QExactive Plus2 (Thermo
Scientific) mass spectrometer using the analytical and trap columns Acclaim
PepMap RSLC and 100 (Thermo Scientific).

2.6.7 Analysis of Mass Spectrometry Data

The data was processed using MaxQuant (MaxQuant v1.6.5.0) and peptides
were annotated using the RS Human SwissProt Jun2020 iRT database (Cox &
Mann 2008). Normalization was based on library size, which is appropriate under
the assumption that the abundance of the majority of proteins is consistent
between samples. Statistical analysis and data visualization were performed
using LFQ-Analyst (Shah et al. 2020). The initial pipeline step removed potential
contaminant or reverse sequences and proteins that were identified by a single
peptide or were not consistently identified within a sample group. Missing values
were imputed using the missing not at random (MNAR) method after conversion
of the data to a logz scale. Differential expression analysis was done using the
Bioconductor package limma and adjusted p-values were calculated using the
Benjamini-Hochberg method (Smyth 2004). Protein-protein interaction networks

were generated using STRING, only including highest confidence interactions



74

(Szklarczyk et al. 2015). Clustering was performed using the Markov Cluster
algorithm with the inflation parameter setting 1.5. Cluster annotations including
ontologies were researched and added manually.
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3. Characterizing the Global Response of Macrophages to IFNf

3.1 Introduction

A comprehensive understanding of changes induced by type | IFNs is
fundamental to deciphering the many complex biological contexts in which they
operate. Type | IFNs are key components of the innate immune response to many
different pathogens, commensals and other stressors, but current research rarely
focuses on the effects of IFNs alone (Stetson & Medzhitov 2006). Understanding
the direct effects of IFN signaling is key to deciphering observations in complex
infection scenarios and, more importantly, to translating their use therapeutically
against new emerging pathogens and the diseases they cause.

An increased understanding of IFN signaling would play an equally important role
in addressing auto-immune diseases caused by type | IFN dysregulation
(Emamian et al. 2009; Javed & Reder 2006; Ko et al. 2012) or hereditary
monogenic disorders caused by mutations in some of the genes associated with
type | IFN production and signaling (Hernandez et al. 2019; Zhang et al. 2020).
Type | IFNs are conserved among vertebrates and many studies use mice as a
convenient model for in vivo studies (Stetson & Medzhitov 2006). Interactions
with the receptor subunits IFNAR1 and 2 are conserved across species for IFNa
and IFNg, but interestingly not IFNB. Recombinant human IFNp interacts more
strongly with IFNAR2 than IFNAR1, whereas the reverse is true for recombinant
mouse IFNp (Stifter et al. 2018). This is especially interesting in the context of
non-canonical signaling by IFNfB independently of IFNAR2 (de Weerd et al.
2013). Since the ultimate goal of medical research is to develop treatments for
humans, it is important to compare responses in both species to determine when
the use of a mouse model is appropriate.

Type | IFNs can act on almost all tissues and cell types, including epithelial cells,
different parenchymal and stromal cells of organs, tissues and blood vessels, as
well as immune cells (Colonna et al. 2002; McNab et al. 2015). These immune

cells include macrophages, which play a central role in many innate immune
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responses and are the subject of this study (Gordon & Martinez-Pomares 2017,
Muntjewerff et al. 2020; Uribe-Querol & Rosales 2020). Type | IFNs activate
several signaling cascades upon receptor binding, such as the JAK-STAT
pathway, which initiates the expression of IRGs (Prchal-Murphy et al. 2012;
Velazquez et al. 1992; Wilks et al. 1991). Studies of the Interferome database, a
manually curated collection of hundreds of publicly available datasets of IFN-
treated cells, have shown that type | IFNs can induce transcription of about 10%
of the human genome (Rusinova et al. 2013). The most commonly induced genes
encode proteins that can interfere with different stages of cellular processes and
viral infection, mediate specialized functions of immune cells, stimulate the
adaptive immune response or have anti-proliferative properties (Schoggins
2019).

Recent global analyses of RNA and protein levels in different biological contexts
have established that many transcripts correlate with translated protein levels,
but a large fraction does not (Liu et al. 2016). Considerable progress has been
made in understanding the regulatory mechanisms of the transcriptional
response in the IFN field since their discovery, but post-transcriptional regulation,
a key contributor to discrepancies between transcript and protein levels, has not
been as extensively studied (Shaw et al. 2017). The 3’-UTR is the main site of
the post-transcriptional regulation mechanisms mediated by RBPs and miRNAs.
Its length is determined during pre-mRNA processing and can vary depending on
the cells’ biological context (Mayr & Bartel 2009; Miura et al. 2013). Recent
investigations have shown that this can affect post-transcriptional regulatory
mechanisms and alter protein function (An et al. 2008; Lau et al. 2010).

Many functional changes induced by type | IFNs are dependent on
reprogramming of the cellular metabolism (Wu et al. 2016). For example,
nucleotide and amino acid biosynthesis pathways affect transcriptional and
translational activities and can be altered by changed expression levels of key
metabolic enzymes (Rath et al. 2014). Investigations of metabolic pathways of
immune cells (immunometabolism) is a field of research that has been growing
rapidly in recent years as a result of the development of unbiased mass
spectrometry approaches, which allow assessments of global metabolite profiles
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(Mathis & Shoelson 2011). Metabolic reprogramming during pro- and anti-
inflammatory macrophage activation has already been heavily investigated, but
changes induced by type | IFNs are only starting to be addressed (De Souza et
al. 2019; Michelucci et al. 2013; Strelko et al. 2011; Viola et al. 2019; Wu et al.
2016).
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3.2 Study Aims

Global changes to RNA, protein and metabolite levels in BMDMs in response to
IFNB will be examined in this study. Transcriptional changes will be investigated
using PAT-seq, a specialized sequencing technique that yields information on
transcript 3’-ends in addition to gene expression levels, in collaboration with
Traude Beilharz’s lab, who developed the technique (Harrison et al. 2015;
Swaminathan et al. 2019). These changes will be compared to their
corresponding protein levels, which were measured in a proteomics dataset of
BMDMs treated with IFNB by Michelle Tate, Nathan Croft and Jamie Gearing
prior to this study (unpublished). RNA and protein level changes will be compared
to metabolic profiles of IFNB-treated BMDMs, which were determined in this study
using quantitative mass spectrometry, in collaboration with Darren Creek from
the Monash Proteomics & Metabolomics Facility.

IFNB-induced changes to 3’-UTR lengths will be investigated and compared to
RNA and protein expression levels, as well as miRNA-binding sites, whose
location in IFNB-treated BMDMs was determined by our lab previously (Sam
Forster, Kate Jeffrey et al.) by high-throughput sequencing of RNA isolated by
crosslinking immunoprecipitation (HITS-CLIP).

Taken together, these datasets and analyses will give an overview of the
regulatory network across RNA, protein and metabolites and can be used to

assess the global reprogramming process in IFNp-treated macrophages.
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3.3 Results

Despite its prevalence in the innate immune response, changes induced by type |
IFNs alone are rarely investigated and are instead often described indirectly
through receptor knockout models or in experiments involving a preceding
stimulus that induces IFNs amidst other cytokines. The direct effects of IFNf
treatment on transcript, protein and metabolite levels and their relationship will
be investigated in the following chapter.

3.3.1 Transcriptomic Changes in BMDMs Induced by IFNJ

BMDMs were treated with 100 IU/ml IFN for 3 h and 12 h, RNA was extracted,
processed and sequenced using the PAT-seq protocol to assess transcriptional
changes.

The results revealed vast changes in gene expression levels at both time points
compared to untreated cells (Fig. 9a and b). 1,673 and 3,044 genes were
significantly upregulated after 3 h and 12 h respectively. The number of
significantly downregulated genes at either time point was slightly smaller: 1,393
and 2,817 at 3 h and 12 h respectively. The numbers decrease significantly when
the common fold change cutoff for differential expression of 2 is used. The
number of upregulated genes is reduced to 455 and 657 and the number of
downregulated genes to 44 and 203 at 3 h and 12 h respectively.

The highlighted genes Rsad2, Stat1, Cxcl/10 and Cxcl11 are IRGs whose
induction by type | IFNs has been reported in many settings (Rusinova et al.
2013). Their expression changes in BMDMs treated with 100 IU/ml IFNB were
further validated by qPCR over a period of 12 h (Fig. 9c—f). The qPCR results
agree with the changes measured by PAT-seq after 3 h and 12 h and extend the
sequencing data by showing differences in the expression kinetics between the
different genes. Rsad2, Cxcl10 and Cxcl11 are induced very rapidly and
decrease again after 5-12 h, while Stat7 expression increases at these later time
points.
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Figure 9: Differential gene expression in BMDMs in response to treatment
with 100 IU/ml IFNB. Scatter plot of log. fold change of up- and downregulated
genes with an FDR < 0.05 after a) 3 h and b) 12 h of treatment with 100 [U/mi
IFNB over average expression in all samples are shown in green and red
respectively. Validation of Cxcl11 c¢), Cxcl10 d), Stat1 e) and Rsad2 f) gene
expression via qPCR (n = 3, asterisks indicate significance using a one-way
ANOVA, * p < 0.05, *™ p < 0.01). g) — j) Bar graphs of most significantly
overrepresented gene sets among up- and downregulated genes after 3 h and
12 h. Analysis was done using PANTHER. The bar width represents the size of
the gene set, the length its —log10FDR and the color its log2 enrichment value.
The dashed line at 1.3 (equivalent to an FDR value of 0.05) indicates the
threshold for statistical significance.

Statistical gene set overrepresentation analyses on up- and downregulated
genes were done using PANTHER to characterize these IRGs. Among the most
significant results of upregulated genes after 3 h and 12 h (Fig. 9g and h) are
gene sets associated with viral infection, responses to treatment with IFNy and
positive regulation of cytokine production.

IRGs induced by type | and Il IFNs overlap substantially, which is reflected and
confirmed by the presence of the IFNy response gene set in this analysis. Gene
sets from different catabolic processes were significantly overrepresented in the
analysis of upregulated genes after 12 h, but not 3 h. Some of the most highly
overrepresented gene sets in downregulated genes at both time points are
associated with cell division and cell cycle regulation (Fig. 9i and j). Related gene
sets on chromosome and chromatid segregation and organelle fission as well as
a peptidyl-serine modification gene set are overrepresented among genes
downregulated after 12 h, while the top results of the 3 h analysis include gene
sets with distinct ontologies related to phosphorus metabolism and catabolic

processes.

3.3.2 Metabolic Reprogramming of BMDMs by IFNJ

Investigations of transcript levels in BMDMs in response to IFNJ have shown

altered expression levels of genes related to different metabolic pathways.
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Therefore, changes to the global metabolic profile of BMDMs treated with
100 IU/ml IFNB were measured, to study the connection between these
transcripts and the cellular metabolism.

BMDMs were treated for 1 h and 3 h to observe very rapid and direct changes on
metabolite levels induced by the IFNp signaling cascade, as well as 16 h and
24 h to assess the later or secondary effect of proteins expressed in response to
IFNB. 348 metabolites were detected and putatively identified; 129 were
significantly changed during one of more of the selected time points compared to
untreated cells as determined by a moderated t-test (Fig. 10a—d). The number of
changed metabolites varies across investigated time points. After just 1 h of IFNf
treatment, the levels of 29 metabolites are significantly altered, but mostly return
to the levels detected in untreated samples after 3 h; 9 metabolites show changed
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Figure 10: Quantitative metabolomics analysis of IFNB-treated BMDMs.
Volcano plots highlighting significantly changed (moderated t-test; adjusted p-
value < 0.05) metabolites in black after 1 h a), 3 h b), 16 h ¢) and 24 h d) of 100
IU/ml IFNB treatment. The metabolite 3-methylguanine is labelled. e) Heat map
showing logz fold changes (truncated to +3) of significantly changed metabolites
including pathway annotation.
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levels at this time point. After 16 h of IFNB treatment, 44 of the detected
metabolites are significantly changed compared to their level in untreated cells.
This number increases to 79 in the samples harvested after 24 h of IFNf
treatment.

The heat map shown in Figure 10e highlights the differences and fluctuations of
the levels of these metabolites across all time points. Notably, a large number of
upregulated metabolites are a part of the nucleotide, amino acid or carbohydrate
metabolism pathways. The most highly upregulated metabolite across all time
points was putatively identified as 3-methylguanine. 3-methylguanine is released
by DNA-3-methyladenine glycosylase (MPG), the only known mammalian DNA

glycosylase that excises alkylated purines (Robertson et al. 2009).

3.3.3 IFNB-Induced Changes to the Purine Metabolism

A group of metabolites belonging to the purine pathway was notably upregulated
at the early time points of this experiment (Fig. 11). Purines can be synthesized
through two pathways (Pareek et al. 2021). The first is salvage pathway, in which
enzymes add recovered purine bases to phosphoribosyl pyrophosphate (PRPP)
to form guanosine, adenosine or inosine monophosphate (GMP, AMP or IMP).
The second more complex pathway is de novo synthesis, a snapshot of which is
shown in Figure 11a. During this more energy-efficient approach, PRPP is
converted to IMP through a number of different enzymatic reactions (Pareek et
al. 2021). IMP in turn can be converted to inosine and hypoxanthine;
hypoxanthine can then either be reverted back to IMP or converted to xanthine
and excreted in the form of uric acid. GMP and AMP can be derived from IMP as
well and AMP in turn is part of the inosine conversion cycle via adenosine (Pareek
et al. 2021).

In this dataset, adenosine, IMP and hypoxanthine are significantly upregulated
1 h after IFN treatment but revert to untreated level at the later time points. The
other metabolites mentioned in the diagram in Figure 11a (GMP, AMP, xanthine
and uric acid) were not reliably identifiable in the data. In the literature, changes
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on metabolic level have sometimes been described as a result of differential gene
expression (Cordes et al. 2016; De Souza et al. 2019). However, very few of the
purine metabolic enzymes are differentially expressed on RNA (Fig. 11b) or
protein level (Fig. 11c) after 3 h of IFN treatment, making this an unlikely

mechanism in this study.

3.3.4 Changes to TCA Cycle Metabolite Levels in IFNpB-Activated BMDMs

The carbohydrate metabolism pathway, especially the TCA cycle, has been well
described in different macrophage polarization studies (Ryan & O'Neill 2020). In
accordance with the M1 polarization phenotype, the metabolite itaconate was
significantly upregulated after 24 h of IFNB treatment (De Souza et al. 2019;
Strelko et al. 2011). Itaconate is derived from the citrate isomerization
intermediate cis-aconitate and is described as one of the key results of a break
in the TCA cycle. Figure 12 shows part of the cycle; intensity values for each time
point are shown for metabolites putatively identified in this dataset. Previously,
pro-inflammatory M1 macrophages have been characterized by accumulation of
citrate and itaconate, as well as succinate as a downstream effect of elevated
itaconate levels (Lampropoulou et al. 2016). In this dataset, a significant increase
of itaconate was observed, as well as a trend towards increased levels of other
metabolites, at 24 h. Elevation of itaconate levels were shown to be the product
of increased ACOD1 expression and decreased IDH activity (De Souza et al.
2019; Mills et al. 2018).

Acod1 and Idh1 transcript levels changed correspondingly in this study, but the
ACOD1 protein levels only showed a slight trend towards upregulation up to 24 h
post-treatment that is not statistically significant and IDH1 protein levels were not
altered (Fig. 12), indicating that the mechanism underlying itaconate
accumulation might be different in IFNB-activated macrophages, as opposed to

LPS-treated macrophages (De Souza et al. 2019).
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protein levels (n = 3; identified by quantitative mass spectrometry in previous
work) are shown (statistical significance determined by moderated t-tests, *
adjusted p < 0.05).
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log2 fold changes in BMDMs treated with 100 IU/ml IFNB. RNA expression was
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to this thesis by quantitative mass spectrometry (n = 3, * FDR < 0.05).

One of the defining features of anti-inflammatory M2 macrophages is an
increased metabolism of amino and nucleotide sugars, which requires an intact
TCA cycle and leads to elevated levels of UDP-GIcNAc derivates (Jha et al.
2015). In this dataset, UDP-N-acetyl-D-galactosamine levels are significantly
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elevated after 24 h of IFNJ treatment, UDP-glucose shows a slight upward trend,
and UDP-glucuronate a significant reduction after 3 h (Fig. 12).

Most of these changes associated with the TCA cycle occurred in the late stages
of IFNB signaling from about 24 h, much in contrast to the rapid changes
observed in the purine metabolism pathway.

Similarly, gene expression levels of about half of the enzymes involved in different
carbohydrate metabolism pathways changed after 12 h of IFN treatment (Fig.
13a). However, only a small number of them translated to protein level at 12 h or
24 h (Fig. 13b), suggesting that changes to the total protein level might not be the
sole cause for metabolic changes. The only significantly upregulated protein is
SDHC, one of four components that make up the succinate dehydrogenase
complex in the electron transport chain at the mitochondrial membrane, which
converts succinate to fumarate and can lead to increased production of ROS
(Ryan & O'Neill 2020).

3.3.5 Integration of Protein Expression Changes in IFNB-Activated BMDMs

To assess the relationship between RNA and protein changes globally, BMDM
PAT-seq data was correlated with protein expression changes of BMDMs treated
with 100 IU/ml IFN for 3 h, 6 h, 12 h and 12 h, which was generated by Michelle
Tate and analyzed by Nathan Croft and Jamie Gearing.

When comparing RNA and protein expression level changes for all detected
genes, it is very clear that the lack of correlation is not specific to enzymes of the
carbohydrate metabolism (Fig. 14). Only a small number of the changes
observed at the RNA level after 3 h of treatment with IFN(3 were also detected at
the protein level after 3 h (Fig. 14a).

Throughout the next 21 h, more of the 3 h transcriptional changes are detected
on protein level, along with a general increase in differentially expressed proteins
(Fig. 14b—d). However, the number of differentially expressed transcripts after
12 h is also increased compared to 3 h, and only a fraction of them were
translated after 12 h and 24 h (Fig. 14e and f). Additionally, a very small number
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Figure 14: Correlation of RNA and protein level changes in BMDMs treated
with 100 IU/ml IFNB. Correlation of 3 h RNA log> fold changes and protein logz
fold changes after a) 3 h, b) 6 h, ¢) 12 h and d) 24 h. RNA log: fold changes after
12 h were plotted over protein log. fold changes after e) 12 h and f) 24 h. RNA
expression was determined by PAT-seq (n = 3, FDR < 0.05), protein levels were
measured prior to this thesis by quantitative mass spectrometry (n = 3, FDR <
0.05). Genes targeted by miRNAs as determined by HITS-CLIP prior to this thesis
are highlighted with a red outline (n=3, FDR< 0.05). The correlation coefficient of
a Pearson correlation test on changed genes is shown in each graph. The
number of genes in each category are listed in the tables.
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of proteins were differentially expressed while their transcript levels stay constant.
This strongly suggests that many genes are regulated post-transcriptionally,
which can be mediated by many factors.

One example of post-transcriptional regulation highlighted in Figure 14 is miRNA
binding, which can lead to degradation of complementary RNA. Some of these
miRNA targeting events were detected in a HITS-CLIP experiment in BMDMs
treated with 100 IU/ml IFN for 3 h, which was performed and analyzed by Sam
Forster and Kate Jeffrey. This HITS-CLIP dataset contains sequences of both
miRNAs and target RNAs that were crosslinked to argonaute 2 (AGO2), a protein
that binds miRNAs and enables recognition and degradation of complementary
target RNA (Darnell 2010).

Genes targeted by miRNAs are highlighted with a red circle in all graphs in Figure
14. A large number of genes with changes on RNA, but not protein level, fall into
this category, but the majority does not. Additionally, genes whose RNA and
protein expression correlates are targeted to a similar extent, which shows that
miRNA binding is only one of many mechanisms that can contribute to the final

picture.

3.3.6 Alternative Polyadenylation in IFNB-Treated BMDMs

Another mechanism that diversifies transcriptional responses was detected
through the PAT-seq approach. Since the poly-A tail was used during the library
preparation, it is possible to determine the exact 3’-end of each sequenced
transcript and therefore the length of the 3'-UTR.

Multiple transcripts per gene were detected this way, which were generated
through APA, and had been combined for the previous gene expression analysis.
However, not all transcripts per gene responded to IFNf treatment in the same
way. To assess this further, the ratio of expression levels was calculated for the
two most highly abundant transcripts per gene and plotted in Figure 15a and b.
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Figure 15: 3’-UTR length changes in BMDMs in response to IFNB. Average
gene expression plotted over log> fold changes of 3’-UTR isoform ratios in
BMDMs after a) 3 h and b) 12 h of treatment with 100 IU/ml IFNp (n=3, FDR <
0.05). Changes summarized at the gene level are plotted over protein changes
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Ratios shifted towards the transcript with a longer 3’-UTR were plotted in blue
and called “longer”; ratios shifted towards the shorter transcripts were called
“shorter” and plotted in orange. A total of 204 and 831 genes were shortened
after 3 h and 12 h respectively, and 27 and 51 genes were lengthened.
Lengthening and shortening of transcripts did not appear to influence or be
influenced by overall transcript or protein changes at either time point (Fig. 15c
and d), since changes in transcript lengths were observed regardless of the
degree of change in overall transcript levels.

The distribution of length differences between the two investigated transcripts per
gene spanned more than 10,000 bases, but the majority were seen within 0 and
5,000 bases (Fig. 15e). The changes in 3’-UTR length for each gene observed
after 3 h were dispersed across this range with an increasing trend in frequency
around 1,000 bases, whereas the changes in 3’-UTR length for each gene
recorded after 12 h are more focused around 2,000 bases.

The incorporation of miRNA binding events within these dynamically expressed
3’-UTRs, as identified in the previously mentioned HITS-CLIP dataset, shows that
51 of the shortened and lengthened genes after 12 h were targeted (Fig. 15f).
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Figure 16: In silico characterization of BMDM 3’-UTR gene sets. Top results
of a statistical gene set overrepresentation test of lengthened and shortened
genes after a) 3 h and b) 12 h of 100 IU/ml IFNp treatment in BMDMs (PAT-seq;
n=3, FDR < 0.05) performed using PANTHER. The bar width represents the size
of the gene set, the length its —log1oFDR and the color its logz enrichment value.
The dashed line at 1.3 (equivalent to an FDR value of 0.05) indicates the
threshold for statistical significance. c) Potential protein modifications of
shortened and lengthened genes after 12 h compared to a background gene set
consisting of all differentially expressed genes.
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This illustrates how selective induction or repression of different 3'-UTR transcript
isoforms could affect regulation of the corresponding protein level. Binding sites
for miRNAs are only one example of post-transcriptional regulation mechanisms
that are influenced by dynamic 3’-UTRs. Many others, such as recognition motifs
of RNA-binding proteins, will be affected in a similar way.

Many genes with shortened or lengthened 3’-UTRs in response to IFNf treatment
are not among the well-described IRGs. In silico analyses proved inconclusive
and revealed little to no shared ontology between them. A gene set
overrepresentation analysis on shortened and lengthened transcripts at 3 h
resulted in a few significant ontologies connected to RNA processing and cellular
morphogenesis (Fig. 16a). However, the false discovery rate (FDR) values are
very high, suggesting potential false positive results, which makes further
investigation of biological relevance difficult without more information. FDR
values of the 12 h time point analysis are much lower (Fig. 16b). The top results
show various gene sets connected to intracellular protein transport, localization
and metabolism, as well as vesicles. Determining the relationship between
3’-UTRs and nascent protein localization proved challenging, however.

De novo motif analyses led to no significant results (data not shown), suggesting
there is no specific signaling or binding sequence associated with 3’-UTR length
change, and the subcellular localization of the proteins encoded by the changed
transcripts as described in the Human Cell Atlas was similar to that of all
differentially expressed genes (data not shown). The extent of potential post-
translational protein modifications of the changed transcripts was also
comparable to that of all differentially expressed genes used as a background
dataset (Fig. 16c). Overall, no shared characteristics other than dynamic 3’-UTR

length in response to IFNf treatment could be identified at this stage.

3.3.7 Transcriptomic Changes in IFNB-Activated HMDMs and Comparison
to BMDMs

To get an indication of the level of cross-species conservation of IFNf signaling,

the previous PAT-seq experiment (Fig. 9 and 15) was repeated in HMDMs. Five
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Figure 17: Differential gene expression in HMDMs in response to treatment
with 100 IU/ml IFNB. Log: fold change of up- and downregulated genes with FDR
<0.05 after a) 3 h and b) 12 h of treatment over average expression in all samples
are shown in green and red respectively. Validation of IRF7 c), STAT1 d),
CXCL10 e), CXCL11 f) and IL6 g) gene expression via qPCR (n = 5, asterisks
indicate significance using a one-way ANOVA, * p < 0.05, ** p < 0.01). h) — k)
Top results of statistical gene set overrepresentation tests performed using
PANTHER are shown for both time points for up- and downregulated genes. The
bar width represents the size of the gene set, the length its —log10FDR and the
color its log2 enrichment value. The dashed line at 1.3 (equivalent to an FDR
value of 0.05) indicates the threshold for statistical significance.

instead of three replicates were used to control for potential inter-individual
variability.

As seen in the mouse data, the expression level of a very large number of genes
is changed in response to IFNB: 539 and 2,109 are upregulated after 3hand 12 h
respectively; 192 and 1,611 are downregulated (Fig. 17a and b). Some of these
changes can also be seen in the qPCR results derived from HMDMs of five
independent donors (Fig. 17c—g). The fold changes of IRF7, STAT1, CXCL10
and CXCL11 reflect the sequencing results at the 3 h time point, and with the
exception of IL6, also the results after 12 h; /L6 transcript levels were below the
analysis threshold after 12 h. The additional treatment times in these experiments
extend the PAT-seq data and reveal distinct expression kinetics, which show how
differently IRGs are affected by the complex regulatory mechanisms controlling
the global cellular response.

The results of a statistical gene set overrepresentation test showed similar
ontologies to the mouse experiment in upregulated genes after 3 h (Fig. 17h):
responses and regulation of viral infections and cellular IFN responses. The gene
sets associated with downregulated genes (Fig. 17j), however, were quite
different to the response in mouse cells. Instead of cell cycle-associated
ontologies, this analysis resulted in gene sets connected to regulation of cell
signaling, in particular kinase activity, as well as regulation of leukocyte
differentiation and transcription factor activity.

More differences in the IFNP response of BMDMs and HMDMs can be observed

in the 12 h up- and downregulated genes. The results of upregulated genes are
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in each graph. The number of genes in each category is listed in the table.

similar to 3 h, showing regulation and responses to viral infection and IFN

treatment (Fig. 17i). In comparison, the protein catabolic process and cytokine

production ontologies seen in the mouse data are not among the top results.

As seen at the 3 h timepoint, the top gene sets of the downregulated genes after

12 h (Fig. 17k) are very different from the mouse data. The main ontologies are

associated with protein localization and translation initiation and cell cycle

progression.

These differences between species become more apparent when the logz fold

changes of orthologous genes are correlated after 3 h and 12 h of IFN treatment

(Fig. 18). The most highly upregulated genes show similar induction levels in both
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species (pink dots) suggesting a similar core response. However, most of the
other induced or repressed genes are specific to only one species, highlighting
the differences already seen in the gene set overrepresentation analysis. This is
made even clearer by the low correlation coefficients of 0.499 and 0.329 for
changes detected after 3 h (Fig. 18a) and 12 h, respectively (Fig. 18b).

3.3.8 Alternative Polyadenylation in IFNB-Treated HMDMs

In this PAT-seq dataset, we can again detect multiple transcripts of different
lengths per gene, a result of APA. When observing the ratios of the two most
highly expressed transcripts per gene as before, no significant changes were
detected after 3 h of IFNp treatment (Fig. 19a). After 12 h, the 3-UTRs of 12
genes were shown to lengthen and those of 311 genes shortened (Fig. 19b).
When comparing shortened and lengthened genes to the other differentially
expressed genes after 12 h, it is clear that they show no association with fold
change or average expression, as was the case for the mouse genes (Fig. 19c).
The majority of transcripts are shortened by up to 5,000 bp after 12 h of IFN
treatment (Fig. 19d), a similar range but different distribution compared to the
mouse data. When comparing the logz fold change of ratios of the 88 genes that
showed altered 3’-UTR lengths in both species after 12 h of IFNJ treatment,
however, it is very apparent that the 3’-UTR shift is not highly conserved. The
correlation coefficient is 0.185, and even the genes with very similar transcript
length changes highlighted in black show a lot of variation. This reflects the
differences seen in the total gene differential expression results.

Validating some of the changes seen in the sequencing results and investigating
expression levels of individual transcripts is technically challenging, because the
shorter transcript cannot be uniquely detected by a qPCR. Instead, the total gene
level and LU transcripts were measured using two primer pairs. One primer pair
targets the coding region or 5’-end of the 3'-UTR to detect the total gene level
and another primer pair targets the distal 3'-UTR and was designed to measure
only the longer transcript variant.
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Figure 19: 3’-UTR length changes in HMDMs in response to 100 IU/ml IFNB.
Average gene expression plotted over logx fold changes of 3'-UTR isoform ratios
after a) 3 h and b) 12 h (PAT-seq; n=3, FDR < 0.05). c) Logz fold changes after
12 h plotted over average expression, lengthened and shortened genes are
highlighted in black. d) Histogram of 3'-UTR length changes after 12 h. e)
Correlation of log> fold changes of 3'-UTR isoform ratios after 12 h in mouse
plotted over human. qPCR analysis results of different 3’-UTR isoforms of f)
EIF4EBP2, g) CBX5, h) MAVS and i) CD47. Fold changes are of each are shown
in the top row, a ratio is in the bottom (n = 5, asterisks indicate significance tested
by a one-way ANOVA, * p <0.05, ** p <0.01, ** p < 0.001, **** p < 0.0001).

Changes to the 3’-UTR length of EIF4EBP2, chromobox 5 (CBX5), MAVS and
CD47 (Fig. 19f—i) by 100 IU/ml IFNB were investigated over a 24 h time period in
HMDMs derived from five independent donors. Individual expression levels
measured with both primer pairs are shown in the top row; a ratio of the two,
similar to the sequencing results, is shown in the bottom row. All genes were
significantly shortened when depicted as a ratio of LU/total, but the changes to
the individual expression levels contributing to this observation are different. The
EIF4EBP2 and MAVS total gene levels remained unchanged across the
measured time period, whereas the LU-specific transcript levels decreased (Fig.
19f and h). Both CBXS5 transcript measurements decreased over time; however,
the ratio plot below shows that there is a significant difference by 24 h, roughly
half the expression of the total (Fig. 199). Lastly, the CD47 total gene expression
increased over time, whereas the LU transcript remained constant (Fig. 19i).
The gPCR results could only be indirectly compared to the sequencing data,
since the short transcript was not measured specifically. The MAVS, CBX5 and
EIF4EBPZ results reflect the ratio log> fold changes highlighted in in Figure 19b,
CD47 total and LU transcript measurements by qPCR show a higher degree of
shortening than the PAT-seq data.

3.3.9 Ontology Analyses of Transcripts with Changed 3’-UTR Lengths in
IFNB-Activated HMDMs

Identifying a shared ontology between the shortened and lengthened transcripts

with different in silico approaches proved just as challenging as for the mouse
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analysis. A statistical gene set overrepresentation test resulted in a very small
number of significant changes, which are associated with serine modifications,
intracellular transport, translation, amide metabolism and WNT signaling (Fig.
20a). However, the FDR values are very high, suggesting the results may not be
biologically relevant. Potential modifications of the corresponding proteins of
changed genes were similar to that of all differentially expressed genes used as
a background set (Fig. 20c). The de novo motif enrichment led to no significant
results and protein localization of changed genes was comparable to that of the
background genes (data not shown).
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Figure 20: In silico characterization of the 12 h HMDM 3’-UTR gene set. a)
Top results of a statistical gene set overrepresentation test of lengthened and
shortened genes after 12 h of 100 IU/ml IFN treatment (PAT-seq; n=3, FDR <
0.05) performed using PANTHER. The bar width represents the size of the gene
set, the length its —log10FDR and the color its log2 enrichment value. The dashed
line at 1.3 (equivalent to an FDR value of 0.05) indicates the threshold for
statistical significance. b) Protein interaction network of interactions described by
Hubel et al. that involve a lengthened or shortened gene (Hubel et al. 2019). c)
Potential protein modifications of shortened and lengthened genes after 12 h
compared to a background gene set.
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3’-UTRs can facilitate the formation of protein complexes through a scaffold-like
function, and protein-protein interactions are an important aspect of IRG function
(Lee & Mayr 2019). Some of these IRG interactions with non IFN-regulated
proteins have been described Hubel and colleagues, which were compared to
the list of genes with changed 3-UTRs in this study (Hubel et al. 2019).
Interactions that involve one of these genes were plotted in Figure 20b.

Three clusters of IRGs around changed genes were formed: the first around
sterile alpha motif domain-containing 4A (SAMD4A), an RNA-binding protein
involved in translational repression; the second around AKT3, a kinase involved
in cell signaling; and the third around ring finger protein 213 (RNF213), an E3
ubiquitin ligase that is known to mediate protein-protein interactions (Ahel et al.
2020; Baez & Boccaccio 2005). A fourth cluster was formed by changed genes
around three IRGs: solute carrier family 15 member 3 (SLC15A3), a transporter
protein thought to be involved in TLR and NOD-signaling; Unc-93 homolog B1
(UNC93B1), a TLR-trafficking protein; and pyrimidinergic receptor P2Y6
(P2RY6), a UDP-sensing receptor that may be involved in inflammatory
responses (Hao et al. 2014; Pelka et al. 2018; Song et al. 2018). Translational
repression and protein transport are ontologies also represented in the gene set
enrichment result, as is phosphorylation of peptidyl-serine, one of the targets of
AKT signaling.

The results overall suggest that changing transcript lengths is a regulatory
mechanism of very diverse genes and can therefore be involved in many different

functions. They would be ideally investigated on an individual basis.
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3.4 Discussion

In this study, properties of IFNB-treated BMDMs and HMDMs were investigated
by creating and integrating large datasets at different molecular levels. This work
contributes to the understanding of the molecular mechanisms underlying

functional reprogramming of macrophages in response to IFN.

3.4.1 RNA Expression Changes in BMDMs and HMDMs Treated with IFNJ

Assessing transcriptomic changes is the obvious starting point of the analysis,
because IFN signaling is well known to activate a signaling cascade, culminating
in transcriptional activation of certain IRGs. The expression level of a few
thousand genes in BMDMs was altered in the PAT-seq experiment in response
to IFNP treatment. This number is comparable to previously published literature
when a commonly used fold change cut-off value of 2 was considered (Rusinova
et al. 2013; Shaw et al. 2017). Expression levels of some core IRGs were further
validated, such as the antiviral chemokines Cxc/70 and Cxcl11 and the
transcription factor Stat1 (Trifilo et al. 2004; Wuest & Carr 2008).

The gene set analysis results showed that the identified IRGs were
representative of IFNy and viral infection. The detected gene sets in up- and
downregulated genes at both time points also reflect well-known IRG functions
like production of cytokines that have antiviral properties and changes to
proliferation through effects on chromosome segregation and cell cycle inhibition
respectively (Bekisz et al. 2010; Tsuno et al. 2009). Additionally, changes to
phosphorus metabolism were suggested in the early time point, which are
potentially reflective of various kinase signaling cascades activated upon receptor
binding (Wang & Fish 2019). Gene sets associated with catabolic processes were
overrepresented among downregulated genes after 12 h. This has previously
been shown to be dependent on NF«B, one of the transcription factors activated
in response to IFNp (Pijet et al. 2013).
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While similar numbers and ontologies overall were seen in human cells as well,
a direct comparison between species shows many differences in gene induction.
Although both experiments were performed in comparable cell types, BMDMs
and HMDMs are extracted from distinct tissues and are differentiated following
different protocols. Some differences especially in metabolic pathways have been
described before (Ahmed et al. 2018). Another paper has compared the effects
of type | IFN induction across ten different species and cell types and found a
core response of only 62 genes (Shaw et al. 2017). This clearly shows the
importance of key IFNB-mediated antiviral effects, while highlighting the
specificity depending on cell type and species (Rusinova et al. 2013).

The effects of the main ontologies observed in the statistical gene set
overrepresentation tests in BMDMs have been well published. However, not all
transcripts contributing to the results of this analysis are reflective of their
corresponding protein level within 24 h, as seen through comparison with
proteomics data. It may take longer for these transcripts to be translated, which
could be investigated with a more extensive time course. It is also possible that
the corresponding proteins half-life is shortened in response to IFNf, and a larger
amount of transcript or faster rate of translation is needed to keep the protein
level consistent. Lastly, the changed RNA level may serve a function that is
independent of immediate translation, such as miRNA sinks. The contribution of
miRNAs to regulation of type | IFN signaling has already been extensively
described and the global scope of targeted genes could be assessed in this study
using HITS-CLIP data (Forster et al. 2015). Transcripts can be targeted in
multiple positions by the same or different miRNAs, scenarios that were not
considered here (Li et al. 2013; Wang et al. 2010). Different binding events can
result in different effects, adding another dimension to an already complex
system. These effects cannot be assessed accurately using current omics
approaches and are much better investigated on an individual basis.
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3.4.2 Rapid Changes to the Purine Metabolism Pathway in BMDMs by IFNJ

A class of compounds that reflects functional changes directly are metabolites.
Among the most rapidly changing metabolites in response to IFN stimulation at
1 h and 3 h in this study were those involved in purine metabolism pathways.
Purine metabolism was among the most highly enriched metabolic gene sets in
an analysis on M2 macrophages performed by Horhold and colleagues based on
transcriptomic changes (Horhold et al. 2020). Conversely, the transcriptomic
changes of genes in this pathway observed in this study did not translate to
protein level. Instead, these nucleic acid metabolism changes precede
transcriptomic changes. Therefore, it seems unlikely that the observed metabolite
changes are the result of differential enzyme expression levels. They may instead
be the result of altered enzymatic activity, for example through post-translational
modifications like phosphorylation. Additionally, rapid changes to the purine
biosynthesis pathways could contribute to the regulation of a subsequent
transcriptional response by supplying or removing nucleotide substrates.

IMP biosynthesis is the rate-limiting step during de novo purine biosynthesis,
hence its rapid accumulation suggests a catabolic pathway (Pareek et al. 2021).
However, since this study only provides a snapshot of metabolite levels at certain
time points and under certain conditions, it is not possible to determine if
nucleotides were synthesized or degraded following IFNf treatment. In a more
detailed follow-up experiment, use of labelled media substrates could distinguish
between these possibilities. Fluctuations in the purine metabolism pathway have
also previously been reported in anti-inflammatory macrophages, therefore IFN{-
activated BMDMs might also have anti-inflammatory potential (Horhold et al.
2020).

3.4.3 IFNB-Induced Changes to Metabolites of the TCA Cycle of BMDMs

Another metabolic pathway central to macrophage polarization is the TCA cycle
(De Souza et al. 2019; Horhold et al. 2020; Jha et al. 2015; Michelucci et al. 2013;
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Mills et al. 2018; Ryan & O'Neill 2020; Strelko et al. 2011; Viola et al. 2019). Four
key intermediates were identified in this experiment and were shown to only vary
slightly upon IFNP treatment, suggesting that the pathway is intact and functional,
again supporting an anti-inflammatory phenotype seen in M2 macrophages. This
observation seems to be further supported by UDP-GIcNAc, a metabolite
belonging to the UDP amino sugar group involved in protein glycosylation, an
important mechanism in M2 macrophages (Jha et al. 2015). However, only two
other members of this class were identified and were not significantly
upregulated.

Additionally, itaconate, a metabolite with pro-inflammatory properties, is
significantly upregulated in BMDMs after 24 h of IFNB treatment. Elevated
itaconate levels have previously been shown in M1 macrophages and are the
result of a break in the TCA cycle. Current literature describes the involvement of
two enzymes, ACOD1 and IDH1 (Cordes et al. 2016; De Souza et al. 2019).
ACOD1 catalyzes the conversion of a citrate isomerization intermediate to
itaconate; its transcript levels were upregulated in pro-inflammatory
macrophages (Michelucci et al. 2013; Strelko et al. 2011). IDH1 is one of three
isozymes that catalyze the conversion of isocitrate to a-ketoglutarate. Its
transcript and protein levels were downregulated in an IFN-dependent manner in
M1 macrophages (De Souza et al. 2019). Transcript levels of both Acod?7 and
Idh1 were altered by IFN treatment in this study, but protein levels remained
constant, suggesting an alternative regulatory mechanism in IFNB-treated
macrophages, which likely does not involve a break in the TCA cycle.

Only one of the identified enzymes involved in the TCA cycle, glycolysis and the
pentose phosphate pathway was upregulated by IFNf treatment of macrophages
in this study. SDHC is part of the SDH protein complex that makes up part of the
respiratory chain in the outer mitochondrial membrane that converts succinate to
fumarate (Lampropoulou et al. 2016). Interestingly, its expression is inhibited by
LPS treatment, which contributes to succinate accumulation (Dominguez-Andres
et al. 2019). Increased succinate turnover would lead to increased production of
ROS through reverse electron transfer, resulting in many pro-inflammatory

effects downstream, such as HIF1a inhibition and increased IL1p production
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(Ryan & O'Neill 2020). This is another aspect that would have to be explored in
a more detailed secondary analysis, since SDHC is only one of four proteins that
make up the SDH complex and enzyme activity is not just influenced by the
amount of available enzyme, but also through availability of substrate, cofactors
or inhibitors and sometimes also through post-translational modifications.

The differences in metabolite level fluctuations in the TCA cycle and closely
related pathways in comparison to descriptions of M1 and M2 macrophages in

the literature again highlights the ambivalence of IFNB-activated macrophages.

3.4.4 IFNB-Induced Increase in 3-Methylguanine Levels in BMDMs

Another metabolite that showed strong, rapid and sustained induction in this
study was 3-methylguanine. Methylation of DNA is a well-known mechanism
modulating transcriptional activity and replication (Wyatt et al. 1999). CpG
methylation is most commonly associated with transcriptional silencing and is
often linked to modification of histones, such as acetylation, and chromatin
structure (Wood et al. 2016). One example of this is the activity of a reader of
CpG methylation, methyl-CpG binding domain protein 2 (MBDZ2), which
recognizes and binds methylated CpG sites and has histone-deacetylase and
ATP-dependent nucleosome remodelling activity when associated with the
nucleosome remodeling and deacetylase (NuRD) complex (Wood et al. 2016).
Methylation patterns can be highly regulated, as shown for the IFITM3 gene. The
promotor of IFITM3 is demethylated in response to type | IFN treatment, which
results in enhanced transcription. It is methylated again shortly after, resulting in
the same methylation pattern as before (Scott et al. 2011).

Free methylated purines, such as 3-methylguanine, are the product of DNA
glycosylases (Sedgwick et al. 2007). While their substrate specificity overlaps
significantly in different species, the only enzyme capable of excising alkylated
bases identified to date in mammals is MPG (Hans et al. 2020; Robertson et al.
2009). Transcript levels of Mpg were not significantly changed in the PAT-seq
data generated in this study and the protein was not identified in the proteomics

data, likely due to technical limitations. MPG is a very slow-working enzyme, but
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its activity can be boosted through association with different proteins, such as UV
excision repair protein (RAD23) A and B, or phosphorylation, for example by the
serine/threonine protein kinase ATM after exposure to oxidative stress or
alkylating agents (Agnihotri et al. 2014; Miao et al. 2000). Additional
phosphorylation sites on MPG were discovered in several high-throughput
phosphoproteomics studies. The two most prevalent sites were identified using
an antibody specific to phospho-MAP kinase and cyclin-dependent kinase (CDK)
phosphorylation (Gu et al. 2011; Mertins et al. 2013; Moritz et al. 2010). Many
MAP kinases are rapidly activated upon IFNf treatment and can could potentially
regulate MPG activity (Wang & Fish 2019). MPG activity should be assessed in
future studies, in combination with experiments addressing changes to DNA
methylation patterns and chromatin structure in response to IFNJ signaling in
BMDMs.

3.4.5 Other Metabolic Changes in IFNB-Activated BMDMs

Many other interesting pathways and metabolites were identified in this dataset,
both novel and previously described in the literature, that can be explored further.
Some examples are changes to the choline metabolism, which has been
associated with inflammation, or the oxidation of fatty acids.

The changes observed in the dataset seem to constitute two waves of responses.
The first wave occurs before transcriptomic and proteomic changes are
observed. The second wave is detected at the same time or following these
changes. Investigating these changes in more detail in the future will help to
further connect the different stages that macrophages undergo following IFNf(3
stimulation.

Additionally, the macrophages show both pro- and anti-inflammatory properties
that fluctuate over the 24 h time period investigated here. It is possible that the
changes observed after 16 h and 24 h form the starting point for a sustained
response in these cells, which poises them for a future stimulus or contributes to
the development of a trained immune response (Cheon et al. 2013; Cheon &
Stark 2009).
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3.4.5 IFNB-Induced Alternative Polyadenylation Pattern Changes in HMDMs
and BMDMs

The development of inflammatory properties is likely not just the response of
transcriptional changes. It is fine-tuned through various regulatory mechanisms
on protein and RNA level, for example through the expression of different splice
variants of transcripts. In the current study, differential expression of specific
splice variants, transcripts with different 3’-UTRs, was measured in response to
IFNB treatment. Expression was shifted towards shorter 3’-UTR isoforms after
3 hand 12 h in BMDMs and is the result of APA, something that is regulated
independently of the protein-coding sequence. This type of global scale shift has
been previously described in various other biological circumstances, but no
conserved mechanism or function has been identified to date (Jia et al. 2017; Li
Y et al. 2012; Mayr & Bartel 2009; Miura et al. 2013). In some cases, differential
expression of components of the polyadenylation machinery have been
associated with global 3'-UTR shortening or lengthening; in others, activation of
a specific signaling protein was involved, such as mMTORC1 (Chang et al. 2015;
Miles et al. 2016; Zhang S et al. 2019). The effect of IFN on these components
and their involvement in the context of global shortening in macrophages has yet
to be investigated.

The function of dynamic 3’-UTRs has also not been extensively explored; in the
literature they have only been studied on an individual basis. Specific transcripts
have been shown to act as scaffolds, leading to differential localization of the
encoded protein or resulting in protein modifications (Berkovits & Mayr 2015; Lee
& Mayr 2019). They diversify the function of the encoded protein without changing
its coding sequence.

In this study, no clear shared ontology between genes that have varying 3'-UTR
lengths has been found. Some of the significantly overrepresented gene sets
after 12 h reflect the published roles of protein localization and protein complex
formation, something that is best explored for individual candidates. Very similar
observations were made in the HMDM dataset. Global shortening of transcripts
was detected after 12 h of IFN treatment, but the overlap and conservation of the
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identified genes between species was small. The degree of conservation is
consistent with observations made on gene expression level in BMDMs and
HMDMs discussed above, as well as the findings in literature on cross-species
conservation of the type 1 IFN response by Shaw and colleagues described in
this thesis previously (Shaw et al. 2017). Gene ontology analyses on this dataset
lead to equally ambiguous results, similar to the BMDM data. The ontologies of
protein complex formation and localization appear in both the gene set
enrichment and protein interaction network analysis. They were also detected in
the mouse analysis, suggesting an overarching theme that should be explored in

future studies.

3.5 Conclusion

Overall, this study assessed the global reprogramming of mouse BMDMs by
IFNB, which has previously not been extensively described. Type | IFN responses
are generally investigated as part of a more complex experiment, which is
affected by secondary and sometimes tertiary stimuli, such as viral infection or
immunostimulants.

First, extensive changes to transcript levels in IFNp-treated BMDMs were
described and compared to current literature, confirming the antiviral and
antiproliferative nature of induced genes. After comparing transcript levels to
protein expression, it became apparent that only a fraction of the elevated
transcript levels is translated to protein. This opens up a discussion around the
role of transcriptomic data and post-transcriptional regulation, such as the newly
discovered field of dynamic 3’-UTRs, which will be explored further in the next
chapter. Some areas of immunometabolism are likely highly affected by post-
transcriptional gene regulation as well. The fluctuations in metabolite levels
highlighted two waves of responses in BMDMs. The first is very rapid: it shows
changes preceding the transcriptional response, such as in the purine
biosynthesis pathway and the release of 3-methylguanine. These changes could
be essential to initiate the transcriptional response mediated by the various
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transcription factors activated by IFNB. The second wave of metabolic changes
is observed after 16 h and 24 h. The ambivalence of macrophage polarization by
IFNB becomes very apparent in the context of the scientific literature. Both pro-
and anti-inflammatory properties can be seen in different metabolic pathways
related to the TCA cycle, which places IFNB-activated macrophages somewhere
in the middle of the macrophage activation spectrum. Lastly, a comparison of
transcriptional response in BMDMs and HMDMs emphasized the differences
between species and cell types. Only the core IFNB-induced IRGs and likely
functions are conserved; many other aspects, including metabolic
reprogramming, appear cell type- or species-specific and should be explored
separately. Further metabolomics analyses on HMDMs could be used to
characterize these differences and investigate potential rapid metabolic changes
preceding the transcriptional response to IFNf as seen in BMDMs. The effects
highlighted in this study represent only a small selection of the global
restructuring IFNp induces. Many more can be investigated using this data as a

starting point for a larger, more detailed project.
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4. Characterizing the Effect of IFNJ on Alternative

Polyadenylation

4.1 Introduction

Investigations of the global reprogramming of IFNB-activated macrophages gave
insight into a complex regulatory network across different stages of gene
expression, protein function and cellular metabolism. Post-transcriptional
regulation was shown to be a crucial component of this network, which is
centered around 3’-UTRs harboring binding sites of miRNAs and RBPs. This
study has shown that IFNp treatment leads to shortening and lengthening of 3’-
UTRs, a result of changed APA patterns, which can fine-tune post-transcriptional
gene regulation.

70-80 % of human mRNAs contain multiple PASs with different usage
preferences, which can be altered during development of an organism, during
cellular differentiation or activation by an outside stimulus (Derti et al. 2012;
Hoque et al. 2013). Proliferating cells and cancer cells have been shown to
express more transcripts with a SU, while development and differentiation are
often characterized by usage of more distal PASs and longer 3'-UTRs (Elkon et
al. 2012; Fu et al. 2011; Hoque et al. 2013; Li Y et al. 2012; Lianoglou et al. 2013;
Mayr & Bartel 2009; Miura et al. 2013; Sandberg et al. 2008; Ulitsky et al. 2012).
The formation and function of the cleavage and polyadenylation machinery is
dependent on interactions between more than 50 core proteins, as well as their
association with other components depending on physiological context (Shi et al.
2009). The cleavage and polyadenylation protein complexes are intricately
connected to DNA structures, such as the chromatin, DNA methylation and
histone modifications, as well as other pre-mRNA processing mechanisms
(Huang et al. 2013; Jiao et al. 2013; Li et al. 2016; Mansfield & Keene 2012;
Proudfoot et al. 2002). These related ontologies involve an equally large number
of components that differ depending on the cellular physiological context, which

makes mechanistic studies of APA very challenging. Over the last decades, many
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researchers have identified differential expression and interactions of some
components of the cleavage and polyadenylation machinery, such as RBBPG,
CSTF2, CSTF3, CLP1, FIP1, NUDT21 and PCF11, as regulators of APA, as well
as some unrelated proteins, like E2F, TDP43, mTORC1 and some transcription
factors (Beaudoing et al. 2000; Brumbaugh et al. 2018; Chan et al. 2011; Chang
et al. 2015; Di Giammartino et al. 2014; Elkon et al. 2012; Gruber et al. 2012;
Isobe et al. 2020; Kwon et al. 2021; Lackford et al. 2014; Li et al. 2015; Luo et al.
2013; Martin et al. 2012; Modic et al. 2019; Rappsilber et al. 2002; Takagaki et
al. 1996; Turner et al. 2020; Wang et al. 2019; Xing et al. 2008; Yao et al. 2013;
Zhu et al. 2018). The expression level of some of these proteins can be altered
in response to type | IFNs and they could therefore play a role in the context of
this study as well (Rusinova et al. 2013).

Functional consequences of PAS usage in intronic and exonic regions, resulting
in different protein splice variants, have been described in the literature, but
differential effects of 3'-UTR transcript isoforms encoding the same protein have
only been investigated in a small number of publications involving PAX3, BDNF,
BIRC3 and CD47 (An et al. 2008; Berkovits & Mayr 2015; Boutet et al. 2012; Lau
et al. 2010; Lee & Mayr 2019). CD47 can be expressed with a short and long 3'-
UTR. The LU of CD47 acts as a scaffold and binds HuR, a protein that interacts
with the effector SET (Berkovits & Mayr 2015). This allows interaction of the newly
translated CD47 with SET, which results in translocation of the complex to the
plasma membrane via RAC1. CD47 protein translated from a SU transcript
primarily localizes to the ER. This kind of scaffold function has also been
described for the LU of BIRC3 in B cell ymphoma (Lee & Mayr 2019). A protein
complex containing IQGAP1 and RALA is assembled in the BIRC3 LU and is
transferred onto the nascent BIRC3. This complex interacts with CXCR4 and
regulates its trafficking to the cell surface, which is essential for its function as a
cytokine receptor mediating B cell migration. Upregulation of CXCR4 surface
expression and subsequent changes to migration efficiency is specific to BIRC3
translated from the LU transcript.

More than 70 % of the human proteome can be translated from more than one
3’-UTR transcript variant and could therefore have similar 3’-UTR-dependent
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functions (Hoque et al. 2013). Since many ubiquitously expressed genes show a
tissue- and cell type-specific preference for one variant, 3’-UTR switching may
be a crucial mechanism for regulation of diverse protein function relevant in
different biological settings and needs to be explored further (Lianoglou et al.
2013).



114

4.2 Study Aims

APA and resulting 3’-UTR shifts are fields previously not investigated in the
context of type | IFNs. This study will investigate both the mechanism behind
global 3’-UTR shortening activated by IFN in macrophages, as well as its effect
on two selected proteins.

Genes, whose expression is altered in favor of shorter transcripts, are for the
most part not core IRGs. They represent a novel set of IRGs, which are influenced
through post-transcriptional regulation, not induction or repression of
transcription, and whose subsequent role has not been characterized. The choice
of isoform expression can be influenced by genetic variants that contribute to
hereditary disorders; therefore, it is possible that these previously overlooked
IRGs play a role in IFN-related diseases (Li L et al. 2021).

Understanding how IFNp activation alters transcript isoform expression and what
other cellular components are involved is crucial to characterize this novel gene
set. However, measuring expression of distinct 3'-UTRs is challenging using
standard established methods in molecular biology. Considerable effort was
therefore spent on adapting and optimizing different approaches in this study that
were used to identify essential components mediating 3’-UTR shortening.

The two IRGs EIF4EBP2 and MAVS are expressed with a shortened 3’-UTR in
IFNB-treated HMDMs and were investigated in more detail in this study. Neither
of them has been described as an IRG in the literature, which is reflected by data
deposited in the Interferome database (Rusinova et al. 2013). EIF4EBP2 and
MAVS are listed as downregulated IRGs in just one and two microarray datasets
involving type | IFN stimulation respectively. However, this information is based
on two microarray probes each, all hybridizing to regions determined to be LU-
specific in this study, which means this result is not representative of all
transcripts of these genes.

EIF4EBP2 is a translational repressor protein that strongly binds and thereby
inhibits EIF4E, a key component of translation initiation. EIF4E is released upon
phosphorylation of EIF4AEBP2 by mTORC1, a process initiated by type | IFN
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signaling, among many others, resulting in altered translational activity (Burnett
et al. 1998; Livingstone et al. 2015).

MAVS is a well-characterized scaffold protein involved in signal transduction of
RNA sensing, leading to activation of transcription factors and cytokine
production (Kawai et al. 2005). It has been observed in a variety of cellular
organelles, but the distal region of its 3'-UTR has been connected to preferential
mitochondrial localization (Xu et al. 2019). Organelle-specific functions of MAVS
connected to differential type | and Il IFN production have been subject to
controversy in recent publications and still need to be clarified (Bender et al. 2015;
Dixit et al. 2010; Odendall et al. 2014).

In this study, protein interaction partners of EIF4AEBP2 and MAVS expressed from
SU and LU transcripts will be identified and characterized, to investigate potential
functions dependent on 3’-UTR length.

The results of this study will expand current understanding of the regulatory
pathways activated or altered by IFNp in macrophages and the effect on a new

class of IRGs and their functions.
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4.3 Results

4.3.1 PMA-Activated THP-1 Cells as a Model for HMDMs

THP-1 cells are a monocytic cell model frequently used in research, which can
be activated by PMA to develop a macrophage-like phenotype (Chanput et al.
2014). 3'-UTR shifts in response to IFN were first investigated on a small subset
of genes to test the suitability of THP-1 cells as a model for APA pattern changes
in HMDMs.

THP-1 cells were activated with PMA overnight (from here on, referred to just as
THP-1 cells) and treated with 100 1U/ml IFN@ for up to 24 h. Expression levels of
all transcripts (total) and the LU transcript specifically were investigated by g°PCR
for each gene. The total transcript is detected with a primer pair binding the SU
or coding region of a gene, while the LU transcript is detected with a primer pair
amplifying the distal 3'-UTR not included in the shorter transcripts (Fig. 21a). The
relative expression levels for MAVS and EIF4EBP?2 total and LU transcripts in
THP-1 cells are comparable to the relative expression levels in HMDMs (Fig.
21b—e). The total transcript measurements remain mostly unchanged across the
24 h time frame, while the LU transcripts are downregulated. The ratio of changes
for both genes in both cell models decrease significantly after 12—24 h.

A custom NanoString array was used to assess the similarity of 3'-UTR changes
after 24 h of IFNP treatment on a larger scale. It was also used for further
experiments described in later sections. 30 genes with a range of 3'-UTR ratio
fold changes were manually selected from the sequencing data. Two probes
were designed for each gene to detect the total and LU transcript respectively,
analogous to the qPCR primers, and were included on the array, as well as
individual probes for six housekeeping genes from a commercial NanoString
panel.

In a NanoString experiment, RNA molecules are directly bound by probes
coupled to fluorescent barcodes, which are counted after immobilization on a flat
surface. This method allows comparisons between total and LU transcripts, since

gPCR biases introduced by primer composition, secondary structure as well as
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amplicon length and sequence are not an issue. This allows an indirect

assessment of SU transcript levels, by subtracting LU from total transcript

expression and an estimation of the distribution of SU and LU per gene.

Expression of stress granule assembly factor 1 (G3BP1) and EIF4EBP2 total and

LU transcripts are shown in Figure 21f and g. LU expression is significantly

downregulated in both cell types in response to IFNp treatment, as are the total

transcript levels in THP-1 cells.
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Figure 21: qPCR and NanoString measurements of 3’-UTR changes in THP-
1 cells and HMDMs treated with 100 IU/ml IFN. a) Diagram showing gPCR
primer and NanoString probe binding sites detecting total (teal) and LU
transcripts (red). MAVS transcript expression changes following IFN stimulation
in b) THP-1 cells (n = 3) and ¢c) HMDMs (n = 5) measured by qPCR. EIF4EBP2
transcript expression changes following IFNf stimulation in d) THP-1 cells (n = 3)
and e) HMDMs (n = §) measured by gPCR. The top graphs show expression fold
changes compared to untreated cells (0 h); the bottom ones show the averaged
ratios of LU/total normalized to untreated cells (asterisks indicate significance
using a one-way ANOVA, * p < 0.05, *™ p < 0.01, *™* p < 0.001, error bars
represent the standard deviation of the mean). Expression of f) G3BP1 and g)
EIF4EBP2 measured using a NanoString array (n = 3, asterisks indicate FDR <
0.05). The same expression data for h) G3BP1 and i) EIF4EBPZ2 is shown as a
percentage of total. j) Histogram showing the percentage of LU transcripts per
gene in untreated HMDMSs (purple) and THP-1 cells (orange). k) The log: fold
changes of all target probes in the NanoString array after IFNf treatment in
HMDMs and THP-1 cells were correlated; the Pearson correlation coefficient is
shown on the graph. CDS: cDNA sequence, SU: short 3’-UTR, LU: long 3’-UTR.

About 40 % of the G3BP1 transcripts measured in untreated HMDMs and about
25 % of transcripts in THP-1s are LU transcripts, which decreased to about 20 %
and 10 % respectively with IFN treatment (Fig. 21h). EIF4EBPZ2 LU transcripts
make up about 50 % of the total in both cell types, which reduces to 25 % and
about 15 % in HMDMs and THP-1s with IFN treatment (Fig. 21i). This reduction
of LU transcript proportion by about half was also observed in the LU/total fold
change calculated from the qPCR results at 24 h (Fig. 21b—e). Overall, the
percentage of LU transcript varies greatly across the tested genes and ranges
from 10-100 % in untreated HMDMs and THP-1s (Fig. 21j).

The general similarity of THP-1 and HMDM 3’-UTR shifts across the 30 genes on
the NanoString array was estimated using the logz fold changes of all probes after
IFNB treatment (Fig. 21k). The Pearson correlation coefficient of 0.749
summarizes how comparable the 3’-UTR responses for this gene subset in
HMDMs and THP-1 cells are and validates their use as a primary macrophage

model.
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4.3.2 A Method for Flow Cytometric Measurements of 3’-UTR Changes

Following the validation of 3'-UTR changes and assessment of THP-1 cells as a
model, investigation of the underlying IFN-inducible mechanism was started.
Since the previously used techniques are not suited to high-throughput assays
and screening approaches, another probe-based method, called PrimeFlow, was
adapted to measure the distribution of IFNB-induced changes to LU transcript
expression across a pool of cells. Target-bound probes are labelled with
fluorochromes, whose sig<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>